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CHAPTER 1

Introduction

Zhengguo Sheng, University of British Columbia, Canada
Chi Harold Liu, Beijing Institute of Technology, China

1.1 OVERVIEW

In the last few years, there has been a lot of interest in wireless ad hoc net-
works as they have remarkable commercial and military applications. Such
wireless networks have the benefit of avoiding a wired infrastructure. How-
ever, signal fading is a severe problem for wireless communications, particu-
larly for the multi-hop transmissions in the ad hoc networks. In real applica-
tion, without considering this issue, signals may not be received properly. In
order to deal with this problem, the use of diversity provides a good way
to reduce signal interference. The multiple-input-multiple-output (MIMO)
antenna can provide spatial diversity and multiplexing gain in wireless net-
works. It also represents a powerful technique for interference mitigation and
reduction. Therefore, to meet the needs of future wireless communications, it
is advantageous to equip the associated wireless ad hoc networks with MIMO
antenna capabilities.

Toward this goal, cooperative communication is studied as an alternative
and low-cost way to achieve spatial diversity. The key feature of cooperative
transmission is to encourage multiple single-antenna users/sensors to share
their antennas cooperatively. In this way, a virtual antenna array can be con-
structed, and as a result, the overall quality of the wireless transmission, in
terms of the reception reliability [1, 2], energy efficiency [3], and network
capacity [4], can be improved significantly. Cooperative diversity has largely
been considered by physical layer researchers, and various cooperative trans-
mission protocols have been developed at the physical layer to further in-
crease the bandwidth efficiency of cooperative diversity. There have been

1
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intensive studies on the physical layer techniques of cooperative communi-
cation; we refer the interested reader to some state-of-the-art works [1, 2] for
a preliminary understanding of cooperative transmission at the physical layer.

Moreover, the benefits of cooperative communication can be further ex-
ploited by the significant interactions between various layers of the protocol
stack for performance enhancements. Opportunistic scheduling is a good ex-
ample of cross-layer design, where scheduling protocols are designed by tak-
ing advantage of the knowledge of wireless link conditions [5, 6]. It has been
shown that these cross-layer designs [7] and protocols could be essential for
wireless ad hoc and sensor networks where unpredictable variables such as
node mobility, node density, and network dimensions make the diverse and
stringent wireless quality-of-service (QoS) requirements difficult to satisfy.

On the way to the development of cooperative communication, there is a
considerable need to understand its practical benefits and limitations, and its
interdependence with networking functions. Especially, it becomes critically
important to study how the performance gain of cooperative diversity at the
physical layer can be reflected at the network layer, thus ultimately improving
application performance.

1.2 RELATED WORK

More recent works in the literature show that cooperative communication
can significantly improve the overall quality of the wireless transmission.
Lee et al. [8] examined the symbol-error-rate (SER) performance of decode-
and-forward (DF) cooperative communications with multiple dual-hop relays
over Nakagami-m fading channels and showed that SER performance is sig-
nificantly improved with channel conditions or fading parameters, because
of the increased diversity order. Asghari and Aissa [9] also considered that
in spectrum-sharing systems the error performance of cognitive (secondary)
users’ communication can be significantly improved by implementing the
partial relay selection using DF without affecting the performance of licensed
(primary) users. Meanwhile, Tao and Liu [10] addressed an optimization
problem involving transmission mode selection (direct or cooperative trans-
mission), relay selection, and subcarrier assignment to maximize throughput
in cooperative OFDMA networks. Their work showed that the proposed al-
gorithm can enhance throughput performance by more than 75% compared
to direct transmission. Elhawary and Haas [11] proposed an energy-efficient

[vww .ebook3000.con}
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routing protocol for cooperative networks by employing relay clusters along
a non-cooperative path and revealed that the proposed cooperative transmis-
sion protocol can save up to 40% of energy compared with the disjoint-paths
and the one-path scheme using only direct transmission.

There are also existing works on the analysis of delay and network capac-
ity of wireless networks by using the concept of cooperation. Xu et al. [12]
measured queuing delay in a two-user cooperation system, and the proposed
scheduling policy is proven to greatly reduce the delay imbalance between
users. Also Song et al. [13] showed that the connectivity of wireless net-
works can be significantly improved through collaboration. Furthermore, the
collaborative networks require less power than noncollaborative networks in
order to maintain connectivity of the whole network. Although various coop-
erative transmission schemes have been developed to increase the bandwidth
efficiency, most existing literature focuses on physical layer techniques, and
there is a lack of understanding of cooperative benefits at the upper layers
(e.g., routing and applications).

In the latest work of relay selection, Babaee and Beaulieu [14] proposed
an optimization problem to find a number of relays along the path with the
minimum end-to-end outage probability from source to destination. The pro-
posed solution requires an optimization over all the paths connecting source-
destination subject to a fixed total power constraint. Ikki and Ahmed [15]
investigated the performance of the best-relay selection and showed that the
best-relay selection not only reduces the amount of required resources but
also can maintain a full diversity order. Cho et al. [16] also proposed a best
relay selection scheme to ensure minimum outage probability given a Poisson
field of relay nodes and the presence of path loss and fading, and argued that
relays geographically approaching the source and destination are preferred to
others.

1.3 MOTIVATION AND AIMS

Although much work related to cooperative communication has been carried
out since the early 2000s, it is not adequate for the following reasons. First, to
the best of our knowledge, existing work typically considers a single trans-
mitter serving one or multiple users. Mutual interference, interdependency,
and dynamics among multiple transmitting nodes in ad hoc networks using
cooperative transmission have not been considered in the protocol/control
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design from the cross-layer perspective. Second, how the cooperative trans-
mission and its associated protocols in the multi-transmitter scenarios affect
upper layers’ performance is not well understood. Evidently, the optimal sys-
tem and protocol design represents a very complicated problem and is still
open.

The goal of this book is to study cooperative transmission and the associ-
ated designs of upper-layer protocols, including MAC, routing, and transport
protocol, and ultimately to improve the overall QoS at the application level in
the wireless networks. Therefore, there is a considerable need to understand
its practical benefits and limitations, and its interdependence with networking
functions. Especially, it becomes critically important to study how the perfor-
mance gain of cooperative diversity at the physical layer can be reflected at
the network layer, thus ultimately improving application performance. Dif-
ferent from the above literature, our contribution in this book is that we con-
sider power efficiency as a main object in cooperative communication to en-
sure QoS requirements. To be specific, it is of fundamental importance to
understand (1) how to bring the performance gain at the physical layer up
to the network layer and (2) how to allocate network resources dynamically
through MAC/scheduling and routing so as to trade off the performance bene-
fit of a given transmission (optimized by allocating many cooperating nodes)
against network cost (power, interference, coordination overhead, and delay).
The selected techniques in each chapter can help achieve the global energy
efficiency as well as reliability in wireless networks. Hence these results will
potentially have a broad impact across a range of industry areas, including
wireless communication, wireless sensor/ad hoc networks, and so on.

1.4 ORGANIZATION OF THE BOOK

We focus on the development of performance effective algorithms for coop-
erative wireless networks and various aspects of their system performance.
Our starting point is to provide a fundamental understanding of the physical
layer technique, which lays a foundation to develop network protocols for
practical environments. With a better understanding of the cooperative trans-
mission mechanism, it becomes critically important to examine how the per-
formance gain of cooperative diversity at the physical layer can be reflected
at the networking layer. Our approach is to achieve that by tailoring the de-
signs of network protocols for cooperative communication and further eval-
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uating its network performance. Especially, we investigate end-to-end per-
formance (i.e., reliability, throughput, power, and delay) of a multi-hop co-
operative route by introducing new techniques (e.g., interference subtraction
and supplementary cooperation). Finally, the whole analysis of cooperative
networks is extended to a more general network scenario where multi-pair
multi-transmission coexists.
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CHAPTER 2

Reliability of
Cooperative
Transmission

Zhiguo Ding, Newcastle University, UK
Zhengguo Sheng, University of British Columbia, Canada

2.1 SYSTEM MODEL

We start with a direct transmission link as depicted in Figure 2.1(a) and as-
sume the channel model incorporating path-loss and Rayleigh fading. The
received signal at the destination d is modeled as

ya[n] = as gxs[n] + ngn, 2.1

where xs[n] is the signal transmitted by a source s, n € [1, ..., N] is the index
of the transmitting packet, and ny[n| is additive white Gaussian noise, with
variance a,%, at the receiver. The channel gain a, 4 between the nodes s and d
is modeled as a5 g = hs q/ d?,{f’ where d 4 is the distance between the nodes
s and d, « is the path-loss exponent, and h, 4 captures the channel fading
characteristics. The channel fading parameter / 4 is assumed to be complex
Gaussian with zero mean and unit variance, and independent and identically
distributed (i.i.d.) across times slots, packets, and links.
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Time schedule
[ s>pw) [ s>bE
S — T/2 —— T/2 —

| I
) > D

Time schedule

S>R,D(1,2)

: R > D(1,2)

\\\ I'—T/2—>|<—T/2—>I

(b) Cooperative transmission

FIGURE 2.1 Comparison of direct transmission and cooperative transmis-
sion.
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In this chapter, we consider the selected decode-and-forward (DAF) co-
operative scheme [1] in our system model, since this cooperative scheme
lends itself to a relatively easy implementation in hardware and software. The
scenario is depicted in Figure 2.1(b), where a source and destination commu-
nicate to each other with help of one single relay. Each node is equipped with
one omnidirectional antenna. Here, relay transmission is a main feature of
cooperative communication.

As defined in this book, a cooperative link (CL) between the source and
destination nodes includes two different transmission channels. The dashed
line is the direct transmission channel from the source directly to the desti-
nation, while the combined solid lines are relay transmission channels from
the source through the relay to the destination. In order to overcome the in-
ability of current radio frequency (RF) capture effects when simultaneously
transmitting and receiving in the same frequency band, the communication is
divided into two orthogonal time slots:

* In the first time slot: the source broadcasts its data to the relay and
the destination and they receive

hs,r
yrln] = dgg zs[n] + nyln],
hs,d
yaaltl = "] + ngln), 2
ds d

where d; 4, ds -, and d,. 4 are the respective distances among the source,
relay, and destination node, zs[n] is the information transmitted by the
source, and ng[n| and n,.[n] are white noise.

* In the second time slot: the relay transmits the signal it received in
the previous time slot, if it can decode the signal successfully (i.e., the
received SNR exceeds a threshold); otherwise, the source retransmits
the signal to the destination. Thus an ACK from relay to source is as-
sumed. The destination node receives

he '
da’/‘; ws[n] + na[n], it SNRy, < n,
s,d
azlnl = h 2.3)
dé’f; xr[n] +ng[n], if SNRy, >,

r.d
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where 7 is a threshold value to guarantee a successful decoding at the
relay node.

As a result, the destination receives two independent copies of the same
packets transmitted through different wireless channels. Diversity gain can be
achieved by combining the data copies using one of a variety of combining
techniques, for example, the Maximum Ratio Combining (MRC) [17] where
the received signals are weighted with respect to their SNR and then summed
together. A full second order of diversity can be obtained from such a co-
operative transmission strategy [1]. Such cooperative communication brings
significant improvement of reception reliability, which becomes an important
criterion to measure the performance of cooperative transmissions.

It is worth noting that the Time Division Multiple Access (TDMA)
scheme is considered here for two reasons. First, in order to simplify the prob-
lem and in case there are multiple source-destination pairs communicating si-
multaneously, the TDMA assumption could allow us to only concentrate on
one pair, and hence remove co-channel interference between the terminals at
the destination automatically. Second, the fact that time division duplex chan-
nels are reciprocal naturally makes channel state information (CSI) available
at the transmitter. To simplify the development of the proposed routing pro-
tocol, we consider that only one relay is used for cooperative transmission,
whereas results for using multiple relays can be found [18].

2.2 OUTAGE BEHAVIOR OF TRANSMISSION SCHEMES

We measure the reception reliability in terms of outage probability, which is
defined as follows.

2.2.1 Direct Transmission

We start with dir ansmission, and the channel capacity between the
source s and the destination d is

I.q = log(1 + plas a?), (2.4)

where p = f,z is defined as the normalized transmission power. For Rayleigh

fading, |2157d|2 is exponentially distributed with parameter d ;. The outage
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probability satisfies

20 —1)d?
" =Pr[l,4<b = 1—exp (—( ) s’d>

p

b _
d2g (2 1) 2.5)
’ p

for large p. Here b is the desired data rate in bps/Hz, which is defined by
QoS requirement. We then have the normalized transmission power for direct

transmission
. (201
bD = ds,d cout . (2.6)

2.2.2 Cooperative Transmission

Q

Letd, 4, ds -, and d,. 4 be the respective distances among the source, relay, and
destination node. During the first time slot, the destination and relay receive
ya1[n] = (hsa/ d?ﬁ)azs [n] + ng[n] from the source node, where x4[n] is the
information transmitted by the source and ny4[n] is white noise. During the
second time slot, the destination node receives

2
hs . hST
wsln]  nalnl, 1|01 < (D),
dsd S,T
Yaz2[n] = ) 2.7
h?” . h’ST
o @rln] Fnalnl, A= £ (),
dT,d dS,T

where f(p) = 22;_1 can be derived from direct transmission and is analo-
gous to (2.5). In this protocol, the relay transmits only if the SNR exceeds a
threshold; otherwise, the source retransmits in the second time slot. We thus
implicitly assume a mini-slot at the beginning of the second slot during which
ACKs are sent error-free from the relay to the source.

Assuming that the relay node can perform perfect decoding when the
received SNR exceeds a threshold, the channel capacity of this cooperative
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link can be shown as

1
9 log(1 + 2p’387d‘2)7 ‘aS,r 2 < f(p),
I, 4= (2.8)

’ 1
9 log(1 +p|357d|2 +p|ar,d|2)7 |as,» 2> f(p),

where p is the normalized transmission power for both source and relay. It
is worth noting that the same noise variance is assumed at both relay and
destination. Therefore, the outage event is given by I 4 < b and the outage
probability becomes

" = Pr[l5q <
= PrHas,r‘2 < f(p)]Pr[ans,d‘2 < f(p)]
+ PrHasm’Q > f(p)]PrHa&dP + ‘ar,d‘2 < f(p)]. (2.9)

By computing the limit, we obtain from (2.9)

= ﬂlp) Pl < 100) ﬂlp) Prdoaf < (0)
+ Prlacel? 2 @) o Pl +lanal < S0
”\1‘,3- ~ ;: -
(2.10)

where T1 =~ d3 ., T2 ~ d%,;/2, T3 ~ 1, T4 = (d ,d%;)/2. Since f(p) =
2~1 Wwe obtain a closed-form expression for the outage probability between
the source and the destination using DAF cooperative transmission

1 2% — 1)2
At = gd(d§7r+dﬁd)( 2 © 2.11)

It is worth noting that for a fair comparison with direct transmission using
only one time slot, cooperative transmission actually employs twice the data
rate at 2b; Figure 2.1 shows that the cooperative link transmits both packet 1
and 2 together, during two consecutive time slots, so that both schemes have
the same effective data rate.

[vww .ebook3000.con}
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FIGURE 2.2 Total transmission power of cooperative transmission as a func-
tion of relay location.

Hence the total normalized power consumption for DAF cooperation is

1 o o N (22b _ 1)2
PDAF = 2p =2 §ds,d(ds,7” + dT,d)T . (212)
C

2.3 MOTIVATING EXAMPLE

Readers may notice that the transmission power in (2.12) is not decided only
by the data rate b and outage probability X' but also by the relative distance
between the relay and the source-destination pair.

To illustrate the main ideas, consider a three-node scenario where the re-
lay node is located arbitrarily within the area defined by the circle whose
diameter is the straight line between the source S and destination D. The dis-
tance between the nodes S and D is assumed to be d, 4 = 20 m, the required
data rate is b = 1 bps/Hz, the prefixed outage probability is €°%* = 0.01,
and the path-loss exponent is set as a = 2. For such a system setup, the nor-
malized power consumed by direct transmission is pp = 46 dB, whereas the
normalized power consumed by cooperative transmission is shown in Fig-
ure 2.2 as a function of relay location on the z-y plane. Recall that the nodes

S and D are located at (—10 m, 0) and (10 m, 0), respectively; the coopera-
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tive transmission scheme can achieve its best performance if the relay node is
located at the center of the circle. Moreover, the cooperative scheme always
consumes less transmission power than the direct transmission.

It is clear that relay selection is crucial for the performance of cooperative
transmission. This is so because a good-quality relay yields strong multiuser
diversity gain, thus potentially enhancing the system performances (i.e., out-
age probability, transmission power, and data rate). Intuitively speaking, the
larger reduction of power leads to less interference, thus conceivably increas-
ing network capacity, reducing transmission delay, and so on, which is a main
motivation to bring such performance gains up to the network layer. This will
be discussed in the following chapters.

It is assumed that a route has been established between a source and a des-
tination. Different from traditional routes, cooperative transmission is used to
improve the link quality when the source node communicates with the des-
tination node. The links involved in the route between the source and des-
tination nodes can be categorized into two sets. The first set, defined as S,
includes the links using direct transmission without using any relay, and the
other one, defined as .Sy, includes all links using cooperative transmission.
In our model, we also assume identical transmission power for all nodes;
thus the total transmission power is proportional to the total number of nodes
involved in the route.

For the above scenario, by assuming that the error performances among
links are independent, the end-to-end (ETE) outage probability can be de-
rived from (2.5) and (2.11) and is given by

e =1- J] 0 —D) J[ @ -€D), (2.13)
1,j€S1 1,j€S>
where EE]T and e?]T denote outage probability for direct link and for cooper-

ative link, respectively.
For small outage probability erT < land EZC]T < 1, we have the follow-
ing approximation:
et ~ e+ et (2.14)
1,j€S1 1,7E€S2
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Substituting (2.5) and (2.11) into the above, we obtain

2b 1
- SRR W
p 7’7]651

92 D didg, +dyy),  (2.15)

1,jES2

where i, r, and j are source, relay, and destination nodes, respectively, of one
cooperative link.

Based on different objective functions and constraints, even the same sys-
tem setup could lead to different optimal routes [19]. Here we use (2.15)
as our objective function to justify the end-to-end reliability of cooperative
route.

2.4 DESCRIPTION OF THE QOS-DRIVEN
ROUTING ALGORITHM

Based on the characteristics of cooperative transmission analyzed so far, we
propose here a distributed routing algorithm to establish a cooperative route
in an arbitrary network that ensures each link ¢°%* below a certain target level
(constraint). Algorithm 2.1 describes the routing algorithm in detail.

The timing schedule of the proposed cooperative algorithm is shown in
Figure 2.3. As a distributed routing algorithm, each relay node as a moni-
tor periodically broadcasts a HELLO packet to its source-destination pair to
measure the link performance. When an improvement is necessary, the relay
sends a NOTIFICATION to its source and destination and triggers new re-
lay selections among the source-relay and the relay-destination links. Such
“control information” needs to be synchronized among the source, relay, and
destination before packet transmission.

To fit the non-infrastructure nature of ad hoc networks, it is desirable
to devise a distributed mechanism to choose the relay node with the best
incoming and outgoing channel condition among candidate nodes without
using a central controller. Specifically, the relay selection method is similar to
the idea in Section 7.2.2, which employs a four-way handshake of messages
to control medium accesses for cooperative communication.

In the proposed algorithm, relays use a similar carrier sensing scheme
[20] and go through a backoff period before sending received data to the
destination. Each relay then sets the backoff timer, proportional to its €%,
and the node with the minimum backoff time shall (and is implicitly chosen
to) relay the packet.
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ALGORITHM 2.1 Proposed Cooperative Routing Algorithm

Input: Relay candidates R, transmission power p, data rate b, outage
constraint 7

Output: Cooperative route R and link outage €

Initialize:

Lirgq < argmineg‘ilt; /ISelect the best possible relay node rg 4

reR > . . .

and establish one cooperative link from
the source (s) to the destination (d) to
minimize the link outage e‘s)}g according
to (2.11)

2: Re{s,rsq,d}; IlInitial route established

Updates:

1:if egjgg n; /ICompare with the target outage
probability (constraint) n

2t R{s,r5q,d}; /[Route established

3: else

4:  while \/e;?,‘;-t >n,{i,rij,j} € R do [/Ifanylink e?jj-t along
the constructed route
is larger than the
target error rate

. . i out .
5: Tir,, < arggré%leimyj,
. . acout . ; /
6: Tro g earggé%le”m, /INew relay selections are triggered

among the existing link in R to improve

its €' performance

7o ReA{R—{i,rig gty Ui rip, righ Ulrig, e, 5,01
/IUpdate routing table

8: end

9: end if
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FIGURE 2.3 A timing diagram of cooperative transmission.
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Theorem 2.1 For an infinitely dense network where a node exists at any lo-
cation, the end-to-end outage probability for the proposed routing with N

hops is
1
6(}%JL}.[EE ~ 0 <A2°‘_1> 3

where A, being a perfect power of 2, is the largest integer that is smaller than
the total number of hops N and « is the pass-loss exponent. The definition
of f(n) ~ ©(g(n)) is that 3k1, ks > 0,n0, ¥n > ng, |g(n)[k1 < |f(n)] <
lg(n)[ko.

Proof Suppose the total number of hops is N and the distance between the
source and destination is D.
If log, (V) = integer, then

2b 2 [ « 2b 2 N2«
. L(22-12 /D D>\ (2% -1)2D
BE=N ( v) (Zoaye) = ey - @10

Otherwise, determine the two nearest integers A and B that are next to NV
and satisfy A < N < B. Both A and B are perfect powers of 2. Therefore,
we have

ot (22 —1)2°D*(N —A) (2% —1)?D**(2A— N)

ETE = 90,2 B2a—1 4 + a2 A20—1 A . @17)

Using the relationship B = 2A, we have

2% _ 122
. (2 12D% (N4
W= ga oz (gt F2A-N) (2.18)
It is not difficult to observe that egf; ~ © (ot 1 ). m

Motivated by such conclusion, we can find the performance of our pro-
posed routing algorithm and optimal solution! in 2D infinitely dense net-
works, which are shown later in Figure 2.5. We observe that the proposed
algorithm exhibits performance close to optimal, especially when the hop
number N satisfies log, (V) = integer.

!The optimal solution is defined as a route with no more N hops that minimizes the
ETE outage performance in the cooperative networks. Detailed analysis is provided in Ap-
pendix A.1.
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It is worth pointing out that we include an outage constraint in our pro-
posed routing protocol for the following reasons: First, our proposed algo-
rithm starts with routes with a small number of hops. Implicitly, it does
not explore routes with an excessive number of hops. Instead, our algorithm
achieves a good trade-off and balance between the hop count (which relates
to delay) and ETE €°"* for routing, in order to achieve acceptable system
performance. Second, for a given outage constraint, we can reduce the total
number of nodes involved. Hence other benefits such as energy savings and
communication traffic reducing could be realized.

out achieved

Following the ideas above, we compare the minimum ETE e
by our proposed routing algorithm with that of the optimal routing solution
for a regularly dense linear network scenario. We consider a linear topology
where nodes are located at equal distance from each other on a straight line.
We assume that this distance between two adjunct nodes is D and the total
number of nodes is n.

Before proceeding further, let us define a gap ratio g as the normalized
difference between the outage probability for the best route established by
our proposed algorithm and that of the optimal route

_ €proposed — €optimal ' (2.19)
€optimal

The following theorem compares the performance of the routing algo-
rithm to the optimal route.

Theorem 2.2 For a regular linear network with n nodes (o = 2),

0, if logy(n — 1) or logy(n) = integer,
11 —
g= R if logs <n 3 ) = integer,
33
, otherwise for an odd number of nodes.
2(n—1)

Proof See Appendix A.2. O

In general, Theorem 2.2 tells us that the proposed routing algorithm can
have a €°"* close optimal. For example, for the first case where n — 1 or n is
a perfect power of 2, the proposed algorithm yields exactly the same €°"* as
the optimal route. The gap ratio can be close to zero for the third case where
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FIGURE 2.4 Routing comparison between proposed algorithm and
destination-sequenced distance-vector (DSDV) algorithm.

the number of nodes is large enough. In addition to error performance, the
proposed routing algorithm also provides the advantage of delay reducing.
For example, for the second case, we can reduce 2!°%2 "5 -1 hops and ”gl
nodes involved when compared with optimal solution. For the third case, we
can reduce one hop and two nodes involved.

2.5 SIMULATION RESULT

Figure 2.4 shows a routing example that is established by our proposed algo-
rithm. The 100 nodes are uniformly distributed in 1000 m x 1000 m topology
with the source and destination nodes located at the top left corner (node 1)
and the bottom right corner (node 100), respectively. We set transmission
power-to-noise ratio to 50 dB, data rate b = 0.1 bps/Hz, and the outage con-
straint e°"* = 0.01. The light gray dashed line (located toward the upper right
direction) is the distance-vector (DV) [21] routing, whereas the combined
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FIGURE 2.5 End-to-end BER versus total number of hops.

dark gray lines represent the proposed cooperative routing. For example, the
cooperative link between node 1 and 19 uses node 26 as its relay. As shown
in this figure, our proposed algorithm establishes a totally different route path
compared with the DV routing algorithm. Furthermore, when compared with
9 hops and 10% end-to-end €t for the DV algorithm, the route generated
by our proposed algorithm yields much better performance in terms of delay
and outage probability: 5 hops and 3% end-to-end €°"t,

Moreover, under the same network assumption with a finite number of
nodes, Figure 2.5 illustrates the ETE outage performance in terms of number
of hops. It is shown that for cooperative routing, the ETE ¢°* improves as
the number of hops in the selected route increases. It also shows that coopera-
tive transmission can achieve better €°"* performance than the DV algorithm.
This implies that our proposed algorithm can generate routes with a smaller
number of hops and satisfactory ETE ¢°** when compared with the optimal
solution from the DV algorithm. Such performance of the infinite node case
can be treated as a low bound performance of the proposed algorithm.



[vww .ebook3000.con}



http://www.ebook3000.org

CHAPTER 3

Energy Consumption
of Cooperative
Transmission

Zhengguo Sheng, University of British Columbia, Canada
Kin K. Leung, Imperial College London, UK

3.1 INTRODUCTION

The improvement on the ETE reliability is not the only benefit that we can get
from cooperative routing. From another aspect, the total power consumption
can also be reduced by using cooperation. Various cooperative routing algo-
rithms have been developed to further reduce the total transmission power
of cooperative transmission [22, 23, 24, 25, 26]. However, most existing co-
operative routing algorithms are implemented by identifying a shortest path
first, and thus the performance gains of cooperative communication cannot be
fully exploited. Motivated by the QoS-driven routing algorithm in Section 2.4
and the optimal power allocation of DAF cooperative link in Section 7.1.1,
we propose a power-efficient cooperative routing algorithm as follows.

The objective function of the power-efficient cooperative routing is simi-
lar to (2.15) and can be obtained as

pere = »_ pp+ Y (0" +q), (3.1

1,7E€S1 1,jE€S2

25
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where pp is the power of direct transmission (2.6) and p* and ¢* are the
optimal transmission power (7.6) of the source and relay, respectively.

3.2 DESCRIPTION OF THE POWER-EFFICIENT ROUTING
ALGORITHM

Algorithm 3.1 describes the power-efficient routing algorithm, which is dif-
ferent from the routing algorithm in Section 2.4, in detail. Each node uses
a default transmission power to construct a route at the initial stage. Since
the optimal transmission power for both source and relay nodes can be deter-
mined by d 4, ds -, d 4, and link €Ut each cooperative link can adjust to its
minimum power in the mean time of the distributed relay selection once link
outage performance has satisfied the target.

3.3 PERFORMANCE EVALUATION

In this section, we develop simulation results to illustrate the power sav-
ings of the power-efficient routing algorithm and then compare it with other
cooperation-based power-saving algorithms.

We consider here a network scenario where a total number of N nodes
are uniformly distributed in a 1000 m x 1000 m topology with the source and
destination nodes located at the top left corner and the bottom right corner,
respectively. Figure 3.1 shows the required total transmission power using
different routing algorithms for different total numbers of nodes at the same
link €°"* = 0.05, @ = 2, and b = 0.95 bps/Hz. As shown, the total power
consumption decreases as the network size increases. This is so because the
distance between neighboring nodes is reduced with increased node den-
sity. Multi-hop routing ensures the lower power consumption between these
nodes. We can also observe that the proposed power-efficient routing algo-
rithm achieves the best performance among CASNCP [26], which is based
on the shortest path algorithm, the conventional cooperative routing algo-
rithm (with identical power assumption at both source and relay) 2.4, and the
destination-sequenced distance-vector (DSDV) algorithm [21].

Since our proposed routing algorithm starts with routes with a small num-
ber of hops, Figure 3.2 shows the relationship between the total power con-
sumption of the cooperative route in terms of total number of hops and its
ETE outage performance.
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ALGORITHM 3.1 Power-Efficient Routing Algorithm

Input: Relay candidates R, default transmission power p, data rate b,
outage constraint n

Output: Cooperative route R, link outage €°"*, and optimal transmission
power (p* and ¢*)

Initialize:
lirg g < argmine‘;‘j}; /ISelect the best possible
reR relay node rg q and establish

one cooperative link from the
source (s) to the destination
(d) to minimize the link out-
age e‘;‘g according to (2.11)

2: Re{s,154,d}; Ilnitial route established

Updates:

1:if e??jﬁ n; /ICompare with the target
outage probability
(constraint) n

2:  R«{s,154,d}; /[Route established

30 ps =P g, — G5 /IUpdate transmission power

4: else

5: while \/e‘z?,‘;-t >n,{i,ri;,j} € Rdo  //If any link eg’gt along the

constructed route is larger
than the target error rate

. i acout .
6: Tig,, argminer;” :
. X racout . :
7: Tro g ¢ argmine; ;: /INew relay selections are

triggered among the existing

link in R to improve its €'}
performance

8: Re{R — {i,rij, 3} Ui, i, mig Udmigome. 5,3}
//Update routing table

9: end

10:  forall V{i,r;;,j} € Rdo

11: pi 0" qr, < 5 /Update transmission power

12: pp, < p% a5 < 5 /Update transmission power

13:  end for

14: end if
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FIGURE 3.1 Network size versus total normalized transmission power con-
sumption along the path.
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FIGURE 3.2 Total normalized transmission power along the path versus end-
to-end outage performance.
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The network scenario is the same as in Figure 3.1, but with a fixed N =
100, o = 2, and b = 0.2 bps/Hz. The total transmission power along the path
is proportional to total number of hops. Under the same network topology, as
the total number of hops increases, the total transmission power is increased.
Meanwhile, under the same route and ETE outage achievement, the proposed
algorithm can reduce the total power consumption by a couple dB.
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CHAPTER 4

Throughput of
Cooperative
Transmission

Zhengguo Sheng, University of British Columbia, Canada
Zhiguo Ding, Newcastle University, UK

4.1 INTRODUCTION

In wireless networks, the broadcast nature of wireless transmission enables
cooperation by sharing the same transmissions with nearby receivers and thus
can help improve spatial reuse and boost network throughput along a multi-
hop routing. The performance of wireless networks can be further improved
if prior information available at the receivers can be utilized to achieve per-
fect interference subtraction. In this section, we investigate performance gain
on network throughput for wireless cooperative networks by using a sim-
ple multiuser detection (MUD) scheme, called overlapped transmission, in
which multiple transmissions are allowed only when the information in the
interfering signal is known at the receiver.

The idea of employing MUD in wireless networks to increase spatial
reuse and throughput has been proposed [27, 28, 29, 30]. We have learned
from existing works that typical MUD schemes (e.g., Successive Interference
Cancellation (SIC)) need significant process power. However, for wireless ad
hoc networks, it may not be possible. Motivated by the fact that prior infor-

31



32 W Energy-Efficient Cooperative Wireless Communication and Networks

W€ e € e e
W e & % & %
e € o e
J e & % & %
W € e & o e
m.mm

A
| |

Time slots

FIGURE 4.1 Multi-hop direct transmission with overlapping in a five-node
linear network.

mation available at the receiver can be utilized to achieve perfect interference
subtraction by using the MUD scheme [30] and therefore invite more simul-
taneous transmissions along a multi-hop routing, we propose here to further
exploit network throughput in cooperative networks by combining the MUD
scheme with supplementary cooperation strategy.

4.2 INTERFERENCE SUBTRACTION IN A
MULTI-HOP SCENARIO

In this section, we illustrate the idea of interference subtraction in a five-node
linear network shown in Figures 4.1 and 4.2. Without loss of generality as in
the previous work [30], the distance between adjacent nodes is 1, the trans-
mission range (solid line) is also assumed to be 1, and the interference range
(dashed line) is assumed to be twice the transmission range. Specifically,
we use outage probability to define the transmission range and interference
range.

[vww .ebook3000.con}



http://www.ebook3000.org

Throughput of Cooperative Transmission B 33

—_mi' ml'
2= N
W 6 ® & 6 @
2

PR //—-—\\

7 N

. > o

"

1 /// \\
5 e e 6 e o
s s ‘
w1 - BN m,
(] N
£ #
= oT4 ,

sy

B
s
s e 6 @

T6 ’
A

FIGURE 4.2 Multi-hop cooperative transmission with overlapping in a five-
node linear network.

We still employ the same propagation model in Chapter 2 to consider
path-loss and Rayleigh fading. The wireless link a; ; between the nodes 4
and j is modeled as a; ; = h; ; / dlc-ff, where d; ;, the distance between the
nodes ¢ and j, represents the large-scale behavior of the channel gain, « is
the path-loss exponent, and h; ; is assumed to be the independent and iden-
tically distributed (i.i.d.) complex Gaussian variable with zero mean and unit
variance.

For direct transmission, according to (2.5), the outage probability satis-

fies
20 —1
€Nt =Pr[Ip < b] = d2, < > , 4.1
’ p

where b is the desired data rate in bps/Hz, which is defined by the QoS re-
quirement, and d is the distance between two nodes.
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By using (4.1), we have the equivalent definition as follows:

( 2v -1
node is within transmission range, if €)" < ,
p
o , 27(20 -1
node is within interference range, if €" < ( ) ) 4.2)
- . 2020 — 1
interference free, if  eRt > ( ) .
p

Therefore, when setting a desired data rate b and carefully choosing a
transmission power p, a successful transmission can be made only if the out-
age probability at the receiver satisfies the first condition of (4.2). When a
node is within the interference range, which satisfies the second condition,
it cannot directly decode the message from the source. However, from infor-
mation theory’s perspective, it can accumulate the information from both the
source and relay to satisfy the first condition by using cooperative transmis-
sion in two time slots, which is shown in Figure 4.2.

For cooperative transmission, let d, 4, ds ., and d, 4 be the respective
distances among the source, relay, and destination of one single cooperative
link. The outage probability is

1 (2bc — 1)2
€ont — ) Calds, +dy) 2 4.3)

Note that the mathematical details behind this equation are omitted and can
be found in Section 2.2.2.

Network throughput can be improved by employing simultaneous trans-
mission [30], and the scheduling scheme employing the overlapped transmis-
sion for the five-node linear network is depicted in Figure 4.1. We observe
that in time slot T3, node C forwards packet mg, which is received by node
B in T2, to node D. Node B can actually keep a copy of the transmitted
message mg locally; thus it knows the message being transmitted by node C'
in T3 and can apply the MUD with the stored prior information msy to miti-
gate the interference caused by node C, while node A is allowed to transmit
another message ms at the same time.

The performance of the scheduling schemes is measured in terms of net-
work throughput at destination . We assume time slots are of equal length
T and identical transmission power for all nodes. Since destination F suc-
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cessfully receives a message on average in every two time slots, the average
throughput for direct transmission with overlapping is

b
AD = 5" 4.4)

Under the same outage achievement e = 1 —(1— €%)2, by using (4.1)
and (4.3), the data rate for cooperative transmission can be increased to

2
bc ~ b+ log, (\/ETH> , 4.5)

where ey is the outage probability of a two-hop-length direct transmission.
For cooperative transmission as shown in Figure 4.2, a message on average
requires three time slots to be received at destination F; the average through-
put for cooperative transmission with overlapping is

. bgc ) b+1og23(\/ef,,) | @

As a result, the performance of cooperative transmission with overlap-
ping is better than that of direct transmission with overlapping only when

Ap < A¢, which equals
2

erg < (2b/2)2 . 4.7

We observe that (4.7) can be easily satisfied, especially when the trans-
mission power-to-noise ratio p is large enough. Let us consider an example.
We assume o = 2, b = 2 bps/Hz, and p = 20 dB; then with the same outage
performance, bc = 3.73 bps/Hz. The transmission efficiency, which is de-
fined as the ratio of network throughput of cooperative transmission schedul-
ing employing overlapped transmission to that of direct transmission schedul-
ing employing overlapped transmission, is I' = ig = 1.24.

It is clear that the scheduling scheme of cooperative transmission with
overlapped transmission has shown better potential to improve network
throughput by 24% over the scheme of direct transmission with overlapped
transmission and that potential can be further improved when one implements
supplementary cooperation with overlapped transmission, as will be exam-
ined in the next section.
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4.3 SUPPLEMENTARY COOPERATION

In this section, we introduce another idea of supplementary cooperation strat-
egy. We have focused so far on the conventional cooperation strategy that the
mutual information accumulation only happens at the destination node of
each cooperative link. Actually, the relay node can also get full benefits from
cooperation by taking advantage of the broadcast nature of wireless trans-
mission to further reduce the decoding error. As depicted in Figure 4.2, in
the second time slot, node C receives the second copy of m/, from relay B.
At the same time, relay D can actually overhear the same m/, (dashed line).
That is so because the node D is within the interference range of node B
and the same packet needs to go through all the nodes along the route. In
essence, nodes B, C, and D can consist of another cooperative link called
supplementary cooperation.

Consider a general network scenario where simultaneous transmissions
are among the same route, which is shown in Figure 4.3. As an extension,
we are interested in the interference impact on network performance, that is,
under a realistic assumption that multiple nodes are active for transmission at
the same time. Since we assume that each node uses the same transmission
power, the single-to-interference-plus-noise ratio (SINR) at receiver s;1 is

p p

/
p’ = SINR = = )
Do +Dpr Do + ij|aj75i+l |2

(4.8)
where pr is the summation of interfering power at the receiver. For Rayleigh
fading, |a; ,,,, |2 is exponentially distributed with parameter dj .. - By taking
the average of |a; 2 and assuming the white noise power py < pr, then
the above SINR is

i+1|

p _ P _ 1
Pr Zj p/dJa}SH—l Zj 1/d?787:+1

Hence the mutual information at node s; 1 can be shown as follows:

p' =SINR ~ 4.9)

IOg(l + 2p;i+1|a8i781‘,+1|2)7 lf |a7"i—1,7“7: 2 + |asi,7'1‘, 2 < G(p;“7)7

I =
‘2 2 + ’a’Sq',?”q'

log(l +p/87;+1‘a57'75i+1 lf ‘aﬁ—lﬂ”q‘ 2 2 G(p;z)?

+ plsqqu |a7"1‘787:+1 |2)7

N~ N =

(4.10)
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FIGURE 4.3 One example of a cooperative route.

where p). and p’si+1 are transmission power-to-interference ratios at relay ;
and destination s;,1, respectively, and G(p),) = (22 — 1)/pl. . The first
case in (4.10) corresponds to relay r; that is not able to decode through sup-
plementary cooperation with r;_; and s;, and thus source s; is repeating its
transmission. The maximum average mutual information is that of repetition
coding from source s; to destination s;1; therefore, the extra factor of 2 is
added in the SINR. The second case corresponds to relay r; that has the abil-
ity to decode and repeat the transmission through supplementary cooperation;
then the maximum average mutual information is that repetition coding from
both s; and r; to destination s;1.

Therefore, the outage event for such DAF is given by I < b and is equiv-
alent to the event

({’aﬁflﬂ”q‘
({|a7"i—1,7“7:

2 + ‘ashri

2 < G(p;z)} m {2‘a5i75i+1‘2 < G(p/s7+1)}) U

2 + |a3i77'i

2 Z G(p;z)} N {|a51‘,751‘,+1|2 + |a7”i,8i+1|2 < G(p/s7+1)}) .

4.11)
As can be seen, two events of the union in (4.11) correspond to two cases
in (4.10), respectively. Because the events in union of (4.11) are mutually
exclusive, the outage performance of s;;; with supplementary cooperation
(SC) becomes

A = Pr[I < b
= PrHa?‘i—lﬂ"i 2 + |a3i7'r'i 2 < G(p;n)] Pr[2|a51‘,,81‘+1|2 < G(pgb+1)]
~ ~ . ~~ -
T1 T2

+ Pr“a?“q:—lﬂ“i 2 + |a81:,7“1‘, 2 Z G(p;n)]

~ ~ -
T3

X Pr[|as«;781‘,+1|2 + |a7“1:,81‘+1|2 < G(p;Hl )] . (412)

~ ~ ~

T4
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Here, we compute a closed form for (4.12). By computing the large SNR
behavior, we have the limits

Tl — da o G2(pl) T2 — 2d§i s G05,,,)

2 Ti—1,T: "Si,Ts

(07

T3 —1- d? 1,7 dai,nG2(p;z;)v T4 — d? .S +1dr Si +1G2(p;i+1) .

Then, (4.12) equals

P = Pr[I <
= 4d? ndS L dY o GE(p )G(D )
b o B G0 (1 Y88, 6200))
4.13)
where
Gw,,) =@ -1 d; and G,)= (2% -1)Y dl
j dsin G s

Under the same network scenario as depicted in Figure 4.2, (4.13) can be

simplified as

d?,dd?,d(Qbsc_lV N dg 4dg pdy (2bsc—1)3

out 57“7‘7‘

= 4.14
€3C = 22 48 ; (4.14)

where d,. ;. is the distance between two adjacent relay nodes. Then we have
the data rate of SC

bsc = logy(xp + 1), 4.15)
where
B A 1 1
== —|—’LL—3, A= 2a—1’ B:_3.22a—2’

sl q B3 G 2
_\/ 2 \/ A g= s gy gty
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Consider the same example in Section 4.2; we get bgc = 4.25 bps/Hz
and the average throughput for supplementary cooperation is Agc = bgc.
Then the transmission efficiency is IV = ):\SDC = 1.42.

In general, the results from above tell us that the supplementary coop-
eration with overlapped transmission achieves the best performance among
the three schemes. It is worth noting that the supplementary cooperation can
be realized simply by taking advantage of the broadcast nature of wireless
transmission. Hence, compared with conventional cooperative transmission
in Section 2.2.2, there is no extra system overhead involved.

4.4 SIMULATION RESULT

In this section, we evaluate the performance of supplementary cooperation.
Especially, we employ the space-time reuse scheme to analyze the interfer-
ence impact on network throughput for later comparison.

We consider here a network scenario that 100 nodes are uniformly dis-
tributed in a 1000 m x 1000 m topology with the source and destination
nodes located at the top left corner and the bottom right corner, respectively.
We set the transmission power-to-noise ratio as 60 dB and desired data rate
b = 0.2 bps/Hz. Results are averaged over 100 simulation runs. By using the
cooperative routing algorithm in Section 2.4, Figure 4.4 reports ETE outage
performance of routes with different total number of hops from the source
to destination. In this simulation, we consider the simplest case where only
one transmission is possible in each time slot. So there is no other interfer-
ence present. As can be seen, the supplementary cooperation achieves much
better error performance than the conventional cooperation as well as the
same route with only direct transmission. Especially, an average outage re-
duction of 34.87% is achieved when compared with the conventional coop-
eration. In addition, it further shows that for cooperative routing, ETE outage
improves as the number of hops in the selected route increases. In particu-
lar, we observe that 3 hops supplementary cooperation already has the better
ETE outage performance than 4 hops conventional cooperation. This implies
that supplementary cooperation can generate routes with a smaller number
of hops and satisfactory ETE outage when compared with the conventional
cooperation.

Next, we evaluate ETE outage performance of supplementary coopera-
tion with overlapped transmission under an interfering environment, which
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FIGURE 4.4 End-to-end outage performance versus total number of hops.
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FIGURE 4.5 TDM-schedule for a cooperative route with M = 1.
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FIGURE 4.6 End-to-end outage performance versus channel resource reuse
factors.

allows multi-node transmissions along the same routing using the space-time
reuse scheme. We assume all nodes along a route transmit in the same fre-
quency band and employ a regular time-division multiplex schedule (TDM-
schedule) of length M -cooperative-links so that in time slot ¢, the nodes
2iM + (t mod 2M) are allowed to transmit, for ¢ = ... — 1,0, 1.... Because
each cooperative link consists of two transmissions from the source and relay
in two consecutive time slots, the extra factor 2 is added in TDM-schedule.
Figure 4.5 shows the TDM-schedule for a general cooperative route with
reuse factor M = 1. The solid lines are simultaneous transmissions and the
dashed lines are interferences that can be canceled through overlapped trans-
missions.

Figure 4.6 shows ETE outage performance of supplementary cooperation
(SC) with interference subtraction (IS) by using the overlapped transmission
and conventional cooperation (CC) without IS. It is clear that supplemen-
tary cooperation with interference subtraction achieves much better perfor-
mance than the conventional way. Furthermore, a careful reader might notice
that in fact there is a trade-off between reuse factor, ETE outage probability,
and network throughput. As reuse factor increases, ETE outage probability
is reduced correspondingly. However, the network throughput is adversely
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affected by large reuse factor. Therefore, in order to find the best coopera-
tive route achieving maximum network throughput, we define the network
throughput as follows:

A\ = b1 ) (4.16)
— €ETE .
", , if M >1,

where b is the desired data rate, egrg is ETE outage probability, and M is
the reuse factor. By using (4.16), we find that 3 hops supplementary coopera-
tion with interference subtraction is the best routing to achieve the maximum
throughput in such a network scenario, which is circled in Figure 4.6.
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CHAPTER 5

Delay Analysis of
Cooperative
Transmission

Zhiguo Ding, Newcastle University, UK
Kin K. Leung, Imperial College London, UK

Zhengguo Sheng, University of British Columbia, Canada

5.1 INTRODUCTION

A large ETE throughput does not necessarily result in a small ETE trans-
mission delay. The size of each packet and type of transmission schedule
also play important roles in network performance. In this section, we em-
ploy an error exponent model [31] to study the transmission time of wireless
networks using decode-and-forward (DAF), amplify-and-forward (AF), and
multi-hop (MH) cooperative protocols.

5.2 SYSTEM MODEL AND DELAY BEHAVIORS

Each node in the network is equipped with one omnidirectional antenna ele-
ment. The Time Division Multiple Access (TDMA) scheme is used to enable
various nodes to share the same frequency band. We employ a channel model
incorporating path-loss and additive white Gaussian noise [32]. The received

43
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signal at node j is modeled as
Yj = ;% + Ny, 5.1

where z; is the signal transmitted by node 7 and n; is additive white Gaussian
noise, with variance U?L, at the receiver. The channel gain a; ; between the
nodes 7 and j is modeled as a; ; = 1 / dlc-fj/?, where d; ; is the distance between
the nodes 7 and j and « is the path-loss exponent.

For existing encoders, it is inevitable to output some bits that are corre-
lated to each codeword and therefore cause the loss of independence. Since
random Gaussian inputs can maximize the mutual information (or entropy),
the use of random Gaussian code can theoretically ensure the achievability of
the optimal performance and therefore maximize cooperative diversity. We
assume that each node uses a random Gaussian code! to encode a block of
L nats” information into a time signal of infinite duration and transmit it.
However, the transmitter will transmit a finite time only until the receiver
successfully decodes the message; thus only a finite length of codeword will
be transmitted. Since the Gaussian waveform channel can be modeled as a
sequence of complex Gaussian scalar channels [33, 31, 34], if we use the
output of the first N channels to decode the transmitted message (i.e., decod-
ing at time N/W, where N is number of samples used for decoding and W
is bandwidth), the coding bound on block error probability e is

N

e <exp | pL— Y (Eo(p,SINR))) | . (5.2)
=1

Assuming that each node transmits in the same frequency band (with
normalized bandwidth W = 1) and the signal-to-interference-plus-noise ra-
tio SINR at the receiver keeps the same during the one block transmission,
we can simplify (5.2) as

e < exp(pL — N(Ey(p, SINR)) (5.3)

'The Gaussian code encoder separates the incoming binary data stream into equal lengths
of L binary digits each. There are in total M = 2T different binary sequences of length L, and
the encoder provides a codeword for each. Each codeword is a sequence of a fixed number, [V,
of channel input letters. The codewords are samples of bandlimited white Gaussian noise.

In order to simplify notation and analysis, we use information unit nat in this paper;
1 nat = log, e bit.
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for any constant factor p € [0, 1]. Eyp(p, SINR) is the error exponent deter-
mined by p and SINR. For a complex Gaussian channel with unit bandwidth,
a simple expression for the error exponent [31] is derived from

(5.4)

SINR
Ey(p,SINR) = pln <1 + > .

1+p

Given a target block error probability e that the receiver can successfully
decode the message, the minimum coding length N is bounded by

pL —1Ine
> . .
= In <1 n SINR) (5.5)
p 1+p

The lower bound is the minimum coding length for sending L nats informa-
tion over one transmission link when a target reliability constraint is guaran-
teed. Given that the decoding time is D = N/W, we will use this lower
bound as the minimum delay to characterize delay performance of three
low-complexity cooperative protocols that can be utilized in the network of
Figure 2.1, including amplify-and-forward (AF), decode-and-forward (DAF),
and multi-hop (MH) [35]. As a result, the destination using AF or DAF re-
ceives two independent copies of the same packets transmitted through dif-
ferent wireless channels, from which diversity gain can be achieved, whereas
the destination using MH only receives one copy from its relay node.

5.2.1  Amplify-and-Forward Transmission

The relay node amplifies whatever it has received subject to its power con-
straint and retransmits the signals to the destination in the second time slot.
As explained in detail in Laneman et al. [1], the average channel capacity
between the source and the destination is given by

1
I =, log(1 + SINRyg + f(SINRy -, SINR,,q), (5.6)

where SINR is defined as received power-to-noise-plus-interference ratio and

flz,y) =, fyyﬂ. From (5.5), the delay performance of AF can be obtained
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as
Dap > 2(pL — Ine) 5.7)
= SINR,. 4+ f(SINR,.,SINR, 4) ) '
pln (1+ T )

Note that the source and relay transmit an identical codeword in two equal
time slots; the extra factor of 2 is added in the delay.

5.2.2 Decode-and-Forward Transmission

Let ds 4, ds -, and d, 4 be the respective distances among the source, relay,
and destination. During the first time slot, the destination receives yg; =
(1/ d?f)ms + ng from the source node, where x4 is the information trans-
mitted by the source and n4 is white noise. During the second time slot, the
destination node receives

da/Qa:S +ng, itb>I,,

s,d
Yd = ) (5.8)
a/2$r + ng, if b S Is,r’
r.d

where b = NLln2 bps/unit hertz,> N is the coding length, and I5, =
5 log(1 + SINR; ;) can be derived from direct transmission. In this proto-
col, the relay transmits only if the desired data rate b is below the channel
capacity; otherwise, the source retransmits in the second time slot. We thus
implicitly assume a mini-slot at the beginning of the second slot during which
ACKs are sent error-free from relay to source.

Assuming that the relay node can perform perfect decoding, the channel
capacity of this cooperative link can be shown to be

1
5 log(1 + 2SINR; 4), ifb>1I,,,

IpaF = ) (5.9)
5 log(1 + SINR; 4 + SINR,.4), ifb< I, .

Note that the same noise variance is assumed at both relay and destination.

3Since we use the information nat as the unit in this paper, the original data rate b = Nvf/n
in nat/s/unit hertz should be converted to that in bit/s/unit hertz. The sampling time 7; at the
decoder equals Nyquist rate W of 1 unit time per symbol.
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Therefore, the delay performance of DAF transmission is shown as

pL —Ine .

2pln <1 n 2SINRS,d) ’ ifbo> I,

1+
Dpar > . lp 510
pL —lIne )
? In (1 4 SINR.+SINR,.; )’ ifb < Iy,
pin e

where b =, len o~ It is worth noting that the data rate b is also determined by

the coding length N, so one simple way to determine the minimum delay of
DAF is to calculate the two delays (or coding length) using (5.10) and then
bring them back to validate the conditions.

5.2.3 Multi-hop Transmission

Different from AF and DAF, multi-hop has the source transmitting its signals
to the relay in one time slot, and then the relay forwarding the signals to the
destination in a second time slot. In order to derive its delay performance,
we formulate an optimization problem to minimize the link delay with a con-
strained block error probability € as is shown:

min D+ D,q (5.11)
s.t. I1—(1—€,)(1—¢€4) <e

Then the delay performance of two-hop can be derived as

EKs,r EKr,d
pL —In <K+K) pL —In (K+K>

Dy > , (5.12)
SINR, . SINR,. 4
pln(1+ 1+p'> pln<1—|— 14p )
where K, ; = 1/pln(1 + Slflf;j ). The development of (5.12) is similar to

that in Section 5.3; refer to Appendix A.3.

To illustrate the delay performance, we provide an example to show
the minimum delay achieved by different cooperative protocols. Consider
a 10 m x 10 m network with a center at (0, 0) and a source and destination
located at (5 m, 0) and (—5 m, 0), respectively. One hundred relay candi-
dates are uniformly distributed within the network. The transmission power-
to-noise ratio is assumed to be 10 dB, path-loss exponent is set as o = 3,
p = 0.5, and the prefixed error probability is € = 0.001. As can be seen from
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FIGURE 5.1 Minimum link delay versus the original packet in different
length (L).

Figure 5.1, all three cooperative protocols achieve much better performance
than direct transmission (non-cooperative). Especially, DAF outperforms the
two others when SNR remains at a low level. The average delay reductions
are 34.19% (AF), 70.57% (MH), and 79.96% (DAF), compared with direct
transmission, respectively.

5.3 DELAY ANALYSIS FOR MULTI-HOP SCENARIO

Based on the system model defined in the previous section, now we return
to the problem of delay analysis by first characterizing the minimum ETE
delay for a multi-hop route. According to (5.7), (5.10), and (5.12), the ETE
delay is strongly related to the block error probability and received SINR.
A meaningful optimization problem is to minimize the ETE delay in coop-
erative networks that ensures the ETE error performance satisfied the target
level (constraint).

Without loss of generality, let the nodes along the route be denoted as
S — 1... = n — D. Different from traditional routes, cooperative transmis-
sion is used to improve the link quality. However, it is possible that a good
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helping relay is not available for some pairs of the n + 1 links of the route. In
that case, direct transmission (DT) is used instead of relying on cooperative
transmission (CT). Hence the n + 1 links involved in the route between the
source and destination nodes can be categorized into two sets. The first set,
defined as Sy, includes the links using only direct transmission, and the other
one, defined as Ss, includes all links involved in cooperative transmission.
For example, the link between S and 1 in Figure 5.2(a) is included in Sy,
whereas in Figure 5.2(b) it is included in Sy. Note that |S1| 4 |S2| =n + 1
since there are only n 4 1 links on the route.

The problem to minimize ETE delay in cooperative networks (e.g., using
AF) with the constraint on ETE reliability € can be formulated as

DT CcT
]gu%j Z DYl + Z Dy} (5.13)
RN 1,j€S1 1,j€ES2
DT CcT
s.t. 1- JJa-) [ a—€) <e.
i,jES: 1,jES2

For small block error probabilities ED T < 1and eCT < 1, we can have
the following approximation:

C C
1- JJTa-) [[ a-ehH = e+ Y €. (514
1,j €S 1,jES2 1,jE€S1 i,JES2

So the optimization problem can be simplified as

DT cT
G jes, i,jE€Ss
S.t. Z € —I— Z eCT <eE.
i,j€S1 ,jE€S:2

By introducing an auxiliary variable z, (5.15) can be written as

min Z DPr + Z Dyt (5.16)
REAREE i,jES i,jE€S2
S.t. Z eDT <z
7]6‘51
> e
,j€S2

0<z<e.
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Hence the optimization problem can be solved in two stages. First, we
treat z as a constant and solve the following two subproblems separately:

3 DT : CT
min >, jes, Dij min >’ jes, Dij
w3 (5.17)

DT oT
SLY i ies €ij <7 SLYics, € <€~z

This yields the two solutions

2 D = ) Ky (pL—ln (Z i )) . (518)

7/7]651 27]681 27]681 7”-]
C: (¢ —
> D = X Gy (pL—ln( =2 )) (5.19)
17]682 27]682 ZZJESZ ZJ
where
1 2
K;; = (] SN and C;; = (4 SINR ISR, STNR, )Y
pln{l+ 14+p pln (14 1p

The development of (5.18) and (5.19) is provided in Appendix A.3. It is worth
noting that both 3, ;s DP and Y7, i, DS now become functions of
the auxiliary variable z.

The second step is to solve the following optimization problem:

min fz(z) = Zi,j681 Kl,] <pL —In <Z ZK«LJK”))

z i,j€S]
Ciyj —
+ Tiges, Cua (L~ (5272,

S.t. 0<z<e.

2
Note that f,(z) is a convex function for 0 < z < € since d 5; z(z) > (. Hence

there is only one minimum value for 0 < z < € when @ Zliz) = 0. We can
derive the following:

df-(z) _ v Ky eC—JZ (5.20)

dz z
1,j€S1 1,JE€Ss
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(a) Multi-hop transmission

1 2 3
(b) Cooperative transmission: AF or DAF

FIGURE 5.2 An example of route selection using different transmission pro-
tocols.

Then the optimal distribution of error probability is

= “Lijes Kig (5.21)
>ijes Kij+ 2 jes, Cig
Substituting z* into f(z), we get the minimum ETE delay. Meanwhile, the
optimal error probability for each link can be shown from Appendix A.3 as

* *
pr _ 2 Kij cor _ CGijle—27)
T L0 T o

Zi,jeSl KZJ Zi,jESQ OZ,]

It is worth noting that the above results can also be used in both DAF and
MH transmissions with a placement of C; ; in each protocol.
To compare the minimum ETE delay achieved by each protocol, we con-

€ (5.22)

sider a linear network where nodes are assumed to be uniformly distributed
between a source-destination pair. L nats of data are transmitted hop by hop
from the source to the destination, where only one transmission is allowed
along the same route in each time slot. The ETE distance is 7, and there are
H equal-length hops in between.

(1) When S, =0

In this scenario, the linear network only employs MH transmission from the
source to the destination as shown in Figure 5.2(a). According to (5.22), since
&2 = 0 and K; ; is equal for each hop, the error distribution for each hop is
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derived as eD]T = ;> then we have the minimum ETE delay by using only

multi-hop transmission

pyn HloL- ir:(fé?)) : (5.23)
pln (1 + i >

where 7 is the transmission power-to-noise ratio. Intuitively, it is not difficult
to observe from (5.23) that the delay performance is improved as the total
number of hops increases. So, we have the following conclusion.

Theorem 5.1 For a linear network scenario in low SNR region, the mini-
mum ETE delay for a multiple hops route is proportional to Ha_llT_a, given
7/H > threshold,* where H is the total number of hops and « is the path-
loss exponent.

Proof According to (5.23), the rise of total number of hops H will lead to an
increase in both the numerator and denominator. However, the denominator
will increase with a higher order. Especially, when the transmission power
goes to 0, according to Taylor expansion, we have

DMH < H(pL —In(e/H)) . pMH H(pL —1In(e/H)) (5.24)
min < I H)-e min = (r/H)-« : .
pln (147017 P

If we assume the transmitted data L are large enough, then pL >
In(e/H); the lower bound of minimum end-to-end delay can be expressed

as
HL L(1+p)
MH MH
Dmm — "/(T/H) :> Dmm — Ha_lT_a b (5‘25)
1+p
which leads to the result. O

Therefore, we can conclude that a route with a large H is preferable for
achieving minimum delay.

“The path-loss model is based on a far-field assumption: the distance is assumed to be
much larger than the carrier wavelength. When the distance is on the order of or shorter than
the carrier wavelength, the simple path-loss model obviously does not hold anymore as path
loss can potentially become path gain. The reason is that near-field electromagnetics now come
into play. Therefore, the total number of hops or adjacent distance should not be smaller than
a threshold value.
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(2) WhenS; =0

The linear network only prefers cooperative transmission from the source to
the destination, either using AF or DAF as shown in Figure 5.2(b). We can
derive the optimal

CAF _ 2

i,j = y@r/H)=+f(y(r/H) = y(T/H)==)
pln (1 + 14p )

to achieve the minimum delay; the error probability for each cooperative link

is EZCJT = 2 The minimum ETE delay by using only AF is

H(pL —In(2¢/H))

DAE > : (5.26)
= YQ@r/H)= >+ f(y(r/H)=>y(7/H)~*)
pln <1 + 14p )
For DAF, the minimum ETE delay is
H(pL —In(2¢/H)) , 0> 1,
pln (1 + 27(214/_1;[)_0)
DRAF > (5.27)
H(pL —1n(2¢/H)) b <]
V(27 /H) = +y(r/H)=> )’ -
pln (1 + L4p >

where b = NL1n2 bps/unit hertz and the channel capacity I = %log(l +
~v(1/H)~%). It is worth noting that in order to derive a closed-form expres-
sion for AF and DAF, here we assume H is an even number; if I is an odd
number, it turns to a general case and the result can be directly derived from
f(2) and (5.22).

In what follows, we provide a numerical result to illustrate the effect of
the criterion of minimizing ETE delay along the path with the constrained
ETE reliability using different cooperative protocols. Considering a multi-
hop transmission, we assume ETE distance 7 between the source and the
destination is 30 m, the transmission power-to-noise ratio is 10 dB, the path-
loss exponent is set as o = 3, p = 0.5, and the prefixed ETE reliability is
e = 0.001. The optimal delay performance of these protocols when send-
ing 200 nats of data from the source is shown in Figure 5.3 as a function of
number of hops along the route. As can be seen, the figure confirms Theo-
rem 5.1 that ETE delay decreases as the number of hops in the selected route
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10° g

End-to-end transmission delay along the path (unit time)
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FIGURE 5.3 Total transmission delay along the path versus number of hops
in a route.

increases. Furthermore, it also shows that DAF and MH achieve much better
performance than AF. This is so because when using AF, noise signal is not
removed at the relay as it is amplified and transmitted with the useful signals
to the destination, whereas for decode-forward and multi-hop, the relay acts
as a second source to transmit the same signals without noise to the destina-
tion.

5.4 DELAY ANALYSIS WITH INTERFERENCE
SUBTRACTION

In order to further investigate the interference impact on network perfor-
mance, we consider a more realistic network scenario that allows multi-node
transmissions along the same route using the space-time reuse scheme. To
tackle the interference, the information of the sets of transmitters in each
time slot is needed. In order to simplify the problem and get more meaning-
ful results, here we use a linear network topology in which infinite nodes are
regularly placed and each node on the route always has data to send. The
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distance between adjacent nodes is normalized as 1, and the number of hops
between the source and the destination is H. Therefore, given any transmis-
sion schedule, each node along the route will experience the same SINR.

We assume all nodes along the route transmit in the same frequency band
and employ a regular TDM-schedule of length K -hops so that in time slot ¢,
the nodes ¢’ + (¢ mod K') are allowed to transmit, for7 = ... — 1,0, 1.... It is
still assumed that the data are transmitted from the source to the destination
via multi-hop transmission without queuing delay.

5.4.1 Interference Subtraction

For a multi-hop transmission, the performance of wireless networks can be
further improved if prior information available at the receivers can be uti-
lized to achieve perfect interference subtraction. Therefore, we implement
the same interference subtraction of Section 4.2, in which multiple transmis-
sions are allowed only when the information in the interfering signal is known
at the receiver.

According to the system model, the received SINR at each node is derived
as

p

No+ > 2 K+ 1)~ p+ > 2 (1K —1)~p

(5.28)

where p is the transmission power and K is the channel reuse factor. After we
implement the interference subtraction, the received SINR can be improved

as
p

No+ Y 2 (iK 4+ 1)~
For example, we can derive that SINR'(K = 2) = SINR(K = 4), which

means that employing MUD in wireless networks can potentially increase
spatial reuse without losing system performance. Motivated by the fact that

SINR’ = (5.29)

prior information available at the receiver can be utilized to achieve perfect
interference subtraction by using MUD scheme and therefore invite more
simultaneous transmissions along a multi-hop routing, we propose here to
further exploit delay performance in cooperative networks by employing the
MUD scheme.

Theorem 5.2 For a regular linear network scenario, the performance gain
g, which is defined as the ratio of delay performance under the multi-hop
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scheduling employing the interference subtraction to that without employing
the interference subtraction, is bounded by

T1< <T2<1
T4 9IS 3 S0

where
K*(K —1)* >
(1+p)(K*+ (K — 1)%)zetala] )’

(
:ln<1+ KoK +1)7 >
(¢

1—|—p KO“—I—(K—i—l) )zetalo!]

(1+p zeta[ ])

W (K+1)
el <1 T+ p)zeta[a]> ’

T3 # 0, T4 # 0, K is the channel reuse factor, « is the path-loss exponent,
zetal2] = "'62, zeta[3] = 1.202, and zeta[4] = gé.

Proof See Appendix A.4. O

In general, Theorem 5.2 tells us that the multi-hop scheduling employ-
ing the interference subtraction can achieve much better delay performance
than that without employing the interference subtraction. For example, for
the case where the reuse factor X = 3 and the path-loss exponent o = 3, the
upper bound performance of gap ratio g is 0.41, which means up to 58.67%
transmission time can be saved when using the interference subtraction.

5.4.2 End-to-End Delay Analysis

We assume that L nats of data are transmitted in m equal-size packets through
a multi-hop route using the space-time reuse scheme. Without considering the
additional overheads in each packet, the ETE delay in channel reuse is

DETE = (H + (m - 1)K)Dph, (530)

where H is the total number of hops between the source and the destination
and D, is the delay per hop. Here, by using the results in Section 5.3, the
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optimal ETE delay of different cooperative protocols with a constrained ETE
reliability e are as follows:

1. Amplify-and-forward: The ETE delay is

(H + (m = 1)K)(py —In(,25))

AF o 2
Dgrg 2> oln (1 n SINRS,d+f(SlI_1:§S'T7SINRT)d)) ) (5.31)
where
p2~*
SINR, ; = ,
s,d Ng + Z;’il(lK + 2)_ap
p
SINR; , = SINR,.4 = .
ST r,d Ny + Zil(lK + 1)_0‘]?
2. Decode-and-forward: The ETE delay is
( L 2e
H+(m-1)K —In
( ( ) )QSIZLR (mH))7 iftb>1,
pln (1 + l+p5,d>
Dgl%F Z L 2e (532)
(H+(m=1E) (pr, ~In (i) ) - ;
pln <1 n SINRS,H;Q,)INRM) <

where b =, ]6 In2 Dps/unit hertz, the channel capacity I = ; log(1 +
SINR; ), and

p2~«
No+ > 2, (iK +2)=2p’
D
No+ > 2 (K +1)=p’

SINR, 4 =

SINR,, = SINR,.; =

3. Multiple-hop: The ETE delay is

pMH > (H + (m—=1)K)(p) —In(,%))

pln (1 n SIlNEZ,T) : (5.33)

where
p

SINR, , = ) .
T No+ Y2 (1K + 1) p
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FIGURE 5.4 End-to-end delay performance when using interference subtrac-
tion.

It is worth noting that the cooperative protocols are applicable when
channel reuse factor K > 2, since each cooperative transmission re-
quires two receivers along the route. When K < 2, only multi-hop
transmission is applicable.

The ETE delay performance of different cooperative protocols is shown
in Figure 5.4 as a function of channel reuse factor. It is assumed that in total
4 % 10* nats of data are transmitted via a 6-hop route, the transmission power-
to-noise ratio is 10 dB, the path-loss exponent is set as a« = 3, p = 0.9, and
the prefixed ETE reliability is ¢ = 0.001. It is interesting to observe that
choosing a larger block number m leads to a better ETE delay performance.
In other words, the original data divided into smaller block size is prefer-
able to minimize delay. In addition, as the reuse factor increases, the whole
transmission will experience a longer delay. There are two reasons that can
explain this. First, according to (5.33), when L is large, the numerator can be
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simplified as p(K L(™ 1) + }g‘ ), in which K will increase with a higher or-
der than that in the denominator. Second, we are interested in low SNR cases,
which means the interference will not dominate the performance even when
the reuse factor is small. Furthermore, when the reuse factor approaches its
maximum (K = H), the ETE delay will not be affected by the block number
m as it corresponds to the interference-free scenario.

5.4.3 Throughput Analysis

In order to find more insights on the relation between the delay and any other
system performance parameter (e.g., throughput), we are interested in ad-
dressing another relevant problem of maximizing the ETE throughput under
the same network scenario. The average throughput can be expressed as

A= (5.34)

where N is the coding length. Under the same system setup, it is clear in
Figure 5.5 that the original data divided into larger block size can help achieve
larger throughput. To gain some insights, we consider the optimal m and K
in low SNR region; for example, using AF, it yields

L
m
SR (5.35)
m P mH
~ -~ -
T:
p2~ % +f< P 3 )
No+352 (i K+2)=2p No+352  GK+1)=@p ) Nog+3.52 | (i K+1)=p
In |1+ 14p
X
~ ~ -
Tz

The upper bound performance of throughput is divided into T; and T, re-
spectively. In order to achieve the maximum value in (5.35), both T; and T,
should be maximized. It is easy to verify that T; is maximized when m is
as small as possible. In T, since the numerator approaches 0 when SNR re-
mains at a low level, the optimal K at the denominator should be the smallest
as well.
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FIGURE 5.5 Average throughput performance when using interference sub-
traction.

Readers might notice that in fact there is a trade-off between the ETE de-
lay and the network throughput. As block size of the original data decreases,
the ETE delay is reduced correspondingly. However, the network through-
put is adversely affected by small block size. Under the same assumption of
Figure 5.4 and a fixed channel reuse factor K = 3, Figures 5.6, 5.7, and 5.8
show such trade-off between the ETE delay and the network throughput of
three protocols with and without interference subtraction, respectively. It is
worth noting that the channel reuse factor also plays an important role in
system performance. Based on the power level that the system selects, the
optimal K would be varied by other system parameters.
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FIGURE 5.6 Average throughput versus end-to-end delay for AF.
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FIGURE 5.7 Average throughput versus end-to-end delay for DAF.
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FIGURE 5.8 Average throughput versus end-to-end delay for MH.
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CHAPTER 6

Power Efficiency of
Cooperative
Transmission

Bongjun Ko, IBM T. J. Watson Research Center, USA
Zhengguo Sheng, University of British Columbia, Canada

6.1 INTRODUCTION

In cooperative communication, the term cooperation refers to a node’s will-
ingness to sacrifice its own resources (e.g., energy, transmission opportunity)
for the benefit of other nodes. It is thus of fundamental importance to under-
stand how much of one’s resources must be consumed to reap the benefits of
the cooperative communication. Putting it in another way, does cooperative
communication require more (or fewer) overall resources than conventional,
non-cooperative communication to achieve the same level of wireless link
quality? How can we best achieve resource savings when employing coop-
erative communication? This chapter attempts to answer these fundamental
questions.

We start with a single-hop cooperative link and explore a fundamental
aspect of cooperative communication (CC): power consumption. Since the
participation of a wireless device in others’ transmissions is critical in coop-
erative communication, it is of fundamental importance to understand how
much energy each participant is required to consume in order to achieve the

67
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full benefit of CC. Our focus is on energy savings of CC, and as such, we
want to know whether CC can save energy, and if so, under what conditions,
and how much, given a desired quality of the wireless link.

The decode-and-forward (DAF) cooperative protocol considered in this
work 1s similar to that in Yi and Kim [36] and Luo et al. [37], where at
least one relay is employed. In contrast, we consider an adaptive version of
DAF, which reverts back to direct transmission if the relay cannot decode
successfully. More specifically, we investigate power consumption, using at
most one relay node as shown in Figure 2.1. As our interest is solely in the
power consumption aspects, we assume that solutions to other practical is-
sues in realizing CC are in place (e.g., medium access [38], channel state
estimation [39]), which are outside the scope of this chapter.

The following summarizes our contributions and key results:

* We analyze the condition under which CC is preferable to direct trans-
mission and characterize the geometric constraints (which we call the
cooperative region) on the location of the relay (relative to those of
the source and the destination) that lead to lower power consumption.
Using the concept of the cooperative region, we provide a probabilistic
analysis of the expected energy savings obtained by CC. This is ex-
pressed as a function of the node distances, the QoS parameters, and
the density of the relays, where the potential relays are assumed to be
Poisson distributed. We also show that the average power ratio, defined
as the ratio of total transmit power in CC to that of direct transmission,
increases as the path-loss exponent or the distance between the source
and the destination increases, which indicates that cooperative trans-
mission is more effective in a challenging network environment.

* We derive a closed-form solution for the optimal transmission power
required by each source and relay node in DAF cooperative commu-
nication under a Rayleigh fading channel model to achieve the given
QoS requirements (with targeted data rate and outage probability).
Under the optimal power allocation, our analysis shows that the re-
quired transmission power of the relay is always smaller than that of
the source, a result that lays a foundation to encourage the coopera-
tive behaviors, as this means that the helping party (relay) only needs
to spend a relatively small amount of energy compared with the one
seeking help from others (source).

[vww .ebook3000.con}



http://www.ebook3000.org

Power Efficiency of Cooperative Transmission B 69

* We propose an adaptive cooperation mechanism that will help select
appropriate relays for the maximal energy savings of each node in a
multi-node environment, and we show that the proposed relay selec-
tion can benefit individual nodes from participating in CC. We also
study the trade-off between fairness in energy savings and total energy
consumption.

6.2 COOPERATIVE REGION

In this section, we establish the conditions under which our cooperative
transmission scheme performs better than direct transmission in terms of the
power ratio and analyze the geometric properties of the conditions with re-
spect to various parameters.

Given the locations of the source and the destination, we define the co-
operative region as the geometric region of the location of the relay within
which the ratio 8 = p;gF is smaller than 1, where ppar and pp are transmis-
sion power of cooperative and direct transmission, respectively, in (2.12) and
(2.6). We define 3 as a power ratio, so small values of (5 are preferable. Then
the cooperative region is defined by

\/dgm +d2 (20 + 1)/ 2e0nt
g =P - ’ <1. ©6.1)

PD \/dg“ .

Further defining a QoS factor K = 1/((2" + 1)v/2e°ut), the boundary of the
cooperative region is defined by

S, +diy = K?d2,. (6.2)

Consider the Cartesian coordinate system shown in Figure 6.1, with relay
at (x,y), source at (— d;“’, 0), and destination at (d‘;d, 0). Then (6.2) yields

ds,d 2 2 ds,d 2 2

(:U + 9 ) +y T= +y
Note that the cooperative region is determined by the QoS factor K,
source-destination distance d 4, and path-loss exponent «.. In what follows,

«@
2

=K*d3,. (63)

e
2

_l’_
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FIGURE 6.1 Geometric analysis for path-loss o« = 2.

we analyze the characteristics of the cooperative region with regard to these
parameters, starting with the special cases of « = 1 and o = 2.

6.2.1 Path-Loss Exponent o = 1

It is possible to have a path-loss exponent smaller than 2 when there is a
waveguide effect, such as in underwater acoustic communications [40] or
beamforming. Consider an extreme case o = 1 for which the boundary of
the cooperative region is

dsy+ dpg = K?dsq. (6.4)

Thus, the cooperative region is an ellipse in canonical form with foci lo-
cated at the source and destination and can be described through the canoni-
cal equation

2 2
x
ot =L (6.5)
where A = Kzg >4 and B = \/K4gld‘*’”’ . The area of the cooperative region is
A=7mAB.

6.2.2 Path-Loss Exponent a =2

According to (6.2), we have

A2, +d} g = Kd2 ;. (6.6)
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The cooperative region is a circle, and the foci coincide with the origin (0, 0).
With r denoting the distance of the relay from the origin, we have (6.3)

d2
Pyt =t b dg =2t =K 6.7)
Hence, the radius of the cooperative region satisfies
d? 1 1
272 + ;’d = K2d§7d = fF= d57d¢2 <K2 — 2) (6.8)

and the area of the cooperative region is A = 772,

6.2.3 General Path-Loss Exponents

For other path-loss exponents (e.g., « = 3 or 4), we can use numerical analy-
sis to characterize the shape of the cooperative region. Motivated by the case
of = 1 or 2, it is natural to assume the cooperative region is a general
ellipse that can be determined by minor and major radius, A and B. Setting
x =0,y = Bin (6.3), we can obtain parameter B explicitly as

K2\« 1
poa(€) -1 9

Setting y = 0, x = A in (6.3), we can obtain parameter A implicitly via

«

ds
od = K2d2,, (6.10)

2

ds,d

A
4 :

+a-

which can be solved numerically. Then the cooperative region can be defined,
approximately, by the ellipse

$2 y2

et g =1 (6.11)

Figure 6.2 illustrates the curves obtained from (6.11) and simulation results
for o = 3 and 4 when the data rate b = 2 bps/Hz, ¢°** = .01, and the source
and destination are located at (10 m, 0) and (—10 m, 0), respectively; the two
curves are seen to overlap exactly. Moreover, we observe the same in the nu-
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FIGURE 6.2 Cooperative region specified by (6.2) and its ellipse approxima-
tion for o« = 3 and 4.

merical results for different o, b, and €°"*

, indicating that the approximation
of the cooperative region by an ellipse is very accurate.

From the above analysis as well as the simulation results shown later in
Figure 6.4, we see that the cooperative region, which is a circle for a = 2,
gets elongated along the x-axis for @« < 2 and along the y-axis for @ >
2. Even within the cooperative region, different relays could have different

power ratios, and we have the following result on the best relay location.

Lemma 6.1 For o > 1, the best relay location for DAF cooperation is mid-
way between source and destination.

Proof The best power ratio can be achieved when the left-hand side of (6.3)
is minimum, and for any z-coordinate of the relay location, d, , and d, 4 is
minimum at y = 0. Setting y = 0, we can obtain

ds d “ ds d “
fley=la+ 7| +lz— (6.12)
2 2
Obtaining the first-order derivative f'(z) = a(x+ d;’d )t — a(d;‘d — )l

for —d;d <z < d;d, we have f/(0) = 0. Moreover, it is not difficult to

observe that f'(xz) > 0 for x > 0, and due to symmetry of f(z), we have
the similar result f'(z) < 0 for < 0. This shows that f(x) monotonically

[vww .ebook3000.con}



http://www.ebook3000.org

Power Efficiency of Cooperative Transmission B 73

decreases for x < 0 and monotonically increases for > 0, and hence f(z)
is minimum at x = 0. O

Notice that for « = 1, f(x) in (6.12) is constant over —d“’Q‘d <z < d;d.
The first-order derivative of f(z) is 0, and all points on the line segment
between source and destination can achieve the minimum value.

Lemma 6.2 The minimum K (QoS factor) to guarantee the existence of the
cooperation region is /21, i.e., €©" < 1/[(20 4 1)2227].

Proof From Lemma 6.1, the left-hand side of (6.3) gives the minimum when
x = 0 and y = 0, then we have the right-hand side of (6.3) satisfying
K?%de, > Z(d‘;’d )®. Therefore, we can obtain K > /21—, O

Thus, DAF is useful when low outage is required.

Theorem 6.3 The area of the cooperative region depends on the QoS fac-
tor K = ((2° + 1)V/2e2u) =1 the path-loss exponent o, and transmission
distance d 4, and is bounded" by

2N\ o 2 2\ o
WKI;) —;] d§7d<A(a)<7r<I;> 2, (6.13)

Proof From (6.9), we obtain B < dsvd(fgz)i. From (6.10), we can obtain
A> dsﬂd(fg2 )(11 — d‘;d. Note that the lower and upper bound are given by a
circle with radii A and B, respectively.

The area of the cooperative region given by the ellipse with radii A and

B is bounded by 7A? < A(a) < wB2. 0

Figure 6.3 shows the area of the cooperative region, obtained via numeri-
cal evaluation of (6.2) versus K 4/ The linear relationship seen in the curve
verifies the theoretical result in Theorem 6.3 and confirms that the elliptical
approximation is very accurate.

In essence, the size of the cooperative region increases as the path-loss
exponent, targeted data rate, or outage probability decreases. Moreover, a
longer transmission distance between the source and destination also indi-
cates an extended opportunity for benefiting from the cooperation when the
link condition between the source and the destination is poor.

'The lower bound is only valid when o > 2.
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FIGURE 6.3 Area of cooperative region versus QoS factor.

6.2.4 Simulation Result

Figure 6.4 shows the cooperative regions for different path-loss exponents.
We assume the data rate b = 2 bps/Hz, ¢°%* = (.01, and the source and
destination are located at (10 m, 0) and (—10 m, 0), respectively. The darker
the color is, the better the power ratio (lower values of 3) can be achieved. It
is also clear that as the path-loss exponent increases, the cooperative region
becomes smaller.

6.3 AVERAGE POWER RATIO

In this section, we further investigate how much transmission power can be
saved by using cooperative transmission and propose a dynamic cooperation
scheme. We assume that relay candidates are randomly located in space ac-
cording to a Poisson point process with density A. A source-destination pair
will choose the best relay node to achieve the minimum total transmission
power among all available relay candidates, where the best relay is the one
that results in the best power ratio provided in (6.1). A network with a higher
density of relay nodes can provide better choices for relay selection.
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FIGURE 6.4 Cooperative regions for different path-loss exponents.
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6.3.1 Average Power Ratio for a = 2

When the path-loss exponent o = 2, the selected relay to achieve the mini-
mum S will be as close as possible to the origin (0, 0). We let * be a random
variable of the selected relay distance to the destination and r denote the
distance between the closest relay and the destination. The probability distri-
bution function of r is given by

Prr* <r] = 1—Pr[r* >r]
= 1-PrN, =0/ =1—¢ ", (6.14)

where N, is the number of relays within distance r from the origin. The
probability density function (pdf) of the selected relay distance is

Fr)=2mre M 1> 0. (6.15)

According to (6.1) and (6.7), the expected value of the power ratio is

dg, +d%, V2 1 2
E =E ’ 71 =E 6.16

where the pdf of the random variable r is given by (6.15). We can have

1 r2 >~ 1 r2 2
+ = 2\w / + o ore M dr. (6.17)
\/ 4 &2, 0 \/ 4 &2,

2
Lety = | + d’f , then d%’“ dr = dy, rdr = d';ddy andr? = d2 ,(y — 1), so
s,d s,d ’
that

w:=E

Amd? o0 1 2
po= Ard2gze / yee Maldy . (6.18)

4

Further let v = )mdz, 4 and yy = t; then recalling the definition of the
incomplete upper gamma function

o
I(u, x) ::/ e ttvLat,
xT
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where u > 0, we have

.d )
4 3 Amd
Y DO (6.19)
S, \2
which establishes the expectation of power ratio
Awa?
2 s )\7Td2
Bpg = V2t p 3 M) (6.20)
K\/ Amd2, \2 4

where I'(a, z) = [ e~ 't*~1dt is the incomplete gamma function.

Theorem 6.4 The average power ratio of DAF cooperation relative to direct
transmission for o = 2 is

1 us 1 us
< E|f] < +1). 6.21
V2K \/4p 2 V2K <\/4p > ©2D
Proof Let p = W)\d? 4/4. From the definition of the incomplete gamma
function, we have
3 *
g:=¢eT <2,p> :/ t2ePtdt . (6.22)
p

1. Upper bound:

o0 1 o0 1 1 1 3
g:/ (p+s)2e_5ds</ (p2 +s2)e *ds = p= —|—I‘< )
0 0

2
(6.23)
2. Lower bound:
o 1 3
g >/ tretdt :r( ) _ VT (6.24)
0 2 2
Using the two bounds in (6.20) leads to (6.21). O
Notice that the parameter p := 77)\d§ 4/4 has a nice interpretation as

the expected number of relays in a circle with diameter d 4, the source-
destination distance. It is worth noting that targeting a smaller outage proba-
bility or a longer distance can lead to better power ratio.
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6.3.2 General Path-Loss Exponent

The average power ratio for the general case is

NCI
B =E|Y . (6.25)
d: K

Geometric Lower Bound

We can obtain

Amd2

V2e s a+4 Md?
EL[8]= . T, 4"1 . (6.26)
di K (Am)s

The mathematical details are provided in Appendix A.S. It is worth noting
that when choosing & = 2 in (6.26), we can get the same result as (6.20).
Therefore, we have the following result.

Theorem 6.5 The average power ratio of DAF cooperation relative to direct
transmission for path-loss exponent o is lower bounded by

V2 (1\' _ [a+4
E[f] > i <p> T ( 4 > ) (6.27)
where p = wAdi 4/4 and o is the path-loss exponent.

Proof According to (6.26), we have the lower bound

a2
s

2 7r4l7 o0 a+t4
E[f] = v / £ e tdt
)

d? K () )
2 ©© a+t4 AmdZ g
_ LV . / " e S (6.28)
a2, K(A\m)a O
2 ® ats 2 4
. LV / i tetg =, Y ar<a+ )
dg K (Am)a Jo d? K (\r)s 4
where I'(**) is a bounded constant factor. O
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In essence, Theorem 6.4 and 6.5 tell us that targeting a smaller outage
probability, a larger path-loss exponent, or a longer distance can lead to better
power ratio, which means that cooperative transmission can better combat a
harsher network environment.

Geometric Upper Bound

According to Figure A.1, keeping r as a constant and moving 6 to 0, we can
obtain
ds,d o ds,d o
JE[C + ety =]
Ey [B] = . : (6.29)
d; K
where E[( 3 ) =227 [5%( Ed + )%= dr and E[(d;d —r)® =
2X7 [ ( 2d — r)re M

6.3.3 Dynamic Cooperation Scheme

We propose a dynamic cooperation scheme where cooperative transmission
is used only if a relay is available within the cooperative region; otherwise, di-
rect transmission is adopted. We compare its performance with unconditional
cooperation where cooperative transmission is always adopted regardless of
the location of the relay. Let 7* := ds,d\/ ; (K2 — ;) be the radius of cooper-
ative region, which is derived from (6.8). We can derive an expression for the
mean power ratio for the dynamic cooperation scheme

E[8] = E[8] Pr[N; > 0] 4+ 1 - Pr[N; = 0]. (6.30)

From (6.14) we have Pr[N; = 0] = e~ ™ — ¢ where § := wA72. The ex-
pected power ratio E[ﬁ] is when the relay is available within the cooperative
region and can be derived similar to (6.20) as

E[ﬁ] _ 2\/2)\71'/ \/ d2 re )\7rr2dr

ep+5 . o /3

where p = Tr)\did /4 is defined earlier, and § := w72
Note that the scheme requires knowledge of the relay locations.
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FIGURE 6.5 Average power savings for a = 2.
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FIGURE 6.6 Average power savings of unconditional cooperation for o = 3
and o = 4.
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6.3.4 Simulation Result

Figure 6.5 shows the performance of the dynamic cooperation scheme. The
dynamic cooperation scheme can always guarantee better performance even
when the node density is low. Moreover, theoretical results are seen to be very
close to the simulation results. Figure 6.6 shows the average power savings
(1 — E[)]) for other path-loss exponents; it shows that the theoretical bounds
in (6.26) and (6.29) well define the behavior of 3 for general path-loss cases,
and furthermore we can observe that a larger path-loss exponent can lead to
better power savings.
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CHAPTER 7

Optimal Power
Allocation of
Cooperative
Transmission

Zhengguo Sheng, University of British Columbia, Canada
Bongjun Ko, IBM T. J. Watson Research Center, USA

7.1 INTRODUCTION

In previous chapters, we introduce the concept of cooperative region and av-
erage power ratio and prove that cooperative communication is effective in
enhancing performance of wireless networks. However, cooperative commu-
nication techniques typically assume uniform transmission power at every
node, including relays. Recall from Chapter 2, we assume that both source
and relay employ an identical transmission power p. In this chapter, we pro-
pose a scheme to optimize the transmission powers for the source and relay
nodes as a means to reduce the total power consumption ppar, while main-
taining the required QoS. Specifically, we propose an optimal power alloca-
tion method for the DAF wireless cooperative networks and investigate its
fundamental characteristics in terms of power ratio.

83
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7.1.1 Problem Formulation

We consider the same cooperative link in Figure 2.1. Assuming that p and ¢
are the source and relay power, respectively, and the relay node can perform
perfect decoding when the received SNR exceeds a threshold, the channel
capacity of this cooperative link can be shown as

log(1 + 2plas.al), < fp),
Isd =

)

(7.1)

N = N =

%), 2> f(p).

log(

Therefore, the outage event is given by I, 4 < b, and the outage probability
becomes

et = Pr[l, 4 < b]
= Prlas,|? < f(p)]Pr[2lasal®> < f(p)]

q
+ Prl|as.|* > f(p)]Pr [\as,d\2 + ‘\/par,d

2

< f(p)] (7.2)

By computing the limit, we obtain from (7.2)

1 out 1 2 1 2
= P Pr |2]ag
20 ) r [Jas,[* < f(p)]/\f(p) r[2]a ,d! < f(p)]/
i
+fr[ >f(p)lf2( Pr[ ‘\/ arq <f ]
T3 ~
(7.3)
where T1 ~ dg,, T2 ~ d3 ;/2, T3 ~ 1, T4 ~ | dZ ,dy /2. Since f(p) =
2201

, we obtain a closed-form expression for the outage probability between
the source and the destination using cooperative transmission

1 p (226 — 1)
Eg‘ut — 5 Sd <d0‘ -+ ng,d> p2 . (74)

A meaningful optimization problem is to minimize the total transmission
power consumption of a cooperative link given that a target QoS is satisfied
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and can be formulated as

min p+q (7.5)
st €™ (pq) <,

where

* p and q denote the source and relay power, respectively, and e%“t (p,q)

is the outage probability defined by (7.4),

* A QoS requirement is decided by the target outage probability 1 and
transmission data rate b.

Theorem 7.1 The optimal transmission power to minimize the total power
consumption of DAF cooperation, given that a target QoS is satisfied, is given
by

p 5 T 9 » T e (7.6)

where A = (udg 4dy ;) /2n, B = (pdg 4dg,) /20, pp = (2% —1)% and n is
the outage constraint.

. \/A+2B VA2 +8AB Ap*

Proof See Appendix A.6. O

Lemma 7.2 The optimal relay power q* is always smaller than the optimal
source power p* with
p*>q*. (7.7)

The result follows (7.6) and has g% = 2p*/[1 + \/1 +8dg,./d 4], which is

always smaller than p*. In general, we find that the optimal DAF cooperation
saves the relay power as it moves closer to the destination.

Lemma 7.3 The total transmission power of the optimal DAF cooperation
is bounded by'
Peon < p* + q* < 2pcon - (7.8)

Proof According to Lemma 7.2, we have the following bound performance
on total power consumption:

"We refer to the DAF cooperation with identical power assumption (p = ¢) as the conven-
tional cooperation and denote it as Pcon.
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1. Upper bound: when the relay approaches the source node or goes to
infinite, we derive p = ¢ = pcon, and the optimal cooperation uses the
same amount of power as the conventional cooperation.

2. Lower bound: when the relay approaches the destination, we have the
optimal source power p = pcon, and the performance gain can reach its
maximum with the relay power down to 0. O

In essence, the optimal cooperation can help reduce the total transmission
power, which will be further analyzed in the following.

7.1.2 Analysis of Optimal DAF Cooperation

In this section, we analyze the optimal DAF cooperative transmission in detail
and compare its performance with that of direct transmission. According to
(7.6), we have the minimum total power consumption

poaF =p" 4+ 4" . (7.9)

Cooperative Region for Optimal DAF

We establish the conditions under which our optimal cooperative scheme per-

forms better than direct transmission in terms of power ratio and analyze the

geometric properties of the conditions with respect to various parameters.
Using the same definition of (6.1), the cooperative region of optimal DAF

m+1 df,d
P g \/ * <\/dg’r " m\/d?m>
PD K\/dg“d

where K = ((20 4 1)v/2e°ut) 1 is the QoS factor, m = (v + /72 + 87)/2,
and vy = dy} ,/dZ,..

is

B: <1, (7.10)

Theorem 7.4 The area of the cooperative region depends on the QoS factor
K, the path-loss exponent o, and transmission distance ds 4, and is bounded>
by

2\ 1]° ) b
(7 ) =] Ba<Al@) <m@EYIE, 7.11)

“The lower bound is only valid when o > 2.
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FIGURE 7.1 Comparison of regions size versus scaling factor.

The result is analogue to Theorem 6.3, and according to Lemma 7.3, it
can be derived from (6.13). Figure 7.1 verifies the theoretical result in The-
orem 7.4 and also shows that the optimal cooperation can achieve a larger
region than the conventional cooperation, which indicates an extended op-
portunity for benefiting from cooperative transmission.

Average Power Ratio of Optimal DAF

In this section, we further investigate how much transmission power can be
saved by using optimal cooperation. We still assume that relay candidates are
randomly located in space according to a Poisson point process with density
A. A source-destination pair located at (— d‘;’f’, 0) and (d‘;d, 0), respectively,
will choose the best relay node to achieve the minimum total transmission
power among all available relay candidates, where the best relay is the one
that results in the best power ratio defined in (7.10). A network with a higher
density of relay nodes can provide better choices for relay selection.

Lemma 7.5 For a = 2, the best relay location that minimizes 3 for the
optimal DAF cooperation is at the destination.
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Proof From (7.10), we can obtain the ratio for o« = 2

1 m—+1 Y dyq
= 1 —1 ’
0 K\/ 4 ( i (\/m2 ) ds,d> ’
where v = d7,/dg,,m = (v + V2 +87)/2. Since B > 0, it is easy to

observe that the minimum value can be obtained as 2% when d, q/ds 4 = 0.
O

So the selected relay to achieve the minimum § will be as close as pos-
sible to the destination. We note that relays with the same distance r to the
destination may not lead to the same [, since the source-to-relay distances
may be different, and hence the optimal p*. But we can use the probability
distribution function (6.15) to bound E 5] as follows.

Theorem 7.6 The average power ratio of the optimal DAF cooperation rel-
ative to direct transmission for o = 2 is lower bounded by

ds,a 2
- e’} r — ,
L 6p+ﬁ? L ( 2>ﬂmm, (7.12)

2K R\

2

E[B] >

where K = ((2° 4 1)v/2e0ut) =1 p = 7T)‘d§,d/4'

Proof See Appendix A.7. g

7.1.3 Simulation Result

In this section, we provide the numerical and simulation results for the opti-
mal DAF cooperation. We first evaluate the power consumption of CC for a
single source-destination pair. Here we set the QoS constraints of the bit rate
b = 1 bps/Hz, and the target outage probability e®** = 0.01, and the source
and destination node are placed at the coordinates (10 m, 0) and (—10 m, 0),
respectively, in a two-dimensional plane.

Figure 7.2 shows the numerical results for the individual powers of the
source and the relay in optimal CC as the location of the relay is varied along
the line between the source and the destination. Here the x-axis represents
the relative location of the relay with regard to those of the source and des-
tination, and the y-axis is the transmit power in dB. It can be seen that the

[vww .ebook3000.con}



http://www.ebook3000.org

Optimal Power Allocation of Cooperative Transmission B 89

50 T T T T

Normalized Tx power of individual node (dB)

—*— Direct transmission
L g p— Optimal source power i
—O— Optimal relay power
20 L L L L
0 0.2 0.4 0.6 0.8 1

Normalized relay position from source

FIGURE 7.2 Individual transmission (Tx) power behaviors for o = 2. Nor-
malized relay position from the source is the ratio of distance between source
and relay to the distance between source and destination: 0 if relay is close to
the source, 1 if relay is close to the destination.
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FIGURE 7.3 Average power savings of the optimal cooperation.

source can reduce at least 7 dB of its power compared to the direct trans-
mission. Moreover, the relay’s power is always smaller than the source’s and
monotonically decreases as its location gets closer to the destination.

In Figure 7.3, we plot the average percentage of power savings (1 — E[3])
of CC for a different pass-loss exponent () as we vary the density of the
potential relays in the z-axis. To show the power savings of the optimal CC,
we also include that of conventional CC (with p = ¢ constraints). The results
are averaged over simulating 100 packet transmissions, and the relay with
the smallest p* + ¢* is used. The results are consistent with what our analysis
predicts: Power savings improve as more relays are available and with larger
path-loss exponents (i.e., harsher path-loss). Also, the average improvement
of the optimal cooperation over the conventional cooperation can be larger
than 20%.

From the above result, the conclusion from the conventional cooperation
that targeting a smaller outage probability, a longer distance, or a larger path-
loss exponent can lead to a better power ratio is still valid for the optimal
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DAF cooperation. Moreover, the optimal cooperation can achieve a much
better power ratio.

7.2 ENERGY-EFFICIENT RELAY SELECTION FOR DAF

In the previous sections, we investigate, given a single source and a destina-
tion, how much power the cooperative transmission can save for the source
and the relay compared to the direct transmission. In this section, we consider
a more general network setting where multiple nodes coexist and cooperate
with each other by acting as relays for each other’s transmissions.

Our interest in this section is to find a set of rules that determine which
node to select as the relay for the maximal power savings of each node
in this multi-node environment. It is worth noting that relay selection af-
fects the overall energy transmission, since the optimal DAF power depends
upon the location of the selected relay and the channel conditions. When
multiple relays are available, we expect the overall energy consumption to
decrease.

More specifically, our setup consists of a set of nodes N = {1,...,n},
where each node ¢« € N transmits a number of packets over time, each
time with some arbitrary destination node in the network. For simplicity, we
assume all packets have the same constant length with the same QoS con-
straints, though it is straightforward to derive relay selection rules in a more
general setup. We also assume that time is divided into discrete time slots and
that TDMA is used to provide collision-free transmissions from the sources
and the relays.’

We denote by p; ;(t) and g; ;(¢) the transmit power of a source node 7 and
arelay node j, respectively, when ¢ would use cooperative transmission with
J as the relay to some destination at time ¢. We assume that the source and
the relay use the optimal transmission powers given by (7.6) for each packet
transmission. When node ¢ uses direct transmission at time ¢, we denote its
transmit power as p” (t). The energy consumption of a node E;(t : to) dur-
ing a time interval [t; : 2] is the sum of node i’s transmit power either as a
source or a relay overall ¢ € [t1,t2] (we assume a node consumes zero-power
at ¢ if it is neither a source nor a relay at t).

31t is noteworthy, however, that the specific choice of multi-access scheme for cooperative
communication is largely orthogonal to our problem of which relay to be selected for energy
savings. We discuss an approach to integrating our relay selection rule into a known distributed
random access scheme for cooperative communication in Section 7.2.2.
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We use R;(t) to denote the set of the nodes (except node ) within ¢’s
cooperative region (defined in Section 6.2) for source node ¢’s transmission to
its destination at time ¢, i.e., R;(t) = {j € N—{i}|p;;(t)+a:;(t) < pP(®)}.

A relay-selection rule is one that assigns each source ¢’s transmission at
each time ¢ to some relay, denoted by r;(¢). If no relay is selected at time ¢ for
node i, we write ;(t) = null. The goal is to design relay selection rules that
can achieve the maximal energy savings due to cooperative transmissions. To
represent how much energy savings the cooperative transmission can yield in
comparison to direct transmission, we begin by introducing the notion of the
“payoffs” of the nodes.

The payoff function, u;(t), of node i at time ¢ is defined as

pP () —pii(t) ifJjst,rt) =7,
ui(t) = —q;,i(t) if i = r;(t) for some source j ,

0 otherwise .

The above represents how much energy a node ¢ locally saves (or loses)
compared to direct transmission at time ¢, where p? (t) — p; j(t) denotes the
power saved from 4’s cooperative transmission using some relay j at time ¢,
and —g; ;(t) the power spent in ¢’s transmission as a relay for some other
node j at time ¢. In all other cases (if ¢ does not transmit either as a source
or a relay, or if ¢ uses direct transmission), the payoff is 0. The initial u;(t)
can be any arbitrary value, but for simplicity, we assume u;(¢) = 0 for all
i € N. Then the cumulative payoff over a time interval [t : t5] is defined as
ui(ty @ to) = th:tl u;(7), which represents the overall energy savings of a
node during the time interval.

7.2.1 Relay Selection Rules

Our first relay-selection rule makes use of the result in previous section in a
straightforward manner.

Min-Total-Power Relay Selection

A relay is selected for source ¢ at time ¢ such that

ri(t) al"gjé%l}(lt){p G +ai )}

[vww .ebook3000.con}



http://www.ebook3000.org

Optimal Power Allocation of Cooperative Transmission B 93

In other words, for each packet from node i, a relay j is selected that mini-
mizes p; ;(t)+g; ;(t) among those in i’s cooperative region at ¢t. If R;(t) = (),
ri(t) = null.

Note that the Min-Total-Power selection rule is myopic in nature since
the selection is based only on the projected power consumptions of itself and
other potential relay nodes for the upcoming transmission at each ¢, but not on
the past energy consumptions of itself or other nodes. However, it is easy to
see that, though simple, the Min-Total-Power rule is optimal (among all relay
selection rules) in the sense that it minimizes the total energy consumption
of the network, > . Eji(ty : t2) for any time interval [t;, 5], and hence
maximizes the aggregate cumulative payoffs ) . u;(f1 : t2) of all nodes.

Theorem 7.7 For any time interval of [t1,12), the total energy consumption
of the network . n E;(T) is minimized if each i is assigned a relay node
at each time by the Min-Total-Power rule.

Proof Since we are only interested in the total energy consumption, we can
schedule the whole transmission into several rounds and each node can only
transmit no more than one packet in each round. Since any assignment r is
injective in each round, for any two nodes ¢ and k, S;NSy, = ), and U;en S; C
N, where S; is a set of source nodes whose relay is <. Therefore, the total
energy consumptionin eachround » ;v Ei = >, v (Piyr, +2 e s, ¢5,6) can
be rewritten as ZiGN Dir, + ZieN Zjesi qji = ZieN Dir, + ZjeN Qir; =
Zie ~ (Dir. + Gir,), which is minimized if each individual term p; ., + ¢; r,
is minimum. O

In other words, the relay assignments that yield the minimum total energy
consumption can be simply obtained by having each source node select a
relay node such that the combined transmission power for the source and the
relay is minimum.

From the individual nodes’ perspective, however, the relay selection by
the Min-Total-Power rule can lead to the situation that some nodes end up
with higher energy consumption than would be the case when all nodes em-
ploy direct transmission. This is especially true if some unfortunate nodes are
heavily selected as relays and hence consume more energy in relaying than
was saved from its own transmission as a source. We now consider how to
handle such unfairness issues in CC.
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The main idea of the adaptive relay selection is to let each node act as a
relay only when it has saved more energy than it has lost from cooperative
transmission in the past. For this, a binary decision variable C;(t) is main-
tained for each node ¢ and updated at each time ¢ (hence the term adaptive)

such that
1 ifu;(0:¢t—1)>0,
Ci(t) = gl )=
0 ifu;(0:t—1)<0.

This C;(t) value is used in the decision as to whether node 7 can act as
a relay for other nodes (when C;(t) = 1, i.e., in “cooperative” mode) or 4
should not be selected as a relay for any other node (when C;(t) = 0).

Adaptive Relay Selection

A relay is selected for source 7 at time ¢ such that

rit) =arg _ min (t)zl{Pi,j(t) +qi;(1)}

In other words, a relay j is selected for the ¢’s transmission at time ¢
that minimizes p; j(t) + ¢; j(t) among the nodes whose cumulative payoffs
are positive or zero.* Thus, a node whose cumulative payoff is negative will
cease to act as a relay and will be potentially available as a relay when its
payoff becomes positive. Note that the Min-Total-Power relay selection can
be seen as a special case of the adaptive selection rule with C;(¢) = 1 for all
¢ and for all ¢.

Recognizing that some nodes may benefit more from the larger coop-
erative transmission opportunities than the others due to differences in the
amount of data and to potentially unfair medium access protocol, we can gen-
eralize the rule even more to bring the balance (or “fairness”) of the amount
of payoffs that individual nodes collect.

Weighted Adaptive Relay Selection

A relay is selected for source ¢ at time ¢ such that

r() =g min (00— 1) (0 (0) + (1)),

“We set Ci(t) = 1ifu;(0: ¢t — 1) = 0 in order to enable the initial cooperative condition
when all nodes’ payoffs are zero. If C;(0) = 0 for all 4, no node would cooperate with other
nodes.
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where w(u) is a non-increasing function of the payoff value u. Here, along
with the power consumption factor (p; ;(t) + ¢; ;(t)), the weight function
w(u;(0 : t — 1)) is introduced in the relay selection criteria, such that the
nodes with larger payoffs (i.e., smaller weight) will have a higher chance
to get selected as the relay for each packet transmission. More specifically,
among relays that have the same total power consumption, preference will be
given to the ones with higher cumulative payoff.

How much importance will be given to the weight term reflecting the
payoff and how much to the power consumption term depends on how fast
the function w(u) decays as the payoff value u increases. For instance, one
could use a power-law function w(u) = u~* with some positive constant k&,
and parameter &k can be used to trade off fairness for energy consumption. In
our simulation study, we find that w(u) = u =0 strikes a good balance.

7.2.2 On Distributed Implementation of Relay Selection

We close this section by discussing how our relay selection rules can be re-
alized in a distributed manner. Note that the relay selection rule requires the
knowledge of (i) the estimates of the channel state information, and (ii) the
current cumulative payoffs of the potential relays at the time of the packet
transmission. In the following, we demonstrate how one can integrate our re-
lay selection rule into a known medium access control (MAC) protocol—a
similar idea can be used for other types of MAC protocols as well.

Specifically, we use a distributed protocol proposed in Adam et al. [41],
which employs a four-way handshake of messages to control medium ac-
cesses for cooperative communication. In their protocol, when a source (S)
attempts to transmit a message to a destination (D), a relay (R) is chosen by
a random-access mechanism using the following message exchanges in se-
quence: (i) ready-to-send (RTS) sent by S, (ii) clear-to-send (CTS) sent by D,
(iii) apply-for-relay (AFR) sent by R, and (iv) select-for-relay (SFR) sent by
D. After the RTS and CTS messages, which serve the same role as in 802.11
MAC, an AFR message is broadcast by a relay (R) to notify other nodes of its
intention to serve as the relay for S (SFR by D acknowledges AFR to avoid
hidden relay problems). The way a particular relay is selected (and thus the
selected relay sends AFR) is by having each potential relay back off for a
random period of time.

Our relay selection rule can be readily implemented by innovatively
using the above distributed protocol. We assume that all potential relays
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can hear the RTS and CTS messages.? First, the destination estimates the
instantaneous channel quality of an S-D link from an RTS message and
piggy-backs this information within the CTS message. Then all potential
relays, upon hearing RTS and CTS messages, similarly estimate their re-
spective S-R and R-D channel qualities and calculate the optimal power
pi j(t) + qi ;(t) for the upcoming packet from S. Each relay then uses the
calculated optimal power, along with its current payoff (should weighted
adaptive relay selection be used), to set the backoftf timer, proportional to
w(u;(0:t—1))(pi;(t) + ¢ ;(t)), and the node that sends the first AFR shall
(and is implicitly chosen to) relay the packet from S.

7.2.3 Simulation Result

We evaluate the performance of our relay selection schemes via simulation,
in which we place N (varied between 5 and 25) nodes at uniformly random
locations in a 100 m x 100 m region (the edges of the region are wrapped
(toroid) to eliminate edge effects). Throughout the simulation, we set the
path-loss exponent @ = 3, the data rate b = 1 bps/Hz, and the targeted
€% = 0.01. A total of 200 x N packets are transmitted, and at each time ¢, a
packet is transmitted by a randomly selected source and a randomly selected
destination. The initial payoff value of every node (u;(0)) is set to 0. The
simulation result is averaged over 100 times for each N.

Figure 7.4 shows the average energy consumption of each node, normal-
ized by the minimum value in the data set (i.e., minimum total energy selec-
tion with 25 nodes) for different relay selection methods. Overall, our relay
selection schemes perform far better than the direct transmission or that when
a random relay is selected for each packet, and the adaptive relay-selection
performs close to the minimum power selection, which is the optimal one
in terms of average (or total) energy consumption (see Theorem 7.7). The
weighted adaptive relay selection performs a bit worse (this is compensated
by fairness results below). Furthermore, as the number of nodes increases,
the average energy consumption of our relay selection schemes decreases;
this is because it is easier to find a well-positioned relay and thus save more
power in a dense network.

SThis is a reasonable assumption since we consider cooperative relaying only when the
S-R and R-D channels are good. Otherwise S will use direct transmission.
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FIGURE 7.4 Average total energy consumption per node.

Figure 7.5 shows the fairness in terms of how much energy is saved for
individual nodes using each relay selection method, where the y-axis rep-
resents Jain’s fairness index of nodes’ cumulative payoffs.® It is clear that
the weighted adaptive relay-selection scheme achieves the best fairness com-
pared with the other two schemes. As another example to highlight the fair-
ness, we show in Figure 7.6 the energy consumptions of individual nodes at
the end of simulation in a five-node network. It is clear that the weighted
adaptive relay selection achieves the best fairness in this example—it is the
only scheme that ensures that all nodes have positive payoff, whereas Min-
Power-Selection results in negative payoff for some nodes.

We additionally conduct a set of simulations to measure the impact of
each node’s “willingness” to cooperate when its payoff is zero when our
adaptive relay selection rule is used. To see this, we slightly changed the
rule in Section 7.2.1 for a subset of nodes and divided the nodes into two
groups: U = {i | Ci(t) = 1 if u;(t) = 0} (‘Unselfish group’), and
S = {i | Ci(t) = 0if u;(t) = 0} (‘Selfish group’); the rule remains the

%Jain’s fairness index is defined by (3~ ui)?/(N Y u?). The result ranges from 5, (worst
case) to 1 (best case). The larger the index is, the better fairness that we can achieve.
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FIGURE 7.7 Proportion of nodes with positive payoff.

same as Section 7.2.1 for both groups when wu;(t) # 0, and the simulations
are run using adaptive and weighted adaptive relay selection. We expect that
the cooperative behaviors of the nodes tend to strengthen over time if more
nodes are in the first group of “cooperative” nodes. In Figure 7.7, we show
the proportion of the nodes with C;(t) = 1 in the y-axis as the time pro-
gresses in the x-axis. Different curves represent different ratios of 77:75,
where 71 = |U| and T5 = |S| with 100 nodes in the network. The result
is rather surprising: in all cases, the proportion of nodes in the cooperative
states converges to 1, even when only one node cooperates initially to others
out of 99. Also, convergence speed is faster with the weighted relay selec-
tion. What this result indicates is quite interesting: the cooperative behavior
of individuals can create a positive feedback loop between one another in co-
operative communication, and the cooperation among the nodes can emerge
even faster when combined with some policing mechanism for ensuring fair
allocation of resources.
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CHAPTER 8

REACT: Residual
Energy-Aware
Cooperative
Transmissions

Erwu Liu, Rui Wang, Chao Wang, Xinlin Huang, and Fuqiang Liu,
Tongji University, China

8.1 INTRODUCTION

Energy efficiency and spectrum efficiency are two critical issues in wire-
less communications. Previously, much effort has been on efficient use of
the spectrum via various technologies such as compressive sensing and spec-
trum sensing [42]. On the other hand, a battery-operated wireless network
must operate in an energy conservation manner so as to extend the lifetime of
the network. Particularly in the development of the Internet of Things (IoT),
energy efficiency is becoming equally or even more important in contrast
to spectrum efficiency and prompting new waves of research activities. To
achieve high energy efficiency, approaches have been proposed to deal with
the problem from different angles across the layers from hardware up to ap-
plication. These include efficient energy management techniques for periph-
eral devices on hand-held and embedded hardware platforms [43], energy-
efficient medium access control design [44], energy-aware routing algorithm
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and topology generation [45, 46, 47], and energy-efficient algorithms for
broadcast and multicast applications [48]. While each of these areas has re-
ceived a lot of attention separately in recent years, a joint design of energy
efficiency across the layers remains very limited due to the complexity of this
problem. Our aim is to tackle the energy efficiency problem from coopera-
tive transmission, relay selection, and scheduling perspectives in a battery-
powered wireless network.

Cooperative diversity [49, 50, 51, 52, 53] is a new form of diversity
through distributed transmission and processing with node collaboration.
Transmit cooperation has nodes exchanging each other’s messages, sharing
their antennas, and creating multiple paths to transmit the information. Re-
ceive cooperation has nodes forwarding information about their observations
for decoding. A system with both transmit and receive cooperation is simi-
lar to a multiple-input multiple-output (MIMO) system in a networked man-
ner. Therefore it is sometimes called a distributed MIMO or network MIMO.
It is known that transmit and receiver diversity can achieve higher capac-
ity without sacrificing bandwidth or energy. In a network where each node
is equipped with a single omnidirectional antenna, cooperative diversity can
achieve similar gains from a MIMO system where each node is equipped
with multiple antennas. However, there are several limitations that restrict
the potential gains in a network MIMO compared to the conventional MIMO
system, due to the absence of a direct high-capacity connection (e.g., usually
a cable) among the antenna elements. For example, synchronization among
the distributed antenna is much harder than a conventional MIMO transmit-
ter. Additional resources such as bandwidth, power, and time are required to
enable the cooperation. Antenna power allocation cannot be done as that in a
conventional MIMO system and in other systems. In this research, we focus
on the energy savings from cooperative diversity in an optimal way. Similar
to Khandani et al. [54], we do not consider the effects of those limitations
and assume that an appropriate architecture for achieving the required level
of coordination among the cooperative nodes can take place [55].

Khandani et al. [54] propose a design of cooperative diversity to max-
imize energy savings. They formulate the problem as minimizing the over-
all energy consumption of the relay nodes between a transmission node and
a receiving one. In this formulation, all relay nodes participate in coopera-
tive transmission to gain energy savings. Further, relay nodes with very good
channel conditions tend to participate more (e.g., transmit more often) than
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other nodes with poor channel conditions, since the good nodes are expected
to use less transmission power than the poor nodes. This method achieves
the overall savings of energy consumed by all the participating nodes. How-
ever, it may not be suitable for battery-powered nodes in an ad hoc or sensor
network, where each node has its own limit of energy conservation. In fact,
since nodes with good channel conditions transmit more often than others,
these nodes will run out of their battery power more quickly. As a result, the
number of cooperative relay nodes will decrease and cause an increase of the
aggregate transmission power, which then again leads to quick power drain
in the remaining good nodes.

Our goal is to address the similar energy-saving problem with considera-
tion of each node’s limited power conservation. We formulate the problem of
energy savings as maximizing the lifetime of the network in terms of maxi-
mizing the overall number of packets transmitted by the source node to the
destination, given a limited energy supply for the source node and each relay
node along the optimal transmission path. To solve this problem, an intuitive
solution is to select only a subset of relay nodes to participate in the coop-
erative transmission, thus avoiding the overuse of the good nodes in the set
at each transmission stage. Unlike selective relaying in Bletsas et al. [51]
where a relay with the highest capacity is selected, we construct a selection
algorithm of the subset of nodes based on the residual energy of the nodes at
each transmission stage. In our method, we trade a small portion of cooper-
ative diversity gain with a much improved energy savings at each individual
node, while still taking the wireless boardcast advantage (WBA) [48] and
wireless cooperative advantage (WCA) [54]. Note that our method may not
achieve the optimal energy savings in terms of total power consumption by
all participating nodes as in the method of Khandani et al. [54]. However,
our method will achieve a much improved lifetime in terms of preserving
the residual energy of each node. Based on this consideration, we call it a
residual energy-aware cooperative transmission (REACT) algorithm.

The rest of the chapter is structured as follows. In Section 8.2, we intro-
duce basic terminology and concepts of cooperative transmission in relay-
aided wireless networks; we then show that the traditional method is not suit-
able for battery-powered wireless networks. After that, REACT is proposed
to avoid overly used relays while it still benefits from the traditional cooper-
ative transmission techniques. Finally, in Section 8.3, we present simulation
results to illustrate that the REACT algorithm is energy-efficient for both
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R;:

i Relay node | Ng-> {R} | (R} > Np
Ng, Np: Source and destination
e : Broadcast transmission < 05T 05T >
——» : Cooperative transmission T

FIGURE 8.1 Cooperative transmission in wireless networks.

Rayleigh fading and non-fading environments, followed by the conclusion in
Section 8.4.

8.2 SYSTEM MODEL

Refer to Figure 8.1 for a two-hop cooperative transmission. Without relays
Rj1~ Ry, nodes Ng and Np are the one-hop neighbors in an ad hoc (or sen-
sor) network. Consider the problem that node Ng wants to transmit packets
to node Np, with the help of N relays R; (i=1,2,..., N). Since this two-
hop cooperative transmission can be easily extended to the multi-hop case
[54], here we focus on two-hop cooperative transmission. As shown in Fig-
ure 8.1, each transmission slot 7" is equally divided into two parts. At the first
half slot, Ng broadcasts signals with power Ppy, to relay nodes denoted as
Ri, Rs, ..., Rn. At the second half slot, relay nodes that have successfully
received and decoded the packets sent at the first half slot will cooperatively
transmit to Np. For a relay to successfully receive and decode signals over a
broadcast link, we assume that the received signal-to-noise-ratio (SNR) must
be at least SNR,,i,. That is,
Pgr x |hg,il?

Ny x W = SNRuin, Vi,1 <4 < N, 8.1)
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where hg; is the channel gain of the link Ng — R;, Ny is the noise power
density, and W is the bandwidth.

Similarly, for a destination node to successfully receive and decode sig-
nals over cooperative link, the received SNR must be at least SNR,,;;,. Khan-
dani et al. [54] assumed in-phase receiving; that is, signal amplitudes are
added at the destination node. We use the same assumption and have

(S0 (VR x i)

Ny x W = SNRyin, V2,1 <4 < N, (8.2)

where P; is the transmit power of R; and h; p is the channel gain of link
RZ' —N, D

Given the above constraints, with Lagrangian multiplier techniques, one
can prove that the aggregate transmit power of all relays is minimized if

N 2
|hi.p|? |hi.p|?
P, = | , @
SNRmin X N() x W ; SNRmin X N() x W (8 3)

In Khandani et al. [54], the link cost of a wireless link is defined as the
minimum power required to successfully transmit signals over the link. Using
the same formulation, we have

SNRmin X N() x W

LCs; = s Vi,1<i<N, (8.4)
S,
SNR i X No X W
LCip = “GLX |20 W Vi1<i<N, (8.5)
D
LCyy = LCs,; 8.6
BL 12%\[ S,is (8.6)

where LCg ;, LC; p are the link cost of links Ng — R;, R; — Np and LCp[,
is the link cost of broadcast link Ng— {R;}.
Equation (8.3) can be rewritten as

1 Yooy
P, = (Lcw> / (; LCZ-,D> : (8.7)
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Denoted by LC¢, the link cost of the cooperative link is

N N
LCCL:ZR- = 1/(2 Lcl,,D> . (8.8)

i=1 i=1

We assume that the packet size is a bits. Denote ng, 7; to be the required
energy for Ng and R; to transmit a packet, respectively. Obviously we have

a

8.9
W x logy (1 + SNRyp )’ 89)

ns = LCpr, %

a
“ W x logy (1 + SNRuin)”

In Khandani et al. [54], all relays participate in cooperative transmis-
sion and relays R; transmit with power P; given by (8.3). This scheme is

ni = b (8.10)

not suitable for battery-powered ad hoc or sensor networks. According to
(8.10), good-channel-condition relays (i.e., those with higher |h;, DP) use
more power in cooperative transmission, and these relays will run out of en-
ergy and die before bad-channel-condition ones with this scheme. When this
happens, the number of cooperative relays will decrease and the aggregate
power for cooperative transmission will increase, which makes the remain-
ing relays die quickly. Eventually, Ng has to directly transmit to Np as no
relay is available and its lifetime could be greatly shortened in this scenario.

An intuitive solution to the above issue is to have those relays with rela-
tively low residual energy not participate in cooperative transmission, while
at the same time it should take the wireless broadcast advantage (WBA) [48]
and wireless cooperative advantage (WCA) [54]. Based on this, we propose
our residual energy-aware cooperative transmission (REACT) algorithm.

As shown in Figure 8.2, there are N relays R, R, ..., Ry, located be-
tween Ng and Np. We use RS = {R;,1 < i < M} to denote the relay set
of all active relays, where M = |RS]| is the total number of relays in RS.
Obviously we have M = N initially. Unlike the work of Khandani et al.
[54], which uses all active relays for cooperative transmission, the REACT
algorithm chooses a subset of size k (1 <k < M), CS; ;. C RS to participate
in one cooperative transmission at a time. Apparently, the REACT algorithm
is simply the purely opportunistic transmission method (i.e., no cooperative
transmission) for k=1, and is simply the traditional cooperative transmission
method (i.e., all relays participate in the cooperative transmission) for k= M.
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Ng, Np: Source and destination
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FIGURE 8.2 Residual Energy-Aware Cooperative Transmission (REACT).

When CS; ;. is chosen at slot ¢, Khandani’s method [54] is used for the
transmission; that is, Vg broadcasts to all relays in CS; j, at the first half slot
of ¢, and then all relays in CS; ;, cooperatively transmit to Np at the second
half slot of ¢. For the cooperative subset CS; 1, we use LCgy, j and LC) ¢, to
denote the link cost of the corresponding broadcast link and cooperative link,
respectively, we use 75 ; to denote the required energy for Ng to transmit a
packet to CS; ;, and we use P;; and 7, ; to denote the required power and
required energy, respectively, per packet of the ith relay in CS; . Similar to
(8.6)—(8.10), we have

LCpr; = max LCs;, (8.11)

1 1
Py = < > / > : (8.12)
LCip VR.ECS; \ LCip

LCioL= Y P = 1/ > 1 : (8.13)

LC;p
VR; GCSj)k VR; ECSj)k ’
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a
W x logy (1 4+ SNRyin)
a
X .
W x logs (1 + SNRyin )

We use €g,¢; to denote the residual energy of Ng and relay R; (1 <
t < N). We use V; to denote the virtual number of packets that could be

ns,; = LCpprj X (8.14)

nji = Pji (8.15)

transmitted from Ng to CS; ;, and then to Np using their current residual
energy, that is,
. € . &
Vi=min( °, min ), (8.16)
NS VR.e€CS; . 1);
where 7g, 1; are the required energy for Ng and R; to transmit a packet under
the current channel condition.
For an M-relay set RS, there are (]\]g ) possible subsets of size k. For
energy efficiency, we use the following criterion in choosing which subset
for cooperative transmission:

1= arglgjg(t[) max V. (8.17)

The above metric reveals that, given the residual energy, the coopera-
tive set CS; ;, that maximizes the number of (virtually) transmittable pack-
ets will be selected. According to (8.16) and (8.17), when a relay has rel-
atively low residual energy, the cooperative sets that contain this relay will
have relatively low, (virtually) transmittable packet numbers, which would
make them less likely to be chosen for cooperative transmission. By this,
the REACT algorithm avoids overly used relays while it still benefits from
the traditional cooperative transmission technique, thus improving efficiency.
Obviously, REACT incorporates both opportunistic and cooperative trans-
mission techniques, making it outperform the traditional cooperative trans-
mission method.

Since a /(W xlogy(14+SNRyi,)) is constant, the metric defined in
(8.17) can be further expressed as

, = ar max { min =5 min & (8.18)
1= . M X 1 1 . .
ng]S(k) LCBLJ,VR?ECS]-,;C Pj,z‘

Equation (8.18) is used in the REACT algorithm to determine which
cooperative subset should be chosen for cooperative transmission. Algo-
rithm 8.1 is the pseudo-code of the proposed REACT algorithm.
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ALGORITHM 8.1 Residual Energy-Aware Cooperative Transmission
(REACT) Algorithm

/+ initial energy, energy threshold, packet size, k, bandwidth,
minimum SNR, no. of packets per slot, channel gain at various
slots */

Input: Es, E;,65,0i,a,k, W,SNRuin, 7, hs D, hsi, hi p, (1<i<N)

/* m: total number of packets sent by the source Ng during its

lifetime */
Output: m
1 RS={R;,;,1<i< N}
2 M = |RS|;
3 es=FEs;
4Ei:Ei,V1SiSN;
5 t=1; /+ current slot */
6 m=0; /+ no. of packets transmitted =/
7 fort > 1do
8 LCs,i = (SNRuin X No x W)/|hs i[t]|?,V1 <4 < M;
9 LCi,p = (SNRpin X No x W)/|h; p[t]|?,V1 <i < M;
10 if £ > M then
11 k=M,
12 end
13 if M > 1 then
/+ relays available */
14 CS;,x = RS’s jth subset of size k.1 < j < (});
15 Calculate LCRp,,;, Pj, i according to (8.11) and (8.12);
16 Choose the ith subset CS; , according to (8.18);
/* Ng,CS;; consume energy */
17 ns,i = LCpL,; X a/(W x logy(1 4+ SNRyin));
18 €S =ES —1MS,i XT;
19 for VR, € CS; ) do
20 Ni,n = Pin X a/(W X logy(1 + SNRmin));
21 En =En — Mi,n X T3
22 ifen < 6y, then
/* no energy for Rj */
23 remove R, out of RS;
24 end
25 end
26 m=m-++r; /+ add r packets %/
27 else
/* no relay available, Ng directly transmits to Np */
28 LCs,p = (SNRuin X No x W)/|hs, p[t]|?%
29 ns,p = LCs,p X a/(W X logy(1 + SNRmin));
30 €s =es—ns,p X2r; /+ tx 2r packets x/m=m+r; /+ add 2r
packets %/
31 end
32 ifeg < dg then
33 return(m); /* no energy for Ng x/
34 end
35 M = |RS|;
36 t=t+1; /* proceeds to next slot */

37 end
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In Algorithm 8.1, the initial energies of Ng, R; are denoted as Eg, E;.
Considering that in practice, not all energy of a node/relay can be exclusively
used for data transmission (e.g., some fraction of energy must be dedicated
to ranging, carrier sensing, and/or signaling), we introduce energy threshold
¢ in the algorithm to indicate that when the residual energy of a node/relay
falls below 4, the node/relay is considered dead and will not participate in the
REACT algorithm. When a relay is dead, it will be removed from the relay
set RS, and the algorithm will then recalculate all the (]\,f ) possible coop-
erative subsets for the updated relay set RS. When all relays are dead, Ng
will directly transmit to Np. When the source node Ng is dead, the algo-
rithm will terminate. We would like to point out that the input parameter r
in the REACT algorithm is the number of packets that can be sent during a
slot, that is, 7 = T'/(2a) x W x logy(1+SNRmin) for relay-aided transmis-
sion (Ng — CSj, — Np), and r =T /a x W xlog,(1+SNRpi,) for direct
transmission (Ng — Np).

Next we evaluate the REACT algorithm.

8.3 SIMULATION RESULTS

In the simulations, the cooperative transmission method in Khandani et al.
[54] is used as the baseline model for comparison. The channel gain in a
wireless environment depends on the path-loss factor, the fast fading, and
the slow fading (log-normal shadow fading). In most cases, these three phe-
nomena are assumed to be independent. Fast fading is caused by multi-path
propagation, while slow fading, or shadow fading, is caused by obstacles in
the propagation path between two endpoints of a link. For the relay-aided
transmission shown in Figure 8.1 or Figure 8.2, line-of-sight (LOS) commu-
nication between is typically assumed for both source-to-relay and relay-to-
destination transmission. Hence, we do not need to consider the log-normal
shadow fading here. In fact, the REACT algorithm presented here does not
care whether there is fading or not.

We use the topology in Figure 8.3 for our simulation. There are eight
relays located between Ng and Np. Nodes and relays are placed in an area
of 80 x 120 m?. The simulation setup is as follows:

* Initial energy, Es=FE;=101J.

* Minimum energy threshold, 6g=4,=11.
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FIGURE 8.3 Relay-aided cooperative transmission in wireless networks.

Bandwidth W =3.5 MHz.

SNRpin =2.3 dB. This corresponds to a rate of 5 Mbps.
* Packet size a=28000 bits.

* Path-loss exponent av=3.0.

* Slot duration 7'=3.2 ms.

We consider the following two simulation scenarios.

8.3.1 Path Loss Plus Rayleigh Fading

In this scenario, the path-loss factor and the fast Rayleigh fading contribute
to the channel gain, that is,

d (0%
hij = \/PLdO x ( 0) X Gijy (8.19)
2 dld ’

where g; ; is the fast Rayleigh fading characterized by a zero-mean unit-
variance complex Gaussian random variable and assumed to be independent
for different nodes/relays, PLq, % (do/d; j)* denotes the propagation loss of
the transmission power, d; ; is the LOS distance from node/relay i to j, av is
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FIGURE 8.4 Total number of packets transmitted by Ng: REACT versus
baseline method (fading case).

the path-loss exponent (typically 2-5), dy is the reference distance, and PLg,
is the reference propagation loss at dj.

Figure 8.4 illustrates the high efficiency of REACT. In Figure 8.4, we
plot the number of packets transmitted by Ng during its lifetime for various
sizes of cooperative sets. The REACT algorithm is the purely opportunistic
transmission method (i.e., no cooperative transmission) for CS size k=1, and
is the traditional cooperative transmission method (i.e., all relays participate
in the cooperative transmission) for £ = 8. The gray line (with circles) is
the simulation result from the REACT algorithm while the black line (with
squares) is the one from the baseline model. We can see that the improvement
is significant. For example, the REACT algorithm produces about 11 times
the number of packets transmitted by Ng during its lifetime when the size of
CS is 2, and about 7 times when k=4 compared to the existing method.

It is known that the benefit of opportunistic resource allocation comes
from channel fluctuation (e.g., fading). Similarly, the high efficiency of RE-
ACT is (partially) from fading as REACT opportunistically chooses a co-
operative subset. We now evaluate the REACT algorithm when there is no
fading.

[vww .ebook3000.con}



http://www.ebook3000.org

REACT: Residual Energy-Aware Cooperative Transmissions W 115

8.3.2 Only Path Loss, No Fading

In this scenario, only path loss contributes to the channel gain, that is, h; ; =
\/PLq, x (do/d; ;). We use the same topology shown in Figure 8.3.

Similar to the fading case, we depict in Figure 8.5 the simulation results
comparing our algorithm and the traditional one. Note that since all relays
are involved in the transmission at each slot and there is no fading in this
scenario, the simulation results for Khandani’s method will remain the same
for all simulation runs. From Figure 8.5 we can see that the performance im-
provement of the REACT algorithm is still remarkable in this case. In fact,
the difference of the residual energy among nodes makes the selection of CS
“opportunistic.” In this sense, REACT artificially introduces “channel fluctu-
ation” and thus improves performance even when there is no fading.

We also plot in Figure 8.6 the lifetime extension of REACT for various
path-loss exponents, where the lifetime extension is defined as the ratio of the
lifetime of Ng under the REACT algorithm to the one under the traditional
method. We can see the REACT algorithm produces a lifetime extension of
about 2.3-7.6 when the size of the cooperative subset is 5 of the total number
of relays. Figure 8.6 also shows that one or two relays are typically enough
for REACT to perform well in fading scenarios.

In addition, we would like to point out that the benefit of cooperative
transmission in REACT increases with k. On the other hand, the benefit of
opportunistic transmission in REACT decreases with k£ when k is above some
point. This trade-off between the cooperative transmission and opportunistic
transmission is also seen in Figures 8.4, 8.5, and 8.6.

8.4 CONCLUSION

We have formulated the problem of maximizing the lifetime of a battery-
operated node as maximizing the number of packets transmitted by the node.
We have proposed a relay selection algorithm to choose a subset of relays in
the relay set taking consideration of the residual power of each node. In our
method, we avoid the selection of overly used nodes in each relay transmis-
sion stage, and thus the process is more energy efficient. Simulation results
reveal much improvement in lifetime extensions with our REACT algorithm,
compared with Khandani’s method.
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FIGURE 8.6 Lifetime extension of REACT.
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CHAPTER 9

Joint Beamforming and
Power Allocation

Chee Yen Leow, Universiti Teknologi Malaysia, Malaysia
Zhiguo Ding, Newcastle University
Kin K. Leung, Imperial College

9.1 INTRODUCTION

In real-life communication, data flows in both forward and backward link
directions between source and destination. As an example, in a cellular net-
work, downlink and uplink channels are used to support data flows in both
link directions. This communication scenario is known as the information
exchange channel. This chapter focuses on the study of the information ex-
change channel where both link directions are considered simultaneously in
the system modeling.

In certain channel conditions, the direct link between the source and des-
tination is unavailable to support two-way information exchange. This hap-
pens in situations such as when the source-to-destination channel is in a deep
fade or undergoing severe shadowing, where the link quality is too weak to
support any communication. In cellular systems, this also commonly occurs
when the mobile user is located at cell edge, where the coverage of the base
station is weak. In the absence of a direct communication link, the informa-
tion exchange between a pair of users has to rely on the relay. Relay is a
transceiver node placed in between the user pairs to help forward the data
between users.

117
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4™ time slot 3" time slot

1%t time slot 27 time slot

User 1 Relay User 2
FIGURE 9.1 Information exchange using one-way relaying.

Using a conventional one-way relaying technique designed for uni-
directional communication, the information exchange can only be completed
in four channel uses due to half duplex constraint. Figure 9.1 shows the con-
ventional one-way relaying scheme used for the information exchange. The
information flows from user 1 to the relay, then from the relay to user 2 and
vice versa, where a total of four time slots are used. This doubles the num-
ber of time slots used in direct point-to-point communication without a relay
(when direct link between source and destination exists). In such an infor-
mation exchange scenario, one-way relaying is spectrally inefficient because
the achievable data rate is at most half of the data rate achievable by direct
point-to-point communication.

Coincidentally, in the wired networking community, similar two-way in-
formation exchange scenarios have been addressed. An efficient technique
known as network coding is first proposed in Ahlswede et al. [56]. The unique
feature of network coding is that it allows intermediate nodes or relays to
combine the information packets from multiple sources before forwarding to
the destinations. This technique is shown to significantly enhance the overall
network throughput [56].

Attracted by the benefit of network coding, two-way relaying has been
proposed in wireless networks. Two-way relaying utilizes the broadcast na-
ture of wireless transmission to enable data mixing between the user pair.
Based on the original idea of network coding, two-way relaying is adapted in
wireless networks to enhance the overall network throughput by reducing the
channel resources used in the information exchange between users.

Two-way relaying schemes such as the DF-based scheme [57], analogue
network coding [58], physical network coding [59], and so on, are able to
complete the two-way information exchange in only two channel uses. Fig-
ure 9.2 explains the generic two-way relaying protocol in two time slots. In
the first time slot, two users transmit simultaneously in the same channel to
the relay. In the second time slot, the relay forwards the processed mixture
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FIGURE 9.2 Information exchange using two-way relaying.

to the users and each user uses the knowledge of his previously transmitted
message, known as self-interference, to decode the new message from his
partner. Since the total channel use is halved compared to one-way relaying,
the overall throughput can be doubled. This significant throughput enhance-
ment motivates the application of two-way relaying in wireless networks.

For practical considerations, non-regenerative relaying, (i.e., amplify-
and-forward (AF) relaying) is desirable when compared to regenerative re-
laying (i.e., decode-and-forward (DF)). This is due to the fact that non-
regenerative relaying has lower complexity, has a lower processing delay,
and incurs lower signal processing power compared to regenerative relaying.

To further enhance the system capacity and reliability, subsequent studies
on non-regenerative two-way relaying extend to the multi-antenna scenario.
Liang and Zhang [60] and Lee et al. [61] optimize the sum-rate using beam-
forming and power allocation techniques at the relay. The studies focus on
the case where only the relay is equipped with multiple antennas. Li et al.
[62] investigate the use of multiple relays and propose a relay beamforming
technique to minimize the mean-squared-error (MSE). Leow et al. [63] study
the scenario with multiple pairs of users and demonstrate that beamforming
is able to remove co-channel interference and improve throughput and relia-
bility.

The possibility of joint beamforming at the users and relay is explored
in Lee et al. [64] and Xu and Hua [65]. It is found out in their work that the
original sum-rate optimization problem is non-concave and therefore com-
plicated to solve. An iterative searching algorithm is proposed in Lee et al.
[64] to find locally optimal beamformers. The drawback is that the algorithm
needs to be repeated extensively with different initial points to increase the
probability of approaching the global optimal solution. Meanwhile, Xu and
Hua [65] propose an alternate optimization technique to find locally optimal
beamformers at the users when the beamformer at the relay is fixed, and vice
versa until convergence. Similar to Lee et al. [64], the algorithm [65] also
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has to be repeated multiple times before it reaches the global optimal solu-
tion. This translates into high computation costs. In addition, Lee et al. [64]
and Xu and Hua [65] only consider the case where each node is subject to
fixed individual power constraints. The possible performance gain of imple-
menting joint power allocation at all nodes subject to a total network power
constraint remains unexplored.

This chapter considers a two-way relaying scenario that consists of a
pair of multi-antenna users and a non-regenerative multi-antenna relay, all
equipped with M antennas. A novel joint beamforming design based on sub-
channel alignment is proposed. The proposed beamforming design facilitates
the investigation of the joint power allocation problem that maximizes the
sum-rate, subject to a predefined total power constraint in the network. This
problem is also known as the rate adaptive loading. Such network power al-
location is critical in limiting the total interference incurred to a coverage
area that is often regulated by the local authority. Numerical results show
that the ergodic sum-rate of the proposed scheme significantly outperforms
the baseline schemes.

The rest of the chapter is organized as follows. The system model and
protocol description are presented in Section 9.2, while the beamforming de-
sign is discussed in Section 9.3. In Section 9.4, the joint power allocation
problem is investigated. Section 9.5 covers the numerical simulation results.
Section 9.6 concludes the chapter.

9.2 SYSTEM MODEL AND PROTOCOL DESCRIPTION

Consider a scenario where two users wish to exchange information with the
help of a non-regenerative relay. The case where all nodes are equipped with
M antennas is of interest. Figure 9.3 shows an example of the two-way re-
laying channel with M = 2. All channels are independently and identically
distributed (i.i.d.) quasi-static Rayleigh distributed, and channel reciprocity
is assumed. The receiver is corrupted by circularly symmetric additive white
Gaussian noise. All nodes are subject to the half duplex constraint, which is
realized through time division duplexing.

9.2.1 |Initialization

Prior to the proposed information exchange protocol, the initialization phase
takes place in order to enable all nodes to estimate the channels. The proposed
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H; H,

HT HY
User 1 Relay User 2
Legend: — IS'timeslot —» 2™ time slot

FIGURE 9.3 Example of two-way relaying scenario where each node is
equipped with M = 2 antennas. The symbols above the arrows represent the
channel matrices while the directions of the arrows indicate the directions of
data flows.

two-way relaying protocol requires the relay to have full knowledge of the
channel state information (CSI) of both relay-to-user channels, while each
user knows his and his partner’s user-to-relay channels. Having the CSI of
the partnering channel (partner’s user-to-relay channel) not only enables each
user to decode the information from his partner but also facilitates each user
to calculate suitable power allocation or power control factors to optimize the
overall performance in the network.

Utilizing channel reciprocity, the CSI can be obtained using the open
loop method [66], which can be accomplished within 3M + 1 time slots.
First, the relay uses M time slots to broadcast pilot sequences for both users
to estimate their respective user-to-relay channel. Then, each user spends M
time slots to broadcast pilot sequences so that the relay can estimate both
relay-to-user channels. Finally, the relay consumes one time slot to broadcast
the superposition of both users’ CSI. Each user utilizes the knowledge of
his local CSI to decode his partner’s CSI. In comparison, conventional DF
MIMO one-way relaying with receiver CSI requires 3/ time slots in order
to enable all nodes to estimate their receiver CSI. The proposed two-way
relaying protocol only requires one extra time slot in acquiring the desired
CSL

9.2.2 Transmission Protocol

The proposed transmission protocol can be described in two time slots. Fig-
ure 9.3 summarizes the transmission flow of the proposed protocol. In the
first time slot, both users transmit the linear precoded information vector to
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the relay; that is, user ¢ transmits F;x; where F; € CM*M is the transmit
beamforming matrix of user 4 and x; € CM*! is the information bearing
vector of user ¢ with normalized covariance (i.e., F/ [xixfl | = Irp). The de-
sign of F; will be discussed in the following section. The signal observed by
the relay can be expressed as

r=H Fix; + HyFoxs + n,, 9.1)

where H; € CM*M ig the channel from user i to the relay and n, € CMx1
is the noise vector observed by the relay. In the second time slot, the relay
broadcasts the linear precoded observation to both users, that is, Wr where
W € CM*M s the joint receive and transmit beamforming matrix at the
relay and r € CM*! is the observation in the first time slot, expressed in
(9.1). The relay beamforming matrix W will be discussed in the following
section. The signal received by user ¢ is

yi = HI W (HF1x; + HoFoxs +n,) + n;, 9.2)

where n; € CM*! is the noise vector observed by user i. Each user performs
linear post-processing to the received mixture broadcast by the relay, that
is, user ¢ calculates G;y; where G; € CMx*M ig the receive beamforming
matrix for user 7. Self-interference of user ¢ contains the information trans-
mitted by user ¢ himself in the previous time slot, that is, GIHF{WHllel
is the self-interference of user 1. Using the principle of analogue network
coding [58], the self-interference is subtracted from the mixture and the de-
sired information vector can be decoded. Writing A; = G;HY WH;F; and
B, = GZ-H;-FW, and assuming Gaussian channel coding, the mutual infor-
mation of user ¢ can be expressed as

R; = ; log, (det (IM + AAT (62BBY + 02G,G )‘1)) ,(9.3)

where o2 is the receiver noise power at the relay, o2 is the receiver noise
power at user 4, and the subscript 7 is used to denote the complement of i,
that is, when i = 1, i = 2. The pre-log factor reflects the two time slots used
to complete the information exchange.
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9.3 BEAMFORMING DESIGN

In this section, the proposed low-complexity design of transmit beamformer
at the users F;, Vi = {1,2}, joint receive and transmit beamformer at the
relay W, and receive beamformer at the users G;, Vi = {1, 2} are described.
The objective of the beamforming design is to decompose the channels into
M parallel subchannels, which not only facilitates substream power alloca-
tion and power control but also enables the use of simple SISO decoders at
the users.

9.3.1 Design of F;

Recall that in a conventional point-to-point MIMO system, the optimal trans-
mit and receive beamformers are designed by means of singular value de-
composition (SVD), such that the channel matrix is decomposed into parallel
subchannels (or eigenmodes) to enable optimal power sharing among sub-
channels [66]. However, this cannot be directly implemented in the two-way
relaying scenario considered here, as mentioned in Lee et al. [64]. This is
due to the fact that the relay (which acts as a MIMO receiver) is not able to
simultaneously separate the subchannels from user 1 and user 2, which have
different channel directions.

To address the above issue, subchannel alignment is proposed in the de-
sign of F; to ensure that the kth subchannel of user 1 and the kth subchannel
of user 2 occupy the same signal subspace. Specifically, the following struc-
ture for the transmit beamformer of user ¢ is proposed:

F, =F,V,Z,, (9.4)

CM*M s obtained from subchannel align-

where alignment matrix F; €
ment,!

H,F, = H,F,. 9.5)

The subchannel alignment problem can be solved as follows:

{ —FNFEQ ] = mull ([ Hi H; ), 9.6)

'Note that F; is not unique. However, multiplication of F; with a unitary matrix (rotation
matrix) does not change the singular values of the effective channels, that is, A; remains the
same.
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where the computation of the null-space vectors can be found in Strang [67].
Matrix V; € CM*M in (9.4) is the right singular matrix obtained from the
SVD of H;,F;; that is, H;F; = UiAin{ , where U; € CM*M g the left
singular matrix and A; € RM*M g the diagonal matrix of singular values.
The diagonal matrix ; € RM*M in (9.4) is the transmit power allocation
matrix of user i. The transmit power consumption of user i is HFZH?J Due
to subchannel alignment in (9.5), U1 A,V = U2A2V£{ . The subscripts of
U;A;VH are omitted for simplicity of notation. The received signal at the

relay in (9.1) reduces to

r = UA (Elxl + EQXQ) +n,. 9.7)

9.3.2 Design of W

The design of joint receive and transmit beamformer W ensures that the re-
ceived signal in (9.7) can be decomposed into parallel streams. To achieve the
objective of subchannel decomposition, the following structure is proposed:

W =U*s, U, 9.8)

where U is the left singular matrix of HZ-}?‘Z-, and diagonal matrix 3, €
RMXM jq the transmit power allocation matrix at the relay. Notice that the
use of subchannel alignment discussed in the previous subsection enables the
relay to decompose the channels of user 1 and user 2 simultaneously. The to-
tal transmit power consumption at the relay is || WH/F 1 ||5+ || WH, Fy|| % +

o? ||W||% , where o2 is the noise power in watts at the relay.

9.3.3 Design of G;

The design of the receive beamformer G; is to ensure that the received signal
in (9.2) can be decomposed into parallel streams. Specifically, the following
structure is proposed:

G;=VTF7, 9.9)

which is the transposition of the transmit beamforming matrix F; but without
the power allocation matrix. The signal received by user ¢ in (9.2) after the
receive beamforming in (9.9) is applied simplifies to

Gy = A’ (21x1 + Baxa) + 1, (9.10)
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where n; = AX, Ufn, + VTf‘iTnZ- is the effective noise observed by user 7.
As described in Section 9.2, each user is able to decode the desired informa-
tion by subtracting the self-interference from the mixture. For instance, user
1 is able to decode x by subtracting the self-interference, A%, 3x;, from
the received mixture.

9.4 JOINT POWER ALLOCATION

This section investigates the joint power allocation problem of the proposed
beamforming scheme. First, the SNR of each subchannel is derived. Second,
the joint power allocation problem is formulated using the sum-rate criterion,
and the convexity of the optimization problem is verified. Since the objec-
tive function is non-concave, an upper bound is derived to approximate the
original objective function. The last subsections discuss the proposed power
allocation strategies, baseline schemes, and a comparable scheme.

9.4.1 Subchannel SNR Derivation

From (9.10), it can be observed that the channel matrices are decomposed
into M parallel subchannels. In this subsection, the SNR of each sub-
channel is derived. Denote the transmit power allocation matrix of user 1,

3, = diag( /a1 ... y/an ), the transmit power allocation matrix of
user2, 3o = diag( /b1 ... /by ), the transmit power allocation matrix
of the relay, ¥, = diag( /c1 ... /cyr ), the diagonal matrix of singu-
lar values, A = diag( v/A\1 ... A ), and F; = F;V;. The variables

ag, by, and ¢y, represent the kth substream power allocation factors for user
1, user 2, and the relay, respectively. Assuming a SISO decoder is used to
decode each parallel stream, the SNR of the kth subchannel of user 1 can be
expressed as follows:

)\zbkck

o 9.11)
0-72)‘16616 + U% Zj\il |F1(]7 k)|2

Y1,k =

where o2 is the noise power at the user 1 receiver. Similarly, the SNR of the
kth subchannel of user 2 can be written as

)\2
Yok = ROk , 9.12)

02Xk + 03 Z;Vil Fa (5, k)2
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where o7 is the noise power at the user 2 receiver. Assuming Gaussian chan-
nel coding, the instantaneous data rate (or mutual information) of user ¢ can
be expressed as

M
R; = ; > logs (1+ i) , (9.13)
k=1
where the pre-log factor reflects the two time slots used to complete the in-
formation exchange. In a realistic wireless system using a practical channel
coding scheme, the instantaneous data rate of user ¢ can be modified as

M
R, = ; 3 log, (1 + 7;) : 9.14)
k=1

which includes the SNR gap I to account for the target error probability and
the specific channel coding scheme [68]. The SNR gap has a typical value of
I' > 1 where the special case I' = 1 corresponds to the upper bound in (9.13)
where Gaussian coding is used. Since I' is independent of the channel, the
formulation in this chapter assumes I' = 1 without loss of generality.

9.4.2 Sum-Rate Optimization

Sum-rate criterion (i.e., R1 + Ro) is the optimization utility used in this chap-
ter. All transmissions in the network are subject to a total network power
constraint P in watts, which can be written as

(Il + I WHER) + o2 (W <P ©15)
i=1

The joint power constraint is the summation of the transmit power con-
sumption at user 1, user 2, and the relay. The joint power constraint
expression can be simplified. Specifically, the transmit power consump-
tion at the relay can be simplified as ||WH1F1||fp + ||WH2F2||% +
o2 WIS = S (Maker + Mbier + oZer L [UG B)). Note
that ijvil\U(j,k:)\Q = 1. Similarly, one can simplify HF1H§J =
r S ap F1(, k) [? and [|[Fal5 = SSpl, oM b |Fa (5, k)|2. To fur-
Zk:le:N‘k‘ 1(J, k)| and || QHF_Zk:le:l k| F2(j; k)|*. To fur
ther simplify the expression, one can represent a; = ay, Zj]\/il IF1(4, k)|,
b = by ij\/il \f‘g(j, k)2, and &, = ¢ ()\kak + Apb + U,?) as the effec-
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tive kth substream power allocation factors for user 1, user 2, and the relay,
respectively.

The joint power allocation problem using sum-rate criterion” can be for-
mulated as

M =
. 1 t1,xbkCy
maximize Z logy [ 1+ ~ 2 ~
G1yeey @051, DM, Cl e C g 2 =1 t2,kak + t3,kbk + t4,kzck + tS,kz

M

1 u kakék
+ > logy (14 L )
24 U Ak + U3 kbg + Usg Cr + Us k
(9.16)
M ~ ~
subject to Y (ak + b+ &k) <Py >0,b >0, >0,
k=1
Ve={1,..., M}, 9.17)
where the constants
_ 12 2 2
b1k = Mg tor = 01 Bk, i3k = o1 g,
tag = 02 Be Ak, tsx = o0 Br, urg =tk = A,
U = 03Bk Uz ) = O3, Uy = T2,
M M
usk = 030, ap =Y _|F1( R Br= Y [F2( k)
J=1 J=1

The optimization problem can be solved using convex optimization
techniques [69] if the constraints are convex and the objective is
concave. The inequality of the power constraint in (9.17) is affine,
hence convex (and concave), with respect to all input parameters
ay,. .. ,dM,Bl, . ,l;M,él, ..., ¢pr- However, it can be shown that the ob-
jective function in (9.16) is non-concave with respect to all input parameters.

’The sum-rate optimization in (9.16) with constraints in (9.17) can be easily modified to
include the special case where each node has fixed power constraint. Specifically, the joint
power constraint in (9.17) is separated into three individual constraints, i.e., Efy:l ar = P,

f:[: 1 Bk = P5,and va”: 1 Cx = Py, where P1, P, and P, are the individual power constraint
at user 1, user 2, and the relay, respectively.
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It is shown that the objective function in (9.16) is non-concave with re-
spect to the parameters aq, . .., aus, 51, .. ,EM, C1,-..,cy. In order to ease
the difficulty in solving the power allocation problem, a concave upper bound
of the original objective function that can be solved efficiently using convex
optimization techniques is derived. The following result summarizes the con-
cavity of the derived upper bound.

The upper bound of the objective function is jointly concave with respect
to input parameters ay, ..., a7, 51, ey EM, Cly--s Cpps

(ak + Ek) &

LM
fupper :2 E log, | 1+ B
— a b ) + tp.C
k=1 Lok (ak + k) bkCk

M a b )&
1 (ak + k) Ck
+ 2Zlog2 1+ b B 9.18)
k=1 Uq,k (ak + bk) + up, 1 Ci;
where the constants
min(ty , t3 1) ek
tok = ) tox = )
tl,k tl,k
min(ug g, u3 k) Ug
Uq |k = s Upk = .
Ui,k Ui,k
Remark The power allocation factors, a1, ..., aas, 51, . ,BM, Cly- -5 Cops

obtained by solving the concave upper bound in (9.18) are suboptimal solu-
tions to the original problem in (9.16). The approximation in (9.18) enables
the transmission power to be allocated dynamically between users and relay,
while the users share identical power allocation factors. Since the positive
sum of the power allocation factors of both users (i.e., a, + l;k), can be rep-
resented as a single power allocation factor, the result is a combination of
dynamic power sharing between users and relay, coupled with equal power
sharing between users.

9.4.3 Proposed Power Allocation Strategies

In this subsection, two joint power allocation (JPA) strategies are proposed.
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Proposed JPA |

The proposed JPA I computes the power allocation factors by solving the
sum-rate optimization problem in (9.16) and (9.17). As discussed in the pre-
vious subsection, the objective function in (9.16) is non-concave. In this case,
the locally optimal solution does not necessarily correspond to the globally
optimal solution. The globally optimal solution can be found with a certain
probability by means of randomization-based global optimization [70]. For
each channel realization, multiple random starting vectors are generated and
the local optimal solution for each starting vector is computed using convex
optimization techniques, that is, the interior-point method [69]. The globally
optimal solution for each channel realization is the maximum of all local opti-
mal solutions. Since this method requires the use of multiple random starting
vectors, a centralized node (i.e., the relay) will compute the power allocation
factors and distribute them to other nodes.

Proposed JPA I

The proposed JPA II computes the power allocation factors by solving the
concave upper bound in (9.18). The power allocation factors can be calcu-
lated efficiently using the convex optimization techniques, that is, the interior-
point method [69]. Since the upper bound objective function in (9.18) is con-
cave, the local optimal solution obtained using convex optimization corre-
sponds to the global optimal solution. The computed power allocation factors
corresponding to the globally optimal solution of (9.18) are then substituted
back into the original objective function in (9.16) to obtain the achievable
sum-rate. With the CSI knowledge of the channels, each node is able to com-
pute the power allocation factors locally, without any cooperation between
nodes. Specifically, perfect knowledge of both H; and Hs enables every
node to have common knowledge of all the constants in (9.18). This allows
all nodes to compute the solution to the same optimization problem locally.
The CSI training scheme to enable all nodes to have the CSI of both H; and
H. is discussed in Subsection 9.2.1.

9.4.4 Baseline Schemes and Comparable Scheme

In this subsection, two baseline schemes, pure AF MIMO two-way relaying
and DF MIMO one-way relaying schemes, are presented. The best compara-
ble scheme [65] is also discussed.
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Baseline Scheme: Pure AF

In the pure AF two-way relaying scheme, the relay simply forwards the power
normalized observation to the users, without any beamforming or power allo-
cation. Assuming optimal MIMO decoders and equal power allocation, sum-
rate can be computed using (9.3) with

- 2 2 2
[H1Fy [ + [HoFo |5 + o7 M
where P; is the power constraint at user ¢ and P, is the power constraint at

the relay. It is assumed that P, = P, = P, = 1; so that the total network
power constraint P is satisfied. This scheme serves as a baseline to study

)

the contribution of power allocation to the sum-rate of the two-way relaying
channel.

Baseline Scheme: MIMO One-Way

Another baseline scheme used for comparison is the DF MIMO one-way
relaying. Recall that in one-way relaying, four orthogonal channel uses are
consumed to complete the information exchange between user pairs. In the
first time slot, user 1 transmits information to the relay. After decoding the
received information, the relay forwards the observation to user 2 in the sec-
ond time slot. Following a similar fashion, user 2 transmits information to
user 1 with the help of relay using another two time slots.

Assuming the perfect transmitter and receiver CSI are available, the
channel matrix from user ¢ to relay, H;, can be decomposed into M
parallel streams using the SVD, that is, H; = UZ'A,»VZ-H where A; =
diag(\/)\iyl, - \/)‘LM)- Note that the UiAZ-V{{ and \; , defined here are
different from those in Subsection 9.3.1 and 9.4.1. Denote a;, and b;. as the
kth substream power allocation factor of user 1 and user 2, respectively. Vari-
able ¢y, is defined as the kth substream power allocation factor of the relay for
transmission to user 1, while variable dj, is the kth substream power alloca-
tion factor of the relay for transmission to user 2. Represent R;_,, as the data
rate from user ¢ to relay and R,_,; as the data rate from the relay to user <.
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The data rate at user 1 can be expressed as

Z; = min(Royy, Rrs1) 9.19)
M
(1 bk)\z k Ck)q,k
= min (4;10@ <1 ) Zlog2< o2 >>,
(9.20)

while the data rate at user 2 can be written as

I, = min(Ri-,, Rr—2) .21
M
(1 ak:)\l k dk)\Q,k
(9.22)

Transmission power is allocated equally among nodes and data streams. Re-
call that in the previous subsection, the network is subject to a total power

constraint of P, for every two time slots. Therefore, the power allocation

P

factors are defined as a;, = 21;/[, b, = 21;/[, cp = 21;/[, and d, = 5;;,

Vk={1,...,M}.

Comparable Scheme: Alternate Optimization (A-Opt)

The best comparable scheme for the non-regenerative MIMO two-way relay-
ing channel is the A-Opt scheme proposed in Xu and Hua [65]. Due to the
fact that the sum-rate expression computable from (9.3) is non-concave, Xu
and Hua [65] propose the A-Opt scheme, which alternately computes locally
optimal source beamformers for fixed relay beamformer and locally optimal
relay beamformer for fixed source beamformers until convergence is reached.
Several searching algorithms are proposed in Xu and Hua [65] to determine
locally optimal beamforming matrices subject to individual power constraints
and assuming the use of perfect MIMO decoders at the users. Although the
A-Opt scheme is able to achieve the best sum-rate under individual power
constraints and symmetric SNR, it is computationally expensive to determine
the beamforming matrices. Generally, the problem dimension of the search-
ing algorithms in Xu and Hua [65] grows quadratically with the number of
antennas. This increases the computational complexity significantly when a
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higher number of antennas is used. In comparison, the problem dimension of
the proposed JPA I and Il in this chapter is linear with the number of antennas.
Furthermore, due to the fact that the sum-rate is non-concave for any fixed
source beamformers, the searching algorithms in Xu and Hua [65] have to
be repeated multiple times with different starting points in order to increase
the probability of finding the global optimal relay beamformer. This further
increases the computational overhead.

In order to obtain the simulation results for A-Opt, the weighted mini-
mum MSE algorithm proposed in Xu and Hua [65] is used to compute the
relay beamforming matrix, while the semi-definite program solver in CVX
toolbox [71, 72] is used to compute the user beamforming matrices. Each
node is subject to individual power constraint 1; , which sums up to a joint
power constraint P, to enable fair comparison with the proposed strategies in
this chapter.

9.5 NUMERICAL RESULTS

This section presents the numerical results of the proposed joint beamform-
ing and power management scheme in comparison with existing schemes.
The optimization problems discussed in the previous sections are solved us-
ing the nonlinear optimization toolbox in MATLAB (i.e., using the function
fmincon and the interior-point method). The ergodic sum-rates of various
schemes with fixed total power constraint are simulated using the Monte
Carlo method. The relationship between the ergodic sum-rate and parame-
ters such as SNR, number of antennas, and path loss are discussed in the

following paragraphs.
Figure 9.4 shows the ergodic sum-rate versus reference SNR (01% = glg =

012 ) of the proposed JPA schemes in comparison with existing schemes. The
reference SNR is defined as the inverse of the noise power. In the subsequent
discussion, the term SNR is used to imply the reference SNR defined here. In
this simulation, the SNRs at all nodes are assumed to be symmetrical (equal

noise power), that is, 012 = 012 = 012. The fixed parameters are the number
1 2 r

of antennas, M = 4 and the total power constraints, P = 3 watts. From the
figure, it can be observed that the proposed JPA I and II perform close to the
A-Opt scheme at high SNR. In the range of low to medium SNR, the per-
formance gain contributed by the proposed JPA schemes over baseline pure
AF scheme is limited if compared to the A-Opt scheme. This is due to the
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FIGURE 9.4 Ergodic sum-rate versus SNR (g12 = 012 = 012) for fixed M = 4,
P=3. ’

fact that the choice of beamforming directions in the proposed JPA schemes
is suboptimal if compared to the A-Opt scheme. However, at high SNR, the
suboptimal beamforming directions do not prevent the proposed JPA schemes
from delivering significant performance gain against the pure AF scheme
through dynamic allocation of power among substreams and nodes. It can be
observed also that the JPA II performs close to the proposed JPA I. This indi-
cates that the upper bound in Theorem 9.4.2 is a good approximation of the
original problem in (9.16). The performance gaps between two-way relay-
ing schemes (Pure AF, A-Opt, proposed JPA I and II) and one-way relaying
scheme enlarge with the increase of SNR. It is evident from the slope of the
sum-rate curves that, two-way relaying schemes are able to achieve higher
multiplexing gain due to more efficient use of bandwidth.

In the following simulations, the ergodic sum-rates of the various
schemes when the SNR at users and relay are asymmetrical (unequal noise
power) are sirnulated Figure 9.5 shows the ergodic sum-rate versus SNR at
the users ( 12 = ) when SNR at the relay is fixed at , = 30 dB. Other fixed
parameters are M = 4 and P = 3 watts. From the ﬁgure it can be observed
that the proposed JPA I achieves the best ergodic sum-rate, followed closely
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FIGURE 9.5 Ergodic sum-rate versus SNR (012 =
P=3,and }, =30dB.

) for fixed M = 4,

1
2
73

by the proposed JPA II. The A-Opt scheme does not perform better than the
proposed JPA schemes. This is due to the fact that, in the A-Opt scheme, each
node is allocated with a fixed amount of power that does not correlate with
the asymmetric SNR. In comparison, the proposed JPA schemes respond to
the asymmetric SNR by allocating power dynamically among nodes and sub-
streams. The joint power allocation between nodes provides another dimen-
sion of improvement. Figure 9.6 shows the ergodic sum-rate versus SNR at
the relay (olg ) when the SNRs at the users are fixed at 011 = alg = 5 dB. Other
fixed parameters are M = 4 and P = 3 watts. From the figure, it is clear that
the proposed JPA schemes deliver significant performance gain over the pure
AF scheme. The proposed JPA I and JPA 1II deliver higher ergodic sum-rate
than the A-Opt scheme when SNR is greater than 15 dB and 20 dB, respec-
tively. This supports that dynamic power allocation between users and relay
is able to utilize the asymmetric SNR between nodes to obtain better sum-rate
performance. At low SNR, the proposed schemes do not perform as well as
the A-Opt scheme due to the use of suboptimal beamforming directions. It is
interesting to observe that at low SNR, the baseline MIMO one-way relaying
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FIGURE 9. 6 Ergodic sum-rate versus SNR ( } ) for fixed M = 4, P = 3,
and 01% = gg = 5dB.

performs as well as the A-Opt scheme. At low SNR, the performance of two-
way relaying schemes (Pure AF, A-Opt, proposed JPA I and II) is limited by
not only the noise at the users but also the propagated noise from the relay.
As a result, two-way relaying schemes do not perform better than one-way
relaying schemes at low SNR. This effect can also be observed in Figure 9.4.

Figure 9.7 shows the ergodic sum-rate versus number of antennas M of
various schemes. The fixed parameters are 12 = 02 = 15 dB, 12 = 30 dB,
and P = 3 watts. Generally, the ergodic sum-rates of all schemes increase
linearly with the number of antennas, M. As the numbers of antennas at all
nodes are increased simultaneously, the number of independent data streams
supportable in the network increases. In other words, the multiplexing gain
grows linearly with M. Among all power allocation schemes, the proposed
JPA T achieves the best sum-rate performance, followed closely by the pro-
posed JPA II. The proposed JPA schemes outperform the A-Opt scheme,
thanks to the joint power allocation between nodes. From the figure, it can
be observed that the gaps between proposed schemes and pure AF scheme
enlarge for increasing M. This shows that joint power allocation is vital in
delivering better data rates in system with high multiplexing gain.
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In the next simulation, the effect of large-scale path loss to the ergodic
sum-rate is investigated. The path loss is integrated in the channel model
as 1/ \/ dH;, where d; is the distance between user 7 and the relay, « is the
path-loss exponent, and H; is the channel matrix between user ¢ and the relay
(as shown in Section 9.2) where its entries are i.i.d. Rayleigh distributed. A
simple line network is considered where the relay is placed in between the
users. Figure 9.8 shows the ergodic sum-rate versus the relay location d, of
various schemes. The distance between user 1 and the relay is d; = 1 + d,,
while the distance between user 2 and the relay is do = 2 — d,.. The constant
offset in d; is introduced in order to ensure that the received power does
not exceed the transmitted power. The fixed parameters are M = 2, o =
4, 01% = glg = alg = 30 dB, and P = 3 watts. In general, all schemes
achieve their best sum-rate when the relay is located in the middle of the
users. The proposed JPA I delivers the best sum-rate performance and has the
least sensitivity toward the variation of the location of the relay. The proposed
JPA 1I performs close to JPA I, but it is more sensitive to unequal path loss

due to the fact that both users are allocated equal amount of power. Refer to
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the remark of Subsection 9.4.2. The A-Opt scheme performs similarly to the
proposed JPA II. The baseline MIMO one-way relaying scheme displays the
worst sum-rate performance and the highest sensitivity toward unequal path
loss.

9.6 CONCLUSION

Joint beamforming and power allocation in the MIMO two-way relaying
channel with a non-regenerative relay has been proposed. The proposed
beamformers use the subchannel alignment technique to decompose the user
channel pair into parallel subchannels. The proposed joint power allocation
maximizes the sum-rate subject to the network power constraint. The non-
concave power allocation utility function is approximated by a concave up-
per bound to facilitate the use of efficient convex optimization techniques
in solving the optimization problems. Numerical simulation results demon-
strate that the proposed joint beamforming and power allocation scheme is
able to deliver significant sum-rate improvement when compared to existing
schemes.
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Selfishness-Aware
Energy-Efficient
Cooperative Networks

Jun Fan, Beijing Institute of Technology, China
Zhengguo Sheng, France Telecom Orange Labs, China

Chi Harold Liu, Beijing Institute of Technology, China

10.1 INTRODUCTION

In wireless communication, signal fading caused by multi-path propagation
is a particularly serious channel detriment. In order to address this issue, co-
operative communication mechanisms [1, 73, 74] have been proposed as an
effective way of exploiting spatial diversity to improve the quality of wireless
links. By encouraging single-antenna devices to share their antennas cooper-
atively, a number of potential benefits can be achieved, including improved
reception reliability [75], reduced power consumption [76], and increased
spectrum efficiency [77].

Although the idea of cooperative communication has been proposed for
almost a decade, there are still fundamental issues to be considered from
theoretical analysis perspectives; in particular, we focus on the fundamental
issue of relay selection in this chapter. In the existing literature, a number of
schemes have been proposed, ranging from single relay selection [24, 78] to

139



140 W Energy-Efficient Cooperative Wireless Communication and Networks

multi-relay selection [79, 80, 81]. However, none of these works considers
the fair usage of energy consumption, especially for relay nodes. Motivated
by the recent research on the study of the inherent loss of efficiency caused to
a system by the participant’s selfishness [82], we explicitly consider the im-
pact of selfish behavior on relay selection and uniquely propose an effective
mechanism to achieve energy fairness.

More specifically, in this chapter, we propose a cooperation scheme to
jointly consider relay selection and power allocation by incorporating fair-
ness and selfish natures of wireless nodes. We capture the selfish behavior
in wireless networks by introducing a selfishness index, which represents
the time-varying selfish level of each node, and incorporate this index into
a novel utility function, which denotes the net payoff of a node from coop-
erative transmission. Higher utility values denote more responsibility in the
cooperative transmission; for the purpose of decreasing power consumption,
a node with lower utility can show some degree of selfishness to reserve en-

ergy.
The contribution of the chapter is threefold:

* We explicitly derive a closed-form solution for the outage probabil-
ity of a multi-relay cooperation scheme employing repetition-coded
decode-and-forward (DF) strategy.

* We incorporate a novel concept of selfishness index into a utility func-
tion to uniquely capture and regulate the selfish behavior of a node in
the proposed relay selection strategy.

* We propose a two-step relay selection mechanism covering all aspects
of power efficiency, energy consumption fairness, and network life-
time.

The remainder of this chapter is organized as follows. In Section 10.2,
we present the system model, derive the closed-form expression of outage
probability for multiple simultaneous relays under repetition-coded DF co-
operation, and define the utility parameter with the selfishness index. The
proposed approach of relay selection and power allocation is introduced in
Section 10.3 and 10.4. Simulation results are shown in Section 10.5, followed
by concluding remarks in Section 10.6.
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FIGURE 10.1 Cooperative transmission model with multiple relays.

10.2 SYSTEM MODEL

We consider a wireless cooperative relay network N consisting of N nodes,
where N' =2 {i = 1,2,... ,N}. All nodes possess the same initial en-
ergy reserve, denoted as F;, and the residual energy at time ¢ is denoted as
E;(t),Vi € N. We assume a discrete system operation where time is divided
into discrete time slots, and TDMA is used to provide collision-free transmis-
sions from the source and relays [1]. As in Chen et al. [80], we assume full
channel state information is available at the source, where centralized relay
selection and power allocation is performed. We assume that relay transmis-
sions are half-duplex such that they cannot send and receive packets at the
same time. All channels exhibit additive white Gaussian noise (AWGN). Fi-
nally, the fading is assumed to be stationary, with frequency non-selective
Rayleigh block fading.

As shown in Figure 10.1, we conduct an investigation into the two-time-
slot implementation of repetition-coded DF relaying strategies. At time ¢, a
source s intends to send a message to a destination d. Other nodes are con-
sidered to be the candidate relays. In the first time slot, the source selects
K nodes from the candidate relays to form an active relay set /Cs. Then it
broadcasts its packets to both the active relays and the destination. In the
second time slot, the active relays in /Cg retransmit the received packets, op-
erating in a perfect synchronous manner to obtain the “emergence” diversity
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gain [80]. Hence, the destination receives multiple independent copies of the
same packets transmitted through various wireless channels, and cooperative
diversity gain can be achieved.

10.2.1 Direct Transmission

We start with direct transmission. According to the system model assump-
tions, the channel model incorporates path loss and Rayleigh fading. The
channel gain a, 4 between the nodes s and d is modeled as a; 4 = hs’d/d?f,
where d g is the Euclidian distance between the nodes s and d, « is the pavth—
loss exponent,' and hy 4 captures the channel fading characteristics.

The mutual information of the cooperative link is a random variable de-
noted by I. For a target rate R, I < R represents the outage events, and we
use €©" £ Pr[I < R] to denote its outage probability [1]. Then, the mutual

information between source s and destination d is
107 =log(1+ PPlas ), Vs,deN, (10.1)

where PP is the normalized transmission power of source s, and for Rayleigh
fading, |2157d|2 is exponentially distributed with parameter d ;. Therefore, the
outage probability satisfies

2f —1
Pr[ID < R] =Pr [[asﬂdﬁ < }

@R -1y, (2R
=l—-exp|— PsD ""ds,d PSD )

under the condition that PP is large and R is the desired data rate in bit/s/Hz,
which can be defined by specific QoS requirements (e.g., routing demand).
Then, we write the normalized transmission power for direct transmission

ot 1
R?==§d< >. (10.3)

(10.2)

as

6out

!The path-loss exponent « is experimentally determined and is typically in the range of 2
to 5 depending on propagation environment. For example, o« = 2.0 is for free space, 2.5-3.0
for rural areas, 3.0—4.0 for urban areas, and 4.0-5.0 for dense urban areas.
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10.2.2 Cooperative Transmission with Multiple Simultaneous Relays

For a given active relay set s with size K, the maximum average mutual
information between source s and destination d for repetition-coded DF [1,
83] can be shown as

IS = min{Is k., Ixc, a}, (10.4)

S,

where I i, and Iic_ 4 are the mutual information in the first and second time
slot, respectively, defined as

log (1 + PCa, k.

2)7

log (1 + PCagql® + Y Pflaga 2) . (10.5)
1€,

N = N

where PC is the normalized power of source s in cooperative transmis-

sion, PZ-C is the normalized power of active relay i € K, and azx, =
1/K ) ;cx. s, is the average source-relay channel gain. Factor 1/2 indicates
the fact that communication is performed in two time slots.

To simplify the discussion, each of the selected relays working under
the DF protocol is assumed to have enough signal-to-noise ratio (SNR) to
decode the received signals successfully [80]. Based on this, we can conclude
that the mutual information bottleneck between s and d is the second term in
(10.5), namely Ixc, 4. The following analysis is under the condition of I 5 >
I, 4. Then, we formulate the outage event given by 1 SCE < R and the outage

probability, as

™" = Pr[I{}y < R] = Pr[I, 4 < R]

(10.6)

= Pr | P{asal” + Z Pf|aj,q

1€,

2<225’f—1].

Theorem 10.1 For multiple simultaneous relays, the outage probability un-
der repetition-coded DF cooperation is given by

ot = pr

PClaral + 3" PClarf? < 220 1]
1€

(%
I e
2

1€{s}UKs PZ

(o e (10.7)

(K +1)!
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Proof Laneman [84] proposed an approximation for (10.6) but with the as-
sumption that each node has the same normalized power. We extend this
result to the scenario where the normalized power of each node P, Vi €
{5} U K can be different. Take one item from (10.7) and let § = 22F — 1,
pis = PC; then we have

lim s - Pr[PC |a; > < 0] = lim s - Pr(p;sla; |* < 4]
S§— 00

S—00
= lim s-Pr||a; ¢ < )
= jm S 1,d ;s (10.8)
)
= 1i . ag— o
- sli{gos PiS id Pi hd:

By applying Theorem 10.10.1 in Laneman [84], the result (10.8) being
utilized K times, yields the approximation

" =Pr | Pl lagql* + > PPlagal* < 2*F -1

1€,
© (10.9)
(22R — 1)K+1 H zqfd
| c
(K +1)! ie{s}UK., P O

From (10.7), it is clear that the outage probability is closely related to the
transmission power PC, number of selected relays K, desired data rate R,
path-loss exponent «, and the distance between nodes d; 4, Vi € {s} U Ks.

10.2.3 Utility Function and Selfishness Index

To achieve the fairness in relay selection and power allocation, we associate
each node with a utility representing its net payoff (or actual benefit) received
from cooperative transmission. Existing literature has shown that by using
relaying, a source node can gain a certain degree of power savings. However,
if a node serves as a relay, it contributes its own resources to help others.
Given the specific employed MAC scheduling algorithm, some nodes may
act more as the source while others serve more as the relay. Therefore by
introducing the utility, we aim to balance the power savings and loss of each
node and offer a certain degree of fairness.

We use parameter gain G to represent the power savings of a source from
cooperative communication. The instantaneous gain of node ¢ at time ¢ is
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defined as the power difference between using direct transmission and coop-
erative relaying:

Gi(t) = Gi(t — 1) + AG(2), (10.10)
and
{PP(t) ~PAt), i=s,
AG;(t) = (10.11)
0, others.

Next, we introduce a parameter loss L representing the power spending
of a relay from cooperative communication. The instantaneous loss of node %
at time ¢ is defined as

Li(t) = Li(t — 1) + AL;(¢t), (10.12)
and
PC. VieK,,
ALi(t) = (10.13)
0, others.

At time ¢, only relays can accumulate a certain amount of loss as they are
helpers to the source and make a sacrifice in relaying packets. Since gain
and loss are time-accumulative parameters, it is obvious that both G;(0) and
L;(0) equal zero, and if a node does not transmit any packets at time ¢, its
gain and loss remain unchanged.

We use utility U;(t) to denote the actual benefit node ¢ retains at time ¢.
One straightforward method to define a utility is to subtract the loss from the
gain. Meanwhile, considering the selfish behavior of nodes, we incorporate
a selfishness index ~;(t) € [0,1] into the utility function to make it more
rational. Then, the utility U;(¢) of each node ¢ at time ¢ can be formulated as

Ui(t) = 7i(t) (Gi(t) — Li(t)) , Vi € N. (10.14)

It is worth noting that -y can be arbitrarily chosen where value “0” represents
extremely selfish behavior and “1” indicates highly generous. Considering
the residual energy of a node at any time, we further quantify  as

E;(t)

B VieN. (10.15)

Yi(t) =

We argue that selfish behaviors can be fully captured in parameter v and
utility function (10.14). First, if we denote the difference between the gain
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and loss as the primal utility, then “selfishness” means that a node is not will-
ing to cooperate so as to take less responsibility in relay selection and power
consumption. Examining (10.14), we see that the time-varying selfishness in-
dex ~;(t) reflects the percentage of utility (or net payoff) discounted at each
node. Given two nodes with the same primal utility, it is obvious that the
one with less residual energy would have a lower utility and thus take less
responsibility in helping others.

We associate the utility (actual benefit) with transmission “responsibil-
ity” in two folds: one is in relay selection process, where only nodes with
nonnegative utility have the opportunity to be selected as active relays; the
second is in power allocation process, where the power of a node is propor-
tional to its utility. In the next section, we will show how the utility performs
in the proposed optimal power allocation.

10.3 OPTIMAL POWER ALLOCATION

Since the proposed power allocation rule is highly related to the relay se-
lection criteria, we start with the assumption that the active relay set IC; is
given, and in the next section, we illustrate the mechanism to find the most
appropriate K relays.

At time ¢, for given K relays, we propose an optimal power allocation
scheme as a constrained optimization problem aiming at minimizing the sum
of weighted transmission power under a given outage probability threshold
€o. The weight of node i is defined as

wi(t) = g(Ui(t), VieN, (10.16)

where g(U) is a generic non-increasing function of the normalized utility
value U,% and one of its realizations can be g(U) = e(=AY), where § is a
constant.

Now we formally introduce the optimization problem as

{PF(t)}iersyur. = argmin > wit)PE(),
PE®) sefstuk, (10.17)

s.t. €O < .

’In order to derive a reasonable result, we scale the utility U into a value range of [0,1].

[vww .ebook3000.con}



http://www.ebook3000.org

Selfishness-Aware Energy-Efficient Cooperative Networks B 147

Theorem 10.2 The optimal transmission power for the proposed relay se-
lection scheme, given that a target QoS is satisfied, is given by

PO K+§/Q ' 3 iersyo, wilt)

; s 10.1

o wi(t) , Vie{s}uk (10.18)
22R_l K+1 a

where () = ( (K_,_i)! Hie{s}U/Cs dz’,d’

Proof According to Theorem 10.1, let () be a constant

(22R o 1)K+1 .
| i,d
(K T 1)' 1€{s}UK

Q =
given R, K, and K,; then €°"* can be rewritten as

cout Q/ H PE(t)

1e{s}UK,
Hence, the optimization problem (10.17) becomes
[PEW e, =argmin > wit)PC(0),
PE) 1e{s}UK,

st. . J[ PP = @

) €0
1e{s}UK,

(10.19)

It is a classic constrained optimization problem that could be solved by
Lagrangian multipliers, and we form a Lagrangian problem with multiplier A
as

F= Y w@®P'®)-x| ]] Pic(t)—Q . (10.20)

. . €0
1€{s}UK 1€{s}UK

The first-order (necessary) optimality condition for (10.20) is

VF=0andX | [] P - 2 (10.21)
1e{s}UK, €0
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Since the constraint is binding, A # 0 and Hie{s}UICS PE(t) — g = 0, the
first part of (10.21) becomes

VE =0 PCHw(t) = ©, Vie (s} UK, (10.22)
€0
or equivalently,
AQ :
C(4) =
P (t) cowi(t)’ Vi€ {s} UK. (10.23)

In other words, the instantaneous power consumption of node ¢ is inversely
proportional to its weight w; (¢). It is worth noting that from (10.16) we define
w;(t) as a non-increasing function of the normalized utility U;(¢), and more
importantly, it can be concluded that the optimal power consumption for node
7 is proportional to its instantaneous utility.

Next, we put (10.23) into the constraint J[;c ¢y . PE(t) = Q/eo and
have
K41 I_L'E{S}U/CS w;(t)

(Q/e0)™

Putting the above result into (10.23) leads to the final result. O

A= (10.24)

From (10.18), it is clear that higher utility values result in higher power
allocation. If a node benefits more from cooperation (acting as a source most
of time) or has more residual energy, it should take more responsibility on the
transmission. Those who contribute a lot as relays or have less energy left can
exhibit different degrees of selfishness to preserve energy. Hence, by mini-
mizing the sum of weighted power of each node, optimal power efficiency
and a certain degree of energy consumption fairness can be jointly achieved.

10.4 NETWORK LIFETIME-AWARE TWO-STEP
RELAY SELECTION

This section aims to find the most appropriate K nodes to form relay set /Cs,
given that the transmission power of these K relays can already be optimally
allocated as (10.18). The selection mechanism should allow the selected re-
lays to achieve a high degree of power efficiency. Furthermore, as the benefit
of each node receiving from the cooperative transmission is different, to be
fair and equitable, nodes with negative benefit from cooperative transmis-
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sion, that is, U;(¢) < 0, would be removed from relay selection. Moreover,
since most terminals are battery-powered, it should balance the energy con-
sumption of each node as much as possible to maximize the network lifetime,
which, in this chapter, is defined as when the first node runs out of energy.
In the following discussions, we illustrate how power efficiency, cumulative
benefits, energy consumption fairness, and network lifetime are considered
in relay selection.

At time ¢, we denote the nodes with nonnegative utility as a set M £
{m =1,2,..., M}, where Uy, (t) € RT,¥m € M. Then, the active relay
set s with variable size K is a subset of M, and K = 1,2,..., M. To this
end, by performing an exhaustive search over all possible decoding sets, we
have Z%:l (J[V([) different combinations, or optimization iterations. We next
separate this exhaustive search into two steps. Step 1 takes power efficiency
and energy consumption fairness into consideration by using (10.18) to opti-
mally allocate transmission power, and Step 2 covers the aspect of network
lifetime.

Step 1: We choose the most appropriate relay set foreach K = 1,2,..., M,
and for the totally (% ) potential options, we allocate the power as
(10.18) and find the set that minimizes the objective function, the result
of which is denoted as £* |,

K* k= argminZwi(t)PiC(t),
Kile

. M
Vie {st UK |k, we{l,z,...,<k>},

where K7 | represents the jth subset of M with its size |[K7]| = K.
Then, we calculate the estimated network lifetime 7" of set K*|x as

(10.25)

T(K" |g) = min PC(t)’ Vie {s}UK" |k . (10.26)

Step 2: From the previous obtained M optional sets, we select the one with
the longest estimated network lifetime as the active relay set KCy:

Ks =argmaxT, VK €{l1,2,...,M}. (10.27)
/C*|K
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ALGORITHM 10.1 Power Allocation and Relay Selection
M=g;
foreach i ¢ N do
ifi # sandi # dand U;(t) € RT then
M= MU {i};
end
end
M = |M|;
for k = 1to M do
for j = 1to (%) do
set K7 |k as the jth subset of M with size K;
allocate the power of each node i as (10.18),Vi € {s} U K7 |x;
end
calculate K£* |x as in (10.25);
calculate T'(K* |k ) as in (10.26);
end
Ks = argmaxy.| T,VK € {1,2,...,M};
allocate the power of each node i as (10.18), Vi € {s} U Ks.

IR I 7 T OV SR

L
N R W N =D

Algorithm 10.1 shows the pseudo-code of our proposed power allocation
and relay selection algorithm. At time ¢, given the source s, destination d, and
the candidate relays, we run this algorithm to generate the active relay set /C;
and allocate the power of source and active relays. From lines 1-5, we select
the relays with nonnegative utility to form the set M. Lines 8—15 show the
exhaustive search over all possible decoding sets, where the internal iteration
is the Step 1 of relay selection and external iteration is the Step 2 of relay
selection, as stated above. Finally, we get the active relay set ks at line 16
and allocate the power of each node at line 17.

10.5 PERFORMANCE EVALUATION

In this section, we use two different network settings to investigate the impact
of selfish behavior on power consumption and provide extensive numerical
results to demonstrate the superiority of our proposed approach in power sav-
ings and energy consumption fairness.

10.5.1 A Five-Node Example

In this scenario, we randomly deploy five nodes in a 100 x 100 m? region
(the edges of the region are wrapped (toroid) to eliminate edge effects).
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Throughout the simulation, we set the path-loss exponent o« = 3, data rate
R = 1 bps/Hz, and the targeted outage ¢ = 0.01, all as constants. Fur-
thermore, we use g(U) = e~U. At each time ¢, a packet is transmitted by a
randomly selected source and received by a randomly selected destination.
The other three nodes are treated as candidate relays from which the source
generates the active relay set ;. A total of 1000 packets are transmitted
within the network, and all nodes have adequate energy to be alive during the
simulation.

We run our proposed approach in four different parameter settings.
In the fully generous setting (dark gray), none of the nodes behave self-
ishly at any time, that is, +;(t) = 1,Vi,¢t. In the second (light gray) and
third (medium gray) settings, we partially assign nodes 3 and 5 as selfish
nodes with 3 5(¢) = 0.5,0.1, V¢, respectively, while for other nodes we set
71,2,4(t) = 1,Vt. Finally, in the all energy-aware selfish setting (black), all
nodes exhibit time-varying selfish behavior proportional to the percentage of
remaining energy ;(t) = E;(t)/E;, Vi, t.

In Figure 10.2(a), it is observed that the power consumptions of selfish
nodes 3, 5 are much smaller than the fully generous cases (as shown by the
arrows), and their total amount of power savings increases when selfishness
index v changes from 0.5 to 0.1. Meanwhile, for the generous nodes 1, 2,
and 4, their power consumptions would have to increase to complement the
selfish behaviors of nodes 3 and 5.

Figure 10.2(b) shows the total power consumption with different numbers
of selfish nodes assigned in the aforementioned partial selfishness case. In
contrast to the fully generous setting, partial selfishness leads to more energy
consumption, and this gap becomes even larger when ~y reduces significantly
from 1 to 0.1, which means although selfish nodes save their own energy,
the total energy consumption of five nodes as a group is higher. However,
the all energy-aware selfish setting consumes the least energy in total. This is
because by the rational energy-aware selfishness, power consumption is well
balanced and no one is excessively depleted.

To summarize, the simulation results of the five-node example firmly
demonstrate that our proposed approach captures the selfish behavior in an
appropriate way, and the all energy-aware selfish setting achieves the best
power savings, thus paving the way for its superior performance under a more
practical and complex environment.
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FIGURE 10.2 Simulation results for selfishness impact in four different con-
ditions: fully generous case, partial v = 0.5 selfishness, partial v = 0.1
selfishness, and all energy-aware selfish case. (a) Normalized power con-
sumption per node. (b) Total power consumption versus the number of selfish
nodes.
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FIGURE 10.3 Normalized average power consumption per node versus the
number of nodes, where o = {2, 3,4}.

10.5.2 A Complete Setting

In this scenario, we place N (varied between 5 and 10) nodes at uniformly
random locations in a 100 x 100 m? region. A total of 1000 x N packets
are transmitted, and at each time ¢, the source and destination are randomly
chosen. The simulation result is averaged over 100 runs for each N. We use
the all energy-aware selfish setting and the weight function is also chosen
as g(U ) = e~U. We aim to investigate the average power consumption per
node with our proposed approach under different parameter settings (i.e., by
varying the path-loss exponent, outage probability threshold, and desired data
rate) and compare its performance with direct transmission and random re-
lay approach. The random relay selection applies the same power allocation
scheme with our proposed approach but selects the relay set randomly.
Figure 10.3 shows the average normalized power consumption per node
with regard to different network sizes and . We observe that our proposed
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FIGURE 10.4 Normalized average power consumption per node versus the
number of nodes, where o = 3, ¢ = {0.1,0.01,0.001}, R = 1.

approach consumes less energy than both the random relay selection ap-
proach and direct transmission by a factor of 1/2 and 1/9 when N = 5,
respectively; this gain becomes larger when N increases. Furthermore, as
the network density increases, the average energy consumption of both the
proposed approach and the random relay selection approach decreases sig-
nificantly since nodes in the nearby proximity can be leveraged as relays.
With the increase of «, it is not surprising that the network would spend
more energy to combat the large-scale fading factor. The effects of differ-
ent ¢g and R can be seen in Figures 10.4 and 10.5, where we can observe
the similar trends that a lower outage probability threshold and a higher data
rate (more stringent QoS requirements) eventually lead to higher power con-
sumption; however, the proposed approach always outperforms the other two
schemes.
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FIGURE 10.5 Normalized average power consumption per node versus the
number of nodes, where o = 3, ¢y = 0.01, R = {1, 2, 3}bps/Hz.

Table 10.1 illustrates the fairness performance by applying Jain’s fairness
index? to the relay’s power in the proposed approach for the network param-
eter ¢ = 0.01, R = 1. It can be seen that the power allocation between
multiple relays reaches a relatively high level of fairness and does not change
dramatically over different large-scale fading factor c. This is achieved by the
proposed utility function and the two-step relay selection algorithm, which
balances the energy consumption of each node at each packet transmission.

10.6 CONCLUSIONS AND FUTURE WORK

In this chapter, we investigate the problem of relay selection in cooperative
communication, focusing on multiple simultaneous relays. We first derive a
closed-form expression of the outage probability under repetition-coded DF
cooperation. Then, we introduce the novel concept of selfishness index to

’It is defined by (3" P°)*/(N Y(PF)?),Vi € K. The result ranges from ) (worst
case) to 1 (best case). The larger the index is, the better fairness that we can achieve.
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TABLE 10.1 Fairness Index (Jain’s) among the Relay Power

a=2 a=3 a=4
0.9484 0.9485 0.9457
0.9478 0.9421 0.9465
0 0.9443 0.9450 0.9473

== 2
Lo

capture the selfish behavior in cooperative transmission and incorporate it
into a novel utility parameter representing the attained net payoff. Finally, we
propose a two-step relay selection mechanism covering all aspects of power
efficiency, energy fairness, and network lifetime, by using the utility function
that makes the process reasonable and rational. Extensive simulation results
show that our scheme outperforms both the direction transmission and ran-
dom relay selection scheme in power savings and successfully achieves a
satisfactory level of energy consumption fairness. In the future, we plan to
investigate the buffer-aided relay selection and power allocation problem.
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Telecommunications, China

Chi Harold Liu, Beijing Institute of Technology, China

11.1  INTRODUCTION

Future wireless networks are expected to support a mixture of real-time ap-
plications, such as voice and multimedia streams [85], and non-real-time
data applications, such as web browsing, messaging, and file transfers. Com-
pared with wired environments, the associated communication channels and
traffic patterns in mobile wireless networks are more unpredictable. Hence
all of these applications impose stringent and diversified quality-of-service
(QoS) requirements, which cannot be satisfactorily addressed through the
traditional communication system. Recently, the availability of low-cost and
high-processing-capability hardware that is capable of delivering multimedia
content from the environment has fostered the development of wireless multi-
media networks [86, 87, 88], that is, networks of resource-constrained wire-
less devices that can retrieve and deliver multimedia content such as voice
and video streams, still images, messaging, and file transfers. As a result, it is
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predicted that wireless multimedia networks should require energy efficiency
and reliable transmission links while keeping satisfactory QoS.

Toward this goal, multiple-input multiple-output (MIMO) has received
significant attention; MIMO can provide spatial diversity and hence repre-
sents a powerful technique for interference mitigation and reduction [89, 90].
Although MIMO systems can show their huge benefit in cellular base sce-
narios, they may face challenges when it comes to their deployment in mo-
bile devices. In particular, the typically small size of wireless devices makes
it impractical to deploy multiple antennas. To overcome this drawback, the
concept of cooperative communication mechanisms has been proposed as an
effective way of exploiting spatial diversity to improve the quality of wireless
links [2, 1, 91, 15, 92]. The key idea is to have multiple wireless devices in
different locations cooperatively share their antenna resources and aid each
other’s wireless transmission effectively to form virtual and distributed an-
tenna arrays. The previous work in the literature shows that cooperative com-
munication can significantly improve the overall quality of the wireless trans-
mission, in terms of the reception reliability [93, 1, 9], throughput [10], and
power consumption [11].

In cooperative communication, the term cooperation refers to a node’s
willingness to share its own resources (e.g., energy, transmission opportunity)
for the benefit of other nodes. It is thus important to understand how many
resources must be consumed to reap the benefits of the cooperative commu-
nication. In our previous work [78], we have shown that it is advantageous
to employ cooperative transmission in a network with multiple, mutually co-
operative nodes, which can significantly reduce the total power consumption
while maintaining a given level of QoS. However, there is no clear answer
about whether cooperative communication requires more (or fewer) overall
resources than conventional, non-cooperative communication to achieve the
same level of wireless link quality. If so, by how much can we best achieve
the resource savings when employing cooperative communication? What is
the impact of each node’s “willingness” to cooperate on energy efficiency
when selfish and unselfish natures are imposed on individuals? What are the
applicable scenarios and how can we incorporate the proposed solution into
distributed MAC and routing protocols? This chapter is our answers to these
questions, with particular focus on the energy consumption issues in coop-
erative communication to support multimedia services with stringent QoS
requirements.

[vww .ebook3000.con}



http://www.ebook3000.org

Network Protocol Design of M2M-Based Cooperative Relaying B 159
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FIGURE 11.1 An example of a wireless cooperative link.

We consider in this chapter the decode-and-forward (DAF) cooperative
communication. Figure 11.1 illustrates the concepts of DAF, where the trans-
mission of a source (S) to a destination (D) is aided by a relay (R). While
there are variants of cooperative communication, depending on how the re-
lay cooperates to the source’s transmission, R’s action in DAF is to overhear
the packet transmitted by S, decode it, and retransmit it to D, improving the
reception quality of the (combined) signal at D. This cooperative scheme
lends itself to a relatively easy implementation in hardware and software.
Moreover, it is shown in Laneman et al. [1] that such a cooperative scheme
can achieve full second-order diversity and therefore provides significant im-
provement to reception reliability.

Specifically, we explore the energy consumption aspect of DAF cooper-
ative communications (CC) from various angles. First, we look at how much
transmitting power is required for the source and the relay in the cooper-
ative transmission for a given requirement on the link quality. This result
is then used to investigate how much and in which case the power can be
saved by using cooperative communication, compared to conventional and
(non-cooperative) direct communication. Based on these analytical results,
we propose a strategy for a resource allocation problem in networks of mul-
tiple cooperative nodes, namely the energy-efficient relay-selection rule for
each packet transmission. In order to study the achievable energy savings due
to cooperative communications at a fundamental level, we assume throughout
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the chapter that a predefined QoS requirement in terms of the transmission
rate and the outage probability is given.
The following summarizes our contributions and key results:

* We derive a closed-form solution for the optimal transmission power
required by each source and relay node in DAF cooperative communi-
cation under a Rayleigh fading channel model to achieve the given QoS
requirements. Under the optimal power allocation, our analysis shows
that the required transmission power of the relay is always smaller than
that of the source, a result that lays a foundation to encourage the co-
operative behaviors as this means that the helping party (relay) only
needs to spend a relatively small amount of energy compared with the
one seeking help from others (source).

* We analyze the power consumption in the optimal cooperation scheme
and compare its performance with both direct transmission and con-
ventional cooperation where both source and relay power are consid-
ered to be identical. Specifically, we define the term of power efficiency
and investigate the best relay location to achieve the minimum power
consumption as well as derive the bound performance compared with
conventional cooperation.

* We propose adaptive relay selection rule that will help select appropri-
ate relays for the fairness and maximal energy savings of each node
in a multi-node environment and analyze each node’s “willingness” to
cooperate when selfish and unselfish natures are imposed to individu-
als as well as incorporate them into the implementation of distributed
medium access control (MAC) and machine-to-machine (M2M) rout-
ing protocols. Simulation results are supplemented to illustrate the sig-
nificant energy savings of the proposed relay selection rules in provid-
ing reliable services.

This chapter is organized as follows. The analysis of the optimal coopera-
tion scheme is presented in Section 11.2. The energy-efficient relay-selection
rules and their practice in MAC and routing protocols are proposed in Sec-
tion 11.3 and simulation results are provided in Section 11.4. Finally, con-
cluding remarks are given in Section 11.5.
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11.2 ANALYSIS OF OPTIMAL DAF COOPERATION

In this chapter, we consider the same system model as in Chapter 7, and we
provide a comprehensive analysis of the optimal DAF cooperative transmis-
sion. First, we discuss the best relay location for optimal DAF, which can
achieve the maximum energy savings compared with direct transmission.
Then, we analyze its advantage in energy savings, by comparing it with a
conventional cooperative scheme.

11.2.1 Power Efficiency Factor

We introduce a power efficiency factor (3 that represents the ratio of the total
transmission power of cooperative transmission to that of direct transmission:

P+q
B = :
PD

(11.1)

Clearly, small values of g3 are always preferable.
According to (2.6) and (7.6), the power efficiency factor for optimal DAF
is defined by

m+1 dy g
_prtq \/ 4 <\/dgﬂ“ * m\/d">

B :
PD K\/d?,d

(11.2)

where K = ((2° 4 1)v/2e°ut)~1 is the QoS factor, v = dy/ds ., and m =
(v + V2 +87)/2

11.2.2 Best Relay Location for Optimal DAF

Result 11.1 For any relay r that is non-collinear with the source s and des-
tination d, we can always find a mapping relay v’ on sd that achieves a lower
total power consumption, given the same target QoS.

Proof As can be seen from Figure 11.2, given a relay r that is outside the
line sd, we can find a point 7’ on sd as the mapping relay where rr/ is per-
pendicular to sd. Clearly, we have d;,r <dsy,d. , <dq, andhence,d’ < a,
v <b.
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FIGURE 11.2 The position of a mapping relay.

From (7.6), we define f(a,b) = p*+¢*. Since 8%‘;’1)) > 0 and 6fg2’b) >0,
we can obtain p* + ¢* = f(a,b) > f(a’,b) > f(d',b') = p™* + ¢’*, which
completes the proof. O

Theorem 11.1 For path loss o = 2, the best relay location that minimizes
B* for the optimal DAF cooperation is at the destination.

Proof From Result 11.1, we can find that the relay location that minimizes
B* for the optimal DAF cooperation is surely on the line sd, namely d, +
dyq = d 4. Bringing this result into (11.2), we can obtain the ratio for o = 2:

" 1 m—+1 Y dyq
= 1 — 1 )
v K\/ 4 < " <\/m2 ) ds,d> ’
where vdyY,/dg,.,m = (v + /2 + 87)/2. Since £* > 0, it is easy to ob-

.. . d,
serve that the minimum value can be obtained as 2% when d Z =0. O

Note that this result is different from that of the conventional coopera-
tive scheme with identical power [94], where for o > 1 the best relay lo-
cation for DAF cooperation is proved to be the midway between source and
destination.

11.2.3 Comparison with Existing Literature

Most recent literature on single relay selections is based on the identical
power assumption for both source and relay (for example, [94, 14, 95, 16]).
To better evaluate the performance of the optimal DAF cooperation and com-
pare its performance with existing solutions, we consider this equal power
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scenario as the conventional cooperative scheme where the source and relay
nodes always use the identical transmission power, that is, p = ¢ = Pcon-
Hence the minimum total power consumption can be derived from (7.4) as

follows:

1 22b _ 1)2
2Peon = 2\/ o @54 (S +dff,d>( ot " (11.3)

Then, the power efficiency factor is defined by

_ 2Pcon i \/dgﬂ“ + dg,d(Qb + 1)\/26011t

pD \/dg 4
Theorem 11.2 Given a relay r, the power efficiency of optimal DAF (11.2)

is always lower than that of conventional cooperative scheme (11.4), and we
have the bound performance of optimal DAF as

52 <p<p. (11.5)

i (11.4)

1. The lower bound is obtained when the relay approaches the destina-
tion, where we have the optimal source power p* = pcon and the per-
formance gain can reach to its maximum with the relay power q* down
to 0.

2. The upper bound is obtained when the relay approaches the source

* = Peon, Which means that the opti-

node, where we derive p* = q
mal cooperation uses the same amount of power as the conventional
cooperation.

3. When the relay goes to infinite or stays in the middle of source and
destination, we have g, = \/ %g

Proof From (7.6), we can obtain the power ratio of the optimal source power
to the optimal relay power as follows:

£ 8
P <1+\/1+ >>1. (11.6)
q 2 v

From (7.6) and (11.3), we have the power ratio of the optimal source power
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to the conventional source power as follows:

g | sd g+ 2,
Pcon N Q(d?,r—i_dg,d)
1 1+ \/72 + 8y
= 1 11.7
2( + . ; (IL.7)
where v = ’ . Bringing (11.6) into (11.7), we can derive
* 1 2+38 2
F :\/1+ + /72 + 8y \/ ‘ (1L8)
B L4y ", + 2\/1 -

Note that (11.8) is a function of . Then, we have

/8*

5= g(y), ¥y > 0. (11.9)

g(v)

Since > 0, we can get the bound of g(7) as

Imin(7) = lim g(v) = _,
70 2 (11.10)

gmax(ﬁ)/) = lim g(’y) =1.

Y— 00

Therefore, we have the result in (11.5). Additional comments to the bound
performance are explained as follows:

1. Lower bound: This is obtained by putting v = 0 in (11.6) and (11.7).
It is worth noting that the optimal relay power highly depends on the
relay location and has

¢ —0, ifd.4—0. (11.11)

In that case, the whole receiver side can actually be treated as a MIMO
antenna system with the relay and destination combined together.
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2. Upper bound: This is obtained by putting v = oo in (11.6) and (11.7).

3. The result g, = \/gg is obtained by putting v = 1 in (11.6) and (11.7).
O

Theorem 11.3 Compared with the transmission power of the conventional
cooperative scheme, the optimal source power p* is bounded by

Peon < P* < 1.23pcon. (11.12)

Proof We first derive the upper bound of zi It is observed that if (11.7)

can have the maximum value, then its inner term (1 + /72 + 8v)/(1 4 7)
should be maximum. Note that h(y) = (1 + /72 + 87)/(1 + 7) is a convex
function for v > 0 since dzd];(w < 0. Hence there will be only one maximum
for v > 0. Taking the first order of h(~y), we have the optimal v* to get the
maximum A () as v* = 2 — /2. Replacing it in (11.7), we can obtain the
upper bound.

From (11.7), the lower bound performance is achieved when the relay
node approaches the source or the relay node approaches the destination, that
is,y =0or vy = oo. O

In general, Theorem 11.3 tells us that the optimal source actually spends
more power than that in the conventional cooperation. However, from (11.6)
and Theorem 11.2, a careful reader might notice that the optimal cooperation
can help significantly reduce the relay power, especially when the relay ap-
proaches the destination. In other words, slightly increasing the source power
can help significantly reduce the relay power and thereafter save the total en-

ergy.

11.3 COOPERATION-AIDED ROUTING IN LOW-POWER
AND LOSSY NETWORKS

In low-power and lossy networks (LLNs), mobile devices typically operate
with constrained memory, processing power, and energy, and their intercon-
nections are typically characterized as unreliable links with high loss rates.
RPL [96] is a routing protocol designed for LLNs, which is a de facto M2M
standard to support multimedia services provided by upper layer protocol,
that is, Constrained Application Protocol (CoAP). RPL is a distance vec-
tor routing protocol, in which nodes construct a destination-oriented acyclic
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graph (DODAG) by exchanging distance vectors and root to a controller.
Through broadcasting routing constraints, the root node (i.e., central con-
trol point) filters out the nodes that do not meet the constraints and selects
the optimum path according to the metrics (e.g., hop count, energy cost, la-
tency). In the stable state, each node has identified a stable set of parents and
forwarded packets along the path toward the “root” of the DODAG.

However, the current solution cannot well support multimedia services
in wireless networks; for example, transmitting images in a multi-hop fash-
ion in a harsh outdoor environment to monitor emergency accidents may re-
sult in high packet loss. Moreover, because of the hierarchical transmission
structure, the nodes approaching the root may experience more traffic and
energy consumption, thus being vulnerable to energy depletion. To address
these issues and improve the reliability of wireless routing in low-power and
lossy networks, we incorporate CC into the RPL protocol and propose the
cooperation-aided routing protocol for lossy networks. Specifically, in the
stage of topology formation, each node should maintain two tables: the rout-
ing table, a list of parents toward the root; and the relay table, a set of candi-
date nodes that can serve as the relay between the node itself and its parents.
Each node builds up its routing table through DODAG information object
(DIO) messages. Neighboring nodes periodically exchange routing tables to
check whether they have the same parent. If so, each of them will be selected
as a candidate relay for the other and added to the corresponding relay table.
In this way, the relay table constructs a relay link between both sides where
cooperative transmission can be performed. An example of this process is
shown in Figure 11.3, where nodes B and C serve as the candidate relay for
each other because they share a common parent node A.

Finally, when a node transmits its packet toward the root, the next hop is
determined by the routing table. If its relay table is not empty, the node itself
will select one relay from the candidates according to the weighted adaptive
relay selection rule in Section 7.2.1 and perform the optimal DAF cooperative
transmission. Therefore, enhanced reception reliability and reduced energy
consumption are expected during the transmission of each hop.

11.4 PERFORMANCE OF COOPERATION-AIDED ROUTING

In this scenario, we consider a grid network topology for multipoint-to-point
simulation, where the designated root is located at the center of a 100 m x
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FIGURE 11.3 An example of building up relay tables.

100 m region, with 12 surrounding nodes in the peripheral area. As shown in
Figure 11.4(a), according to the number of hops to the root, the surrounding
nodes can be divided into two categories based on the RPL routing protocol,
namely the rank 1 nodes 2-5 and the rank 2 nodes 6—13. Note that the solid
lines are next-hop links and the dashed lines are relay links, as discussed
in Section 11.3. Throughout the simulation, we set the path-loss exponent
a = 3, the data rate b = 1 bps/Hz, and the targeted ¢®"* = 0.01. The initial
payoff value of every node (u;(0)) is set to 0. The transmission range is 45 m.
A total of 1000 packets are transmitted to the root from random selected
sources using RPL routing.

Figure 11.4(b) shows the normalized total energy consumption of each
node. Obviously, each node consumes less energy in the weighted adaptive
relay approach compared to the direction transmission. Furthermore, it is
worth noting that the performance of lower-rank nodes (close to the root)
with cooperation is closed to the performance of higher-rank nodes without
cooperation, which shows that the lower-rank nodes with heavy traffic actu-
ally benefit more from cooperative transmission. Moreover, we can observe
that the proposed relay selection scheme can fairly distribute the energy con-
sumption among nodes with the same rank. This is so because our proposed
scheme prioritizes the selection of relays with larger payoff value, while in
turn the relaying transmission reduces its cumulative payoff, thus balancing
the opportunity of being selected among all nodes.

As a different example, we consider a random network topology as shown
in Figure 11.4(c), where the root stays at (40, 40) with nine randomly lo-
cated nodes. Without changing the parameters, the routing path is gener-
ated by RPL with next-hop links (solid lines) and relay links (dashed lines).
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FIGURE 11.4 Simulation results.
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To analyze the simulation result, we divide the nine nodes into two groups:
the cooperation group (nodes 2, 3, 4, 6, 7, 9, 10) and direct transmission
group (nodes 5, 8).

Figure 11.4(d) shows the comparison of normalized total energy con-
sumption of cooperation-aided routing with that of using direction transmis-
sion. Overall, the nodes in cooperation group can significantly reduce their
energy consumption because of the help from relaying; for nodes 5 and 8,
because there are no potential relays nearby, the energy consumption is the
same with direct transmission. Furthermore, it is worth noting that the nodes
especially with heavy traffic load (e.g., nodes 2 and 7) successfully gain a
satisfactory level of benefit from cooperation, which is consistent with our
results in Figure 11.4(b).

11.5 CONCLUSIONS

We have shown in this chapter that it is advantageous to allocate non-uniform
powers to various cooperative transmitters in wireless multimedia networks,
which can significantly reduce the total power consumption while maintain-
ing a given level of quality of service (QoS). Specifically, we have proposed
an optimal power-allocation method for the decode-and-forward (DAF) wire-
less cooperative networks and investigated its power efficiency. Our analy-
sis shows how the proposed DAF cooperation outperforms the conventional
cooperation and direct transmission. We have also introduced the adaptive
relay-selection rule that can serve as an effective tool to achieve a desirable
trade-off between fairness and energy consumption at each node, and demon-
strated the advantages in MAC and M2M routing protocols.

To develop further robust cooperative schemes to cope with new demands
in future wireless multimedia networks, we plan to explore the performance
gain of the cooperative relay-selection methods and propose additional ro-
bust relay-selection mechanisms. For example, the additional mechanisms
must be able to consider network scenarios where nodes can have different
traffic loads, while maintaining a satisfactory degree of fairness. We also plan
to consider the lifetime or the remaining energy of each node as input param-
eters to the fairness measure.
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CHAPTER 12

Conclusion

Zhengguo Sheng, University of British Columbia, Canada
Chi Harold Liu, Beijing Institute of Technology, China

12.1 CONTRIBUTIONS AND CONCLUSIONS

The main focus of this book has been the development of performance effec-
tive algorithms for cooperative wireless networks. The performance of co-
operative communication is measured based on various criteria, such as co-
operative region, average power ratio, ETE reliability (outage), ETE energy
consumption, ETE throughput, and ETE delay. In the following sections, we
briefly highlight the important contributions and conclusions of this work.

12.1.1 Fundamental Understanding of Cooperative Routing

The main contribution of Part I is to analyze and compare the performance of
end-to-end reliability, energy consumption, throughput, and delay of wireless
cooperative communication from the network layer’s perspective. In essence,
these benefits make cooperative wireless networks capable of combating ra-
dio unreliability and meeting future application requirements of high-speed
and high-quality services with high energy efficiency. The acquired new in-
sights on the network performance can also provide a precise guideline for
the efficient designs of practical and reliable communications systems. The
detailed contributions include the following:

» Cooperative routing algorithms

* Interference subtraction and supplementary cooperation

171



172 W Energy-Efficient Cooperative Wireless Communication and Networks

* End-to-end analysis of cooperative routing (i.e., reliability, energy,
throughput, and delay)

12.1.2 Fundamental Understanding of Cooperative
Communication Using Probabilistic Tools

The main contribution of Part II is to characterize the energy performance of
cooperative transmission from a single link’s perspective, which provides a
fundamental understanding of cooperative transmission. Such understanding
illustrates a better vision on how to design an efficient cooperative transmis-
sion strategy and utilize it on upper layers. In particular, we have defined the
notion of a cooperative region and the average power ratio of DAF coop-
erative transmission. Opportunities for cooperation increase in harsher envi-
ronments: as the source-destination distance d, 4 or the path-loss exponent
increase, or as the desired outage probability decreases. More specifically,
the developed algorithms include the following:

» Cooperative region and average power ratio

» Optimal power allocation method for the DAF cooperative wireless
networks

* Energy-efficient relay selection for cooperative wireless networks

12.1.3 Cooperative Communication in Practice

Part IIT has extended our focus from a cooperative route to a general cooper-
ative network with multiple source-destination pairs and employed different
cooperation strategies to improve wireless communication performance. The
detailed contributions include the following:

» Energy-aware cooperative communication

* Joint beamforming and optimal power allocation for cooperative com-
munication

» Network protocol design for cooperative relaying in M2M communi-
cation
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12.2 FUTURE WORK

We now identify some areas that can extend the current state of the art in this
book.

12.2.1 Robust Relay Selection Schemes

Considering the resemblance to the study on evolutionary games [97], we are
keen to pursue a future research topic of in-depth analysis of the dynamics
and the emergence of cooperation in cooperative communication, possibly
using analytical tools such as population dynamics. !

To develop further robust cooperative schemes to cope with new demands
in our future wireless networks, we plan to explore the performance gain of
the cooperative relay-selection methods and also propose additional robust
relay-selection mechanisms, which can account for other parameters of im-
portance as the fairness measures, such as the difference in traffic loads and

the remaining energy of each node.

12.2.2 A Cross-Layer Design for Joint Flow Control,
Cooperative Routing, and Scheduling in
Multi-hop Wireless Sensor Networks

Cooperative communication schemes open up a new dimension to design
the upper-layer networking protocols. There have been several studies that
explore the advantages by using cooperative transmission schemes at the
physical layer to increase the performance of upper layers in wireless sen-
sor networks (WSNs) (e.g., [98, 99]) and other types of wireless networks
(e.g., [100, 22, 101]). However, all of them mainly focus on medium access
control (MAC) and network layers, or cross-layer designs from physical to
network layers. To the best of our knowledge, the transport layer issues on
fairness of multiple end-to-end competing flows in WSNs (and other types of
wireless networks) using cooperative communications have never been con-
sidered yet.

In this future work, we focus on applying cooperative diversity to the
network utility maximization (NUM) based cross-layer flow control frame-
work [102], which deals with congestion control and fair resource allocation

'In fact, the pairwise payoff structure of cooperative communication is that of the Pris-
oner’s Dilemma, which is one of the most studied subjects in evolutionary game theory.
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by regulating the generating rate of every source node to maximize the ag-
gregate utility? function of source nodes at the transport layer, considering
various constraints at lower layers. In particular, we consider how to use two
basic cooperative schemes, broadcasting and beamforming [22, 101], to im-
prove the global end-to-end throughput. To this end, the following four issues
must be considered:

1. The physical layer capacity of the cooperative transmission links (i.e.,
the maximal allowed transmitting rate over a broadcasting or beam-
forming link with the given bit error requirement).

2. The interference among direct and cooperative links, which greatly
limited the network throughput. In particular, we consider the time di-
vision multiple access (TDMA) approach to schedule the activity of
different links (see, e.g., [103, 104]).

3. For WSNs with arbitrary topologies, how to choose the end-to-end
forwarding routes of different flows, consisting of sequences of hy-
brid one-hop direct transmission and cooperative transmission deci-
sions [101].

4. Adapting a source rate (sensing rate of every sensor node) that can
achieve maximal aggregate network utility and guarantee all lower
layer constraints.

12.2.3 Cooperative Communications in VANETs

Cooperative transmission has been shown to be a low-cost and spectrally effi-
cient technique to combat small-scale multipath fading in wireless networks.
However, reliable design of communication protocols for vehicular ad hoc
networks (VANETS) is particularly challenging due to the fluctuating quality
of radio channels and the constant changes of network topology. To resolve
these issues, we first enhance radio links by distributed beamforming and
relay-selection techniques using the knowledge of dynamic vehicular density
in urban environments. We also plan to develop new cooperative transmis-
sion protocols for VANETS with short-lived radio links with fluctuating qual-
ity due to the high mobility of vehicles. Such protocols will include efficient
mechanisms for identifying appropriate relay nodes despite mobility.

2A utility function is generally used to characterize the network performance such as the
fairness of difference flows and the global end-to-end throughput.
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Vehicles equipped with suitable devices are capable of accessing the In-
ternet using roadside infrastructure. A natural extension is the combination of
mobile nodes (vehicles) with stationary gateways installed along the road to
boost performance. Cooperative communication between mobile nodes and
gateways will be studied as an alternative, low-cost way to enhance reliabil-
ity and connectivity for vehicle-to-vehicle communications. To support high
data throughput, we plan to maximize the degree of concurrent transmissions
for the developed cooperative protocols involving the gateways, while main-
taining the reception in terms of reliability, error rate, and packet delay at a
satisfactory level.
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Appendix

A.1 OPTIMAL COOPERATIVE ROUTE

Typically, delay is strongly related to the number of hops in a route. In the
context of cooperative networks, one hop can be a direct link or a cooperative
link, as defined in Section 2.1. A meaningful routing problem is to find a
route with no more than N hops that minimizes the outage performance in
the cooperative networks. Based on the analysis of the optimal relay location
problem in Section 2.3, the €% for the cooperative link can be minimized by
locating the relay at the middle of the node pair associated with the link. For a
route with multiple cooperative links, it is obvious that “straight line” routes
can achieve better outage performance than any other curve-shaped routes.
Furthermore, one can observe that the route that minimizes the €' must
have the maximum allowable number of hops N. By assuming that the error
performances among links are independent in a given cooperative network,
the ETE outage probability is given by

€ETE — 1-— H(l — E?Ut),
i€EN

where €2 denotes outage probability for the cooperative link . For small
outage probabilities €2"' < 1, we make the following approximation

~ 2 : out
1EN
Based on these observations, the routing optimization problem becomes

N
: 2
min  egrg = E dit ;"

n=1

N
n=1

(22b _ 1)2
902
b (A1)

177
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where d;’; is the distance between node ¢ and j associated with the nth link
in the route, and D is the total distance along the route from the source to the

destination. We can then simplify the problem and obtain the Lagrangian for
this problem as

N N
L:Z:Id;ff%m (D—ZEd%) .

The conditions for optimality are

oL 20—1
Hence d'; = 2”‘\1/ A/2c. Substituting the results into (A.1) yields

di; =D /N. Clearly, in order to achieve the best outage performance, the
cooperative links of the optimal routing are uniformly distributed along the
line between the source and the destination node.

A.2 PROOF OF THEOREM 2.2

In order to achieve the minimal ETE outage probability in such a regular
linear topology, the optimal solution for cooperative routing is shown below.

For even n: There is an odd number of links. Hence, the outage probabil-
ity of optimal routing according to Section A.1 that can achieve the
minimal ETE outage probability from the source to the destination is

(221) _ 1)2

o2 D**(2%n — 20+ 2 + 6% + 3%) .
p

€optimal =
For odd n: There is an even number of links. Hence, all the cooperative links
can be equally distributed. Then, the corresponding minimal ETE out-

age probability from the source to the destination is

(22b _ 1)22a—1D2a(n _ 1)
€optimal — .
optimal p2

The proposed cooperative route is slightly different from the optimal so-

Iution and is more complicated to analyze. Using our proposed routing algo-
rithm, we obtain the minimal ETE €°"* as follows:
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1. If logy(n) = integer or log,(n — 1) = integer, there is no difference
between the route generated by the proposed algorithm and the optimal
solution.

2. If logy("™;') = integer, the gap ratiois g = .
For any value n which satisfies the above condition, we then can obtain
the ETE

(221) _ 1)2

oz D27 = 2713 4 374 4 27723%)
P

€proposed —
by using the proposed algorithm. Placing this into (2.19) yields g = 141 . How-
ever compared with the optimal solution, we can reduce 2'°%2 "yt hops and
. ! nodes involved.
Otherwise, the gap ratio for odd number nodes is 2(33 1)
This proof is similar as above. Using the same argument, the ETE outage
probability is

(221) _ 1)2

on? D2 (p2ot — 9077 4 3% 4 6%)
P

€proposed —

33

and the gap ratio is ., (ne . However, compared with the optimal solution, we

can reduce 1 hop and 2 nodes involved.

A.3 DERIVATION OF (5.18) AND (5.19)

Define z,, = eDjT and

1
Kn = n )
pln (1 + SIE?;”)
where n € [1,--- ,|S1]], the first optimization problem in (5.17) can be writ-
ten as
|S1]
min ZKn(pL —Inz,)
n=1
|S1]

s.t. an <z
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According to the Kuhn-Tucker condition, the inequality constraints can
be converted to the equality constrains, and the optimal solution of x,, can be
found from Boyd and Vandenberghe [69]:

K
~Thyx = o,
T
K
SN = o,
L8|
|S1]
A Z Ty — 2 =0
n=1
Hence the Lagrange multiple and the optimal solutions of x,, should be
1 |S1]
=13k
“ n=1
2K,
Tn = _ g, .
S Ko

Hence the total delay consumed by the links in the set, 57, will be

|S1]
Y DY = ) KulpL —Inzy)
ijeS) n=1

2K ;
= Z Kz,j (pL —1In (Z ZJK' )) )
i,jES LIESL T

where the solution in (5.18) is obtained.
Similarly, the second optimization problem in (5.17) can be written as

min E DZCJT
ivjesz

S.t. g effﬁe—z.
ivjesz
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Again, define z,, = T and

Z?]
2
Cn = SINR? 4 f(SINR? | SINR™ ) ’
pln (14 SR SN
where n € [1,...,|S2|]. Using the Kuhn-Tucker condition, its optimal solu-
tion can be found from
C
e =0,
x1
C
_ |52| + A O ,
LS|
|Sz |
A Z Tp—€e+z| = 0
n=1

Hence the Lagrange multiple A and the optimal solutions of x,, should be

| Sz
Chn,

n=1

1
A=
€— 2z

Cn(e—2)
(535 0)

Hence the overall delay by the links in the set, Ss, is

Ty =

|S2|
S DS = Y Gkt
i,j 682 n=1

= Z Cij|pL—In Cijle = 2) )
ijE8s >ijes, Cij

A.4 PROOF OF THEOREM 5.2

Considering the network scenario that multi-node transmissions are enabled
along the same route using the space-time reuse scheme, the minimum delay
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per hop using non-interference subtraction transmission is
Drox = pL —Ineyy,

P
pln (1 + <1+p><No+zf;(z’K+1>—ap+zf;(iK—l)-am)

and the minimum delay per hop using interference subtraction is

L —Ine h
Dis = P P

" .
pln (1 + <1+p><No+z:zl<z'K+1>fap>)

Assuming the system is in an interference-limited region, in which white
noise power Ny < p, the delay performance gain is

1
Dis - n (1 + (1+p) (2, (K +1)—

— G+Zﬁ1(iK_l)_a)>
Dnon ‘

) (A.2)
In (1 T <1+p><z:;<ﬂ<+1>—w>>

A.4.1 Numerator of g

1
gnum =1In [ 1+ ~ o
(14 p) (ZzK—i—l T4 (K - 1)” )
i=1 =1
- ~ - - ~ -
T1 T2

We can obtain the bounds for T; and T5 as follows:

o0 (o)

D K +i) < Ty < Y (iK)™®

=1 =1 .
(1+K)~ Zz <T1<K—“Zra.

i=1

Especially, we are interested in the result when the path-loss exponent is from
2 to 4. Since Y ;2 i~ is converged when o > 1, we can directly get the
result from Zeta function [105], that is, zeta[2] = ™ & » zeta[3] = 1.202, and
zeta[4] = 90 Therefore, T, is bounded by two ﬁnlte boundaries.
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Similarly, we can obtain the bound for T, which is

o0

o0
D (K)™* < Ty <Y (iK —i)™®
i=1 i=1
= K “zetala| < Ty < (K — 1) “zeta[a].
Then the bound of T; + Ty is
0< (K 4+ (K+1)"%zetalo] < T1+To < (K™% + (K —1)"%)zetala] .
Finally, the bound performance of gxywm is

KK —1)*
TR )
KK +1)*
<In (1 + (14 p)(K® + (K + 1)a)zeta[a]> '

A.4.2 Denominator of g

goeNn =In | 1+
(I+p) (

Mg

B

_|_
\/

=1

We can derive the following:

[e.e]

D (K i) < Ty < Y (iK)™

i=1 i=1
=0< (1+ K) “zetala] < T3 < K™ “zetala] .

Hence the bound performance of gpgy is

n <1 g g:eta[a]> < goen <In <1 + (1(f p;it):[a]> :

Using the two bounds in (A.2) leads to the result.
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A.5 PROOF OF EQUATION (6.26)

According to Figure A.1, keeping r as a constant and moving ¢ to 7, we have
the expectation

E[g] > 2/2 E <1+ T2>4

a: K 4 di,d
’ i (A.3)
222 [ (1 2\ >
= \Z W/ + 7“2 re M dr
d;dK 0 4 ds,d
Lety = d?yd/él + 72, 2rdr = dy, and r? =y — d?yd/él; (A.3) equals to
Amd? o
2\ 4 * .
E[3] > V2Are / , yie My (A4)
2 s,d
ds,dK ’

Further let A7y =t and y = )\tﬁ; (A.4) equals to

Ard?

B > V2T [

2
a+4 ‘"ds,d

- dE,dK()‘ﬂ-) 4 4

Amd? o
V2 4 F<a+4 )\st,d>

42K () 47 4

A.6 PROOF OF THEOREM 7.1

According to the Kuhn-Tucker condition (p. 244: KKT conditions for con-
vex problems [69]), the inequality constraint in (7.5) can be converted to the
equality constraint and have the target outage probability

1 P (221) _ 1)2
N R )
Then we obtain

q=f(p) = 2

g (A5)
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FIGURE A.1 Geometric bounds for E[3].
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where A = pdg dad/277, = udgddgr/Qn, p = (2% —1)2, and 7 is the
outage constraint.

Substituting (A.5) into p + ¢, and minimizing with regard to p, we have
the solution

s A+2B A2+ 8AB
p° = 9 + 9 .

To be a valid solution for g, the solution must satisfy p?> > B in (A.5). So,
we have a unique solution given by

. A+2B A2+ 8AB
p*= 5 + 0 .

Using this result in (A.5) leads to (7.6).

A7 PROOF OF THEOREM 7.6

Figure A.2 illustrates the integration method of E[3]. The integration is per-
formed from the best relay location at the bottom with the minimum value
ﬁ( to infinity; r is the selected relay distance to the destination. Since the
minimum 3 at point a is smaller than the minimum 3’3 at point b, when 3
increases to point b, both 3 and 5’ have the same power ratio on the same
cut. It is worth noting that the two circles on the same cut are the set of relay
locations that achieve the same power ratio for the conventional cooperation
and the optimal cooperation, respectively. Therefore, we have the expected
power ratio

Els] = / B1(r dr>/ Bt dr+/ B f(r

ds.d

[ ke / J S

1—6 p
= dr .
/ dgd " ey

Note that 5’ is the average power ratio of the conventional DAF cooperation scheme,
which can be found in (6.1).

\%
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Conventional cooperation Optimal cooperation

Power ratio

Integration

FIGURE A.2 Integration from geometric point of view.
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