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PREFACE TO THE FIRST EDITION

Strictly speaking, the term biophysics refers to the appli-
cation of the theories and methods of physics to answer
questions in the biological arena. This obviously now vast
field began with studies of how electrical impulses are
transmitted in biological systems and how the shapes of
biomolecules enable them to perform complex biological
functions. Over time, biophysicists have added a wide
variety of methodologies to their experimental toolkit, one
of the more recent additions being mass spectrometry
(MS). Traditionally limited to the analysis of small mo-
lecules, recent technological advances have enabled the
field of MS to expand into the biophysical laboratory,
catalyzed by the 2002 Nobel prize winning work of John
Fenn and Koichi Tanaka. Mass spectrometry is a rapidly
developing field whose applications are constantly chang-
ing. This text represents only a snapshot of current tech-
niques and methodologies.

This book aims to present a detailed and systematic
coverage of the current state of biophysical MS with special
emphasis on experimental techniques that are used to study
protein higher order structure and dynamics. No longer an
exotic novelty, various MS based methods are rapidly
gaining acceptance in the biophysical community as pow-
erful experimental tools to probe various aspects of bio-
molecular behavior both in vitro and in vivo. Although this
field is now experiencing an explosive growth, there is no
single text that focuses solely on applications of MS in
molecular biophysics and provides a thorough summary of
the plethora of MS experimental techniques and strategies
that can be used to address a wide variety of problems
related to biomolecular dynamics and higher order structure.
This book aims to close that gap.

We intended to target two distinct audiences: mass
spectrometrists who are working in various fields of life

sciences (but are not necessarily experts in biophysics) and
experimental biophysicists (who are less familiar with
recent developments in MS technology, but would like to
add it to their experimental arsenal). In order to make the
book equally useful for both groups, the presentation of the
MS based techniques in biophysics is preceded by a dis-
cussion of general biophysical concepts related to the
structure and dynamics of biological macromolecules
(Chapter 1). Although it is not meant to provide an exhaus-
tive coverage of the entire field of molecular biophysics, the
fundamental concepts are explained in some detail to enable
anyone not directly involved with the field to understand
the important aspects and terminology. Chapter 2 provides a
brief overview of “traditional” biophysical techniques with
special emphasis on those that are complementary to MS
and that are mentioned elsewhere in the book. These
introductory chapters are followed by an in-depth discussion
of modern mass spectrometric hardware used in experimen-
tal studies of biomolecular structure and dynamics. The
purpose of Chapter 3 is to provide readers who are less
familiar with MS with concise background material on
modern MS instrumentation and techniques that will be
referred to in the later chapters (the book is structured in
such a way that no prior familiarity with biological MS is
required of the reader).

Chapters 4-7 deal with various aspects of protein higher
order structure and dynamics as probed by various MS based
methods. Chapter 4 focuses on “static structures”, by con-
sidering various approaches to evaluate higher order structure
of proteins at various levels of spatial resolution when
crystallographic and nuclear magnetic resonance (NMR) data
are either unavailable or insufficient. The major emphasis is
on methods that are used to probe biomolecular topology
and solvent accessibility (i.e., chemical cross-linking and

xiii



xiv PREFACE TO THE FIRST EDITION

selective chemical modification). In addition, the use of
hydrogen-deuterium exchange for mapping protein-protein
interfaces is briefly discussed. Chapter 5 presents a concise
introduction to an array of techniques that are used to study
structure and behavior of non-native protein states that
become populated under denaturing conditions. The chapter
begins with consideration of protein ion charge state dis-
tributions in electrospray ionization mass spectra as indi-
cators of protein unfolding and concludes with a detailed
discussion of hydrogen exchange, arguably one of the most
widely used methods to probe the structure and dynamics of
non-native protein states under equilibrium conditions. The
kinetic aspects of protein folding and enzyme catalysis are
considered in Chapter 6. Chapter 7 focuses on MS based
methods that are used to extract quantitative information on
protein-ligand interactions (i.e., indirect methods of as-
sessment of binding energy). The remainder of this chapter
is devoted to advanced uses of MS to characterize dynamics
of multiprotein assemblies and its role in modulating pro-
tein function.

Complementarity of MS based techniques to other ex-
perimental tools is emphasized throughout the book and is
also addressed specifically in Chapter 8. Two examples
presented in this chapter are considered in sufficient detail
to illustrate the power of synergy of multiple biophysical
techniques, where some methods provide overlapping in-
formation to confirm the evidence, while others provide-
completely unique details. Chapter 9 presents a discussion
of MS based methods to study the higher order structure and
dynamics of biopolymers that are not proteins (oligonucleo-
tides, polysaccharides, as well as polymers of nonbiotic
origin). Chapter 10 provides a brief discussion of biomo-
lecular properties in the gas phase, focusing primarily on the
relevance of in vacuo measurements to biomolecular prop-
erties in solution.

This book concludes with a discussion of the current
challenges facing biomolecular MS, as well as important
new developments in the field that are not yet ready for
routine use. Chapter 11 focuses on several areas where MS
is currently making a debut. It begins with a discussion of
novel uses of MS aimed at understanding “orderly” protein
oligomerization processes, followed by consideration of
“catastrophic” oligomerization (e.g., amyloidosis). This
chapter also considers other challenging tasks facing mod-
ern MS, such as the detection and characterization of very
large macromolecular assemblies (e.g., intact ribosomes and
viral particles), as well as applications of various MS based
techniques to study the behavior of a notoriously difficult
class of biopolymers-membrane proteins. This chapter
concludes with a general discussion of the relevance of

in vitro studies and reductionist models to processes occur-
ring in vivo.

Throughout the entire book, an effort has been made to
present the material in a systematic fashion. Both the
theoretical background and technical aspects of each tech-
nique are discussed in detail, followed by an outline of its
advantages and limitations, so that the reader can get a clear
sense of both current capabilities and potential future uses of
various MS based experimental methodologies. Further-
more, this book was conceived as a combination of a
textbook, a good reference source, and a practical guide.
With that in mind, a large amount of material (practical
information) has been included throughout. An effort has
also been made to provide the reader with a large reference
base to original research papers, so that the details of
experimental work omitted in the book can easily be found.
Because of space limitations and the vastness of the field, a
significant volume of very interesting and important
research could not be physically cited. It is hoped, however,
that no important experimental techniques and methodolo-
gies have been overlooked. The authors will be grateful for
any comments from the readers on the material presented in
the book (Chapters 1, 3, 4, 5, 7, 10, and 11 were written
mostly by L.K. and Chapters 6, 8, and 9 by S.E.; both authors
contributed equally to Chapter 2). The comments can be
e-mailed directly to the authors at kaltashov@chem.umass.
edu and eyles @polysci.umass.edu.

We are grateful to Professors David L. Smith, Michael L.
Gross, Max Deinzer, Lars Konermann, Joseph A. Loo, and
Richard W. Vachet for helpful discussions over the past
several years that have had direct impact on this book. We
would also like to thank many other colleagues, collabora-
tors, and friends for their support and encouragement during
various stages of this challenging project. We are also
indebted to many people who have made contributions to
this book in the form of original graphics from research
articles (the credits are given in the relevant parts of the
text). We also thank the current and past members of our
research group, who in many cases contributed original
unpublished data for the illustrative material presented
throughout. Finally, we would like to acknowledge the
National Institutes of Health and the National Science
Foundation for their generous support of our own research
efforts at the interface of biophysics and mass spectrometry.

Icor A. KALTASHOV

STEPHEN J. EYLES

University of Massachusetts at Amherst



PREFACE TO THE SECOND EDITION

The first edition of Mass Spectrometry in Biophysics was
published over six years ago, and this field has experienced a
truly transformative change during this period. Investigation
of architecture and behavior of biopolymers (mostly pro-
teins) by mass spectrometry (MS) was performed in the
early 2000s in only a handful of laboratories around the
world. The results of these studies were frequently met with
skepticism outside of the MS community. However, by the
end of the decade, MS had become an indispensable tool in
experimental biophysics, which is capable of providing
unique information on the conformation and dynamics of
biopolymers, as well as their interactions with physiological
partners. Not only has MS continued to progress at an
accelerated pace throughout these years, but the scope of
its applications in biophysics and structural biology also
expanded very dramatically. As a result of these develop-
ments, some of the segments of the first edition became
somewhat outdated and no longer provided adequate cov-
erage of several key state-of-the-art techniques.

Another exciting change that has occurred in recent years
is that MS-based studies of protein behavior are no longer
confined to the realm of academic science. Indeed, the
explosive growth of the biopharmaceutical sector in the
past decade brings to the fore the need to have capabilities to
analyze behavior of protein therapeutics and places a pre-
mium on developing analytical techniques able to handle
these extremely complex species. Mass spectrometry can
certainly fit the bill, and the gradual acceptance of these new
tools within the biopharmaceutical industry and regulatory
agencies as reliable methods to study architecture and
dynamics of biomolecules is of little surprise to anyone.

In preparing the second edition of this book, our aim was
to bring the reader up to date with the field by providing an
expanded and up-to-date coverage of MS-based experimen-

tal methodologies in biophysics and structural biology, as
well as addressing the specific needs of the new and rapidly
growing segment of practitioners of this technique in the
biopharmaceutical industry. We have tried as much as
possible to preserve the original organization of the book,
which proved very efficient in presenting the material.
Introductory Chapters 1 and 2 were minimally changed,
while Chapter 3 was updated to reflect, inter alia, intro-
duction and rapid proliferation of Orbitrap mass analyzers
and ion mobility spectrometers, as well as wide acceptance
of the so-called electron-based ion fragmentation techniques
(e.g., electron capture and electron transfer dissociation).
The most extensive changes were made to Chapters 4-7,
which present experimental methodologies used to probe
various aspects of protein architecture and behavior under a
variety of conditions. Similarly, very extensive revision was
made to Chapter 8 (Chapter 9 in the first edition), which
reflects a continuing expansion of MS into the realm of
oligonucleotides, polysaccharides, and synthetic polymers,
as well as polymer-protein conjugates.

Former Chapters 8 and 10 from the first edition were
removed from this book. Indeed, the synergism between MS
and other biophysical techniques (the topic of the former
Chapter 8) is now commonly accepted, and in fact has
become a defining element in the experimental design; many
examples of this are dispersed throughout the text of the
second edition. Studies of structure and behavior of biopo-
lymers in the gas phase (the topic of the former Chapter 10)
have now transformed into a separate field, and its careful and
detailed consideration is no longer possible in this book given
obvious space limitations. The exception is made for several
gas-phase methods that are either already used to study
solution structure (e.g., gas-phase H/D exchange to probe
oligonucleotide conformations) or show promise in that

xi
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regard (e.g., measurements of biopolymer ion mobility in the
gas phase). The final chapter of this book (chapter 9, which
was old chapter 11) once again strives to go beyond routine
measurements and considers several fields that are currently
out of the reach of the commonly accepted MS based
techniques (membrane proteins, protein aggregates, very
large biopolymer assemblies, etc.).

Taken together, the second edition is a systematic pre-
sentation of a modern mass spectrometry-based armamen-
tarium that can be used to solve a variety of challenging
problems in biophysics, structural biology, and biopharma-
ceuticals. One of our goals was not only to provide practical
advice, but also to arm the reader with a solid coverage of all
relevant fundamental issues, including extensive references
to, and examples from, the original published work. In
addition to that, the book contains a large number of
examples and illustrations taken from the work carried out
in our laboratory, some of which have never been published.
We are indebted to the past and present group members who
provided this material (names in parentheses indicate
present employment if different from UMass-Ambherst):
Dr. Dmitry R. Gumerov (Mersana Pharmaceuticals), Dr.
Andras Dobo (Sigma-Aldrich-Fluka Europe), Prof. Hui
Xiao (Albert Einstein School of Medicine), Dr. Anirban
Mohimen (Vertex Pharmaceuticals), Prof. Wendell Griffith
(University of Toledo), Dr. Joshua K. Hoerner (Schering-
Plough Research Institute), Dr. Mingxuan “Sunshine” Zhang
(Biogen IDEC), Dr. Virginie Sjoelund (National Institutes of
Health), Dr. Rachael Leverence (University of Wisconsin),
Dr. Agya Frimpong, Dr. Rinat R. Abzalimov, Dr. Cedric E.
Bobst, Mr. Guanbo Wang, and Mr. Shunhai Wang.
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Figure 4.11 Shortest solvent accessible surface distance Figure 4.16 Schematic representation of HDX MS work flow to
(SASD) path illustrated with human prothrombin. (See fext examine protein higher order structure and conformational dynamics.
for full caption.) (See text for full caption.)

Figure 4.17 Localization of the receptor binding interface on the surface of human serum
transferrin (Tf) with HDX MS. (a) The HDX MS of Tf (global exchange) in the presence (blue)
and the absence (red) of the receptor. (See text for full caption.)



Figure 5.7 (a) Regiospecific :CH, labeling pattern of the acid-stabilized molten globule (A-state)
of bovine a-lactalbumin relative to that of the unfolded protein (U-state). (See text for full caption.)

Figure 5.22 A flow-chart diagram of the top-down HDX MS (HDX MS/MS) measurements (@)
and the steps involved in data processing (b). The data represent HDX MS/MS measurements of
pseudo-wild-type(wt*) cellular retinoic acid binding protein I under mildly denaturing conditions.
The existence of multiple protein conformers is evident from the convoluted appearance of the
isotopic distribution of the intact protein ion). Protection in the C-terminal protein segments can be
deduced from the isotopic distributions of corresponding y-fragments (See text for full caption.)



Figure 8.2 A schematic representation of The DNA packaging in
chromatin. (See text for full caption.)

Figure 7.13 (a) Receptor binding interfaces of IFN from
earlier mutagenesis work (123). (b) Regions affected by NEM
alkylation. (See text for full caption.)

Figure 8.8 General workflow for three-dimensional (3D)-structure determination of nucleic acids
based on structural probing and MS analysis (MS3D). (See text for full caption.)



Figure 9.4 Overall structure of lactose permease from E. coli (LacY) with a bound substrate
homologue TDG. (a) Ribbon representation of LacY viewed parallel to the membrane. (b)
Secondary structure schematic. (c) Substrate binding site. (See text for full caption.)



1

GENERAL OVERVIEW OF BASIC CONCEPTS

IN MOLECULAR BIOPHYSICS

This introductory chapter provides a brief overview of the
basic concepts and current questions facing biophysicists in
terms of the structural characterization of proteins, protein
folding, and protein-ligand interactions. Although this
chapter is not meant to provide an exhaustive coverage
of the entire field of molecular biophysics, the fundamental
concepts are explained in some detail to enable anyone not
directly involved with the field to understand the important
aspects and terminology.

1.1. COVALENT STRUCTURE OF BIOPOLYMERS

Biopolymers are a class of polymeric materials that are
manufactured in nature. Depending on the building blocks
(or repeat units using polymer terminology), biopolymers are
usually divided into three large classes. These are (1) poly-
nucleotides (built of nucleotides); (2) peptides and proteins
(built of amino acids); and (3) polysaccharides (built of
various saccharide units). This chapter only considers general
properties of biopolymers using peptides and proteins as
examples; questions related to polynucleotides and polysac-
charides will be discussed in some detail in Chapter 8.

All polypeptides are linear chains built of small organic
molecules called amino acids. There are 20 amino acids that
are commonly considered canonical or natural (Table 1.1).
This assignment is based upon the fact that these 20 amino
acids correspond to 61 (out of total 64) codons within the
triplet genetic code with three remaining codons functioning
as terminators of protein synthesis (1,2), although there are
at least as many other amino acids that occur less frequently
in living organisms (Table 1.2). Noncanonical amino acids

are usually produced by chemical modification of a related
canonical amino acid (e.g., oxidation of proline produces
hydroxyproline), although at least two of them (selenocys-
teine and pyrrolysine) should be considered canonical based
on the way they are utilized in protein synthesis in vivo by
some organisms (3,4). Furthermore, new components can be
added to the protein biosynthetic machinery of both prokar-
yotes and eukaryotes, which makes it possible to genetically
encode unnatural amino acids in vivo (5,6). A peculiar
structural feature of all canonical (with the exception of
glycine) and most noncanonical amino acids is the presence
of an asymmetric carbon atom (C,), which should give rise
to two different enantiomeric forms. Remarkably, all ca-
nonical amino acids are of the L-type. The p-forms of amino
acids can also be synthesized in vivo, and are particularly
abundant in fungi; however, these amino acids do not have
access to the genetic code. The rise and persistence of
homochirality in the living world throughout the entire
evolution of life remains one of the greatest puzzles in
biology; examples of homochirality at the molecular level
also include almost exclusive occurrence of the p-forms of
sugars in the nucleotides, while manifestations of homo-
chirality at the macroscopic level range from specific helical
patterns of snail shells to the chewing motions of cows (7,8).

Unlike most synthetic polymers and structural biopoly-
mers (several examples of which will be presented in Chapter
8), peptides and proteins have a very specific sequence of
monomer units. Therefore, even though polypeptides can be
considered simply as highly functionalized linear polymers
constituting a nylon-2 backbone, these functional groups, or
side chains, are arranged in a highly specific order. All
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2 GENERAL OVERVIEW OF BASIC CONCEPTS IN MOLECULAR BIOPHYSICS

TABLE 1.1. Chemical Structure and Masses of Natural (Canonical) Amino Acids

Molecular Chemical Side-Chain Monoisotopic Average
Symbol Name Formula (Residue) Structure Character Mass“ (Residue) Mass (Residue)
NH,
Ala (A)  Alanine C;H5;NO HSCJ\I(OH Nonpolar 71.037 71.079
o]
NH,
Arg (R)  Arginine CeH,N,O HNYNHJ\)\WOH Basic 156.101 156.188
NH; 0
O NHp
Asn (N)  Asparagine  C4HgN,O, HQNJK/H(OH Polar 114.043 114.104
0
OH NH,
Asp (D)  Aspartic acid  C4HsNO, O%\/\(OH Acidic 115.027 115.089
o}
NH,
Cys (C)  Cysteine C5H5NOS HSJYOH Polar/acidic 103.009 103.145
o}
NH,
Gln (Q)  Glutamine CsHgN,O, OMOH Polar 128.059 128.131
NH, o}
NH,
Glu (E)  Glutamic acid CsH;NO; OMOH Acidic 129.043 129.116
OH o}
NH,
Gly (G)  Glycine C,H3;NO H)}(OH Nonpolar 57.021 57.052
o}
<,N ] N
His (H)  Histidine CeH,N;0 NMOH Basic 137.059 137.141
. o)
NH,
Ile (I) Isoleucine CgH;NO HSCWOH Nonpolar 113.084 113.160
CH; O
CHs NHp
Leu (L) Leucine CeH,;NO HSC)\)YOH Nonpolar 113.084 113.160
0
NH,
Lys (K)  Lysine CeH|,N,0 HZNMOH Basic 128.095 128.174
o}
NH,
Met (M)  Methionine CsHoNOS HBC\SWOH Nonpolar/ 131.040 131.199
4 amphipathic
NH,
Phe (F) Phenylalanine ~ CoHoNO oH Nonpolar 147.068 147.177
0
NH
Pro (P) Proline CsH,;NO CH(OH Nonpolar 97.053 97.117
o)
NH,
Ser (S) Serine C3HsNO, HO OH Polar 87.032 87.078

[e;
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TABLE 1.1. (Continued)

Molecular Chemical Side-Chain Monoisotopic Average
Symbol Name Formula (Residue) Structure Character Mass” (Residue) Mass (Residue)
NH,
Thr (T)  Threonine C,H;NO, HOWOH Polar/amphipathic 101.048 101.105
CH; ©
H
N
NH,
Trp (W)  Tryptophan C;1H;oN,O GQ\/HKOH Amphipathic 186.079 186.213
o]
HO
NH,
Tyr (Y) Tyrosine CoHoNO, %OH Amphipathic 163.063 163.176
o
NH,
Val (V)  Valine CsHoNO “SCW)\‘/O“ Nonpolar 99.068 99.133
CH; O

“See Chapter 3 for a definition of monoisotopic and average masses.

naturally occurring proteins consist of an exact sequence of
amino acid residues linked by peptide bonds (Fig. 1.1a),
which is usually referred to as the primary structure. Some
amino acids can be modified after translation (termed posi-
translationalmodification), forinstance, by phosphorylation,
methylation, or glycosylation. Among these modifications,
formation of the covalent bonds between two cysteine resi-
dues is particularly interesting, since such disulfide bridges
can stabilize protein geometry, by bringing together residues
that are distant in the primary structure into close proximity in
three-dimensional (3D) space. The highly specific spatial
organization of many (but not all) proteins under certain
conditions is often referred to as higher order structure and
is another point of distinction between them (as well as most
biological macromolecules) and synthetic polymers. Al-
though disulfide bridges are often important contributors to
the stability of the higher order structure, correct protein
folding does not necessarily require such covalent “stitches”.
In fact, cysteine is one of the least abundant amino acids, and
many proteins lack it altogether. As it turns out, relatively
weak noncovalent interactions between functional groups of
the amino acid side chains and the polypeptide backbone are
much more important for the highly specific arrangement of
the protein in 3D space. Section 1.2 provides a brief overview
of such interactions.

1.2. NONCOVALENT INTERACTIONS
AND HIGHER ORDER STRUCTURE

Just like all chemical forces, all inter- and intramolecular
interactions involving biological macromolecules (both

covalent and noncovalent) are electrical in nature and can
be described generally by the superposition of Coulombic
potentials. In practice, however, the noncovalent interac-
tions are subdivided into several categories, each being
characterized by a set of unique features.

1.2.1. Electrostatic Interaction

The term electrostatic interaction broadly refers to a range
of forces exerted among a set of stationary charges and/or
dipoles. The interaction between two fixed charges ¢, and ¢,
separated by a distance r is given by the Coulomb law:

_ 119
dmeger

(1-2-1)

where ¢, 1is the absolute permittivity of vacuum
[8.85 x 107> C?*/N-m in Systeme International (SI)] and ¢
is the dielectric constant of the medium. Although the
numerical values of the dielectric constants of most homo-
geneous media are readily available, the use of this concept
at the microscopic level is not very straightforward (9,10).
The dielectric constant is a measure of the screening of the
electrostatic interaction due to the polarization of the me-
dium, hence the difficulty in defining a single constant for a
protein, where such screening depends on the exact location
of the charges, their environment, and so on. Although in
some cases the values of the “effective” dielectric constants
for specific protein systems can be estimated based on
experimental measurements of the electrostatic interactions,
such an approach has been disfavored by many for a long
time (11). This book will follow the example set by
Daune (12) and will write all expressions with ¢=1.
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TABLE 1.2. Chemical Structure and Masses of Some Less Frequently Occurring Natural (Noncanonical) Amino Acids

Monoisotopic Average
Molecular Chemical Side-Chain Mass Mass
Symbol Name Formula (Residue) Structure Character (Residue) (Residue)
NH,
Abu 2-Aminobutyric ~ C4H;NO HsC OH Nonpolar 85.053 85.106
acid ‘
o}
NH,
Dha Dehydroalanine ~ C5H;NO HQC/K‘/OH Nonpolar 69.021 69.063
0
NH,
Hse Homoserine C,H;NO, HOWOH Polar 101.048 101.105
(o]
NH
Hyp Hydroxyproline C¢H | 2N,0, HO’CH(OH Polar 144.090 144.174
o
NH,
Nle Norleucine CeH;1NO HSC\/\)\‘/OH Nonpolar 113.084 113.160
}
NH,
Orn Ornithine CsHoN,O HZN\/\)\‘/OH Basic 114.079 114.147
I
o}
\\ NH
Pyr Pyroglutamic CsHsNO, <\ Moderately 111.032 111.100
acid N OH polar
S
o}
R o] NH,
Pyl Pyrrolysine C1H16N30, +R OH Polar
(NH,, OH, N
or CH3) —N o
NH,
Sec Selenocysteine C;HsNOSe HSe, OH Polar/acidic 144.960 150.039
(150.954)
e}

“Most abundant.

Interaction between a charge ¢ and a permanent dipole p
separated by a distance r is given by

E =

qp - cosf

where 6 is the angle between the direction of the dipole and
the vector connecting it with the charge g. If the dipole is not

fixed directionally, it will align itself to minimize the energy

(1-2-2) Eq. (1-2-2), that is, § = 0. However, if such energy is small

) . . : .
4meor compared to thermal energy, Brownian motion will result in
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MTTASTSQVR ONYHQBISIFVERENAGEINLELY ASYVYLSMSY YFDRDDVALK NFAKYFLHQS
HEEREHAEKL MKLONQRGGR IFLQDIKKPD CDDWESGLNA MECALHLEKN VNQSLLELHK

LATDKNDPHL CDFIETHYLN EQVKAIKELG DHVTNLRKMG APESGLAEYL FDKHTLGDSD NES

(b) GIn?*
Ala?0

Figure 1.1. Hierarchy of structural organization of a protein (H-form of human ferritin). Amino acid
sequence determines the primary structure (a). Covalent structure of the 11 amino acid residue long
segment of the protein (Glu'® — Asn®®) is shown in the shaded box. A highly organized network of
hydrogen bonds along the polypeptide backbone (shown with dotted lines) gives rise to secondary
structure, a-helix (b). A unique spatial arrangement of the elements of the secondary structure gives
rise to the tertiary structure, with the shaded box indicating the position of the (Glu'® — Asn®®)
segment (c¢). Specific association of several folded polypeptide chains (24 in the case of ferritin)
produces the quaternary structure (d).

the averaging of all values of 6 with only a small preference Interaction between two dipoles, p, and p,, separated by
for those that minimize the electrostatic energy, resulting in a distance r in this approximation will be given by
a much weaker overall interaction:
2 2.2
) s E=— % (1-2-4)
E— _ qp (1-2-3) (4mey)” - 3kgTr

(4neo)? - 3kpTr
while the interaction between the two fixed dipoles will be
where T=temperature and kg is the Boltzmann constant. significantly stronger (~1/r).
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Polarization of a molecule can also be viewed in terms
of electrostatic interaction using a concept of induced
dipoles (12). Such interaction is, of course, always an
attractive force, which is inversely proportional to r* (for
a charge-induced dipole interaction) or 7° (for a permanent
dipole—induced dipole interaction). Finally, interaction
between two polarizable molecules can be described
in terms of a weak induced dipole—induced dipole
interaction.

1.2.2. Hydrogen Bonding

The electrostatic interactions considered in the preceding
sections can be treated using classical physics. Hydrogen
bonding is an example of a specific noncovalent interaction
that cannot be treated within the framework of classical
electrostatics. It refers to an interaction occurring between
a proton donor group (—OH, —NH; ™, etc.) and a proton ac-
ceptor atom that has an unshared pair of electrons. Although
hydrogen-bond formation (e.g., R=0: --- H-NR,) may
look like a simple electrostatic attraction of the permanent
dipole—induced dipole type, the actual interaction is more
complex and involves charge transfer within the proton
donor—acceptor complex. The accurate description of such
exchange interaction requires the use of sophisticated appa-
ratus of quantum mechanics.

The importance of hydrogen bonding as a major deter-
minant and a stabilizing factor for the higher order structure
of proteins was recognized nearly 70 years ago by Mirsky
and Pauling, who wrote in 1936: “the [native protein]
molecule consists of one polypeptide chain which continues
without interruption throughout the molecule . . . this chain
is folded into a uniquely defined configuration, in which it is
held by hydrogen bonds between the peptide nitrogen and
oxygen atoms ...” (13). Considerations of the spatial ar-
rangements that maximize the amount of hydrogen bonding
within a polypeptide chain later led Pauling to predict the
existence of the a-helix, one of the most commonly occur-
ring local motifs of higher order structure in proteins (14).
Hydrogen bonds can be formed not only within the mac-
romolecule itself, but also between biopolymers and water
molecules (the latter act as both proton donors and accep-
tors). Hydrogen bonding is also central for understanding
the physical properties of water, as well as other protic
solvents.

1.2.3. Steric Clashes and Allowed Conformations
of the Peptide Backbone: Secondary Structure

Both electrostatic and hydrogen-bonding interactions within
a flexible macromolecule would favor 3D arrangements of
its atoms that minimize the overall potential energy. How-
ever, there are two fundamental restrictions that limit the

conformational freedom of the macromolecule. One is, of
course, the limitation imposed by covalent bonding. The
second is steric hindrance, which also restricts the volume
of conformational space available to the biopolymer. This
section considers the limits imposed by steric clashes on the
conformational freedom of the polypeptide backbone.

The peptide amide bond is represented in Figure 1.1a as
a single bond (i.e., C—N), however, it actually has a partial
double-bond character in a polypeptide chain due to partial
delocalization of electron density across the neighboring
carbonyl group. The double-bond character of the C—N
linkage, as well as the strong preference for the trans
configuration of the amide hydrogen and carbonyl oxygen
atoms,” result in four atoms lying coplanar. Figure 1.2
shows successive planes linked by the C, atom of the ith
amino acid residue. The two degrees of freedom at this
junction are usually referred to as ¢; and ¢; angles and the
backbone conformation of the polypeptide composed of n
amino acid residues can be described using n — 1 parameters
(pairs of ¢; and ;). Steric restrictions limit the conforma-
tional volume accessible to polypeptides, which is usually
represented graphically on the (¢, ) plane using so-called
conformational maps or Ramachandran plots (15). An
example of such a diagram, shown in Figure 1.3, clearly
indicates that only a very limited number of configurations
of the polypeptide backbone are allowed sterically.

Several regions within the accessible conformational
volume are of particular interest, since they represent the
structures that are stabilized by highly organized networks
of hydrogen bonds. The o-helix is one of such structures,
where the carbonyl oxygen atom of the ith residue is
hydrogen bonded to the amide of the (i+4)th residue
(Fig. 1.1b). This local motif, or spatial arrangement of a
segment of the polypeptide backbone, is an example of a
secondary structure, which is considered the first stage of
macromolecular organization to form-higher order struc-
ture. Another commonly occurring element of the secondary
structure is located within a larger island of sterically
allowed conformations on the Ramachandran plot. Such
conformations [upper left corner on the (¢, ¢) plane in
Fig. 1.3] are rather close to the fully extended configuration
of the chain and, therefore, cannot be stabilized by local
hydrogen bonds. Nevertheless, formation of strong stabi-
lizing networks of hydrogen bonds becomes possible if two
strands are placed parallel or antiparallel to each other,
forming so-called f-pleated sheets.

*Proline is an exception to this rule. As an imino acid its side chain is also
bonded to the nitrogen atom. Thus, the cis and trans forms are almost
isoenergetic, leading to the possibility of cis-Xaa—Pro bonds in folded
proteins, and statistically at the level of 5-30% in unstructured
polypeptides.
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Figure 1.2. Peptide bond and the degrees of freedom determining
the polypeptide backbone conformation.

The third important local structural motif is the turn,
which causes a change in the chain direction within a folded
protein. Whereas loops are generally flexible sections of
chain, turn structures tend to be more rigid and are stabilized

180

B-sheet (antiparallel)

B-turn
(type 11) «—— o-helix
m (left-handed)
§ _ B-sheet
s> 0 (parallel)
3 <«—— 3.10-helix
>

‘— a—helix (right-handed)

extended chain

a

-180 T
180 0 180
o (degrees)

Figure 1.3. A schematic representation of the Ramachandran plot.

by hydrogen bonding or specific side-chain interactions.
These turn structures can be highly important, particularly
in antiparallel f-sheet structures, where a complete reversal
of the chain is required to enable packing of adjacent
strands. Other less frequently occurring elements of sec-
ondary structure (e.g., 319 or 7 helices) can also be identified
on the Ramachandran plot.

So far, we have largely ignored the contributions of the
amino acid side chains to protein conformation. One obvi-
ous consequence of the existence of a variety of different
side chains is the dependence of the Ramachandran plots for
each particular (¢;,1;) pair on the identity of the ith amino
acid residue. For example, a significantly larger conforma-
tional volume is available to glycine as compared to amino
acid residues with bulky side chains. Furthermore, different
side chains placed at “strategic” locations may exert a
significant influence on the stability of the secondary struc-
tural elements. We will illustrate this point using the o-helix
as an example. All hydrogen bonds in an o-helix are
almost parallel to each other (and to the axis of the helix).
This highly ordered pattern of hydrogen bonding results in a
noticeable dipole moment, with the N-terminal end of the
helix being a positive pole. Obviously, the presence of a
positively charged residue at or near the N-terminal end of
the helix will destabilize it due to the unfavorable charge—
permanent dipole interaction (Eq. 1-2-2). On the other
hand, the presence of a negatively charged residue will
be energetically favorable and will increase the stability
of the helix. Likewise, the presence of charged residues at
or near the C-terminal end of the helix will also have a
significant influence on the stability of this element of
secondary structure. Note, however, that uncharged side
chains may also be very important determinants of the
higher order structure of proteins and polypeptides due to
the so-called hydrophobic interactions. These will be
considered in Section 1.2.4.

1.2.4. Solvent-Solute Interactions, Hydrophobic
Effect, Side Chain Packing, and Tertiary Structure

The term hydrophobic effect (16-19) refers to a tendency
of nonpolar compounds (e.g., nonpolar amino acid side
chains, Table 1.1) to be sequestered from polar solutions
(e.g., aqueous solution) into an organic phase. Such behav-
ior is ubiquitous in nature and has been observed and
described at least 2 millennia ago, although the term hy-
drophobic was coined only in 1915 (18). The initial view of
the hydrophobic interaction was rather simplistic and im-
plied attraction between like media (e.g., oil-oil attraction).
A very different view, which is now commonly accepted,
was proposed in the mid-1930s by Hartley, who suggested
that nonpolar species are excluded from polar solvent
because of their inability to compete with the strong inter-
action between the polar molecules themselves (20). In
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Tanford’s words, “antipathy between hydrocarbon and
water rests on the strong attraction of water for itself” (21).
An intriguing aspect of the hydrophobic interaction is that
the placement of a hydrocarbon molecule in water may be
enthalpically favorable. This fact was the basis for a
widespread skepticism over the concept of hydrophobic
interactions, although such views did not prevail (22). It is
now understood that solvent—solute affinity is determined by
the free energy (not the enthalpy alone), and it is the
unfavorable free energy that leads to the observed disaffinity
of water and nonpolar solutes.

Various microscopic explanations of the hydrophobic
effect are usually based on the frozen water patches or
microscopic iceberg model proposed originally by Frank
and Evans (23). They suggested that placing a nonpolar
solute in water creates a loose ‘“cage” of first-shell water
molecules around it. The creation of such a cage has a
significant entropic price due to the forced ordering of
water, hence the overall unfavorable free energy (despite
a favorable enthalpic term). Readers interested in a more
detailed account of the physics of hydrophobicity and
related phenomena are referred to an excellent tutorial by
Southall, Dill, and Haymet (18).

Although the initial work on the hydrophobic effect was
focused on hydrocarbons, its main results and conclusions
can be easily extended to nonpolar side chains of polypep-
tides and proteins, which are buried into a hydrophobic core
of a folded or collapsed protein molecule in order to
eliminate, or at least minimize, any contacts with the polar
solvent. A very interesting historical account of the eluci-
dation of the nature of the hydrophobic interaction and its
role in protein folding can be found in an excellent review
by Tanford (24). Hydrophobic side chains are generally
more stable if sequestered away from the solvent in protein
cores. Proteins tend to be very well-packed molecules so the
side-chain atoms sequestered from the solvent must come
into close contact with each other, hence the term Aydro-
phobic packing. At the same time, hydrophilic residues
usually decorate the solvent-exposed surface of the protein.
This decoration is achieved by combining the elements of
secondary structure (o-helices, f-sheets, and turns) in a
unique 3D arrangement, or fertiary structure. It is the
tertiary structure that affords proteins their unique biolog-
ical function, whether it be purely structural, the precise
spatial organization of side chains to effect catalysis of a
reaction, presentation of a surface or loop for signaling
or inhibition, creating a cavity or groove to bind ligand, or
any of the other vast range of functions that proteins can
perform.

Hydrophobic interaction is, of course, not the only
driving force giving rise to a unique tertiary structure.
Additional stabilization is afforded by the close proximity
of acidic and basic residues, which is frequently observed
in the folded structure, enabling the formation of salt

bridges. These can be viewed as charge—charge interactions
(Eq. 1-2-1). We have already mentioned that certain ele-
ments of secondary structure have intrinsic (permanent)
dipole moments. Favorable arrangement of such dipoles
with respect to one another (e.g., in the so-called helical
bundles) may also become a stabilizing factor (Eq. 1-2-2)
in addition to the hydrophobic interaction. It is probably
worth mentioning that in the vast majority of proteins, the
interactions stabilizing the tertiary structure are cooperative.
In other words, significant enthalpic gains are achieved
only if several segments of the protein are in close proximity
and interact with each other. All such factors have been
evolutionarily optimized for each protein, but the important
thing to realize is that any one natural protein sequence
has only a single most stable conformation, and the genet-
ically encoded primary sequence alone is necessary and
sufficient to define the final folded structure of the protein
(Fig. 1.4) (25).

Many proteins adopt similar common structural motifs
resulting from combinations of secondary structure ele-
ments, such as the alternating foff structure, 4-helix
bundles, or ff-barrels. As more and more protein structures
are solved, the number of protein architectures increases,
although it has been predicted that there are a limited
number of fold motifs (26-30). This conclusion is based
on the observations that (1) topological arrangements of
the elements of secondary structure are highly skewed by
favoring very few common connectivities and (2) folds
can accommodate unrelated sequences [as a general rule,
structure is more robust than sequence (31,32)]. Therefore,
the fold universe appears to be dominated by a relatively
small number of giant attractors, each accommodating a
large number of unrelated sequences. In fact, the total
number of folds is estimated to be <2000, of which 500
have been already characterized. Figure 1.5 represents the
15 most populated folds selected on the basis of a structural
annotation of proteins from completely sequenced genomes
of 20 bacteria, 5 Archaea, and 3 eukaryotes (33).

The existence of a “finite set of natural forms” in the
protein world has inspired some to invoke the notion of
Platonic forms that are “determined by natural law” (34), a
suggestion that seems more poetic than explanatory. What
has become clear though is that very similar tertiary struc-
tures can be adopted by quite dissimilar primary se-
quences (33). Protein primary sequences can be aligned
and regions identified that are identical or homologous
(meaning the chemical nature of the amino acid side chain
is similar, e.g., polar, nonpolar, acidic, basic). However,
even sequences with quite low homology can have a very
similar overall fold, depending on the tertiary interactions
that stabilize them. Although tertiary structure is sometimes
viewed as the highest level of spatial organization of single-
chain (i.e., monomeric) proteins, an even higher level of
organization is often seen in larger proteins (generally,



THE PROTEIN FOLDING PROBLEM 9

Figure 1.4. Different representations of the higher order structure of natively folded proteins.

>150 amino acid residues). Such proteins form clearly
recognizable domains, which tend to be contiguous in
primary structure and often enjoy a certain autonomy from
one another.

1.2.5. Intermolecular Interactions and Association:
Quaternary Structure

Above and beyond the folding of monomeric chains, many
protein chains can also assemble to form multisubunit
complexes, ranging from relatively simple homodimers
(example are hemoglobin molecules of primitive verter-
brates, e.g., lamprey and hagfish) to large homooligomers
(e.g., the iron storage protein ferritin, comprised of 24
identical subunits) to assemblies of different proteins
(e.g., ribosomes). Such assemblies are usually considered
to be the highest level of molecular organization at the
microscopic level, which is usually referred to as quater-
nary structure. Although covalent links are sometimes
formed between the monomeric constituents of a multimeric
protein assembly (e.g., in the form of disulfide bonds), the
noncovalent interactions (discussed in the preceding sec-
tions) are usually much more important players.

The archetype of quaternary structure is mammalian
hemoglobin, which is a noncovalent tetramer (o,f35)
consisting of two pairs of similar monomeric chains (o-
and f-globins). The arrangement of monomers in the
tetramer, which is in fact a dimer composed of two
heterodimers, is crucial for the function of hemoglobin as
an oxygen transporter. A tetramer composed of four iden-

tical globins (f34) can also be formed and is indeed present in
the blood of people suffering from some forms of thalas-
semia. However, this homotetramer (termed hemoglobin H
or HbH), lacks the most important characteristic of the
“normal” hemoglobin (HbA), namely, high cooperativity
of oxygen binding.

1.3. THE PROTEIN FOLDING PROBLEM

1.3.1. What is Protein Folding?

Polymers can adopt different conformations in solution
depending on functionality and the interaction with neigh-
boring chains, other parts of the same chain, and the bulk
solvent. However, almost all synthetic copolymers (i.e.,
polymers consisting of more than one type of repeat unit)
consist of a range of different length chains and, in many
cases, a nonspecific arrangement of monomer groups. On
the other hand, the primary structure of a given protein is
always the same, creating a homogeneous and highly
monodisperse copolymer. Protein sequences are generally
optimized to prevent nonspecific intermolecular interactions
and individual molecules will fold to adopt a unique
stable conformation governed solely by the primary
sequence of amino acids. The ability of proteins to attain
a unique higher order structure sets them apart from most
random copolymers. Most proteins can fold reversibly
in vitro, without being aided by any sophisticated cellular
machinery (e.g., chaperones, which we will consider in
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Figure 1.5. The 15 most populated folds selected on the basis of a structural annotation of proteins
from the completely sequenced genomes of 20 bacteria, 5 Archaea, and 3 eukaryotes. From left
to right and top to bottom, they are ferredoxin-like (4.45%) (a), TIM-barrel (3.94%) (b), P-loop
containing nucleotide triphosphate hydrolase (3.71%) (c), protein kinases (PK) catalytic domain
(3.14%) (d), NAD(P) (nicotinamide adenine dinucleotide phosphate)-binding Rossmann-fold
domains (2.80%) (e), (deoxyribonucleic acid: ribonucleic acid) (DNA:RNA) binding 3-helical
bundle (2.60%) (f), o—a superhelix (1.95%) (g), S-adenosyl-L-methionine-dependent methyltrans-
ferase (1.92%) (h), 7-bladed f-propeller (1.85%) (i), o/f-hydrolases (1.84%) (), PLP-dependent
transferase (1.61%) (k), adenine nucleotide a-hydrolase (1.59%) (I), flavodoxin-like (1.49%)
(m), immunoglobulin-like -sandwich (1.38%) (), and glucocorticoid receptor-like (0.97%) (o). The
values in parentheses are the percentages of annotated proteins adopting the respective folds. [Reprinted

from (33). Copyright © 2001 with kind permission Springer Science+Business Media.]

Chapter 9), suggesting that the folding mechanism is solely
determined by the primary structure of the protein, as well
as the nature of the solvent. Folded proteins may remain
stable indefinitely in most cases, suggesting that the native
structures represent the global free energy minima among
all kinetically accessible states (35).

Two classic puzzles are usually considered in connection
with protein folding: (1) the Blind Watchmalker’s paradox
and (2) the Levinthal paradox. The former is named after a
classic book by Dawkins (36), an outspoken critic of the
intelligent design concept (37). It states that biological
(function-competent) proteins could not have originated
from random sequences. The Levinthal paradox states that
the folded state of a protein cannot be found by a random
search (38). Both paradoxes have been historically framed
in terms of a random search through vast spaces (sequence
space in the Blind Watchmaker’s paradox and conforma-
tional space in the Levinthal’s paradox), and the vastness of
the searched space is equated with physical impossibility.
Both paradoxes are elegantly solved within the framework

of the energy landscape description of the folding process
by invoking the notion of a guided search (39). The concept
of protein energy landscapes and its relevance to the protein
folding problem will be considered in some detail in
Section 1.4.

1.3.2. Why Is Protein Folding So Important?

First, one question is Why do we need to understand protein
folding? In the post-genomic era, structure determination
has become of paramount importance since it leads to a 3D
picture of each gene product, and in many cases gives hints
as to the function of the protein. However, the static
structure only represents the end point of the chemical
reaction of protein folding. Polypeptide chains are translated
as extended structures from RNA on the ribosome of cells,
but How does this unstructured sequence fold into its final
biologically active structure? Are specific local structures
present in the newly translated chain? Is there a specific
pathway or reaction coordinate of protein folding?



The principles that govern the transitions of biopolymers
from totally unstructured to highly ordered states, which
often include several subunits assembled in a highly orga-
nized fashion, remain one of the greatest mysteries in
structural biology (40,41). Deciphering this code is key to
understanding a variety of biological processes at the mo-
lecular level (recognition, transport, signaling and biosyn-
thesis, etc.), since the specificity of biological activity in
proteins, as well as other biomolecules, is dictated by their
higher order structure.

Aside from the obvious academic interest to biophysi-
cists in discovering exactly how these biological machines
work, there are many more practical implications. Only if
we understand all of the processes that are involved in
producing a biologically active protein can we hope to
harness this power by designing proteins with specific
functions. It may already be possible computationally to
model an ideal binding site or even optimal arrangement of
side chains to catalyze a chemical reaction, but without a
thorough knowledge of how this site can be placed into an
intact protein molecule, we cannot take advantage of the
cellular machinery for the design of therapeutic protein
drugs, or even molecules that can catalyze otherwise diffi-
cult chemical reactions. For instance, there are many en-
zymes in nature that catalyze reactions with extremely high
specificity and efficiency, whereas chemists lag far behind.
Hydrogenase enzymes, for example, catalyze the reduction
of protons to produce diatomic hydrogen, a reaction that in
a laboratory environment requires application of harsh
reactants at elevated temperature or pressure, but that within
the catalytic center of the protein occurs at physiological
temperatures and with remarkably small energy require-
ments. Obviously, biological organisms have had a much
longer time to optimize these processes relative to the
chemical industry. If one can understand in detail the roles
of each residue in a protein chain for both the folding and
dynamics of the molecule, then the possibilities for protein
engineering are boundless. Interestingly, manmade se-
quences quite often lead to proteins that either do not fold
at all or are only marginally stable. This result clearly
demonstrates the extremely fine balance of forces present,
which can be destroyed by just a single amino acid residue
substitution, deletion, or insertion.

Another important aspect of understanding protein fold-
ing is to find ways of preventing the process from going
awry (42-45). An ever-increasing number of pathological
conditions that result from misfolding of proteins in the cell
are being identified (46-50). Amyloid plaques actually
result from the undesirable formation of quaternary struc-
ture when a normally monomeric peptide folds incorrectly
and self-assembles to form long proteinaceous fibers.
Similarly, other proteins, that are not correctly folded may
not present the correct binding surface for interaction with
their physiological partners. Thus not only correct folding,
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but also the correct assembly of proteins, is key to their
correct biological function. Even relatively few mutations
within a protein sequence may prevent folding to the native
structure, and hence prove pathological. In other cases,
mutation can reduce the efficiency of folding, or favor an
alternative mode of folding that leads to aggregation and
deposition of insoluble amyloid plaques within cells. We
will consider the issues related to misfolding and aggrega-
tion later.

Finally, one more fundamental problem related to pro-
tein folding that has become a focal point of extensive
research efforts is the prediction of the native structure and
function of a protein based on its primary structure. Since
the sequence of each natural protein effectively encodes a
single tertiary structure, prediction of the latter is, in
essence, a global optimization problem, which is similar
to one encountered in crystallography and the physics of
clusters (51). The complication that arises when such a
global optimization methodology is applied to determine
the position of the global energy minimum for a protein is
the vastness of the system that precludes calculations based
on first principles. So far, the most successful methods of
structure prediction rely on the identification of a template
protein of known structure, whose sequence is highly
homologous to that of the protein in question. If no template
structure can be identified, de novo prediction methods
can be used, although it remains to be seen if such methods
can predict structures to a resolution useful for biochemical
applications (52). Prediction of protein function based on
its sequence and structure is an even more challenging
task, since homologous proteins often have different
functions (53).

1.3.3. What Is the Natively Folded Protein
and How Do We Define a Protein Conformation?

Before proceeding further with a description of protein
folding it would be useful to define some terms commonly
used in the field in order to avoid confusion. First, the native
state of a protein is defined as the fully folded biologically
active form of the molecule. This has generally been
considered as a single state with a well-defined tertiary
structure, as determined by crystallography or nuclear
magnetic resonance (NMR) spectroscopy. More recently,
researchers have come to appreciate the importance of
dynamics within the protein structure. Even the native state
is not a static single structure, but may in fact, depending on
the protein, have small or even large degrees of flexibility
that are important for its physiological function.
Unfortunately, the use of the term protein conformation
in the literature has become rather inconsistent and often
results in confusion. Historically, protein conformation
referred to a specific “three-dimensional arrangement of its
constituent atoms” (54). This definition, however, is rather
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Figure 1.6. Representative configurations of a random coil (a freely joined chain of 100 hard
spheres) and the distribution of its radius of gyration R,. The R, values of a model protein
phosphoglycerate kinase are indicated for comparison. [Adapted from (55) Copyright © 1996 with

kind permission from Elsevier.]

narrow, since it does not reflect adequately the dynamic
nature of proteins. One particularly annoying complication
that arises when conformation is defined using only micro-
scopic terms (e.g., atomic coordinates) is due to the fact that
a majority of proteins have segments lacking any stable
structure even under native conditions. These could be
either the terminal segments that are often invisible in
the X-ray structures or flexible loops whose conformational
freedom is often required for a variety of functions ranging
from recognition to catalysis. In general, it is more than
likely that any two randomly selected natively folded
protein molecules will not have identical sets of atomic
coordinates and, as a result, will not be assigned to one
conformation if the geometry-based definition is strictly
applied. Therefore, it seems that the thermodynamics-based
definition of a protein conformation is a better choice.
Throughout this book, we will refer to the protein confor-
mation not as a specific microstate, but as a macrostate,
which can be envisioned as a collection of microstates
separated from each other by low energy barriers (<kgT).
In other words, if one microstate is accessible from another
at room temperature, we will consider them as belonging to
one conformation, even if there is a substantial difference in
their configurations. According to this view, a protein
conformation is a continuous subset of the conformational
space (i.e., a continuum of well-defined configurations) that
is accessible to a protein confined to a certain local min-
imum. The utility of this definition becomes obvious when

we consider non-native protein conformations, although
unfortunately it is not without its own problems.*

1.3.4. What Are Non-Native Protein Conformations?
Random Coils, Molten Globules, and Folding
Intermediates

In the case of unfolded proteins, which are assumed to be
completely nonrigid polypeptide chains, the random
coil (55), we must consider the ensemble of molecules
displaying an impressive variety of configurations (Fig. 1.6).
In a truly random coil, as might be the case for a synthetic
polymer with identical monomer units in a good solvent,
there may well be no conformational preferences for the
chain. However, proteins are decorated with side chains of a
different chemical nature along their length, such that in
water or even in a chemical denaturant one might expect
there to be local preferences due to hydrophilic or hydro-
phobic interactions, and indeed steric effects. Thus for a
number of proteins studied in solution, some persistent local
and nonlocal conformational effects have been detected,

*For example, this definition is temperature dependent. Indeed, if any two
local minima are separated by a high energy barrier (>kgT), the inter-
conversion between these two states does not occur readily at room
temperature (7), and these two states should be viewed as two different
conformations. However, raising the temperature significantly above room
temperature will eventually make passage over this barrier possible, leading
to a merging of the two microstates to a single conformation.



indicating that an unfolded protein generally is not in fact
a truly random coil. On the other hand, the enthalpy of
these interactions is very small in comparison to the entropy
of the flexible chain so the overall free energy of each of
these conformers will be very similar. On a free energy
surface, these would be represented as shallow wells in the
generally flat surface of unfolded state free energy.

The relative position of a local energy minimum with
respect to the native state gives rise to a further set of
descriptions of intermediate states. As a protein folds it may
sample stabilizing conformations that contain persistent
structure, constituting a local free energy minimum. At the
earliest stages of folding there may be only a few interac-
tions that may be very transient: These are termed early
intermediates. By contrast, species may accumulate further
along in the folding process that contain a large although
incomplete number of native-like contacts. These are re-
ferred to as late intermediates, implying that they should
form toward the end of the kinetic folding process. There is
also the possibility that these local minima arise from
stabilizing contacts that are not present in the native protein,
and in fact need to be disrupted before the molecule can
productively fold. These off-pathway intermediates may
also arise from intermolecular interactions between folding
chains and can lead to nonproductive aggregation that
prevents further folding.

The above intermediate states form during folding in the
“forward” direction from the unfolded to the native state and,
since they are only partially stable, generally do not accu-
mulate sufficiently to be detected other than transiently. It is
also possible that such intermediates may form during
the reverse process, that is protein unfolding, allowing them
to be studied by other methods. Unfortunately, the conditions
for unfolding (e.g., chemical denaturant, low pH, high tem-
perature) are generally so harsh that once the stabilizing
interactions in the native state have been removed, the un-
folding process occurs with high cooperativity and without
accumulation of intermediates. However, under mildly dena-
turing conditions, partially folded states have been detected
at equilibrium for a number of proteins, and these have
been termed molten globules (56). The original definition
of the molten globule state was quite rigid: a structural state
that has significant secondary structure, but with no fixed
tertiary interactions. There are various biophysical tests for
this, such as the ability of the protein to bind hydrophobic
dyes, consistent with a significant amount of exposed hydro-
phobic surface area, as would be expected for a partially
folded state. The definition has become somewhat relaxed to
include many other partially folded ensembles observed,
kinetically or at equilibrium, which almost fit the definition.
What is clear is that the molten globule itself is a much
more dynamic structure than previously thought. Several
new concepts have been introduced to reflect the structural
diversity and dynamic character of the molten globule state,
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such as “a precursor of the molten globule” and ““a highly
structured molten globule” (57).

One common question that arises is whether the equi-
librium molten globule intermediate is actually the same
species as that detected in the folding pathway of proteins.
Thermodynamically there is nothing to suggest they should
be, since the equilibrium by definition is independent of the
pathway (58,59). However, comparisons of the character-
istics of transient intermediates with the corresponding
equilibrium partially folded state have concluded that the
similarities are very close, at least for the proteins stud-
ied (60-63). Also, a number of states transiently populated
by the native state ensemble under mildly destabilizing
conditions have been shown to have similarities to folding
intermediates. Thus it seems likely that, at least in the later
stages of folding, there is indeed some kind of folding—
unfolding pathway with specific intermediate states visited
in both the folding and unfolding directions.

1.3.5. Protein Folding Pathways

In Section 1.3.4, we began to use the term folding pathway,
which is understood to be a series of structural changes
leading from the fully denatured state of the protein to its
native conformation. Introduction of the concept of a fold-
ing pathway resolves the Levinthal paradox mentioned
earlier by suggesting that the folding process is a directed
process involving conformational biases, rather than a
merely random conformational search. Despite the vast
number of degrees of freedom in macromolecules, the
number of folding pathways was initially believed to be
rather limited (64). A general scheme of protein folding
within this paradigm is presented in terms of rapid equil-
ibration of unfolded protein molecules between different
conformations prior to complete refolding. Such equilibria
favor certain compact conformations that have lower free
energies than other unfolded conformations, and some of
these favored conformations are important for efficient
folding. The rate-limiting step is thought to occur late in
the pathway and to involve a high-energy, distorted form of
the native conformation. The latter is a single transition state
through which essentially all molecules refold (65).

The classic folding pathway paradigm specifically states
that “proteins are not assembled via a large number of
independent pathways, nor is folding initiated by a nucle-
ation event in the unfolded protein followed by rapid growth
of the folded structure” (65). Nevertheless, a large body of
experimental evidence now suggests the existence of a large
number of folding routes. Furthermore, over the past several
years it has become clear that the length of the polypeptide
chain is an important factor in determining mechanistic
details. Smaller proteins (< 100 residues) appear to prefer
a nucleation-type mechanism that does not involve any
specific metastable intermediate species (66). On the other
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hand, for a number of larger proteins, intermediate states
with specific regions of early formed stable structure have
been established. If an intermediate is detected, then this
argues strongly for a specific protein folding pathway,
but in the protein lysozyme, for instance, parallel folding
pathways were found, suggesting multiple possible trajec-
tories. In smaller proteins, no observable intermediates
accumulate, which might indicate a less directed folding
mechanism, or indeed that partially formed structures
are too labile to be detected. Based on these observations,
a modified view of a folding pathway invokes several
common stages of folding, consistent with the progressive
development of structure and stability through an
ever-slowing set of reactions (67).

Three major models have arisen to attempt to explain this
narrowing of the conformational search process (68). The
simple framework model suggests that secondary structure
elements would first form based on their sequence-intrinsic
propensities, followed by collision of these preformed
structures to form tertiary interactions. Alternatively,
nucleation of short regions of sequence to form transient
secondary structure could act as a template upon which
adjacent parts of the chain would condense and propagate
structure. The third, hydrophobic collapse mechanism
calls for the hydrophobic residues to conglomerate
nonspecifically to minimize solvent exposure, followed by
rearrangement to the final native structure. The actual
mechanism of protein folding probably involves some
or all of these processes and there is evidence for each
mechanism from folding studies of different proteins.

The controversy in regard to whether protein folding
follows a specific pathway or whether each molecule follows
a completely different trajectory to achieve its final folded
state has been elegantly resolved in the so-called new view of
protein folding (69-71). The centerpiece of this theory is the
concept of a protein energy landscape of conformational
space, which is discussed in Section 1.4.

1.4. PROTEIN ENERGY LANDSCAPES
AND THE FOLDING PROBLEM

1.4.1. Protein Conformational Ensembles and Energy
Landscapes: Enthalpic and Entropic Considerations

Classically, a simple chemical reaction is considered to
proceed along a reaction coordinate, in which chemical
bonds are formed or broken in a well-defined manner, with
a transition state at the highest point on the energy profile
where bond breaking and formation is occurring, and pos-
sibly detectable metastable intermediate structures at local
free energy minima. Transition state theory can be applied
to relate reaction rates to the heights of the various free
energy barriers along the reaction coordinate. Macromole-
cules are much more complex, however, and the folding of a

protein involves the formation of a large number of inter-
actions that may be either local in nature or indeed involve
regions that are quite distant in the polypeptide sequence.
Nevertheless, for many years the protein folding reaction
was assumed to occur via a similar sequential pathway,
perhaps involving a number of intermediate species along
the way, but for each unfolded molecule the mechanism of
folding to the native state was identical.

Significant advances in theory during the past decade have
changed our understanding of the basic principles that govern
the protein folding process and have offered an elegant way to
resolve the Levinthal paradox (70,72-76). In the case of
small organic molecules in a reaction, there are only a small
number of conformations available to the reactant species,
but for an unfolded protein the conformational space sampled
by the unstructured chain is vast by comparison, even for a
relatively small protein. Thus it might seem difficult to
imagine the chain becoming oriented in such a way as to
proceed to fold via a single pathway, and the process would
surely be extremely inefficient. Realization that folding may
proceed through multiple parallel pathways, rather than a
single route, has led to introduction of the concepts of protein
energy landscapes (or folding funnels), a cornerstone of the
“new view” of protein folding.

Protein folding can be viewed much like any other
chemical reaction, which may be represented in 3D by a
conformational energy surface: The trajectories on these
surfaces lead from reactants (unstructured states) to pro-
ducts (the native state). Because entropy plays a much more
significant role in protein folding reactions, it is necessary to
consider the free energy, rather than simply potential ener-
gy (77). The enthalpic gain of forming hydrogen bonds and
making favorable hydrophobic or hydrophilic contacts is
compensated by a significant loss of entropy as the chain
becomes more and more conformationally restricted. For
simple molecules, the entropic term is generally far less
significant, but in the case of a folding protein the overall
free energy of stabilization in the folded protein may be only
a few kilocalories per mole (kcal/mol), being the very small
difference between large AH (formation of stabilizing inter-
actions) and TAS (loss of entropy upon folding to the native
state) terms. The conformational entropy loss for a protein,
which continues to adopt a more well-defined 3D structure,
is often defined on a “per residue” basis. It can be estimated
by using only the backbone entropy [the entropy loss due to
side chain packing is significantly less (75)]:

o (1-4-1)

Q
As = s, — st ~ kg -ln<u>
where s, r and Q, ¢ represent the entropies and the numbers
of microstates per residue in the unfolded and natively
folded forms of the protein, respectively. Estimations of As
for small proteins at room temperature give an entropy loss
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Figure 1.7. Schematic representation of a protein folding funnel. As the large ensemble of structures
of an unfolded polypeptide compacts, forming native-like contacts through intermediate states and
finally to the native state (), the energy surface can be schematically represented as seen in panel (b).
Multiplicity of folding routes is shown with different folded trajectories on the energy surface (c).
However, asymmetry of the surface biases the trajectories toward the preferred route, which can be
considered a folding pathway. [Reprinted with permission from (78). Copyright © 2001 C. Clementi

and G. Bamberg.]

on the order of tens of joules per mole kelvin residue
[J/(mol-K-residue)] (75). To ensure fast folding despite the
unfavorable entropy change, the corresponding free energy
surface (or energy landscape) must have the form of a
multidimensional “funnel” (Fig. 1.7), where the vertical
axis (the depth of the funnel) represents the number of
native contacts made (Q) or the relative free energy of the
conformational space. The horizontal axis corresponds to
the conformational entropy of the system. In this represen-
tation, it becomes clear that as the folding chain makes more
native contacts, the chain entropy is reduced along with the
overall free energy. The native state resides at the bottom of
the potential well, characterized by low entropy and a global
free energy minimum. A funneled energy landscape is
robust to both environmental changes and sequence muta-
tions, since most potentially competing low-energy states

are similar in structure (75), as represented by the multiple
local minima at the bottom of the funnel in Figure 1.7.
An important feature of the folding funnel is that its
slopes are not always monotonic, hence the competition
between the “downhill slide” toward the native fold and
the possibility of equally favorable excursions into local free
energy minima, depending on the ruggedness of the energy
surface. These local minima may represent transient for-
mation of partially folded species, accumulation of inter-
mediates or indeed misfolded forms, depending on the
trajectory taken by the chain along the energy surface. This
general model allows for multiple pathways with no specific
order of structure formation, but subtle changes in the
energy surface would lead to a far more directed approach
by energetically favoring particular regions of conforma-
tional space. It also provides at least one possible solution
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for Levinthal’s problem of folding time scale. If a favored
conformational space were visited on the energy landscape,
then it would be sufficiently stabilized to reside there for a
longer time, and hence restrict the conformational search for
the most stable native structure.

As already stated, one of the most important features that
distinguishes these folding funnel models from more tradi-
tional reaction coordinates is the key feature of conforma-
tional entropy. Thus we are forced to consider each stage
along a folding reaction not as a single structure, but instead
as a conformational ensemble. The unfolded state (the
nearly flat plain at the top of the funnel) demonstrates the
large number of microstates in the unfolded polypeptide
chain, whereas the deep energy well of the native state may
be a single structure or indeed a small ensemble of similar
structures closely related in energy. Along the folding
trajectory as the chain becomes more ordered, this ensemble
become smaller and smaller, but throughout there is always
some conformational flexibility that must be considered.

It must be stressed that these folding landscapes are
purely theoretical. Based on experimental data it has proved
possible to style different landscapes more as a represen-
tation than a true physical picture, showing local free energy
wells for intermediate species, and alternate possible routes
for parallel pathways. Even with the most powerful modern
computing facilities, however, it is not yet possible to
predict the folding pathway(s) of a protein, although some
trajectories in a computational ensemble may appear to fit
well with experimental data (79). Only with a complete
understanding of the energetics involved in driving a protein
to fold will we be able to computationally predict how a
given protein will fold.

Semiquantitative models and experiments are revealing
how the folding free energy surface is sculpted by the protein
sequence and its environment. Although any downhill path
from the unfolded state will eventually lead to a native
conformation at the bottom of the funnel, the asymmetry
(energetic heterogeneity) of the surface can bias the choice of
folding routes (80). The existence of such “preferred” folding
routes can be observed experimentally and interpreted in
terms of folding pathways (see above). The sometimes con-
flicting demands of folding, structure, and function determine
which folding pathways, if any, dominate (76).

1.4.2. Equilibrium and Kinetic Intermediates
on the Energy Landscape

Under native conditions, folding of small proteins usually
appears to be a highly cooperative process (81,82). By using
standard biophysical techniques, only the native and un-
folded states are generally sufficiently populated to be
detectable. For instance, a titration of chemical denaturant
studied by circular dichroism (CD) for most proteins will
generate a series of spectra that can be deconvoluted to

contributions solely from the two end points of the unfold-
ing reaction, namely, the native and denatured states. This
finding led to the belief that the folding of proteins was not
only cooperative, but also two-state, that is, without pop-
ulated intermediate states.

In contrast, under certain conditions, significant accu-
mulation of an intermediate conformational ensemble may
occur if the free energy barrier is sufficiently high, referred
to as an equilibrium intermediate. These species can be
studied in great detail since the rate of conversion is low,
allowing significant structural information to be ob-
tained (83). Classic examples of these include the partially
folded state of the apo-form of myoglobin (84), acid- and
alcohol-induced A-state of ubiquitin (85), or the acid-
induced molten globule of «-lactalbumin (86). As already
mentioned, these equilibrium intermediate states in some
cases may represent important conformations visited along
the folding trajectory. Therefore, structural information
about these states can give valuable clues as to the nature
of the conformational search process. Transient formation
or indeed accumulation of certain intermediates is usually
induced in vitro by simply changing the protein’s environ-
ment (by varying the solution pH, temperature, presence of
chaotropes, etc.) (61,87). This change can result in signif-
icant alterations of the energy surface, decreasing the free
energy of the intermediate states, and thus increasing their
equilibrium population. One needs to be aware, however,
that such equilibrium intermediates may differ significantly
from the kinetically observed species. As pointed out by
Fersht and co-workers (59), an equilibrium intermediate
need not by definition be on the preferred kinetic folding
pathway since thermodynamic (equilibrium) parameters are
independent of mechanism. The goal here though is to make
these elusive states more amenable to study using a variety
of biophysical techniques, in order to determine not only the
conformational preferences of a partially folded protein, but
also the possible conformations transiently visited by the
native state that may be vital to its in vivo function.

Refolding of large proteins often does not conform to the
simple two-state model discussed in the beginning of this
section. Nevertheless, such proteins may be spontaneously
refolded by rapid dilution from a chemically denatured state
into native conditions. Kinetic studies of these processes
have enabled detection of transient kinetic intermediates,
which serve as “resting points” in the protein folding
process. Since the energy difference between the global
minimum and any of the surrounding local minima is
usually quite high, the Boltzmann weight of the states that
correspond to the local minima is very low. Under native
conditions, kinetic intermediates become populated only
transiently during refolding experiments. These species
have been the focus of close experimental scrutiny, since
their structure and behavior may reveal many intimate
details of the protein folding process. In order to be detected,



these species must have characteristics different from either
the native or unfolded states. For instance, the aromatic
residues may experience an environment that makes them
hyperfluorescent, or a secondary structure may form in
advance of tertiary interactions making the intermediate
detectable using stopped-flow optical techniques (e.g., CD).
Alternatively, the secondary structure may protect certain
amide protons against exchange with bulk solvent, which
can be detected by NMR or mass spectrometry (MS), as we
will see in the following chapters. The experimental iden-
tification and characterization of kinetic intermediates has
been the focus of a great deal of research over the past
couple of decades, as researchers attempt to glean the
determinants of protein folding. Due to their transient
nature, however, kinetic intermediates often cannot be
observed directly and their properties can only be inferred
from indirect measurements.

If the energy barrier separating a kinetic intermediate
from the native conformation is high, a significant accu-
mulation of such intermediates may occur. These are re-
ferred to as kinetically trapped or metastable intermediate
states. Under certain conditions, excessive accumulation of
metastable kinetic intermediates in the course of the folding
process may trigger nonspecific interactions among them
and, in extreme cases, aggregation. Likewise, aggregation
can also be caused by incorrect folding (e.g., due to a
sequence mutation). Aggregation processes in Vvivo are
prevented by chaperones, a special class of proteins that
bind and sequester the misfolded and partially folded poly-
peptides (88-91). It is important to note, however, that the
chaperones only assist, but do not in themselves direct
protein folding.

1.5. PROTEIN DYNAMICS AND FUNCTION

1.5.1. Limitations of the Structure-Function Paradigm

Proteins carry out their functions by interacting with other
proteins, as well as other molecules ranging from giant
biopolymers (e.g., DNA) to small organic molecules and
monatomic ligands. In all cases, protein—ligand binding is
the first stage of the interaction, which can be followed by a
variety of processes ranging from sophisticated chemical
transformation of the ligand (e.g., enzyme catalysis) to
simple release of the ligand in the presence of other
cofactors (e.g., transport proteins). In this section, we will
only consider the main characteristics of the protein—ligand
binding process.

Binding has been traditionally considered within a
framework of the structure—function paradigm, a corner-
stone of molecular biology for many years. It was > 100
years ago that Fischer coined the term lock-and-key to
emphasize the requirement for a stereochemical fit between
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an enzyme and its substrate in order for binding to oc-
cur (92). The limitations of this view of the binding process
became obvious in the middle of the twentieth century,
when a large body of newly acquired information on
enzyme kinetics appeared to be in conflict with the notion
that “the enzyme was a rather rigid negative of the sub-
strate and that the substrate had to fit into this negative to
react” (93). The revision of the lock-and-key theory by
Koshland (92) led to a rise of the so-called induced fit
theory, whose major premise was that the “reaction between
the enzyme and substrate can occur only after a change in
protein structure induced by the substrate itself”. Confor-
mational changes occurring during enzyme catalysis are
relatively small scale and affect mostly the -catalytic
site (94). Similarly, the conformational changes occurring
in other proteins as a result of induced fit-type binding
usually affect a limited fraction of the protein structure. An
example of this is ferric ion binding by the iron-transport
protein transferrin, an event that results in the repositioning
of two protein domains within each lobe of the protein
(Fig. 1.8). Although the overall effect of such repositioning
is quite significant (and results in closing the cleft between
the two domains), the number of affected amino acid
residues does not exceed a dozen (95). More recently,
numerous examples of large-scale conformational changes
induced by ligand binding have been reported. The most
extreme case is represented by the so-called intrinsically
disordered proteins, which actually lack stable structure
under native conditions in the absence of the ligand (96).

The above considerations strongly suggest that structure
is not the sole determinant of protein function. As elegantly
put by Onuchic and Wolynes (80), “the twentieth century’s
fixation on structure catapulted folding to center stage in
molecular biology. The lessons learned about folding may,
in the future, increase our understanding of many func-
tional motions and large-scale assembly processes”.
In Section 1.5.2, we will consider various aspects of protein
dynamics under native conditions that may be important
modulators or even determinants of function.

1.5.2. Protein Dynamics Under Native Conditions

With very few exceptions, protein structure under native
conditions is not a rigid crystalline state, but undergoes local
breathing motions, involving anything from side-chain ro-
tation to rearrangement of secondary structure elements
relative to each other. Although the existence of such
motions within the native state of the protein can be detected
with a variety of experimental techniques, their exact nature
remains the subject of discussion in the literature. The
commonly accepted models of local dynamics within na-
tively folded proteins invoke the notions of structural
Sfluctuation (localized transient unfolding affecting only
few atoms within the protein) (97) or a mobile defect, which
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Figure 1.8. Superimposed crystal structures of the apo and holo forms of the N-lobe of human

serum transferrin.

considers not only the emergence and dissipation of local
disorder, but also the possibility of its propagation through
the protein structure. Although the latter model has not
enjoyed as much attention as the former, thorough theoret-
ical considerations suggest that local perturbations of the
secondary structure may in fact propagate through certain
elements of the secondary structure (e.g., a-helices) in the
form of a soliton (98). Alternatively, local dynamics can be
described with a solvent penetration model (slow diffusion
of the solvent molecules into and out of the protein interior)
(99). Such description is actually very similar to the mobile
defect model, as applied to the integral solute—solvent
system, instead of the protein molecule alone.

Above and beyond local structural fluctuations, the
dynamics of proteins under native conditions is exemplified
by transiently sampling alternative (higher energy or
“activated”) conformations. Such activated (non-native)
states are often functionally important despite their low
Boltzmann weight (100,101). An example of such behavior
can be seen in cellular retinoic acid binding protein
I (CRABP 1), which sequesters and transports insoluble
all-trans retinoic acid (RA) in the cytosol. The structures
of the apo and the holo forms of this protein are very
similar, consistent with the lock-and-key type of binding.
However, the native structure of CRABP I provides no clue
as to how the ligand gets access to the internal protein
cavity, which is its binding site (Fig. 1.9). Obviously, in
order to provide entrance into the cavity, a fraction of the
native structure has to be lost transiently, an event consistent
with the notion of sampling an activated protein state.
Realization of the importance of transient non-native pro-
tein structures for their function has not only greatly ad-
vanced our understanding of processes as diverse as

recognition, signaling, and transport, but also has had
profound practical implications, particularly for the design
of drugs targeting specific proteins (102).

Many proteins use dynamics as a means of communi-
cation between different domains. This process, by which a
signal, such as a binding event in one domain triggers a
conformational change in another domain, is known as
allostery. The paradigm for this effect is hemoglobin, a
tetrameric protein mentioned earlier in this chapter. Binding
a molecule of oxygen at the heme site of the a-chain induces
a change in the oxygen affinity of the f/-chain binding site by
rearrangement of interdomain interactions (103,104).
Another example is the chaperone protein DnaK, which
assists in preventing the misfolding of nascent chains as they
emerge from the ribosome. This 70-kDa protein consists of
an ATPase domain joined via a short linker region to a
peptide-binding domain. Binding of adenosine triphosphate
(ATP) causes a conformational change in the peptide-bind-
ing domain that increases its affinity for substrate. Subse-
quent hydrolysis of nucleotide in the ATPase domain signals
a conformational change in the adjacent domain that re-
leases the unfolded polypeptide and allows it to begin to
refold. The exact mechanism by which this allosteric com-
munication occurs is still poorly understood. It is clear,
however, that it must involve dynamic events at the inter-
domain interface that transmits the signal between the two
binding sites (105).

1.5.3. Is Well-Defined Structure Required
for Functional Competence?

A very interesting class of proteins that came to prominence
in the early 2000s relies on dynamics even more heavily
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Figure 1.9. Overlaid crystal structures of the apo- and holo- forms of cellular retinoic acid binding

protein L.

compared to the examples considered in Section 1.5.2.
Intrinsically disordered proteins are remarkable in that they
appear to have very little stable folded structure in isolation,
contrary to our classical view of proteins as folded species.
Several hundred proteins have now been identified that
contain large segments of disorder even under native con-
ditions (106), and many of these proteins seem to serve a
wide variety of functions in vivo (107-109). A number of
these are involved in activation or inhibition of transcription
or translation, and while these proteins appear unstructured
under native conditions they undergo a structural transition
in the presence of their cognate substrate, whether this be
another protein or a recognition site on a molecule of DNA
or RNA (96,110). One important aspect of intrinsic disorder
may be the necessity for this class of proteins to recognize
and bind to multiple sites. Whereas a highly structured
protein may only have a limited and very specific binding
site available to it, one that has a highly dynamic structure
should be able to adapt to a variety of different structural
motifs. This intrinsic disorder phenomenon also seems
contrary to the paradigm that an unstructured protein
should be targeted for proteolysis, or else degradation by
the proteasome. It seems this class of proteins manages to
avoid such scenarios either by having regions that are
sterically inaccessible or else do not contain residues that
are sensitive to proteases. Indeed one other observation is
that many intrinsically disordered proteins have a relatively
short lifetime in the cell: They are expressed as needed in
response to a signal and then rapidly removed by degrada-
tion. This would provide an efficient mechanism to switch
on or off a cellular process for only a short period of time.
A larger number of proteins in the eukaryotic genome have

been predicted to have disordered regions compared to
prokaryotes, perhaps indicating the need for higher organ-
isms to adjust more rapidly to environmental changes.

1.5.4. Biomolecular Dynamics and Binding from
the Energy Landscape Perspective

The development of the folding funnel concept also has far-
reaching consequences for our understanding of how pro-
teins interact with each other and with other ligands. One
theory offered as a general scheme of protein folding and
binding implies that the only difference between the two
processes is chain connectivity (111,112), namely, that mo-
nomeric protein folding represents an energy funnel for a
single chain, whereas protein—protein association and pep-
tide binding is a similar landscape, but with discontinuous
backbone connections. In the more general case, however, the
concept can be extended to encompass the chemical nature of
the ligand and the energetics of the binding process, whether it
be a noncovalent interaction or a chemical process as in the
case of enzymatic catalysis; the energy funnel concept can be
applied theoretically to describe the process by which a
protein recognizes and binds to another molecule. Rigid
proteins that bind ligands via a lock-and-key type mechanism
presumably do not require significant dynamic events, so they
will have few local minima similar in energy to the native
state. In contrast, those proteins that utilize an induced fit
binding mechanism may have a rugged energy surface char-
acterized by a number of local minimum conformational
states at the bottom of the folding—binding funnel (111).
The idea of a binding funnel has also been demonstrated
computationally by Zhang et al. (113) to explain the fast
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Figure 1.10. Schematic representations of the energy landscapes for the apo (@) and holo (b) forms
of a protein whose ligand-binding behavior conforms to the lock-and-key type interaction.

protein—ligand association rates exhibited by many proteins.
In this model, the initial collision event is accompanied
by favorable interactions to form a long-lived encounter
complex that significantly limits the search process to the
ligand-bound conformation. The funnel energy landscape of
protein binding may be a common feature in protein—protein
associations (114,115). Knowledge of the relative energies
and structural features of the local conformational minima
available to proteins is clearly key to the understanding of
what makes proteins efficient in binding their physiological
ligands. Likewise, an extension of the protein folding
problem is to understand how protein monomers assemble
as functional multimers or other macromolecular assem-
blies. In the cellular environment, this must be an efficient
process aided by dynamics and specific recognition events,
all of which may be described in terms of the energetics of
accessible conformational space.

All visibly different modes of binding (lock-and-key,
induced fit, and binding of intrinsically disordered proteins)
appear to have only quantitative differences within the
framework provided by the binding funnel concept. This
point is illustrated in Figures 1.10-1.12, which represent
hypothetical folding funnels for proteins of each class
in the absence and presence of their respective ligands. A
protein whose ligand-binding behavior conforms to the
lock-and-key type interaction (e.g., CRABP I considered
earlier) is suggested to have an activated state whose
structural features increase the rate of ligand entry into the
binding site (Fig. 1.10). The protein molecules sample this
activated state relatively frequently due to its relatively
low energy. Once the ligand enters the binding site, its
interaction with the protein increases the stability of the
native conformation. Although “visitations” to the activated
state are still possible, they do not occur as frequently due to

the increased energy difference between the two states. As a
result, the protein can acquire the ligand relatively easy, but
does not release it unless the energy landscape is altered
again, (e.g., by a competing receptor of the ligand).

A similar analysis can be carried out for proteins con-
forming to the induced-fit type behavior (we will use the N-
lobe of human serum transferrin as an example). Although
the X-ray data suggest the existence of two distinct con-
formations of the protein depending on the presence of the
ligand (open conformation for the apo form and closed for
the holo form of the protein), there is experimental evidence
suggesting that both conformations coexist in solution in
equilibrium (116). The open conformation is, of course,
favored in the absence of the ligand, while iron binding
shifts the equilibrium toward the closed state (Fig. 1.11).
Such a shift is qualitatively similar to the one considered for
the lock-and-key interaction. The only difference is that the
protein state corresponding to the global energy minimum in
the absence of the ligand becomes “downgraded” to the
status of an activated state (local energy minimum) as a
result of the ligand binding.

Finally, folding of an intrinsically unstructured protein
in the process of ligand binding can be viewed as a preferential
stabilization of one particular conformation among many
available to the protein in the ligand-free form (Fig. 1.12).
An example of such behavior is presented by the -chain of
mammalian hemoglobins, which populate at least four dif-
ferent states (only one of them appears to be very close to
the compact natively folded conformation) in solution in the
absence of its binding partner, o-globin (117). Again, the
general features of binding in this scheme appear to be very
similar to those seen in the previous two examples (Figs. 1.10
and 1.11), the major distinct feature being the absence of the
preferred conformation in the absence of the ligand.
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Figure 1.11. Schematic representations of the energy landscapes for the apo (@) and holo (b) forms
of a protein whose ligand-binding behavior conforms to the induced fit type interaction.

1.5.5. Energy Landscapes Within a Broader Context
of Nonlinear Dynamics: Information Flow and Fitness
Landscapes

It becomes increasingly clear that the significance of the
concept of energy landscapes extends well beyond the fields
of protein folding and even molecular biophysics. Huang
and Ingber (118) questioned the validity of the commonly
accepted paradigm of cell regulation as a collection of
pathways that link receptors with genes by asking “Can
identification of all these signaling proteins and their
assignment into distinct functional pathways lead to the
Sull understanding of developmental control and cell fate
regulation?” The existence of distributed information with-
in cellular signaling, as well as the fact that a single
signaling molecule may activate several genes and even
produce opposite effects depending on its microenviron-
ment, led to a suggestion that the concept of linear signaling
pathways is inappropriate. The suggestion that the signaling
and regulatory pathways are not simple linear connections

between receptors and genes is similar to the earlier real-
ization of the limits of the classic concept of protein folding
pathways. The paradox of signaling nonlinearity is resolved
by the introduction of a concept of cellular states, and the
switches between these states are viewed as biological phase
transitions (118). In this new view, cell fates are viewed as
common end programs or attractors within the entire reg-
ulatory network, which can be visualized as a potential
landscape with multiple minima. Each minimum corre-
sponds to a certain fate of the cell (e.g., differentiation,
proliferation, apoptosis). A similar idea was recently pro-
posed as the basis of a quantitative model of carcinogenesis,
in which normal cells in vivo occupy a ridge-shaped
maximum in a well-defined tissue fitness landscape, a
configuration that allows cooperative coexistence of
multiple cellular populations (119).

Finally, dynamic fitness landscapes have proven to be a
valuable concept in evolutionary biology, molecular evolu-
tion (120,121), combinatorial optimization, and the physics

Figure 1.12. Schematic representations of the energy landscapes for the apo («) and holo () forms
of an intrinsically unstructured protein whose folding is induced by the ligand.
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Figure 1.13. Schematic representation of a fitness landscape,
where the fitness of a snail species depends on its shape. Mutations
continuously produce variants that are selected if their fitness is
larger than the fitness of the current “wild-type” snail. As a
consequence, the shape of the snails changes over time until it
reaches a maximum of the fitness landscape. [Reprinted with
permission from (122). Copyright © 2002 Society for Industrial
and Applied Mathematics. All rights reserved.]

of disordered systems (122). In evolutionary biology, this
concept is often used to visualize the relationship between
genotypes (or phenotypes) and replication success, an idea
initially put forward by Wright (123). An evolving popu-
lation typically climbs uphill in the fitness landscape, until it
reaches a local optimum (Fig. 1.13), where it then remains,
unless a rare mutation opens a path to a new fitness peak.

1.6. PROTEIN HIGHER ORDER STRUCTURE
AND DYNAMICS FROM A BIOTECHNOLOGY
PERSPECTIVE

In the first edition of this book, the discussion of protein
folding and conformation was focused primarily on funda-
mental aspects, and the goal was to understand some general
principles of protein (and, more broadly, biopolymer) be-
havior in vitro with the hope of being able to also apply this
knowledge to in vivo situations. Spectacular progress has
been made in the field of biotechnology in the past several
years, which has resulted in a dramatic explosion of both the
number of protein-based drugs and the range of the diseases
they can treat (124,125), bringing to the forefront another
very important aspect of protein folding and dynamics.
Indeed, the large size of protein therapeutics (from several
kDa to nearly 1MDa, well beyond the molecular weight
range of classical small molecule medicinal drugs) leads to
an important distinction between small molecule drugs
(where covalent structure is the sole determinant of the
3D structure and, ultimately, the therapeutic properties of
the drug) and protein pharmaceuticals (where the large
physical size makes a multitude of noncovalent contacts
not only inevitable but, in fact, the defining element of their
3D structure). Correct folding is vital not only for the
ability of a protein to execute its biological function, but
also for many other aspects of its behavior (126). Failure to
fold or maintain the native conformation obviously has a
negative impact on the efficacy of the protein drug, since the
recognition of a range of physiological targets requires that

the native conformation be maintained throughout the life-
cycle of a protein molecule. Proteins that are not folded
properly are prone to aggregation both in vitro and in vivo,
and are targeted by proteases both inside and outside the
cell, which obviously impacts bioavailability of the protein
drug. Furthermore, misfolding and aggregation may trigger
an immune response, thereby adversely affecting the safety
profile of the protein drug. Critical dependence of the
protein drug’s potency, stability, and safety on conformation
makes its characterization an essential element throughout
the drug development process from design to manufacturing
to postapproval monitoring. Throughout this book, we will
provide several examples of how MS can be used to probe
various aspects of conformation, dynamics, and stability of
protein pharmaceuticals, as well as their interactions with
physiological partners and therapeutic targets.
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2

OVERVIEW OF TRADITIONAL EXPERIMENTAL
ARSENAL TO STUDY BIOMOLECULAR STRUCTURE

AND DYNAMICS

Biophysicists traditionally use a battery of experimental
techniques, which have not until relatively recently included
mass spectrometry (MS). The purpose of this chapter is to
present an overview of the alternative methodologies that
have been routinely employed, explaining the details that
can be gleaned from each technique. This will be used as a
Jjump point in future chapters to demonstrate the comple-
mentary nature of mass spectrometric methodologies in the
biophysical arena.

2.1. X-RAY CRYSTALLOGRAPHY

2.1.1. Fundamentals

Macromolecules are generally too small to be observed
directly by optical microscopy because their size is insuf-
ficient to diffract light of wavelengths in the visible region of
the electromagnetic spectrum. However, the interatomic
spacing (~1.5 A) is similar to the wavelength of X-rays.
In an ordered crystal, the molecules are exactly aligned in
one or only few orientations in three-dimensional (3D)
space in a repeating array of umit cells. The unit cell is
defined as the smallest volume element that represents the
entire crystal. Adjacent unit cells are related to one another
by translation along the cell axes. Thus the entire crystal can
be constructed by laying unit cells side by side. Within a
protein molecule each atom will have an exactly equivalent
atom at the exact same position in a molecule in each and
every other unit cell, forming crystal planes of atoms. These
planes, or more correctly the planes formed by the electron

clouds between atoms, are what produce the diffraction
pattern when exposed to X-ray radiation (1).

Lattice planes in crystals will diffract incident X-rays in a
coherent manner depending on the angle of the incident
beam, according to Bragg’s law:

2dhk1 sinf = ni (2-1-1)
which indicates that a beam of X-rays incident at an angle 6
on a series of parallel planes separated by spacing d (the
indices /4, k, and / represent the lattice indices in 3D) will be
reflected only if the left side of the equation is an integer
multiple of the incident wavelength. Other angles will of
course cause reflections, but only if the above relationship
holds will the waves reflected by adjacent lattice planes
produce constructive interference and emerge from the
crystal in phase to produce a strong diffracted beam.

In principle, one could use Eq. 2-1-1 to relate the
measured diffraction angles to interatomic distances and
from there calculate the molecular structure in the crystal.
In practice, however, this is computationally extremely
complex, especially for macromolecules containing a large
number of atoms. In practice, waves may be considered as
periodic functions of the form:

f(x) = Fcos2n(hx + a) (2-1-2)
In one dimension (1D), the function describing this wave
has amplitude F, frequency 4, and phase o. Each diffracted
X-ray beam may then be considered in terms of a Fourier
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series of reflections from each atom in the structure, to yield
structure factors in 3D, F},,, of the form:

Fin=fa+fh+fe

The contribution from each atom (a, b, c...) is summed to
describe the reflection. Expanding into 3D leads to com-
plicated sums of complex numbers to describe the contri-
bution of reflections from every atom in the unit cell to each
observed diffraction peak, which leads to a description of
the electron density at every point in the unit cell:

1 —2in(hx+ky+1z—o )
p(x,y,2) :V;;Z]Fhme T
(2-1-4)

(2-1-3)

This equation represents the electron density map at every
point (x,y,z) in 3D space in the unit cell, volume V. Each
F i represents a specific reflection, giving rise to a peak in
the diffraction pattern. Clearly, solution of this equation is
an extremely complex computational problem, made sig-
nificantly worse by the fact that a complete solution also
requires knowledge of the phase (o) of each of the waves, a
parameter that cannot be directly obtained from measure-
ment of the diffraction pattern. In fact, the so-called phase
problem can be the main bottleneck in crystal structure
determination.

For small molecules, crystallization is often a relatively
simple matter, but for proteins and other macromolecules
growing crystals of sufficient quality and size to obtain high-
quality diffraction patterns is a significant challenge. One of
the most common approaches to crystallization of proteins is
the “hanging drop” method, which involves suspending a
droplet of protein solution above a reservoir of buffer in a
closed container. At equilibrium the vapor pressure inside the
container is equal to that in the droplet, providing conditions
under which protein crystals may be formed. In practice, a
wide variety of different buffer conditions (varying pH,
temperature, protein concentration, and ionic strength, etc.)
are assayed to determine optimal conditions. If only small
crystals are obtained initially, these may be used as seeds to
obtain large high-quality crystals for diffraction. Generally
speaking, crystals must be at least 0.5 mm in the shortest
dimension to obtain high-quality diffraction data.

Once a crystal is produced it is sealed in a capillary with a
small amount of mother liquor (the buffer used to produce
the crystal) and mounted on a sample stage (known as a
goniometer) that can be precisely rotated in 3D in the
sample beam. The sample can then be exposed to the X-
ray source and diffraction patterns can be recorded for
different orientations of the crystal with respect to the beam.
Diffraction patterns at the various angles are recorded using
area detectors consisting of arrays of scintillation counters
that can count X-ray photons. Crystals are often damaged by
heating or free radicals produced from X-ray exposure;
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consequently a number of individual crystals are generally
required for a complete structure determination.

As mentioned above the problem of determining phase is
often a significant factor in analyzing the data to obtain a
structure. One way around this is to also grow crystals
containing heavy atoms (commonly Hg, Pb, or Au), which
in many cases can be accommodated within the crystal by
binding to the protein at specific sites. Provided that the
protein structure and the structure of the crystals are not
changed by the presence of these atoms (in this case, the
crystal lattice is described as isomorphic), then diffraction
patterns from these heavy atom derivatives can be used to
determine the phase values to a first approximation by a
process known as isomorphous replacement. Subtracting
out the diffraction data for the protein leaves only the
reflections produced by the presence of the heavy atoms
in the crystal, and since there are relatively few of these
atoms it is a significantly easier task to determine their
positions in the unit cell. Other approaches, such as anom-
alous scattering and molecular replacement (using known
structures of similar proteins) can also be employed to solve
the phase problem, and hence lead to a solution of the
crystal structure of the biomolecule.

2.1.2. Crystal Structures at Atomic and Ultrahigh
Resolution

Acquisition of crystallographic data at atomic resolution
(12A or higher) provides several important benefits (2).
Structure refinement can be done with only weak stereo-
chemical constraints. Mismodeling can be easily corrected
or avoided during the refinement, since the atom types can
be distinguished at this resolution. Finally, solvent mole-
cules can be placed accurately within the shells (3). At a
resolution 0.8 A or higher, hydrogen atoms become visible
and the atoms can no longer be considered spherical par-
ticles due to deformation of electron clouds into bonding
and nonbonding orbitals. Such visualization of electrons
allows the charge distribution and the bond polarization and
order to be determined (4), yielding a very informative
picture of the protein structure.

2.1.3. Crystal Structures of Membrane Proteins

Membrane proteins constitute a particularly difficult class of
biopolymers because of their poor solubility characteristics
(a more extensive discussion of properties of membrane
proteins will be presented in Chapter 9). Despite some
spectacular successes, X-ray crystallography of membrane
proteins is still considered an art due to extreme difficulties
associated with production of crystals suitable for X-ray
diffraction analyses (5,6). An alternative to conventional
X-ray crystallographic analysis of a membrane protein is its
reconstitution into two-dimensional (2D) membrane protein
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crystals in the presence of lipids (7). Unfortunately, most 2D
crystals are not sufficiently ordered to provide resolution
better than 4 A (5).

2.1.4. Protein Dynamics and X-Ray Diffraction

Protein structures are represented in crystallography as a set
of atoms in 3D space, which are assumed to exhibit harmonic
and isotropic vibrations (quantitatively described using
B-factors). It has been realized for quite some time that this
assumption is an oversimplification that does not provide an
adequate description of protein mobility (8). Several meth-
ods have been developed to provide more assessment of
protein dynamics based on observed crystal heterogeneity
[reviewed in (8)]. Despite such progress, information on
large-scale dynamic events is usually very difficult to obtain
due to the influence of packing forces in protein crystals.
Several crystallographic techniques have been developed
in recent years aimed specifically at characterization of
protein dynamics by means of X-ray crystallography. It is
well known that unlike crystals of small organic molecules,
those of proteins contain significant amounts of solvent. Not
only do these solvent molecules weaken the intermolecular
contacts in the crystal lattice, but they also permit in many
cases diffusion of small substrates through the lattice and
subsequent binding to the active sites of the enzymes (9,10).
These observations have led to the conclusion that crystals of
biological macromolecules bear significant resemblance to
very concentrated solutions (10). This notion, of course,
downplays the fact that large-scale dynamic events are almost
always suppressed by crystal-packing forces and simply
cannot occur within the framework of the crystal lattice.
However, if the macromolecular dynamics does not involve
large-scale motions, methods of X-ray crystallography can be
used successfully to characterize these dynamic events. In
particular, there are numerous examples of using crystallo-
graphic methods to study enzyme dynamics by specifically
targeting transient intermediate states on the enzymatic
pathway. This is usually achieved by either trapping the
unstable species (11) or using time-resolved methods (10).
The former strategy employs adjustments of temperature,
solution pH, and other experimental variables forcing unsta-
ble reaction intermediates to accumulate and be stabilized in
the protein crystals (11). The latter strategy, on the other hand,
exploits both chemical and structural heterogeneity present in
the sample throughout the reaction. Such (time-dependent)
heterogeneity is then deconvoluted into structures of inter-
mediates using sophisticated methods of data analysis (10).

2.2. SOLUTION SCATTERING TECHNIQUES

Unlike X-ray diffraction, the solution scattering techniques
briefly reviewed in this section do not provide structural

information on biopolymers at high (atomic) resolution.
They do, however, often provide a means to observe
large-scale structural heterogeneity of proteins directly in
solution. As such, they have become indispensable tools in
studies of protein dynamics in solution. In addition, they
may complement the diffraction data by providing low-
resolution structural information on the protein segments
that fail to produce adequate diffraction patterns.

2.2.1. Static and Dynamic Light Scattering

Light scattering has been used historically to characterize
synthetic polymers, although in recent years it has been
increasingly applied to study biopolymers as well. In static
light scattering, intensity of scattered light is measured as a
function of the scattering vector g:

(2-2-1)

where 7 is the solvent refractive index, and 6 is a scattering
angle (12). Intensity of the scattered light adjusted for
background scattering and normalized to a reference solvent
gives the Rayleigh ratio Ry(q), which can be expressed in
dilute solutions as (12):

1 andnd(%)? 1

Ri@ it Pl P

(2-2-2)

where c¢ is protein concentration, N, is the Avogadro’s
number, (M) is the weight-averaged molecular weight of
protein particles in solution, B is the second virial coefficient
describing inter-particle interactions in solution, and P(g) is a
particle shape factor. If particle size is small compared to the
light wavelength, then it obviously acts as a “point scatterer”,
and its shape is irrelevant for scattering (i.e., P(¢)=1 in
Eq. 2-2-2). Most proteins fall into this category, hence the
only key parameter that can be obtained from static light
scattering methods is the molecular weight. Such sensitivity
of static light scattering measurements to the average mo-
lecular weight of the protein particles makes it very useful in
the studies of protein association and aggregation. In the
following chapters, we will refer to several examples of such
measurement, namely, use of static light scattering to study
association—dissociation equilibria of hemoglobin tetra-
mers (13), as well as formation of amyloid fibrils (14). Once
the particle size becomes comparable to the wavelength used
in the experiments (i.e., radius of gyration R, ~ 1/¢), P(¢) can
be approximated reasonably well as the quadratic function of
qR,, and the scattering profiles can be used to determine the
particle gyration radius (12).

Dynamic light scattering is sensitive to the diffusion of
scattering particles in solution, as it measures the intensity



of light scattered at a fixed angle, which is then analyzed
with an autocorrelator. The resulting correlation function
has the particle diffusion coefficient as one of its arguments,
which can be used to calculate the hydrodynamic radius of
the particle.

2.2.2. Small-Angle X-Ray Scattering

Small-angle X-ray scattering (SAXS) is another solution
scattering technique that has gained prominence in recent
years. Although it is not suitable for structural analysis at the
atomic level, SAXS often provides valuable structural in-
formation at lower resolution (overall shape of the protein,
as well as its quaternary and tertiary structure). The mo-
lecular size range amenable to SAXS spans the range 10—
1000 A, thus providing a means to characterize not only single
proteins, but also very large macromolecular assemblies (15).
As the name infers, SAXS measures an interference pattern of
elastically scattered X-rays, which is usually expressed as a
function of a scattering vector length Q:

~ 4
Q=0 = 7nsin6 (2-2-3)
where / is the wavelength of the X-ray beam and 26 is the
scattering angle. The measured scattering profile /(Q) is a
contrast between the X-rays scattered from the protein mo-

lecules in solution and the equivalent volume of solvent
displaced by them (15):

where the averaging is done with respect to all orientations of
vector Q The lack of translational order (lattice) within the
protein solution leads to continuous distribution of I(Q)
(unlike distinct Bragg reflections arising due to the transla-
tionally ordered molecular structure in crystals). The contrast
factor Ap [difference between the electron densities of protein
molecules (p) and solvent (pg)] is typically on the order of
0.12¢ /A3 (four times lower that p alone). As a result, protein
scattering strength in aqueous solution is only ~10% of what
it would be in a solvent-free environment (16). More rigorous
treatment of the scattering profile /(Q) accounts for scattering
from the protein hydration shell, whose electron density, as
well as other physical properties, may be different from that of
the bulk solvent.

One of the most common ways to interpret the SAXS
data employs the inverse Fourier transform (FT) of I(Q) to
yield the radial Patterson distribution:

1

P(r) = 2

ij) Qresin(QIldQ  (2:2-5)
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The Patterson distribution is related to the probability dis-
tribution of the distances between the scattering centers
(atoms) within the scattering particle. As such, it provides
information on the overall shape of the scattering particle and
its dimension (15). The Patterson distribution can also be
used to calculate the gyration radius of the scattering particle:

g, _ VIP0 P

(2-2-6)
[ P(r)dr

a parameter that reflects both its size and shape. Recently,
extensive efforts have been directed toward developing
methods that restore low-resolution shape, as well as the
internal structure of macromolecules in solution based on
isotropic scattering data (17). All of the above considerations
relate to a homogeneous solution of nearly identical (al-
though randomly oriented) scattering particles. Sample het-
erogeneity (either the presence of multiple protein species or
conformational inhomogeneity) poses a serious challenge to
SAXS. In this case, a measured scattering profile would
contain contributions from all components, weighted by
their fractional concentrations. This difficulty can be over-
come in some cases by using singular value decomposition
(SVD) to characterize individual protein conformers (18) or
protein aggregates (19).

2.2.3. Cryo-Electron Microscopy

Cryo-electron microscopy (cryo-EM) is an imaging tech-
nique that often allows large macromolecular complexes to
be visualized at low resolution. This technique exploits the
fact that images of macromolecules represent their 2D
projections. Three-dimensional structural data can be ob-
tained from such projections if the data from “different
views” are combined and processed using various recon-
struction techniques (20). In a few cases it can actually
provide structural information at a resolution high enough to
derive atomic coordinates, although typically it is not
possible to determine macromolecular structure at a reso-
lution >10-30 A (21). Combination of the low-resolution
cryo-EM data on macromolecular assemblies and high-
resolution and X-ray crystallographic structures of their
constituents can provide structure of large sub-cellular
assemblies at near-atomic resolution by “docking” the high-
resolution structures into the low-resolution maps (22).
The energy of electrons used in electron microscopes
corresponds to a wavelength range of 0.0015-0.040 A. The
scattering power of the electrons is significantly higher than
that of X-rays, hence there are much smaller sample re-
quirements. An important distinction (and a serious draw-
back) of electron microscopy from other scattering methods
is the necessity of a high vacuum environment in the
microscope. This may be achieved by rapid freezing of the
sample and maintaining it at or below liquid nitrogen
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temperature to minimize solvent sublimation during the
experiment. Freezing also reduces radiative damage to the
macromolecular structures, although even such samples
typically do not tolerate >10-15 electrons/A? (20). There-
fore, in order to obtain cryo-EM data at a high signal-to-
noise ratio (S/N), 10,000-100,000 individual particle
images need to be aligned and averaged (20). The existence
of any kind of symmetry in the sample enhances the S/N in
the cryo-EM images, although imaging of asymmetric
randomly oriented single particles is also possible. In fact,
it has been possible in some cases to obtain structural data
on single molecules (provided they exceed the lower size
limit of several hundred kDa) (23). Cryo-electron micros-
copy provides a means of capturing different conformation-
al states of macromolecular assemblies by imaging the
complexes that are “trapped” at different stages of their
interactions and conformational changes (23,24).

Methods of cryo-EM analysis also can be used to char-
acterize biological macromolecules and their assemblies
within the cells. Utilization of this technique (usually
referred to as cryo-electron tomography, or cryo-ET) to
study in vivo processes is based on the precept of cryogenic
preservation of the native (fully hydrated) biological struc-
ture (25). Several examples of using cryo-ET to characterize
structure of macromolecular complexes within their cellular
context demonstrate promise to reveal the internal structure
of organelles and indeed entire cells at molecular resolu-
tion (25-28). Resolutions of 5-8 nm have already been
achieved and the prospects for further improvement are
good (29). Since many intracellular activities are conducted
by complexes in the megadalton molecular weight range
with dimensions of 20-50nm, current resolutions should
suffice to identify many of them in tomograms, although the
residual noise and dense packing of cellular constituents
hamper interpretation (29). Medalia et al. (30) relatively
recently collected cryo-ET data on vitrified eukaryotic cells.

2.2.4. Neutron Scattering

Small angle neutron scattering (SANS) is an emerging tech-
nology (as far as applications to biological systems). It utilizes
the same principle as SAXS, although the scattering centers
are predominantly nuclei (as opposed to electrons in SAXS).
Analysis of the SANS profiles can reveal important informa-
tion related to the mass and the overall shape of the scattering
particles, as well as the distribution of interatomic vectors
within a molecule (31). Unfortunately, such experiments
remain a rarity, as access to the research facilities possessing
neutron beam generators remains limited.

2.3. NMR SPECTROSCOPY

Nuclear magnetic resonance (NMR) spectroscopy has for
many years been at the forefront of protein structure deter-

mination. Spin energy levels of nuclei, when placed in a
magnetic field, become split by the Zeeman effect. Upon
application of radio frequency (1f) radiation, each nucleus
within a molecule can be caused to resonate at a specific
frequency that is highly dependent on its local environment.
In the case of proteins, the naturally abundant proton (‘H)
has nuclear spin/ =1 and by isotopic enrichment
methods, other spin—% nuclei *C and >N can be relatively
easily incorporated into expressed proteins. A battery of
complex heteronuclear pulse sequences have been devel-
oped along with multidimensional NMR to achieve
high-resolution structure determination for relatively small
proteins. Liquid helium supercooled magnets are now com-
mercially available with magnetic field strengths upward of
20T (900MHz 'H frequency), enabling high-resolution
spectroscopy of quite large biomolecules.

In a magnetic field By, the spin states of a nucleus become
split into equally spaced energy levels according to the
magnetic field strength and the gyromagnetic ratio 7, a con-
stant for any given nucleus:

ymhBy

E, = 2-3-1
2n ( )

where /i is Planck’s constant. For a spin—% nucleus there are
two possible values of the magnetic quantum number m =
(—%, +%), giving rise to two Zeeman nuclear energy levels
E,, under the influence of By. Nuclear transitions between
the two energy levels may be effected by application of
electromagnetic radiation. The difference in energy levels:

7hBy
AE,, = 2-3-2
o (2-3-2)
corresponds to radiation of frequency v:
wo By
=—="— 2-3-3
vo 2n 2n ( )

Thus, as in other spectroscopic methods, transitions be-
tween the nuclear energy levels may be produced by irra-
diation. In older NMR spectrometers, the rf spectrum was
scanned and each individual resonance could be detected as
absorbance. However, whereas in optical spectroscopy
irradiation is with a constant light source and absorptive
or fluorescent properties are measured, in the case of
modern pulsed NMR the highest energy spin level is
preferentially populated by irradiation and then the relax-
ation to the ground state is measured. Upon inversion of
nuclear spin by application of an rf electromagnetic pulse,
the magnetization relaxes back to the ground state, and in
doing so precesses around the B, magnetic vector at its
characteristic Larmor precession frequency wy. It is this
resonance frequency that is detected by the rf receiver coil
of an NMR spectrometer.



The power of NMR for structural characterization comes
from the fact that each nucleus within a molecule will have a
slightly different Larmor frequency, depending on its local
environment, that is, shielding by local magnetic fields of
nearby electronic motion. Thus an NMR spectrum will
contain peaks corresponding to resonances from each nu-
cleus in the sample, each with a frequency (known as a
chemical shift, 6) characteristic of the chemical environ-
ment. Rather than using absolute frequency units, by con-
vention the resonant frequencies are denoted as parts per
million (ppm) differences, relative to an internal standard, of
the carrier frequency (for an 11.7-T magnet, for "H nuclei
vo~ 500 MHz). The so-called chemical shift scale (6, mea-
sured in ppm; & = wy/vp) is then independent of the mag-
netic field strength B,, making data acquired on different
instrumentation more readily comparable. For protons, the
chemical shift values generally fall in the range 0-10 ppm
(relative to an internal reference compound, e.g., tetra-
methylsilane defined as 6 =0 ppm).

In modern instrumentation, generally all protons within a
molecule are simultaneously excited by a broadband rf
pulse. This causes all nuclei to simultaneously resonate at
their characteristic frequencies, which can be detected as a
time domain signal image current by the receiver coil. This
signal can then be separated into individual signals in the
frequency domain by application of a FT:

S(v) =FT{s(t)} = J s(t)e 2™ dt (2-3-4)

where s(¢#) and S(v) are the time and frequency domain
signals, respectively. The final NMR spectrum consists of
frequency domain data with peaks spread across the chem-
ical shift scale representing each resonance. In addition, the
area under each peak is proportional to the number of nuclei
resonating at that frequency.

An important factor, one that makes NMR an incredibly
powerful structural tool, is the “cross-talk” between
nuclei within a molecule. Perturbation of local electron
clouds gives rise to a scalar coupling between nuclei
that are covalently bonded and is significant for nuclei
separated by up to four bonds. The effect of coupling is to
alter the energy levels of the two spin states and produce
new energy levels depending on whether the spins of the two
nuclei are aligned in parallel or antiparallel directions. This
leads to multiplet fine structure in the observed NMR peaks.
The number and nature of adjacent protons gives rise to
specific coupling patterns and coupling constants (differ-
ences in energy levels, denoted J and measured in Hz),
which can be used to assign covalent structure. In proteins,
each amino acid side chain gives a characteristic scalar
coupling pattern that is invaluable for spin system
assignment.
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One of the most important NMR phenomena for
protein structure determination is an alternative coupling
scheme that operates via “through-space” interactions.
Once a spin has been inverted by an rf pulse it relaxes to
the ground state via various mechanisms. If other nuclei
are close enough in space (<51°\ for 'H), then a dipolar
coupling known as the nuclear Overhauser effect (NOE)
can also occur. The proximity of other nuclei allows
alternative relaxation pathways for the spin, so this man-
ifests itself as a change in the time taken for a nucleus to
relax to its ground state. The relaxation effect falls off
rapidly with internuclear distance (r) following the rela-
tionship NOE o 1/r°, hence the NOE intensity can be
measured and used to provide distance constraints in struc-
tural calculations.

In the simplest NOE experiment, the resonance of a
single nucleus is saturated by continuous radiation (this
effectively equalizes the population of the two spin states),
followed by broadband excitation of all other nuclei, and
subsequent detection. Nuclei that are sufficiently close in
space to the saturated nucleus will experience a signal
enhancement. The resultant spectrum can be subtracted
from a normal spectrum obtained without saturation, yield-
ing a difference spectrum, which will contain peaks only
from nuclei that are spatially close to the target nucleus. The
more complex two-dimensional NOE spectroscopy (2D
NOESY) experiment correlates all nuclei that are in prox-
imity to one another and, once Fourier transformed, pro-
duces a spectrum from which cross-peak intensities can be
directly correlated to maximal distances. Using the known
allowable backbone torsion angles with the network of
distance constraints that may be obtained from NOE ex-
periments allows structural models to be built and refined
for proteins.

As the number of nuclei in a molecule increases, the
limited chemical shift range accessible (generally —2 to
12 ppm for protons), leads to a very crowded NMR spec-
trum. One way to alleviate this problem is to add a variable
delay, or evolution time, into the pulse sequence. In sub-
sequent experiments, this evolution time is increased by
a fixed amount each time, leading to a 2D array. Fourier
transformation of the array in both dimensions produces a
2D spectrum in which the diagonal corresponds to a simple
NMR spectrum, but now cross-peaks are observed that,
depending on the chosen pulse sequence, correlate reso-
nances that are coupled either in a scalar or dipolar manner
to one another. This greatly simplifies the process of spectral
assignment, since it is now a relatively much simpler matter
to work out which nuclei are correlated, either through
bonds or through space. Multidimensional NMR experi-
ments have evolved complex descriptive acronyms (e.g.,
COSY correlation spectroscopy) to describe scalar coupl-
ings and NOESY (for dipolar couplings). In the latter case,
the intensity of the cross-peak is related to the relaxation
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effect of the neighboring nucleus, and can thus be used as a
distance constraint for structure determination.

2.3.1. Heteronuclear NMR

In naturally occurring proteins, the only spin—% nucleus
present at high abundance is "H. With modern molecular
biology techniques, however, isotopically enriched media
can be used quite readily to incorporate '’N and '*C into
proteins at high levels. In the case of proteins expressed in
Escherichia coli (E. coli), cells are grown on a minimal
medium containing '""NH,CI and '*C-glucose as the sole
sources of nitrogen and carbon, respectively. This generally
produces reasonable yields of isotopically labeled protein.
Now, in the NMR spectrometer, heteronuclear, as well as
homonuclear, coupling come into play. Protons will experi-
ence scalar coupling not only from neighboring protons, but

also from '*C and "N nuclei. Thus we can take advantage of
the chemical shift dispersion not only of protons, but also
the other nuclei, and complex pulse sequences have been
developed, spanning multiple dimensions, to trace backbone
resonance assignments and provide further constraints for
structure refinement of biomolecules (Fig. 2.1).

To date, the upper limit for complete resonance assign-
ment of proteins remains at ~30kDa, due to resonance
overlap and unfavorable relaxation times of large biomo-
lecules. Further technological advancements both in mag-
netic field strength and probe design promise to increase
that limit. The development of the transverse relaxation
optimized spectroscopy (TROSY) pulse sequence (32) also
has allowed a major step forward by removing the line-
broadening effect of slowly tumbling molecules in solution.
In addition, the partial alignment of proteins within lipid
bicelles shows much promise (33,34).
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Figure 2.1. Amide fingerprint region of the "’N—"H HSQC spectrum of a protein. Each contoured
peak represents an amide proton whose 'H resonant frequency and that of the adjacent "N are
correlated. In a folded protein, these resonances are well resolved due to the chemical shifts induced
by persistent structure. [Figure courtesy of Dr. Joanna Swain, University of Massachusetts-Amherst.]



In addition to the experiments that seek to elucidate
structure, there are NMR strategies aimed specifically at
measuring protein dynamics. As mentioned above, relaxa-
tion of nuclei after an rf pulse can be affected by a number of
factors, one of which is intramolecular internal motions. The
>N nuclei, most notably backbone amides, are particularly
susceptible to dynamics-related relaxation via the NOE.
Measurement of the '’N NOE and relaxation times at each
amide along the backbone of a protein allows extraction of
order parameters, which can be used to determine the
dynamic nature of individual segments within a protein.
This has enabled flexible regions within proteins to be
identified, with correlation times in the picosecond-to-
microsecond time range, and can be correlated to intermo-
lecular interactions and functional dynamics.

2.3.2. Hydrogen Exchange by NMR

As described further in Section 4.4 and Chapter 5, the rate at
which labile backbone amide protons exchange with bulk
solvent also serves as a measure, not only of surface
accessibility, but also of dynamics. Amides that are nor-
mally buried or else hydrogen bonded, can become exposed
to solvent during dynamic opening (or local unfolding)
events. If the bulk solvent is heavy water (2H20 or D,0),
then an exchange reaction >NH — >=ND will cause the
disappearance of the corresponding peak in the NMR
spectrum, since deuterium is an NMR-invisible isotope
(Fig. 2.2). Thus, measuring intensities of the amide reso-
nances as a function of time in deuterated solvent can be a
powerful residue-specific monitor of dynamics (35,36).
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Experimental conditions, such as temperature and pH, can
be manipulated to extract thermodynamic details, and to
obtain actual measures of the free energies involved in
certain dynamic events (37-42).

Likewise, during the folding of a protein, amides that
form stable structure earliest in the folding process will
become protected against exchange with solvent. In com-
bination with a quenched-flow apparatus, pulse-labeling
experiments can be performed that can be used to monitor
protein folding on the millisecond time scale. Unfolded
protein is allowed to refold for a variable time before
labeling all exposed amides with deuterium. For the pur-
poses of studying hydrogen exchange, the COSY (correla-
tion of amide NH and C,H protons) and I5N-heteronuclear
single quantum coherence spectroscopy (‘>’N-HSQC) which
correlates amide protons with the attached nitrogen in
uniformly '°N-labeled proteins, experiments are most use-
ful. In a fully protonated sample, these correlation peaks
will have maximum intensity, whereas if the proton be-
comes replaced by a deuteron due to an exchange event,
then it will no longer be visible [deuterium (D) nuclei are
not observable in '"H NMR experiments]. Thus, in a refold-
ing experiment where unprotected amides are labeled with
D, the only peaks observed are those that correspond to
residues protected against exchange before the isotope-
labeling event. Intensities of amide resonances can then be
used to determine the order of formation of structural
regions during folding (43-45).

A natural extension of this, which has yielded some
exciting results, is the ability to use a flow system into
the NMR spectrometer and effectively perform the whole
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Figure 2.2. Dynamics of the C-terminal domain of DnaK in D,0O measured by HDX NMR at (a)
t=0, (b) t=24h. The NMR resonances observed at the earlier time point disappear over time as 'H
is replaced by *H. [Figure courtesy of Dr. Joanna Swain, University of Massachusetts-Amherst.]
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experiment online. Stopped-flow NMR has been used to
investigate the folding of proteins in real-time (46,47),
although the time resolution is somewhat limited compared
with stopped-flow optical methods. As instrument sensitiv-
ities are improved and higher throughput is required, various
hybrid instruments have appeared, notably a combination
LC system with an outlet to flow-through NMR and elec-
trospray mass spectrometry.

The NMR method, while clearly extremely useful and
high resolution, is limited by the need for complete
assignment of all resonances. For large proteins, resonance
overlap and peak broadening become significant issues.
Additionally, other factors (e.g., paramagnetic ligands)
may also preclude the use of NMR methods. However,
perhaps one of the more serious limitations of NMR to
measure protection in pulse-labeling experiments is that
it can only measure protection at amino acid residues that
are sufficiently protected against exchange during the
time course of sample workup and of the NMR experiment
itself. Folding experiments in vitro are normally performed
at low concentrations (<10uM) to avoid the possibility
of aggregation or other nonphysiologically relevant mis-
folding events. However, for NMR experiments, samples in
the millimolar concentration range are required, so time
consuming concentration steps are often required. These
stages may enable further undesirable hydrogen—deuterium
exchange (HDX) processes to occur. Even with fast
NMR experiments the total time for sample preparation
and measurement may be several hours. This workup
time could potentially lead to loss of information in regions
of the protein that are less highly protected in the native
structure.

The field of NMR spectroscopy is far too wide-ranging to
cover anything more than the basics in this text. We refer the
reader to a number of excellent books on the subject (48,49).

2.4. OTHER SPECTROSCOPIC TECHNIQUES

2.4.1. Cumulative Measurements of Higher Order
Structure: Circular Dichroism

Circular dichroism (CD) spectroscopy utilizes differential
absorption of left- and right-polarized light (usually within
the 170-700-nm range) by chiral molecules. Since most
biological molecules possess multiple chiral chromo-
phores, their CD spectra may provide important insights
on the 3D arrangement of such macromolecules with vary-
ing specificity. Specifically, CD spectroscopy is often used
to measure the overall secondary structural content of
peptides and proteins [the far-ultraviolet (UV) region,
190-250 nm], chirality due to the unique arrangement of
the aromatic side chains and/or disulfide bridges within the
protein (250-300 nm), as well as protein interaction with

chiral ligands and cofactors (e.g., Soret band). Although the
assessment of protein conformations afforded by CD
spectroscopy typically yields only a low-resolution picture,
the experiments are relatively simple and not particularly
demanding in terms of sample work-up and consumption.
As aresult, CD measurements are often used to complement
measurements by other techniques.

Far-UV CD: Evaluation of Secondary Structural Content of
Peptides and Proteins. The most ubiquitous chromophore in
peptides and proteins is the peptide amide bond, which gives
rise to two characteristic absorption bands in the far-UV
region: a m — 7 transition at 190 nm and a weaker (and
broader) n — =#* transition at 210 nm (50). Different forms
of secondary structure arrange the peptide bonds in a very
specific nonrandom asymmetric fashion, giving rise to
characteristic and recognizable CD spectra in the far-UV
region. Thus, spectra of proteins with mostly o-helical
content (¢ proteins) have pronounced negative bands at
222 and 208 nm (Fig. 2.3), a feature that is notably absent
from the spectra of proteins rich in -sheets. The latter are
usually characterized by a single minimum whose position
may vary within the 210-230-nm range, depending on the
protein (Fig. 2.3). Far-UV CD spectra of some f-rich
proteins may actually resemble model spectra of unordered
(random coil) polypeptides, exhibiting a minimum below
200nm (51). Proteins that contain both o-helices and
[3-strands have contributions from both secondary structural
elements in their CD spectra, however, it is very difficult to
distinguish proteins with separate (x+ ) or intermixed
(a/B) regions based solely on CD data. These two classes
are often treated as a combined «f class for the purposes of
CD analysis (52).

There are numerous algorithms that can be used to
calculate the secondary structural content of a given poly-
peptide or a protein based on its far-UV CD spectrum. The
most straightforward way to obtain a reasonable estimate of
the helical content ( fi,) uses mean residue ellipticity [6] at
208 or 222 nm (53):

(6] 505 + 4,000
== 0000 41)
(6], + 3,000
h=="55000 (242)

More sophisticated treatments of this problem take into
account the finite length of helical segments within the
protein (both [6],0g and [#],5, diminish as helical segments
become shorter).

The secondary structural content of the o3 proteins can
also be estimated using various empirical methods. An
underlying assumption is that the CD spectrum can be
presented as a linear combination of individual secondary
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Figure 2.3. Far-UV CD spectra of an «-helical protein bovine serum albumin (BSA) (), a mostly
B-sheet protein B-lactoglobulin (b), and a mostly disordered protein B-casein (c).

structural components, including random coil conformation
(more rigorous treatment also takes into account contribu-
tions from aromatic chromophores and noise). Usually,
CD spectra of a set of reference proteins with known
structures are used to determine the component
secondary structure spectra. Several algorithms have been
designed for these purposes, and an interested reader is
referred to several excellent recent reviews on the
subject (50).

Near-UV CD: Interactions of Aromatic Side Chains and
Disulfide Bonds. The near-UV absorption spectra of proteins
are dominated by the bands of aromatic side chains (Phe,
Tyr, and Trp), and their unique arrangement within the
protein structure usually gives rise to CD signal (Figs. 2.4
and 2.5). The intensity of such peaks depends on the number
of aromatic amino acid residues in the protein, as well as on
flexibility of the protein. The environment of the aromatic
groups and protonation state (for Tyr) also influence the
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signal. A disulfide bond is another intrinsic protein chro-
mophore that contributes to the near-UV CD spectra (near
260 nm). However, this band is usually rather weak and
broad, making it difficult to distinguish the disulfide signal
from that of the aromatic residues. If two (or more) aromatic
residues are located in close proximity, coupling of the
electronic transitions usually occurs, leading to significant
enhancement of the CD signal. These local interactions are
more important than the sheer number of the aromatic
residues in determining the appearance of the near-UV CD
spectra (54). In fact, in many cases it is possible to use near-
UV CD spectroscopy to detect local conformational
changes that affect the arrangement (and, therefore, transi-
tion coupling) of such proximally clustered aromatic side
chains.

Due to their complexity and the multiplicity of
factors influencing the appearance of the near-UV CD
spectra, the latter cannot be interpreted as easily as the
far-UV CD spectra. Nonetheless, the near-UV CD measure-
ments can also be very useful, particularly in a situation when
only a qualitative assessment of protein ternary structure (or
lack thereof) is required. For example, near-UV CD spec-
troscopy is often used as a means to monitor progressive loss
(or gain) of protein tertiary structure in response to changing
solvent conditions (Fig. 2.4) or point mutations. Still, even
such qualitative analyses need to be carried out with great
care, as the appearance of the protein near-UV CD spectrum
can be influenced by a variety of extrinsic factors.

CD Signals Due to Extrinsic Chromophores. Proteins
themselves (i.e., polypeptide chains without bound ligands)
usually do not give rise to a CD signal >300nm. In many
cases, however, this region does contain CD bands that are
collectively referred to as extrinsic CD bands (50).
These bands represent transitions in ligands, which may
have inherent optical activity (due to chirality) or that
become optically active due to the coupling of electronic
transitions on the protein chromophores and the extrinsic
chromophore, as well as mixing of transitions of differing
symmetry (50). In the latter two cases, the extrinsic chro-
mophore does not have to be optically active to produce a
CD signal, which thus provides valuable information on the
protein—ligand interaction.

One of the specific examples of CD spectroscopic
studies of protein—ligand interaction that will be used in
later chapters is the heme—polypeptide interaction in he-
moproteins. The prosthetic heme group has an absorption
band at 410 nm (Soret band), which remains “CD silent”
unless the heme is bound to a protein. Asymmetry intro-
duced by positioning of the heme in a binding pocket within
the protein leads to appearance of an abundant signal in the
CD spectrum of the protein (Fig. 2.4). Both position and
intensity of this band are influenced by the heme environ-
ment within the binding pocket, and are often used as
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Figure 2.4. Acid unfolding of myoglobin monitored with CD
spectroscopy in the far-UV (a) and near-UV/vis (b) regions.
The solid lines represent CD spectra of myoglobin acquired
under the near-native conditions (10 mM ammonium acetate);
the dotted lines represent the spectra acquired in H,O/CH3;0OH
(water/methanol) solution acidified with 1% acetic acid
(CH3COOH) (by volume). Disappearance of the Soret band in-
dicates heme dissociation from the protein, and the disappearance
of the aromatic side-chain bands (Phe, Tyr, Trp) indicates loss of
tertiary contacts, while a significant proportion of the secondary
structure (a-helical) is retained.

reporters of the protein—heme interaction. Figure 2.4 illus-
trates how different regions of the CD spectra of myoglobin
can be used to characterize higher order structure of this
protein at different levels (near-UV, secondary structure;
far-UV, tertiary fold; and Soret band, heme—protein
interaction).

It should probably be emphasized once again that sig-
nificant changes in the near-UV CD spectra do not neces-
sarily indicate large-scale protein conformational changes.
Numerous extrinsic factors, as well as subtle changes in the
environment of aromatic side chains, often lead to profound
alterations of certain CD bands. An example of such be-
havior is shown in Figure 2.5, where replacement of two
metal ions within a 78 kDa protein transferrin results in
profound changes in the near-UV CD profiles. However, the
protein tertiary structure is not affected by the Fe* " to Ga>"
(or In*") substitution. Rather, these rather dramatic changes
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Figure 2.5. Near-UV CD spectra of human serum transferrin substituted with Fe*™ (), Ga®"
(), In** (¢), and the apo-form of the protein (d). [Spectra are courtesy of Dr. Mingxuan Zhang,

presently at Biogen IDEC, Cambridge, MA.]

in the appearance of the CD spectra reflect changes in the
coupling between the electronic transitions of the metal ions
and those of the aromatic side chains. Another example is
evolution of the Soret band in the CD spectrum of myo-
globin at a pH above neutral. Although the heme group
remains bound to the protein within this pH range, there
is a noticeable red shift and a gradual demise of the
Soret band as the solution pH is increased >8. This shift
is caused by protonation of some of the residues in the
heme-binding pocket of the protein, a process that does
not compromise the structural integrity of the heme—protein
complex. These two examples emphasize great care that
must be exercised when interpreting both near-UV and
visible region CD data.

CD Spectroscopy of Other Biopolymers: Oligonucleotides.
The nucleic acid chromophores are the bases, which have
rich high-intensity absorption spectra in the region <300 nm.
The bases do not have intrinsic optical activity; however, they
are attached to asymmetric sugars (deoxyribose or ribose
rings), which induce CD bands in the absorption region of
nucleic acids. Oligonucleotide base stacking in solution
forces the entire chain to assume a helical structure, resulting
in “super-asymmetry”. Electronic transitions in the neighbor-
ing bases interact with each other, leading to CD signal
amplification. Formation of double-stranded helices by com-

plementary oligonucleotides also leads to super-asymmetry,
hence high-intensity and information-rich CD spectra. Due to
its sensitivity to the base—base interactions, CD spectroscopy
is often used to monitor changes in the secondary structure of
oligonucleotides (55). CD spectroscopy has also been applied
to study nonclassical nucleic acid structures (triplex, quad-
ruplex, parallel DNA, etc.). A detailed review of such appli-
cations can be found in (56).

2.4.2. Vibrational Spectroscopy

Vibrational Absorption (Infrared, IR) Spectroscopy. This
is another popular tool to study protein higher order
structure and dynamics. Because of the enormous number
of normal modes of vibration in a typical protein, the
vibrational bands overlap, giving rise to very complex IR
spectra. Nevertheless, it is often possible to extract valu-
able information from such spectra that provide valuable
insight into protein behavior. The basic principles of
protein vibrational spectroscopy can be understood by
considering a simple harmonic oscillator, whose frequency
is calculated as:
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where m; and m, are the masses of the two atoms in the
oscillator and k is a force constant. Any change in the force
constant (determined by the interatomic bond electron
density) will result in a frequency change. The intensity
of the absorption band is determined by a number of
factors. For an ideal harmonic oscillator, the transition
can occur only to the next vibrational level. In the mid-IR
region, the majority of oscillators are not excited at room
temperature; hence, only transitions to the first excited
state are observed. The probability of such transitions will
be determined by the square of the transition dipole
moment (TDM) (57):

(2-4-4)

TDM< Ou > hm + )

OR (R()) 87‘52 rmimy

where u is the dipole moment and / is Planck’s constant.
The (Ow/OR(Ry)) term represents the electronic contribu-
tion to the transition probability (by linking the latter to the
change of the dipole moment at the equilibrium position
Rp). Obviously, stronger absorption is favored by larger
dipole changes, which are often correlated with significant
bond polarities. Therefore, strong absorption bands are
often observed for polar bonds (e.g., carbonyl), while
carbon—carbon bands are typically much weaker or absent
from the vibrational spectra. The following brief discus-
sion is intended to provide a brief overview of some of the
key features of the vibrational spectra of proteins.

Amide Group Absorption. There are several bands associ-
ated with the vibrations of the protein amide groups. The so-
called amide I band (near 1650cm™") is most commonly
used for secondary structure analysis, as it is affected by
protein backbone structure (57). This band is mostly due to
the carbonyl stretching with minor contributions from other
vibrations (out-of-phase C—N stretching, C—C—N defor-
mation, and N—H bending). Although both theoretical
considerations, as well as experimental work carried out
with model proteins, suggest that different secondary struc-
tural elements give rise to distinct amide I bands, they
usually overlap in the absorption spectra. As a result, a
broad amide I band is typically observed for a majority of
proteins (Fig. 2.6). Two different approaches are often used
to analyze protein secondary structure based on the appear-
ance of the amide I band. The first aims at decomposing the
amide I band into “component bands” corresponding to
different types of secondary structure. This approach em-
ploys various mathematical procedures to resolve the com-
ponent bands (by using Fourier deconvolution, taking
second derivative, etc.), followed by fitting the experimental
band with a sum of components, each of which is
then assigned to a certain secondary structural
element (57). The second approach utilizes a “calibration
set of spectra” (i.e., spectra of proteins with known struc-
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Figure 2.6. Fourier transform infrared (FTIR) spectrum of a
synthetic prion peptide at 25°C (solid line) and 75°C (dashed
line). The peptide is predominantly in a B-sheet conformation at
low temperatures, as evidenced by the two sharp peaks at 1621 and
1691 cm ™" in the scan. The beta sheets then melt as temperature
increases, so that the spectrum at high temperature shows a single
broad peak at 1653cm™', characteristic of a random coil.
[Figure courtesy of Dr. Sarah Petty (presently at College of the
Holy Cross).]

ture) to perform pattern-recognition calculations. A chemo-
metric procedure (factor analysis) is then used to reduce a
large number of spectra in the calibration set to a smaller set
of a few linearly independent basis spectra. This set is used
to reconstruct the “unknown” spectrum.

The amide II (~1550cm™") and III (1400-1200cm ™)
bands are also dependent on the secondary structural con-
tent; however, the structure—frequency correlation is much
less straightforward. Consequently, these two bands are
rarely used in structural studies (57).

Absorption of Amino Acid Side Chains. The absorption
region of most side chains overlaps with the amide
I spectral region (1610-1700cm ™), often causing difficul-
ties in spectral interpretation (58). Only two amino acid
side-chain groups are “interference-free”, as they absorb in
distinct spectral regions without overlapping with other
groups. These are the protonated carboxyl groups of Asp and
Glu, 1710-1790-cm ™' (deprotonated Asp and Glu side chains
absorb strongly in the 1550—1580 cm ™' region, as well as near
1400cm™"), and the sulfhydryl group of Cys (2550
2600cm'). Assignment of bands corresponding to other
side chains is not easy and usually requires additional experi-
ments. The most popular choice for these experiments is
isotope labeling (change in the atomic mass results in a band
shift according to Eq. 2-4-3). This result may be achieved by
H/D exchange of labile hydrogen atoms, although in many
cases this is not very helpful for a variety of reasons (e.g., too



many groups are affected by this exchange, resulting in too
many changes in the spectrum). Alternatively, one can use
uniform isotopic labeling of one amino acid, thus minimizing
the number of band shifts.

Absorption of side chains is greatly influenced by their
environment, which makes vibrational spectroscopy a sen-
sitive tool to probe both intra- and intermolecular interac-
tions. As such, vibrational spectroscopy often provides an
opportunity to obtain information on protein properties that
are difficult to discern with other biophysical methods. Only
several of these features will be listed here (those that are
important within the context of the discussion in the fol-
lowing chapters of the book). Since the bond vibration
frequency depends on the electron density (in the form of
k in Eq. 2-4-3), FTIR spectroscopy may be used to monitor
redox reactions (59). Likewise, metal chelation by carbox-
ylate groups, as well as the protonation state of amino acid
side chains, often results in significant (and detectable)
frequency shifts (57). Finally, bandwidth can be used as a
semiquantitative measure of protein conformational hetero-
geneity (with flexible structures giving broader bands).
Since the time scale of IR absorption measurements is very
fast, it is being increasingly used for studies that require
high temporal resolution (e.g., enzyme catalysis and charge
transfer in redox-active systems) (60).

Fourier transform IR spectroscopy can also be used as a
means to monitor protein HDX reactions. Replac-ing of 'H
in an N—H group with D (*°H) results in detectable fre-
quency shifts (as expected from Eq. 2-4-3). Unfortunately,
the measurements are complicated due to significant spec-
tral interference (from side chains, as well as IHZHO),
making such studies not as conclusive as those carried out
with NMR or mass spectrometry (MS).

Finally, it should probably be mentioned again that water
(being a strong IR absorber) often interferes with IR spec-
troscopic measurements. As a result, aqueous solutions of
proteins and other macromolecules cannot easily be inves-
tigated using regular IR spectroscopic methods, necessitat-
ing the use of thin films and other solid samples.

Raman Spectroscopy. The technical difficulties mentioned
above (interference of water absorption bands with those of
proteins) can be largely overcome by using more sophis-
ticated vibrational spectroscopic techniques (e.g., Raman
spectroscopy). Although it provides information similar to
that extracted from regular IR absorption spectra (i.e.,
normal modes of vibration), fundamental mechanistic dif-
ferences (Raman is an inelastic scattering, NOT an absorp-
tion technique) lead to significant variation in the quality of
information obtained from these experiments. While di-
minished H,O and D,O interference in Raman spectra is
certainly a big advantage, Raman spectroscopy suffers
several drawbacks that often limit its application. The
S/N is typically inferior to that in the absorption IR spectra
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and quantitation is usually rather problematic (61). While
most Raman studies target amide I and III bands (aimed at
secondary and tertiary structure elucidation), there is grow-
ing interest in evaluating structural information that can be
obtained from the side-chain bands (62).

UV Resonance Raman. If the excitation wavelength lies
within a region of the protein electronic absorption, the
spectrum will contain only the bands from the chromophore
in resonance (off-resonance Raman scattering events would
have a tremendously lower probability). Thus, UV reso-
nance Raman (UVRR) spectroscopy provides a means to
obtain a spectrum that contains signatures from certain
amino acid residues (e.g., Trp and Tyr at 229-nm excitation)
or protein backbone (amide mw — ©* transition at 206 nm).
The Raman spectra obtained using the 229-nm excitation
are obviously dependent on the environment of Trp and Tyr
residues within the protein. As such, they would reflect
tertiary structural arrangement of the protein. The 206-nm
excitation is also structurally informative, since the amide
bond excitation gives rise to Raman spectra dominated by
the amide vibrations whose characteristics (frequency,
bandwidth, etc.) depend on protein secondary structure.
Deconvolution of such spectra using a calibration set of
“pure” secondary structural elements can provide quanti-
tative information on the secondary structure content of
proteins being examined (63). One may be compelled to
draw parallels between far- and near-UV CD and UVRR
utilizing 206 and 229-nm excitation, respectively.

Raman Optical Activity. Raman optical activity (ROA)
spectroscopy can be viewed as a hybrid of CD and IR
Raman spectroscopy. Current applications of ROA include
secondary structure assignment (utilizing mostly amide I
and III regions), evaluation of protein conformational het-
erogeneity (sometimes beyond that accessible by CD or
NMR), as well as studies of (partially) disordered protein
states (64).

2.4.3. Fluorescence: Monitoring Specific Dynamic
Events

Fluorescence is another popular spectroscopic technique
that is widely used to study macromolecular behavior in
solution. The aromatic groups of three amino acids (tryp-
tophan, tyrosine, and phenylalanine) offer intrinsic fluores-
cent probes of protein conformation, dynamics, and
intermolecular interactions. Tryptophan is perhaps the most
popular probe, since it occurs in one or a few positions in
most proteins. The fluorescence of the indole chromophore
is highly sensitive to the environment, making tryptophan an
ideal choice for reporting protein conformational changes
and interactions with other molecules (65). Tryptophan
absorbs at 275-295 nm and emits at 320-350 nm (tyrosine
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Figure 2.7. Tryptophan fluorescence emission spectrum of native and denatured states of cellular
retinoic acid binding protein I (CRABP I), excited at 280 nm. The unfolded state (black line) shows a
broad fluorescence signal centered ~350nm, characteristic of solvent exposed tryptophan. By
contrast the folded state (gray line) has a spectrum that is blue-shifted to 328 nm and significantly
quenched (less intense) than that of the unfolded state. This is due to the specific quenching effect
of tryptophan fluorescence by a proximal cysteine residue and is characteristic of native structure in

this protein.

also fluoresces in this region, but its contribution is gener-
ally less significant). In principle, if the protein structure is
known, then changes in tryptophan fluorescence could be
interpreted in structural terms at atomic resolution (65).
However, in practice the fluorescence signature of a protein
arises from a large variety of contributions that cannot be
adequately modeled.

In its simplest form, fluorescence can be used at equi-
librium as a measure of structure due to the quenching effect
of solvent exposure. In a completely denatured protein,
tryptophan residues are exposed to surrounding solvent and
fluorescence is quenched by collisions with solvent mole-
cules. In contrast, a folded protein will generally have a
tightly packed hydrophobic core in which aromatic residues
are buried and sequestered from solvent (Fig. 2.7). This
generally leads to an increased fluorescence signal from
proteins in structured states, and generally a shift in the
emission spectrum to higher frequency (blue shift), due to
the reduced dielectric constant in the interior of a folded
protein relative to solvent (66). Thus, measuring the fluo-
rescence emission spectrum for a protein can be a useful
measure of the extent of burial of aromatic residues. Since
this will change during the folding of a protein, monitoring
changes of fluorescence in a kinetic manner is a very
sensitive probe of folding kinetics.

Another aspect of fluorescence that has been used ex-
tensively for study of protein structure and dynamics is
the principle of fluorescence resonance energy transfer

(FRET). Where there is overlap between the emission
spectra of one fluorophore (donor) and the absorption
spectrum of a second (acceptor), if the two moieties are
sufficiently close in space there is the possibility of
energy transfer between the two upon excitation of the
donor. This manifests itself as a reduction in fluorescence
of the donor and enhanced fluorescence of the acceptor, the
efficiency of energy transfer depending on the distance
between the donor and acceptor pair. Careful choice of
chromophores, each pair of which have a different charac-
teristic distance of 50% transfer efficiency, or Forster
distance (67), allows these to be used as molecular rulers
from which intermolecular distances (or simply distances
between regions of a single macromolecule) can be mea-
sured. Dynamics in proteins can also be measured using
FRET if the dynamic event involves changing the distance
between the two fluorophores. An excellent source of
information on the theory of the FRET technique may be
found in (68).

Time-Resolved Fluorescence. Fluorescence emission is
characterized by two parameters: the quantum yield* (®g)

"Quantum yield is defined as a ratio of the number of emitted and absorbed
photons and determines the efficiency of fluorescence for any given
molecule.
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and the lifetime of the excited state . Both parameters (@,
and 1) are modulated by a number of intrinsic and extrinsic
factors, most notably by the environment of the fluorophoric
groups within the macromolecule. This effect is often used
to evaluate macromolecular structure and dynamics in
solution. Instead of re-emitting the photon, a number of
other events can occur leading to the decay of the excited
state (through a collision with another molecule or energy
transfer to another group). The latter event is referred to as
quenching and can be used to evaluate interaction of the
fluorescent groups within the protein. The lifetime of
the excited state of a single tryptophan varies from a few
hundred picoseconds to 10ns, and can be generally ex-
pressed as (65,69):

1

; = kr + kisc + ksol + Z ké (2'4'5)

where k, is the radiative rate constant, k. is the rate
constant for the intersystem crossing, ko is the rate constant
for solvent quenching, and kf] are rate constants for quench-
ing through different mechanisms. Solvent quenching of the
tryptophan fluorescence is typically in the range 10'—10%s !
for unstructured polypeptides, but is significantly reduced if
the protein conformation prevents solvent access to the
indole group. Peptide bonds are another common quencher
of tryptophan fluorescence. The rate constants of quenching
by side chains exhibit significant variation depending on the
mechanism of quenching and the particular side chain
involved (69).

Since the tryptophan side chain is typically involved
in multiple quenching interactions within the protein, the
observed fluorescence decay kinetics are usually very com-
plex even if only one tryptophan residue is present in
the protein (69). In a pulsed fluorescence experiment,
the emitted fluorescence is analyzed as a function of time
following a short intense light pulse (excitation). Finite
duration of the excitation pulse introduces another compli-
cation, as the measured total fluorescence intensity Ix(?) is
actually a convolution of the excitation pulse profile g(¢) and
the intensity of radiation emitted by a single fluorescent
particle ir(¢) (70):

t

Ir(1) = Jg(t’) -ip(t —t)dr

0

(2-4-6)

Deconvolution of ix(#) based on the known shape of g(#) and
measured Ig(f) can be carried out using an inverse FT
procedure (71). If a fluorescent molecule is excited by
polarized light, measurements of the polarization anisotropy
of the emitted light can be used to study molecular
tumbling (70,72).

Because of its superior sensitivity, fluorescence can be
used to study structure and behavior of macromolecules
present in solutions in minute concentrations.

Perhaps one of the most exciting recent developments
in the field is the emergence of “single-molecule spectro-
scopy”, a method of studying individual biopolymers
under physiological conditions (73). Monitoring one mol-
ecule at a time often provides unique information on
distribution functions of relevant observable properties,
allowing subpopulations in a heterogeneous sample to be
resolved (74-76).

2.5. OTHER BIOPHYSICAL METHODS TO STUDY
MACROMOLECULAR INTERACTIONS AND
DYNAMICS

2.5.1. Calorimetric Methods

Calorimetry is the best overall biophysical method to extract
accurate thermodynamic data about the stability of proteins
and binding interactions, and is the only method to measure
the enthalpy change AH directly (77,78). When proteins fold
and unfold, or when a protein binds a ligand, for instance,
there will be a change in the free energy associated with
the event. This temperature-dependent phenomenon can be
described by

T T
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T

(2-5-1)

Differential scanning calorimetry (DSC) measures the heat
capacity change, AC,, of a solution as a function of tem-
perature (79—-81). The DSC instruments contain two cells, to
one of which is added a solution of the biomolecule(s) of
interest and to the other (reference cell) an equal volume of
solvent. The system is then heated adiabatically at a con-
stant rate and the difference in power required to maintain
the two cells at the same temperature represents the excess
heat capacity of the sample. To obtain the temperature
dependence of the heat capacity, the mass of analyte (m,)
and the partial specific volumes of analyte and solvent (v,
and V) must be known. Then

v Acsolfsolv
C.(T) = Csolv ra 4 P
[’( ) P ‘—}S m,

(2-5-2)
where AC;"I'SOIV is the measured heat capacity change in the
calorimeter and C;OIV is the heat capacity of the solvent alone.

When a protein is thermally denatured its heat capacity
will generally change linearly with temperature until it
begins to unfold, after which there is a large increase in
C,(T) peaking at the midpoint of unfolding, T}, as shown in
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Figure 2.8. Calorimetric data obtained from DSC. The DSC
thermogram showing the change in excess heat capacity with
temperature as a protein undergoes thermal denaturation. Various
fitting procedures allow parameters, such as the heat capacity
change of denaturation (ACI‘}E“), and midpoint temperature of
denaturation (7},) to be extracted from the data. [Adapted with
permission from (77). Copyright © 2001 John Wiley & Sons.]

Figure 2.8. The unfolded protein will have a higher heat
capacity than the native protein that increases linearly with
temperature. Deviations from the predicted C,, values for a
known polypeptide chain may be indicative of residual
structure in the thermally denatured state.

The calorimetric enthalpy and entropy changes for un-
folding can be measured from integration under the curve
for the DSC thermograms. Using the van’t Hoff equation, an
alternative enthalpy can be calculated assuming two-state
behavior. If the ratio of the enthalpies calculated by both
methods is unity, then this is indicative of a cooperative
transition between folded and unfolded states. Deviation
from unity may suggest either the presence of unfolding
intermediates or else an irreversible unfolding process,
depending on the direction of deviation.

Calorimetry can also be applied to study the thermody-
namics of protein—ligand and protein-DNA association
reactions (82,83). If the interaction is of sufficiently high
affinity, then there will be a difference between the heat
capacity of the complex versus the sum of those of the
isolated components. By performing calorimetric measure-
ments on the separate species and on the complex it is
possible to obtain insight into thermodynamic forces that
stabilize the interaction. However, care must be exercised
since binding affinities are often very sensitive to external
factors, such as pH and ionic strength (and pH is itself
temperature dependent). Also, deconvolution of thermo-
grams from protein complexes can be difficult, especially
if each component of the system undergoes a thermal
transition (84).

To investigate interactions between molecules, a more
tractable approach is to use a different calorimetric method

known as isothermal titration calorimetry (ITC). In this
case, the system is held at constant temperature and one
binding partner is titrated into a solution containing the
second binding partner in a highly controlled manner. As
each aliquot of titrant is added, the heat change is measured
relative to a reference cell by determining the amount of
power required to keep a constant temperature difference
between the two cells.

Figure 2.9a shows a typical titration profile. Initially,
there is a large heat change as titrant is added, but as binding
approaches saturation the heat change diminishes with
further addition until finally there is no further change.
From these experiments, binding curves can be constructed
to obtain association constants. In addition, the total heat
absorbed or released by the system is the enthalpy change
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Figure 2.9. (a) Differential power signal upon titrating comple-
mentary strands of 16bp DNA at 30°C measured by ITC. Upon
each addition, heat is absorbed leading to a spike in the power
trace. Integration yields titration curves (b,¢) of heat change (Aq)
versus ligand concentration ([L]), from which binding constants
and enthalpies of association are determined. [Adapted with
permission from (77). Copyright © 2001 John Wiley & Sons.]
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upon binding. Once again this calorimetric value can be
compared with van‘t Hoff enthalpies obtained by
other methods to determine whether the association is a
cooperative process. By performing ITC titrations as a
function of temperature, the change in heat capacity of
binding can also be determined. This represents a measure
of the burial of solvent-exposed surface area occurring
when the two interaction partners bind. Again this can
also be calculated empirically, and deviations between
theoretical and experimental values can provide useful
information about the nature of the binding interactions.
Only in the case of a simple lock-and-key binding mech-
anism would one expect the two values to coincide. With
an induced fit mechanism, the rearrangements required to
bind ligand would be associated with an additional change
in AC,,. This effect is likely even further accentuated in the
case of intrinsically disordered proteins, where in order to
bind the ligand effectively the protein folds around the
template ligand, thus producing a large heat change.

2.5.2. Analytical Ultracentrifugation

The technique of analytical ultracentrifugation has been
used for many years to study the molecular weights, hy-
drodynamic properties, and solution interactions in macro-
molecules (81,85-87). The method takes advantage of the
effect of diffusion of molecules within a solution that can be
balanced by the tendency of the molecules to sediment
under the influence of a centrifugal force. While NMR and
crystallography can yield high-resolution structural data, the
ultracentrifuge is extremely versatile and can provide details
on size and shape of the sedimenting species. It can also be
used to obtain equilibrium association constants and to
measure the extent of aggregation states and conformational
changes.

In a spinning rotor, a particle with mass m experiences a
sedimenting force F that depends on the angular velocity
(w) of the rotor, and the radial distance (r) from the axis
of rotation:

Fy = mo’r (2-5-3)
This force is balanced by a buoyant force Fj, that is a
function of the solvent density (p) and the partial specific
volume of the solute (v), and a frictional force F; that
depends on the velocity of the particle (z) and its shape
and size, denoted by the frictional coefficient, f:

Fy = —mvpw’r (2-5-4)

Fy = ~fu (2-5-5)

These forces balance and, as such, these equations may be
combined to produce the Svedberg equation:

MD(1 —3p) _ u _ (2-5-6)
RT w?r

where the diffusion coefficient, D=RT/Npf, Na is
Avogadro’s number, M is the molecular weight of the
particle, and s is the sedimentation coefficient, which has
the unit of svedbergs (S = 107 Bg).

The experimental setup of the analytical ultracentrifuge
involves a rotor that can be rotated at a very precisely
controlled speed and temperature. In order to sediment
macromolecules in a reasonable time frame the centrifuge
is normally capable of speeds up to 60,000 rpm and the rotor
chamber is evacuated to reduce friction and turbulence.
Additionally, and most importantly, an optical system is
present that can precisely measure the radial concentration
of analyte across the observation cell. Commercially avail-
able instrumentation normally measures optical absorbance
or interference due to the difference in refractive index
between sample and solute, although fluorometric detection
systems are also available (88).

The sample is introduced into one sector of a two-sector
cell while the adjacent sector contains only the reference
solvent, precisely matched in concentration and ionic
strength to that containing the analyte. The cell is then
aligned radially in the centrifuge such that sedimentation
under centrifugal force can be measured by the variation of
solute concentration as a function of radial distance from the
rotor axis. The optical system is precisely synchronized to
the rotation of the rotor so that observation occurs at the same
position in the cell with each pass of the rotor through the
light path. In older systems, absorbance or interference was
measured using film and then measuring the intensity of the
photographic image or counting interference fringes manu-
ally, but with the advent of CCD cameras and computer
imaging systems, this is all now computer controlled.

Two types of experiment can be performed in an ana-
lytical ultracentrifuge, the first of which is known as sed-
imentation velocity. This method can be used to rapidly
assess the number of species present in a mixture, whether
there are interacting species and the sedimentation and
diffusion coefficients. It is often used as a precursor to
more detailed study by sedimentation equilibrium (see
below).

An initially uniform solution of analyte is subjected to a
sufficiently high angular velocity that the solute begins to
sediment rapidly toward the bottom of the cell (Fig. 2.10a).
As solute is depleted from the meniscus region of the sample
column, a sharp boundary forms that shifts toward the
bottom of the cell with time, and also broadens due to
diffusion. The rate of sedimentation depends on the molec-
ular weight and shape of the solute molecules. From these
experiments, the rate of broadening of the boundary can be
used to calculate the diffusion coefficient, and the rate of
sedimentation gives the sedimentation coefficient, from
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Figure 2.10. Typical traces obtained from (a) sedimentation velocity, and (b) sedimentation
equilibrium experiments using analytical ultracentrifugation. In (@) the change in absorbance along
the length of the observation cell is plotted, each curve representing a different time point. As the
experiment proceeds, absorbing material begins to sediment, leading to a depletion in the absorbance
in the bulk solution and the sedimenting boundary shifts along the cell. In (b), equilibrium has been
reached where sedimentation and diffusion forces are exactly balanced, leading to a distribution of
material throughout the cell whose properties can be used to determine molecular parameters, such
as molecular weight and dissociation constants.
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which the molecular weight of the analyte can be calculated.
The latter can be determined according to the equation:

o drbnd/dl
S== (2-5-7)
In(rpng/rm) = sw’t (2-5-8)

where ry,q is the radial distance of the boundary from the
axis, and r, is the distance of the solvent meniscus. Thus,
the sedimentation coefficient can be determined from a plot
of In(r,,q) versus time. In practice, a variety of alternative
methods have been developed to determine sedimentation
coefficients that account for such factors as nonideality of
the solution, radial dilution, self-association, concentration
dependence of the sedimentation coefficient, and even
sedimentation occurring during the initial rotor acceleration.
Perhaps one of the most elegant of these involves
computational numerical solution of the Lamm equa-
tion (86,89,90):

de(r,t) 1d

de(r,t
D e(r, )—swzrzc

a rar|”C ar r| (259)
which represents a general equation for sedimentation of a
particle of sedimentation coefficient s and diffusion coeffi-
cient D. Using the wealth of time-dependent concentration
data obtained from the ultracentrifuge, Eq. 2-5-9 can be
rapidly solved computationally to fit the data and obtain
values for the coefficients of the sedimenting species. This
method has been successfully used to measure molecular
weight distributions ranging from small molecules all the
way up to viral capsids (>1MDa).

In the case of multiple populations present in the sample,
the individual components will sediment at different rates
according to their molecular weight and shape. If the
components are sufficiently different, multiple boundaries
can be observed, enabling extraction of parameters for the
individual species. Note that the sedimentation coefficients
are not additive. For instance, ribosomes consist of two
subunits that have molecular weights corresponding to 40S
and 60S. However the intact ribosome has a sedimentation
coefficient of 80S.

The second type of experiment involves much lower
rotor speeds, and instead of simply sedimenting the solute
molecules, they are allowed to come to equilibrium where
sedimentation forces are exactly balanced by diffusion. In
this case, the boundaries between solvent and solute reach
an equilibrium radial distribution, solute concentration in-
creases exponentially with increasing radius, and becomes
invariant with time (Fig. 2.10b). Because it is an equilibrium
method, this technique can be used to obtain thermodyn-
amic information about interacting species. In the case of a
reversible association, such as protein—protein or protein—

nucleotide binding, one can obtain equilibrium dissociation
constants. It can also be used to detect the existence of
nonspecific associations and/or aggregation events. The dis-
advantage is that, whereas a sedimentation velocity experi-
ment can be completed in a matter of hours, it can sometimes
take several days for the system to reach a satisfactory
equilibrium in the ultracentrifuge. In many cases, this can
be circumvented by using short solution columns, but at the
potential expense of resolution from using only a small
portion of the observation cell for measurements.

At equilibrium, the buoyant molecular weight of a
solvent may be derived from Eq. 2-5-6:

2RT  d(Inc)
(1—9p)w? dr?

M= (2-5-10)
Thus, at equilibrium the molecular weight of a single
species can be determined from the slope of a plot of
In ¢ versus r*. In practice, however, very few biomolecules
exist purely as monomers and the real power of equilibrium
sedimentation lies in its ability to probe these intermolecular
interactions. As the concentration varies across the radial
length of the cell, so too will the degree of association by the
law of mass action. At the top of the cell, the concentration
of oligomer is negligible so monomer molecular weights
can be extracted, whereas toward the bottom of the cell the
increased molecular weight resulting from associations can
be probed.

Normally, a complete data set will include experiments at
a series of concentrations, rotor speeds, and even tempera-
tures, from which a global fitting procedure can be applied
to model different interaction scenarios (monomer—dimer,
monomer—tetramer, etc.). Other treatments can determine
whether these associations are truly reversible or are, in fact,
aggregation events, and also electrostatic effects that can
lead to solution nonideality, and hence ambiguity of the
results. These complicated procedures are beyond the scope
of this text, but excellent review articles and introductory
texts are available (85,86,90-93). Careful and thorough
analysis, however, can be used to gain extremely valuable
details about molecular weights, thermodynamics of asso-
ciation, and has even been applied to investigate the effects
of detergents on membrane proteins and the effects of
macromolecular crowding as is likely the case in the
intracellular environment.

2.5.3. Surface Plasmon Resonance

This method has become very popular for the study of
protein—ligand and protein—protein interactions. The tech-
nique relies on a phenomenon when incident light passes
between a high refractive index () and low refractive index
(np, where n, <n;) medium when there is an electrically
conducting surface at the interface (94-96). Above a critical
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angle (0) of incident light, the beam is reflected at the
interface back into the high refractive index medium. How-
ever, in doing so, it also sets up an electric field in the
conducting surface that can lead to a conversion of photon
energy into plasmon energy at the surface in a manner that is
critically dependent on the refractive index (m,) at the
surface. If the wave vectors of the photon (k,) and plasmon
(kyp) energies are equal in magnitude and direction, then a
resonant effect occurs (known as surface plasmon reso-
nance, SPR) between the two that manifests itself as a
reduction in intensity of the reflected light:

(2-5-11)

2
ky = fnnlsine
A

(2-5-12)

where ngqq is a constant, the refractive index of the gold
layer, / is the wavelength of incident light. The parameter k.
can be tuned to match k,, either by varying the wavelength
or angle of the incident beam. In practice, the angle 0 is
varied and the angle of minimum reflectance intensity due to
the SPR effect is measured. The refractive index (n,) at
the surface can then be calculated by equating 2-5-11 and
2-5-12 (kg, = k). If a protein is immobilized very close to
the surface, then binding of another protein or ligand will
cause a change in concentration, and hence refractive index
(n) at the surface. Thus, the SPR phenomenon can be used
as a very sensitive probe of concentration changes, and
hence protein—ligand interactions.

A glass slide coated with a thin layer of gold can be
decorated at its surface with the biomolecule of interest. A
variety of chemistries have been developed to allow this to
happenreadily, forinstance, athinlayer of carboxymethylated
dextran allows attachment of proteins via a variety of reactive
side chains (amine, thiol, carboxylate), while also providing a
hydrophilic environment to accommodate the binding inter-
action. More specific coatings, such as streptavidin, can be
used to select biotinylated proteins or nickel nitrilotriacetate
will specifically bind proteins with histidine tags.

The plate is then placed into the instrument with the
protein—decorated surface exposed to a liquid flow chamber.
As buffer containing the interaction partner of the immo-
bilized protein is flowed over the surface, protein—protein
interactions will occur, and the binding event causes a
change in the refractive index of the surface that is depen-
dent on the concentration of bound species. This refractive
index change is detected as a change in the SPR response,
and can thus be used quantitatively to measure the binding
constant. This technique is extremely sensitive and versatile
and can be used to screen interactions of proteins with
ligands. Since the target protein is linked either covalently

or by a high-affinity interaction with the surface, ligands can
in general be washed off by adjusting buffer conditions, thus
regenerating the surface so that the experiment can be
repeated with different concentrations of ligand or else
completely different molecules. Some information can be
obtained about the kinetics of binding from the time course
for development of the SPR response, and thermodynamic
binding data can be extracted from the concentrations of
bound ligand at steady state. However, care must be taken to
ensure that the bound proteins are in the correct orientation
on the surface to enable efficient binding of ligand, and also
that the immobilization process does not in some way
compromise the structural integrity or ligand-binding effi-
cacy of the target protein.

2.5.4. Size Exclusion Chromatography (Gel Filtration)

The means by which a macromolecule passes through a
chromatography column packed with silica gel depends
empirically on its size and shape. Larger molecules will
be excluded from the pores formed within the gel bed, and
hence will pass through the column rapidly. On the other
hand, small molecules can enter at least partially into these
cavities, and hence passage of these molecules will be
retarded. Size exclusion chromatography, SEC (also known
as gel filtration or gel permeation chromatography) is a
powerful technique for determining molecular weight and
distributions in random coil synthetic polymers. However, it
is not trivial to characterize the molecular weight of folded
protein molecules since shape also has a significant effect.
Regions of a protein with an extended conformation may
become entangled in the gel pores, and hence cannot pass
through the column as rapidly as one would predict from
their molecular weight. Similarly, molecules with unusual
charge distributions or patches of hydrophobic residues may
interact with the column resin in unpredictable ways.

Nevertheless, gel filtration has uses for studying protein—
protein interactions. Clearly, multimeric forms should have
a different mobility than the monomer. With careful cali-
bration and taking into account the many caveats, gel
filtration can be a helpful empirical tool for the investigation
of protein size and intermolecular interactions. In Chapter 9,
we will see an example of how SEC is used in combination
with MS to study protein aggregation processes. In this case,
protein oligomers are separated from each other based on
their size (i.e., number of monomer units). Size-based
separation can be also applied, at least in principle, to
separating folded proteins from their less structured forms.
Figure 2.11 shows SEC profiles of two forms of a small
glycoprotein interferon B1a, intact and alkylated. As we will
see in Chapters 4 and 5, alkylation of the single cysteine
residue in this protein results in partial unfolding, and SEC
clearly shows shorter retention time, consistent with the
(partial) loss of compactness in solution.
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Figure 2.11. Size exclusion chromatography elution profiles of intact (black trace) and NEM-
alkylated form (gray trace) of interferon Bla. Light gray trace corresponds to the incompletely
alkylated protein. [Adapted with permission from (97). Copyright © 2008 American Chemical

Society.]

One thing that needs to be kept in mind when interpreting
the results of SEC measurements is that fast interconversion
between different forms of the protein (e.g., unfolding—
refolding or association—dissociation) during the chro-
matographic run may influence the outcome of such an
experiment by generating a single peak, whose retention
time will be indicative of how much time the protein
molecule spends in each specific conformation during its
passage through the column). This phenomenon may be
especially detrimental in the analysis of reversible protein
aggregates and, more generally, multiunit associations,
since SEC measurements inevitably involve sample dilu-
tion, which shifts the equilibrium toward dissociation (98).

2.5.5. Electrophoresis

Electrophoresis involves applying an electrical potential
across a thin (usually) polyacrylamide gel held between
glass plates, to which samples of analyte biomolecules have
been applied at one end. Under the influence of the electric
field, the analyte will enter the gel and pass through it
depending on a combination of molecular weight, molecular
shape, and charge on the molecule. The most popular
method involves denaturing the protein sample by boiling
with B-mercaptoethanol and the anionic detergent sodium
dodecyl sulfate (SDS). The former reagent reduces all
disulfide bridges, while the latter causes complete denatur-
ation and encapsulates the proteins in detergent micelles
that have an approximately constant charge-to-mass ratio.
Protein molecules will thus migrate through the gel matrix

in a predictable manner, with smaller molecules passing
through the gel more rapidly and high molecular weight
ones more slowly. Once the samples have been separated,
but before they pass completely through the gel, the electric
field is removed and the proteins may be visualized by
staining with a protein binding dye. By comparison with
calibration standards, the molecular weight can be deter-
mined with some degree of precision.

Since this electrophoretic technique employs denaturing
conditions, it is not useful for looking at biologically
relevant macromolecular interactions. It is, however, pos-
sible to use nondenaturing conditions and apply native
proteins to the gel. Due to the above dependences on size,
shape, and charge, interpretation of the mobility of analyte
through a native gel is not trivial. Normally, it is necessary
to run a suite of gels with different degrees of cross-linking
in the gel matrix to obtain useful data. Once again, this
is a simple empirical technique that can be useful for
initial screening of proteins and their interactions, but
requires very careful calibration to obtain meaningful
information.

Another electrophoretic technique that has been used to
evaluate protein conformations and transitions among them
is capillary electrophoresis (CE). As is the case with gel
electrophoresis discussed earlier, the measurements are
based on separating proteins according to their mobilities,
which are determined by both total charge and the size of the
protein molecule. Since the latter can be correlated with
protein conformation (the degree of compactness), protein
mobility data derived from CE measurements can be
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indicative of protein conformation. Unlike gel electropho-
resis, CE measurements are carried out in solution, thus it is
much easier to perform experiments under physiologically
relevant conditions (99). A significant advantage of CE is
that it requires very small amounts of the protein sample.
This technique has been shown to be able to resolve
conformational intermediates, including protein oligo-
mers (100). An interested reader is referred to an old, but
nonetheless very useful review on this subject (99).

2.5.6. Affinity Chromatography

Affinity chromatography (AC) is another separation
technique that has gained prominence in protein extrac-
tion/purification, but is also used in biophysical experi-
ments (101). The separation is based upon the interaction
of molecules immobilized to a surface (ligands) with their
partners dissolved in the mobile phase (analyte). The inter-
actions are usually highly specific (hence the use of AC in
protein extraction from complex matrices), but the interac-
tion strength can be modulated by a variety of extrinsic
factors. Biophysical applications of AC may include dis-
covery of novel binding partners for a given ligand and
ranking of affinities within a set of target molecules toward
a particular ligand, among others. A very detailed discussion
of the technical aspects of affinity chromatography can be
found in a recent review article by Urh et al. (101).

This chapter briefly reviewed a number of the biophysical
techniques routinely used in the laboratory to study protein
size, shape, structure, and dynamics. Some of these are very
low resolution, others are extremely high resolution, pro-
viding anything from a quick and general view of protein
associations right through to a picture at the atomic level. In
the following chapters, we will demonstrate some of the
many applications of MS to answer biological questions. In
many ways, these techniques are complementary to the
methods described herein, providing confirmatory evidence
and in many cases unique information. No single biophys-
ical method is sufficient to fully describe a system, but in
Chapters 3-9 we will see the power of MS, both now and in
the future, in the biophysical arena(101).
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OVERVIEW OF BIOLOGICAL MASS SPECTROMETRY

The purpose of this chapter is to provide readers who are
less familiar with mass spectrometry with concise back-
ground material on modern MS instrumentation and tech-
niques that will be referred to in the later chapters. The idea
is to equip the reader with a knowledge base that could
later be used to make an informed choice as to the use of a
particular instrument or technique for a specific task.

3.1. BASIC PRINCIPLES OF MASS
SPECTROMETRY

In a century that has passed since the introduction of the
concept of MS by J.J. Thomson (1,2), this technique has
become an indispensable analytical tool in many areas of
science and technology. This section will briefly review the
most important concepts and definitions pertaining to MS. An
emphasis will be placed on those features of MS measurements
that are particularly relevant for MS analysis of biological
macromolecules, as outlined in the following chapters.

The basic principles of mass spectral measurements
utilize the ability of electric and magnetic fields to exert
influence on charged particles in vacuum:

mi = q(E+[7 x B)) (3-1-1)

Since the magnitude of each of these interactions is
determined by both charge ¢ and mass m of the particle, its
trajectory r is universally dependent on the mass-to-charge
ratio (m/z). Only charged particles can be manipulated by the
electromagnetic fields, hence all neutral molecules must be

ionized prior to analysis. Thus, a typical mass spectrometer
usually accomplishes two distinct tasks, ionization and mass
measurement of the produced ions. According to this view, the
mass spectrometer is an analytical device that volatilizes and
ionizes molecules, and measures ion abundance as a function
of the ionic m/z. In most types of mass spectrometer, such
measurements are actually carried out by first separating the
ions (either spatially or temporally) according to their m/z,
followed by detection of each type of ion (Fig. 3.1). An
exception is Fourier transform ion cyclotron resonance (FT
ICR), where no physical separation of ions is required prior to
ion detection and mass measurement.

Unless the sample is already in the vapor phase, it must be
volatilized prior to or concurrently with ionization. The
sensitivity of the analysis obviously depends on ionization
efficiency, that is, the fraction of the neutral analyte mole-
cules that are converted to ions and transferred to the next
segment of the instrument where mass analysis is carried out.
Ionization is quite often accompanied by dissociation of the
analyte molecules yielding fragment ions, which in many
cases can be more abundant than the (quasi) molecular ions.
The latter represents the intact analyte molecules M with
added charge (M, MH", etc.). Although fragmentation
complicates the appearance of the mass spectrum, it often
provides useful structural information, a subject discussed in
more detail in the following sections of this chapter.

Ions produced in the ionization source are transferred to
the mass analyzer, where the m/z ratios are measured. The
physical principles of such measurements vary among the
many different types of mass analyzers and will be reviewed
in Section 3.5. In the remaining part of this section, we will
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ionization mass ion
source analyzer detector
A
A 4
collision mass
cell analyzer

Figure 3.1. A schematic block diagram of a mass spectrometer.
Elements shown in gray are used only for tandem MS
measurements.

consider some common characteristics and features of mass
analysis and their pertinence to the MS of biopolymers.

The total charge ¢ on any ion is a multiple of the
elementary (electron or proton) charge e (1.6022 x 10"
coulomb in SI units):

q = tze (3-1-2)
where z is always a positive integer. Therefore, the mass-to-
charge ratio is always expressed as m/z, not m/q. The mass of
an ion is generally different from that of a neutral molecule.
The difference could be quite small (e.g., forions produced by
electron stripping or attachment, M or M'™). However, as
we will see in the following sections, charge acquisition by
biopolymers is almost always accompanied by a substantial
gain (or loss) of mass ((M+nH]"", [M+nH+mNa]" "™+,
[M-nH+mNa] """, etc.), which usually cannot be ignored.
In this last statement, we make an implicit assumption that a
biopolymer under consideration can be assigned a mass, just
like any other physical object. As it turns out, the definition
of macromolecular mass is not as trivial as it may seem.
Since mass measurement is one of the main objectives of
MS as an analytical technique, it is necessary to explore the
concept of macromolecular mass in greater detail.

3.1.1. Stable Isotopes and Isotopic Distributions

Every molecule has a unique chemical composition; how-
ever, there is always some “physical” heterogeneity asso-
ciated with the presence of stable isotopes (nuclides having
the same number of protons, but a different number of
neutrons). The existence of stable isotopes was demonstrat-
ed experimentally by Francis W. Aston (3), although their
existence had been postulated at least a quarter of a century
prior to this discovery (for which the Nobel Prize in
Chemistry in was awarded in 1922").

"The electron mass is only 9.1095x1072% g, more than three orders of
magnitude below that of a proton (1.6726x 1072 g) and neutron (1.6749x
107%* @), the building blocks of atomic nuclei.

TAston’s own account of his discovery is available at http://www.nobel.se/
chemistry/laureates/1922/aston-lecture.html.
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Fractions of “heavy” isotopes of elements that are ubig-
uitous in biological molecules (C, N, H, O, P, etc.) do not
usually exceed 1%* (see Table 3.1). Nevertheless, if a
molecule contains a large number of atoms of a certain
element, contributions of heavy isotopes can become very
significant. We will illustrate this using carbon, an element
that has two stable, naturally occurring isotopes, '*C
(98.9%) and *C (1.1%), and buckminsterfullerene, a Cqo
molecule. The probability that every carbon atom in Cg is
represented by the “light” isotope can be calculated as
P, = (0.989)® =0.515, meaning that almost one-half of all
buckminsterfullerene molecules contain at least one *C
atom. The probability that k and only k out of 60 carbon
atoms are '*C can be easily calculated as:

Pr = C%- (0.011)" - (0.989)%7% (3-1-3)
where C{” is a binomial coefficient (number of possible
combinations of k elements out of 60). The graph of P, as a
function of mass or, more precisely, number of *C atoms
(Fig. 3.2) represents an isotopic distribution of buckmin-
sterfullerene. A trivial expansion of eq. 3-1-3 gives an
isotopic distribution for a hypothetical molecule built of
n atoms A with two stable isotopes, XA (relative abundance
Po) and X+14 (relative abundance p1=1- po):

Pe=Ci (p) - (o)™ (3-1-4)

It is easy to show that eq. 3-1-4 can be expanded to
include more than two elements, for example, an isotopic
distribution for a molecule A,B,, can be expressed as a
convolution of two binomial distributions:

Pe=3_Cr-Cr - (o) ()" (8) - (8)" 8k
ij
(3-1-5)

where po*, pi*, pot, and p,® represent the relative abun-
dance of A, **'A, YB, and Y*!B, respectively, and 8 ;. ; is
a Kronecker symbol (5,,=1if p=g¢, and 0 if p # ¢), or
simply

Pe= > C - () - ()" () ()"

i<k

(3-1-6)

Another, more intuitive presentation of eq. 3-1-5 uses a
product of the two binomials, (po™ + p1™)" (po® + pi®)",
whose expansion gives the relative abundance P, of the
isotopic species whose mass exceeds that of *XAYB by k

iSulfur is a notable exception, with **S and **S together accounting for
almost 5% of stable sulfur isotopes.
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TABLE 3.1. Isotope Abundance and Accurate Masses for Selected Elements Based on Compilations®™

Element Isotope Accurate Mass, u (STD, pu) Natural Abundance
Hydrogen 'H 1.007 825 031 90 (0.000 57)° 0.999 844 26(5)"
2H (D) 2.014 101 777 95 (0.000 62)* 0.000 155 74(5)"
Carbon” 2c 12.000 000 000 000 0.988 944(28)
B¢ 13.003 354 838 3 (0.0049)" 0.011 056(28)"
Nitrogen 1N 14.003 074 007 4 (0.0018)* 0.996 337(4)°
BN 15.000 108 973 (0.012)* 0.003 663(4)“
Oxygen 160 15.994 914 622 3 (0.0025)° 0.997 6206(5)"
70 16.999 131 50 (0.22)" 0.000 3790(9)”
130 17.999 160 4 (0.9)” 0.002 0004(5)”
Fluorine 19p 18.998 403 2 (0.5)° 1¢
Sodium 23Na 22.989 770 (2)° 1¢
Magnesium® %Mg 23.985 041 87 (0.26) 0.789 92(25)
Mg 24.985 837 00 (0.26) 0.100 03(9)
20Mg 25.982 593 00 (0.26) 0.110 05(19)
Aluminum Al 26.981 538 (2)° 1¢
Silicon” 8gi 27.976 926 49 (0.22) 0.922 223(9)
28i 28.976 494 68 (0.22) 0.046 853(6)
30si 29.973 770 18 (0.22) 0.030 924(7)
Phosphorus 3p 30.973 761 (2)° 1¢
Sulfur” 23 31.972 070 73 (0.15) 0.950 3957(90)
33 32.971 458 54 (0.15) 0.007 4865(12)
Mg 33.967 866 87 (0.14) 0.041 9719(87)
g6 35.967 080 88 (0.25) 0.000 1459(21)
Chlorine” el 34.968 852 71 (0.04) 0.757 79(46)
e 36.965 902 60 (0.05) 0.242 21(46)
Potassium MK 38.963 706 9 (0.3)" 0.932 581 (44)¢
4R B 39.963 998 67 (0.29)" 0.000 117 (1)¢
K 40.961 825 97 (0.28)“ 0.067 302 (44)*
Calcium”® 40Cq 39.962 591 2 (0.3) 0.969 41(6)
2Ca 41.958 618 3 (0.4) 0.006 47(3)
$Ca 42.958 766 8 (0.5) 0.001 35(2)
4Ca 43.955 481 1 (0.9) 0.020 86(4)
46ca B 45.953 692 7 (2.5) 0.000 04(1)
48P 47.952 533 (4) 0.001 87(1)
Manganese SSMn 54.938 049 (9)° 1¢
Iron” SFe 53.939 614 7 (1.4) 0.058 45(23)
S0Fe 55.934 941 8 (1.5) 0.917 54(24)
5TRe 56.935 398 3 (1.5) 0.021 191(65)
8RB 57.933 280 1 (1.5) 0.002 819(27)
Nickel 3Ni 57.935 347 7 (1.6)" 0.680769 (89)7
SONi 59.930 790 3 (1.5)* 0.262231 (77)¢
6INi 60.931 060 1 (1.5)" 0.011399 (6)¢
O2Ni 61.928 348 4 (1.5)° 0.036345 (17)¢
64N B 63.927 969 2 (1.6)° 0.009256 (9)¢
Copper” 8Cu 62.929 600 7 (1.5) 0.691 74(20)
5Cu 64.927 793 8 (1.9) 0.308 26(20)
Zinc? “7Zn 63.929 146 1 (1.8) 0.4863(20)
6671 65.926 036 4 (1.7) 0.2790(9)
577n 66.927 130 5 (1.7) 0.0410(4)
87n 67.924 847 3 (1.7) 0.1875(17)
707 ®) 69.925 325 (4) 0.0062(1)
Gallium ®Ga 68.925 581 (3)* 0.60108 (9)¢
1Ga 70.924 707 3 (2.0)* 0.39892 (9)¢
Arsenic B As 74.921 60 (20)° 1¢
Selenium? 74Se 73.922 476 7 (1.6) 0.008 89(3)
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Element Isotope Accurate Mass, u (STD, pu) Natural Abundance
76Se 75.919 214 3 (1.6) 0.093 66(18)
77Se 76.919 914 8 (1.6) 0.076 35(10)
8ge B 77.917 309 7 (1.6) 0.237 72(20)
80ge (B 79.916 522 1 (2.0) 0.496 07(17)
82ge (B 81.916 700 3 (2.2) 0.087 31(10)
Bromine Br 78.918 337 9 (2.0)* 0.5069 (7)¢
81Br 80.916 291 (3)“ 0.4931 (7)¢
Ruthenium %Ru 95.907 604 (9)* 0.0554 (14)¢
%Ru 97.905 287 (7)° 0.0187 (3)¢
PRu 98.905 938 5 (2.2)° 0.1276 (14)¢
10RYy 99.904 218 9 (2.2)“ 0.1260 (7)¢
101Ru 100.905 581 5 (2.2)° 0.1706 (2)*
102Ry B 101.904 348 8 (2.2)° 0.3155 (14)¢
104Ry B 103.905 430 (4)° 0.1862 (27)¢
Cadmium 106¢q 105.906 458 (6)* 0.0125 (6)*
108¢q 107.904 183 (6)° 0.0089 (3)¢
10cq 109.903 006 (3)* 0.1249 (18)¢
Meq 110.904 182 (3)* 0.1280 (12)¢
20q®- 111.902 757 7 (3.0)* 0.2413 21)¢
B3og®- 112.904 401 4 (3.0)* 0.1222 (12)¢
4cg®- 113.903 358 6 (3.0)" 0.2873 (42)¢
Hocq®-) 115.904 756 (3)° 0.0749 (18)¢
Indium 137 112.904 062 (4) 0.0429 (5)¢
151 B 114.903 879 (4)° 0.9571 (5)¢
Iodine 1271 126.904 468 (4)° 1¢
Gadolinium 152Gd 151.919 789 (3)* 0.0020 (1)¢
154Gq®- 153.920 862 (3)° 0.0218 (3)¢
155Gd 154.922 619 (3)° 0.1480 (12)¢
156Gq®-) 155.922 120 (3)* 0.2047 (9)¢
157Gd 156.923 957 (3)* 0.1565 (2)¢
138Gq®-) 157.924 101 (3)° 0.2484 (7)¢
100GqB-) 159.927 051 (3)* 0.2186 (19)¢
Mercury 196Hg 195.965 814 (4)° 0.0015 (1)¢
198Hg 197.966 752 (3)* 0.0997 (20)¢
199Hg 198.968 262 (3)* 0.1687 (22)¢
20Hg 199.968 309 (3)* 0.2310 (19)¢
201Hg 200.970 285 (3)“ 0.1318 (9)¢
202Hg 201.970 625 (3)“ 0.2986 (26)¢
204 g B 203.973 475 (3)" 0.0687 (15)¢
Bismuth 209B;j 208.980 38 (20)“ 1¢

“Reference (4).
b Reference (5).
“Reference (6).
dReference ).
¢Single stable isotope for this element.

mass units. Further expansion to a general case of a poly-
atomic molecule A,B,,...Z, is relatively straightforward:

(Po+PT+P+ )" (P +pr 3+ )" -
(p%—l—p%—i—p%-i— ) (3-1-7)

Despite its analytical elegance, Eq. 3-1-7 is computation-
ally demanding and is rarely used for calculating the isotopic

distributions in a straightforward manner. Multiple algo-
rithms have been developed over the last couple of decades
that use various robust schemes to calculate isotopic distribu-
tions of large polyatomic molecules with high accuracy
(8-13). Isotopic distributions of many elements (metals in
particular) display some rather characteristic patterns, which
sometimes provide unique “isotopic signatures” within
small molecules (Fig. 3.3). Isotopic distributions of most
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Figure 3.2. Isotopic distribution of a buckminsterfullerene (Cgy) molecule (shown as a bar
diagram). The inset shows logarithms of a number of combinations of k atoms out of 60 (gray
trace) and a probability that in each such combination k atoms are '*C isotopes (black trace).

biopolymers are not as telling (as far as the elemental make-
up is concerned). Instead, the large number of atoms present
in a “typical” biomolecule gives rise to a convoluted isotopic
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Figure 3.3. Isotopic signatures of metal ion—organic acid com-
plexes: isotopic distributions of (Cd - EDTA)>~ and (In - EDTA),
where EDTA=ethylenediaminetetraacetic acid.

distribution whose width increases as the size of the macro-
molecule increases (Fig. 3.4).

Most commercial mass spectrometers have built-in soft-
ware that calculates isotopic distributions.” The data input
is often available in two formats: general (using a molecular
formula A,,B,,,. . .Z,) or peptide - and protein-oriented (using
an amino acid composition Aaa,Bbby,...Zzz4 or simply an
amino acid sequence). Most of the web-based programs
currently calculate isotopic distributions assuming the
natural abundance of stable isotopes for each element.
Calculations of isotopic distributions for proteins expressed
in a medium that is enriched with (or depleted of) a certain
isotope(s) would require a more flexible algorithm.

Strictly speaking, in each of the calculated isotopic dis-
tributions shown in Figure 3.4, only the monoisotopic peak is
truly a single peak, with the rest of the peaks in the cluster
being composite peaks representing two or more isobaric
species. For example, the monoisotopic peak of ubiquitin
shown in Figure 3.4 corresponds to an ionic species
(12C37g "Hg31 "“Nyos ]601133ZS)+, while the next peak repre-
sents five different species, which are usually referred to
as isobaric species (or isobars). These five isobars
("2C377"3C Hgs1 Nips '°0115728) ™, (*2Cs7s ' HezoH'*Nygs
190115¥8) ", ("*Cy75'Hes1 “Nioa N0y 15328)*, (2 Cys
"Hez1 *Nios '°0117'70%8) ", and (**Ca7s ' Hez1 "*Nios '®Onis
38)*, have slightly different masses due to unequal
divergence of 1*C, ?H, "N, 70, and *}S from the nearest

"A large array of such programs is also available on the Internet, such as the
“MS Isotope” routine available at the popular Protein Prospector website at
http://prospector.ucsf.edu/prospector/cgi-bin/msform.cgi?
form=msisotope).
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Figure 3.4. Calculated isotopic distributions for polypeptides
bradykinin (&), melittin (b) and ubiquitin (¢). Monoisotopic peaks
are marked with asterisks.

integer number (see Table 3.1). Although the isobars of
smaller peptides can be resolved in some cases (14), the
present level of mass measurement technology does not
generally allow such distinction to be made for larger
(>1kDa) peptides and proteins. Therefore, hereafter we
make no distinction between the isobars, and the “composite”
nature of “isotopic peaks” will generally be ignored.

3.1.2. Macromolecular Mass: Terms and Definitions

The notion of molecular mass, as it is used in MS, is closely
related to, but not necessarily the same as, the familiar
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concept of molecular weight, a sum of the atomic weights of
all atoms in the molecule. Molecular mass is measured in
unified atomic mass units (u), defined by International
Union of Pure and Applied Chemistry (IUPAC) as one-
twelfth of the mass of a carbon-12 ('2C) atom in its ground
state, u ~ 1.6605402(10) x 10~%" kg. The atomic weight of
an element is a weighted average of the atomic masses of the
different isotopes, therefore the isotopic make-up is im-
plicitly included in the definition. Since the ionic mass
measured by MS is not necessarily averaged across the
entire isotopic content, several definitions of molecular
mass are currently in circulation. The definitions of the
molecular mass vary based on how they account for con-
tributions from different isotopes. The nominal mass is
calculated using masses of lightest isotopes for each ele-
ment rounded to the nearest integer, although some texts use
the most abundant (instead of the lightest) isotope to define
the nominal mass.

The monoisotopic mass is calculated in a similar fashion,
but the isotopic masses are no longer rounded, that is, the
nuclear mass defect is accounted for. For peptides whose
molecular weight exceeds ~ 2 kDa, the most abundant mass
(i.e., mass corresponding to the ionic peak of highest
intensity in the isotopic cluster) no longer coincides with the
monoisotopic mass (Fig. 3.4). Finally, the average mass is
calculated based on the entire isotopic distribution and is
closely related to the molecular weight as used elsewhere in
chemistry and related disciplines. The average massis usually
very close to the most abundant mass (typically within 1 u).
Asthe number of atoms comprising the molecule increases, so
does the difference between the monoisotopic and average
masses. At the same time, the relative abundance of the
monoisotopic peak continues to decrease (Fig. 3.4), and it
becomes practically undetectable even for biopolymers of a
modest (> 10 kDa) size.

3.2. METHODS OF PRODUCING
BIOMOLECULAR IONS

3.2.1. Macromolecular Ion Desorption Techniques:
General Considerations

Despite its early success as an analytical technique, MS had
made almost no incursions into the field of intact biopoly-
mer analysis prior to the 1970s. The “classical” ionization
techniques (e.g., electron impact and chemical ionization)
were not suited to handle biological macromolecules.
The vapor pressure of biopolymers is negligible, and their
delicate nature prevented using high temperatures as a
means to enhance evaporation. Although this difficulty was
circumvented in several cases by the chemical derivatization
of polar biomolecules (aiming at increasing their vapor
pressure), examples of using “classical” MS to analyze
even the simplest biomolecules remained very few.
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Mass spectral analysis of biomolecules only became
feasible with the advent of ion desorption techniques, which
initially included field desorption [reviewed in (15)] and
plasma desorption (16). The introduction of fast atom
bombardment (FAB) in the early 1980s (17) had perhaps
even greater impact on the development of biomolecular
MS. Unlike plasma desorption, FAB sources did not
require special types of mass analyzers and were much
easier to handle. While plasma desorption and field deso-
rption—ionization sources are no longer used widely, FAB
remains in use (18). However, its application in biophysical
experiments is usually limited, and we will not consider it
here in much detail. An interested reader is referred to
several excellent reviews on the subject (19,20), as well as
comprehensive MS texts (21,22). The two ionization tech-
niques that are most relevant to our discussion are electro-
spray ionization mass spectrometry (ESI MS) and matrix-
assisted laser desorption—ionization (MALDI).

3.2.2. Electrospray Ionization

Brief Historical Remarks. The advent of ESI MS in the mid-
1980s (23) provided a means to observe spectra of intact
proteins with no apparent mass limitation, a discovery hon-
ored with a Nobel Prize in Chemistry to John Fenn in
2002 (24). The history of developing this technique is quite
fascinating. The ESI process had been in use in various fields
of science and technology (including MS) for several decades
prior to its direct application to biopolymer analysis. The
“electrification of liquid droplets produced by spraying, bub-
bling, and similar methods” (25) had captured the attention of
a number of researchers as early as the end of the nineteenth
and beginning of the twentieth century, with the initial
theoretical exploration of the ESI process carried out by Lord
Rayleigh in 1882 (26). Indeed, studies of some of the phe-
nomena related to ESI can be traced several hundred years
further back into the past (27).

The motivation for earlier studies of ion production and
fate is mostly due to the importance of such processes in
atmospheric science. The realization that ESI held great
promise and potential to become a means of producing
macromolecular ions started fueling the interest of the MS
community in the late 1960s (28). Malcolm Dole, a pioneer
of ESI MS, wrote in 1968: In considering how it might be
possible to obtain gas phase intact ionized macromolecules
for mass analysis in a mass spectrometer, the idea occurred
to one of us to electrospray dilute solutions of macromo-
lecules into air or other suitable gas at atmospheric pressure
and to sample the air for macroions by means of a super-
sonic probe. By allowing a dilute polymer solution contain-
ing a volatile solvent to flow out of a tip of a hypodermic
needle electrostatically charged. . ., a spray of finely divided
and electrically charged droplets is produced. On evapora-
tion of the solvent the charged droplets should become

electrically unstable and break down into smaller droplets
... [eventually resulting in the formation of] drops contain-
ing only one macromolecule per drop. Finally, on complete
evaporation of solvent from these drops, ... the gas phase
macroions would result (29) (see Fig. Al). In fact, the first
application of ESI to observe macromolecules and measure
their molecular weight was reported in 1964 (30). Detection,
though, was done using optical (not mass spectrometric)
means. The subsequent efforts of Dole and co-work-
ers (31,32) focused on producing polymer ions in the gas
phase. Similar ideas were later used by Iribarne, Thomson
and co-workers (33,34) to develop an ionization method
capable of dealing with polar and labile analytes, which they
termed atmospheric pressure ion evaporation. The technique
was shown to be quite capable of producing molecular ions
for a range of small polar organic molecules, including
amino acids (33,35,36) and adenosine triphosphate
(ATP) (33). Concurrently, Aleksandrov et al. used ESI MS
for peptide analysis (37,38) and reported controlled peptide
ion dissociation in the interface region yielding structurally
diagnostic fragment ions, a phenomenon that later would be
referred to as cone fragmentation or nozzle-skimmer frag-
mentation (35). Finally, an ESI source was interfaced with
high-performance liquid chromatography (HPLC) (39,40).
However, as Vestal (41) recalls, most of this work
was largely ignored by the majority of practitioners of
biological MS.

A breakthrough occurred in 1988 when Fenn’s group
demonstrated ESI mass spectra of intact proteins (42) and
synthetic polymers (43) and presented their findings at the
36th Annual conference of the American Society for Mass
Spectrometry. Finally, Dole’s bold suggestion that it would
be possible to “obtain gas phase intact ionized macromo-
lecules for mass analysis in a mass spectrometer” was
shown to be true. An interested reader may find more
information on this subject by listening to Fenn’s lecture
“Electrospray wings for molecular elephants”, presented
in December 2002 upon his acceptance of the Nobel Prize
in Chemistry (video stream at http://www.nobel.se/chemis-
try/laureates/2002/fenn-lecture.html).

Macro-Ions in ESI: Multiple Charging. Electrospray ioni-
zation is a convoluted process that involves several steps,
each having a profound effect on the outcome of the
measurements (Fig. 3.5). Many of these effects are partic-
ularly important in biophysical measurements and must be
taken into account in order to avoid erroneous interpretation
of the experimental data. A detailed discussion of various
physical processes involved in ESI is presented in the
Appendix.

A very distinct feature of ESI is the accumulation of
multiple charges on a single analyte molecule during ion-
ization; an important implication of this is the appearance of
multiple peaks in the mass spectrum corresponding to a
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Figure 3.5. A schematic representation of an ESI MS interface.

single analyte (Fig. 3.6a). The position of each peak
(m/z value) would be determined by the mass of a
macromolecule, M, and the number of accommodated
charges. There are several different charge carriers that are
commonly associated with an ESI process, the most ubiq-
uitous being a proton and alkali metal cations (particularly
Na® and K"). Given such heterogeneity in the charges
accommodated by a macromolecular ion, its m/z value can
be generally calculated as:

M+ Z nim;
o (3-2-1)

o m
i

where m1; is a mass associated with a specific carrier, and #;
is a number of charges of this type associated with the
macromolecule. If the charging is mostly due to protonation,
then Eq. 3-2-1 is simplified to

(m) 7M+n
VA n+7 n

Mass spectra of even relatively small protein ions typi-
cally contain several peaks corresponding to different charge
states. Therefore, calculating the mass M based on a series of
m/z values of ion peaks corresponding to incrementally
increasing (or decreasing) charge states is an overdetermined
problem. Such calculations are easy and very straightforward
(inset in Fig. 3.6). Spectral interpretation becomes a bit more
difficult if an ESI mass spectrum contains contributions from
several different analytes. Multiple deconvolution procedures
have been developed to address this problem (44—46), and
most modern ESI MS data systems contain built-in decon-
volution routines. High-resolution MS provides an alterna-
tive to deconvolution, as the charge state of each
macromolecular ion can be deduced directly from the mass

(3-2-2)

spectrum based on the distance between the adjacent isotopic
peaks (Fig. 3.6b). The most sophisticated (and most accurate)
methods of mass analysis of complex mixtures make use of

(n-1) (M+n+1)/(n+1) = 1616.2
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Figure 3.6. The ESI mass spectrum of a 37 kDa protein human
serum transferrin N-lobe (ATf/2N) in H,O/CH;OH/CH;COOH
(49:49:2, v:v:v) showing a series of multiply charged protein ion
peaks (a) and an expanded view of the isotopic cluster of a 224 ion
of ATf/2N (b). [Courtesy of Mingxuan Zhang (presently at Biogen
IDEC, Cambridge, MA).]
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both deconvolution procedures and high-resolution measure-
ments (47-49).

The presence of other modes of charging a macromol-
ecule (besides protonation) usually degrades the quality of
ESI MS data, as the deconvoluted spectra in this case
contain artifact peaks (e.g., corresponding to Na™ and K™
adducts). Although not a significant annoyance by itself, it
usually leads to a diminished S/N ratio due to a distribution
of the total ionic signal among multiple charge states and
adduct species, and in some extreme cases to an inferior
accuracy of mass measurements. Other types of adducts that
are encountered in ESI MS are ammonium cations and their
derivatives. Adducts formed by association of ubiquitous
anions (acetate, formate, etc.) with positively charged
macromolecular species are also common. The extent of
adduct ion formation can often be limited by using heat-
induced desolvation (via elevating the temperature in the
ESI interface) and/or employing carefully controlled col-
lision-induced dissociation of the adduct ions. Each of these
processes can greatly reduce the extent of biopolymer ion
complexation with anions, while Na' and K' adducts
remain largely unaffected. Excessive collisional activation
brings about apparent reduction of the macromolecular
ion charge state (the “charge stripping phenomenon”) and
may lead to the dissociation of covalent bonds, a process
that will be considered in detail in Section 3.4.

The formation of macromolecular ionic species in the
negative ion mode usually proceeds via deprotonation of
acidic groups. Deconvolution of negative ion ESI mass
spectra is relatively straightforward, although one has to
remember that acquisition of the negative charge by bio-
polymers most often occurs through deprotonation (mass
loss), so the m/z values of protein ions peaks are

(rn) _M—n
z n—_ n

Most classes of biological polymers are amenable to ESI
MS analysis, including proteins, oligonucleotides, and car-
bohydrates. Proteins are usually analyzed in the positive ion
mode, while oligonucleotides tend to produce a better signal
in the negative ion mode. Alkali metal adduct ion formation
often becomes a significant problem for larger oligonucleo-
tides, while Na™ (or K) complexation is often used inten-
tionally as a means to ionize neutral carbohydrates lacking
basic and acidic groups.

Applications of ESI MS for biopolymer analysis consti-
tute a vast and still rapidly expanding field. Unfortunately,
obvious space limitations do not allow us to explore this
field beyond the subjects relevant to biophysics. An inter-
ested reader is referred to a couple of excellent books on the
subject that contain diverse examples of ESI MS applica-
tions to various problems in the life sciences in gener-
al (50,51). We will, however, briefly consider one very

(3-2-3)

popular modification of ESI MS that is particularly impor-
tant for some of the biophysical problems to be discussed in
the following chapters of the book.

Nanospray Ilonization. In traditional ESI MS, the analyte
solution is continuously supplied to the ion source at a
constant flow rate. Although the flow rate can vary greatly,
it rarely goes below the microliter per minute (UL/min)
level, as it causes various spray instabilities when using
conventional ESI sources. Wilm and Mann (52) pointed
out that achieving very low flow rates could be beneficial
in many ways. Since the diameter of the emitted droplets
is determined by the liquid flow rate through the capillary,
only very small droplets are formed when the flow rate is
dramatically reduced. Large surface-to-volume ratio
results in facile droplet evaporation and significant im-
provement of the efficiency of ion formation. Of course,
another benefit is a dramatic extension of the analysis time,
given the sample volume remains constant. Realization of
these ideas led to development of the nano-electrospray
ionization (nano-ESI) (53). The very low flow rate is
realized by loading a small volume (typically 1uL) of
sample solution into a narrow bore (orifice 1-2 um) met-
al-coated capillary. Liquid flow is actually induced by
applying high voltage to the capillary tip, (i.e., the solution
is drawn from the capillary electrodynamically without
the use of a conventional syringe pump). The resulting
flow rates are typically on the order of 20-40 nL/min and
are quite stable (the small orifice prevents the formation
of multiple Taylor cones at the tip of the capillary).
In addition to increased sensitivity as compared to conven-
tional ESI, nano-ESI has another important advantage.
Several studies have indicated that it has much higher
salt tolerance, at least an order of magnitude exceeding
that of conventional ESI (54,55). This finding is explained
in terms of the lower size and higher charge density of
droplets emitted in nano-ESI, which result in early fission
events without extensive solvent evaporation, which
would otherwise lead to a significant increase in salt ion
concentration prior to fission.

3.2.3. Matrix Assisted Laser Desorption Ionization
(MALDI)

Electrospray ionization is an example of a class of ioniza-
tion methods that produce macromolecular ions directly
from the solution bulk (other “bulk ionization” methods
have met with less success when applied to biopolymers).
Desorption from solid surfaces provides another opportunity
to transfer analyte molecules to the gas phase. Perhaps the
simplest method, heating to vaporize the sample, has be-
come the de facto standard for analysis of small organic
molecules, where ionization is achieved by passing the
gaseous analyte through an electron beam. The harsh



conditions of heating and electron impact, however, gener-
ally lead to extensive fragmentation, and this method is
only practical for low molecular weight (<800Da) and
relatively nonpolar analytes. A reasonable alternative to the
indiscriminate heating of the sample is the utilization of
high-energy projectiles that serve as “external agents” pro-
viding very localized heating to the sample. Such rapid and
local heating would result in a near-adiabatic expansion of
microscopically small portions of the sample, leading to
their expulsion from the surface to the gas phase.

This principle is utilized in FAB ionization, which is
mentioned in Section 3.2.1, where fast atoms or ions
are utilized as high-energy projectiles. Rapid and highly
localized heating of the sample can also be achieved by
using photons instead of heavy particles. Utilization of laser
beams allows light energy of high intensity to be focused on
a small area, facilitating desorption and ionization of spe-
cies from either a solid or liquid sample. The rate of energy
transfer, dependent on the laser fluence, determines whether
vaporization is favored over decomposition of the analyte.
If sample heating upon irradiation is sufficiently rapid, then
it becomes possible, in many cases, to desorb intact species
before decomposition can occur. This technique, known as
laser desorption (or laser ablation) MS (56) generally
required postionization of the analyte molecules in the gas
phase. A major limitation of laser desorption is the inad-
equate efficiency of energy transfer to the irradiated sample,
without which a facile desorption of intact macromolecules
cannot be achieved. This difficulty was solved by the
utilization of chromophores as matrices that facilitate the
energy transfer and effectively shield the analyte molecules
from radiation damage (Fig. 3.7). This technique, presently
known as MALDI was developed simultaneously by Tanaka
et al. (57) and Karas and Hillenkamp (58), an invention for
which the Nobel Prize in Chemistry was awarded in
2002 (59). Most current MALDI schemes use aryl-based
acids (e.g., nicotinic acid) as UV-absorbing matrices, an
approach pioneered by Karas and Hillenkamp (58). Many
organic compounds with conjugated double bonds absorb
ultraviolet (UV) light in the 250-370-nm range (Fig. 3.8),
hence the popularity of relatively inexpensive nitrogen
lasers in MALDI MS with emitting wavelength of 337 nm
(another popular choice is the Nd:YAG laser emitting at
355 nm). The approach pioneered by Tanaka (utilization of
small light-absorbing particles to assist ion desorption and
ionization) is also beginning to enjoy a renaissance with the
emergence and rapid proliferation of nanoparticles in MS
analyses (60).

Soon after the introduction of UV-MALDI MS, several
groups started experimenting with infrared (IR) lasers as a
means of macromolecule desorption from the solid sur-
face (61-63). A particularly intriguing aspect of IR-MALDI
is the possibility of utilizing frozen water as a matrix (water
has a strong absorption band near 3 um due to the O—H
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Figure 3.7. A schematic representation of the MALDI process.
White circles represent matrix molecules packed in a crystal;
embedded analyte molecules are shown in black. Gray circles
represent photoexcited matrix molecules.

stretching mode), although a range of other matrices can
also be utilized, including glycerol and urea. Using water
and glycerol as MALDI matrices may open up several
interesting opportunities. For example, it may allow bio-
logical macromolecules to be kept in their native environ-
ments prior to mass analysis (whereas most UV matrices
denature proteins), or interface MALDI MS more readily
with HPLC (64).

Macromolecular ions produced by MALDI can also
carry multiple charges; however, the extent of protonation
is significantly below that achieved with ESI (Fig. 3.9). This
requires the utilization of mass analyzers with an extended
m/z range [e.g., time-of-flight (TOF)], although analyzers
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Figure 3.8. The UV-Vis absorption spectra and chemical structures of popular MALDI matrices:
(a, solid black trace) 2-(4-hydroxyphenylazo)-benzoic acid (HABA), (b, solid gray trace) o.-cyano-
4-hydroxy cinnamic acid (WCHCA), (¢, dashed black trace) 2,5-dihydroxybenzoic acid (DHBA), and
(d, dashed gray trace) 3,5-dimethoxy-4-hydroxy cinnamic acid (sinapinic acid or SA). The vertical
dotted line shows the emission wavelength of a nitrogen laser (337 nm). [Courtesy of Prof. Wendell
P. Griffith (University of Toledo Department of Chemistry).]
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Figure 3.9. A conventional (UV) MALDI Time of flight (TOF)
mass spectrum of human serum transferrin N-lobe. Compare the
extent of multiple charging with that displayed in the ESI mass
spectrum of the same protein (Fig. 3.6). [Courtesy of Rachael
Leverence (currently at University of Wisconsin).]

with limited mass range can still be used for detection of
smaller peptides produced by MALDI. Generally, MALDI
surpasses conventional ESI in terms of sensitivity (detection
levels in the low attomole range have been reported)
and is more tolerant to salts. Superior sensitivity, relative
simplicity of operation, and ease of automation have made it
a top choice as an analytical technique for a variety of
proteomics-related (high throughput) applications. On the
other hand, MALDI mass spectra generally are not as
reproducible as those obtained with ESI. Sample prepara-
tion is clearly the major critical factor in obtaining usable
and reproducible data. This depends strongly on a number
of components, including analyte type, choice of matrix,
solvent, and added salts.

Like ESI, MALDI is a “soft ionization” method that
enables intact macromolecular ions to be transported into
the gas phase for analysis by MS. However, increased laser
fluence often results in deposition of excessive energy,
leading to analyte ion fragmentation. The extent of frag-
mentation often can be controlled by modulating the power
of the laser beam, allowing this phenomenon to be used
analytically as a means of producing structurally diagnostic
fragment ions. It appears that collisional cooling in the
plume region is the major suppressor of the metastable ion
dissociation. Collisional cooling can be greatly enhanced by
elevating the background pressure in the MALDI source



region to intermediate (~ 1 Torr) or high (1 atm) levels.
Matrix-assisted laser desorption ionization at atmospheric
pressure [AP-MALDI (65)] offers an additional advantage
of allowing liquid matrices to be used (66). Importantly,
AP-IR-MALDI can be used to analyze peptides using
liguid water as a matrix (67,68), breaking the EST monopoly
in the field of biopolymer analysis directly in aqueous
solutions. However, it still remains to be seen if this feature
of AP MALDI will have significant impact in biophysics
and structural biology.

3.3. MASS ANALYSIS

3.3.1. General Considerations: m/z Range
and Mass Discrimination, Mass Resolution,
Duty Cycle, and Data Acquisition Rate

Once the macromolecular ions have been produced and
transferred to the vacuum, they can be selectively manip-
ulated and detected using the vast arsenal of MS techniques.
In this respect, macromolecular ions can be dealt with using
the principles developed originally for handling small or-
ganic and inorganic ions. An important difference, however,
is the large size of biopolymers, which makes certain
aspects of ion manipulation and detection much more
challenging.

Generally, several issues have to be considered to ensure
high-quality mass measurement for macromolecular ions
produced by ESI or MALDI. Perhaps the most important
one is the requisite n/z range of a mass analyzer. For
example, macromolecular ions generated by MALDI typ-
ically have few charges, hence the requirement that the
mass analysis be carried out using an analyzer with an
extended m/z range. This can be best accomplished by TOF
mass analyzers, which will be briefly reviewed at the end of
this chapter. Electrospray ionization, on the other hand,
produces polymer ions with a significantly higher number
of charges, as compared to MALDI. As can be seen from
Figures 3.6 and 3.9, the most abundant ionic species of a
37 kDa protein #Tf/2N in the ESI mass spectrum carries 22
charges, while the most abundant ionic species of the same
protein in the MALDI spectrum carries only one positive
charge. This, of course, relaxes the requirements vis-a-vis
the required m/z range of the analyzer employed for the
detection of ESI generated biopolymer ions. In many cases,
relatively inexpensive analyzers with a modest m/z range
not exceeding 3000 would suffice (e.g., low-end quadrupole
filters and ion traps). An important exception, though, is the
situation when ESI MS is used to detect proteins under near-
native conditions in solution. As we will see in Chapter 4,
the number of charges accumulated by such protein ions is
usually relatively low. As a result, m/z values of such “low
charge density” ions will be very high, warranting the use of
analyzers with an extended m/z range. In the extreme cases
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of large macromolecular complexes, an n/z range of up to
20,000 may be required.

The second important characteristic of the mass analysis
process is the resolution (or mass resolving power) attained.
Mass resolution defines the minimal difference between
the m/z values of two ionic species that still allows a clear
distinction to be made during the mass analysis. Histori-
cally, the two peaks of equal intensity were considered to
be resolved if the valley between them was 10% of the
maximum intensity. Hence, the classical definition of the
resolution was

R=—
AM

(3-3-1)
where M is the m/z value of a particular ion peak, and AM is
the width of this peak at 5% of its height. More recently, a
much more forgiving definition of mass resolution was
adopted, one using AM at 50% of the peak height. Regard-
less of the definition used, resolution is a function of m/z,
rather than a fixed characteristic of a given instrument.

The observation of distinct isotopic species of peptides
and proteins of progressively increasing size can be achieved
by increasing the mass resolving power of the analyzer
(Fig. 3.10). In some cases, ultrahigh resolution may allow the
isobaric species to be separated and distinctly detected (14).
Resolution is very important for accurate mass measurements,
as in many cases it allows the monoisotopic mass to be
accurately measured. However, the very low abundance of
monoisotopic peaks of large proteins makes their detection
all but impossible. In such cases, high-resolution mass
measurements do not offer any significant advantage over
“conventional” MS with modest resolution, unless the abun-
dance of the monoisotopic peak is increased [e.g., by using
isotope depletion during protein expression (69)].

Finally, issues related to the duty cycle of a mass analyzer
and its data acquisition rate need to be taken into consid-
eration when selecting the mass analyzer appropriate for a
specific task at hand. Matrix-assisted laser desorption ion-
ization, by definition, is a pulsed process and is best inter-
faced with “fast cycling” analyzers that can be synchronized
with a laser (TOF, ion trap, etc.). Interfacing MALDI with
“scanning” devices, (e.g., a magnetic sector MS), results
in significant losses in sensitivity and requires extended
acquisition times (70). On the other hand, ESI is a
“continuous” ionization process, hence there is a wide
variety of mass analyzers to which it can be interfaced.
Still, the accumulation of ESI generated ions in an external
“storage” device followed by a pulsed introduction into a
TOF or ion trap mass analyzer greatly increases the duty
cycle (and, therefore, sensitivity) of the analysis compared
to a conventional scheme when the ESI source is interfaced
directly to a slow scanning analyzer.

A very important advantage offered by MS as an ana-
Iytical technique is the possibility to implement various
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Figure 3.10. Simulated isotopic patterns three peptide ions: bradykinin (&), melittin (b), and
ubiquitin (c¢) at a resolution of 1,000 (left), 5,000 (center), and 20,000 (right).

“hyphenated” techniques, ranging from direct (online)
coupling of MS with separation techniques for increased
selectivity and sensitivity of the analysis and implementa-
tion of tandem MS (MS/MS and MS") strategies for struc-
tural analysis.

3.3.2. Mass Spectrometry Combined with Separation
Methods

The combination of separation techniques with mass
spectrometric detection is a mature field, which has been
reviewed in several excellent papers (71-73). In this sec-
tion, we will only recount certain features of this combined
technique that are particularly relevant to the biophysical
experiments discussed in the following chapters. Electro-
spray ionization is a particularly attractive interface be-
tween liquid chromatography (LC) and MS due to the
“continuous” nature of the ionization process, which allows
analysis of the eluate content to be carried out in real time
(“online” LC-MS). High-performance liquid chromatogra-
phy—ESI MS is now a mature technology, with most com-
mercial instruments available as integrated LC-MS
systems. Current development of this technology follows
two major routes: reduction of the scale and of the analysis
time (71).

Miniaturization of the separation step allows the amount
of sample needed for analysis to be reduced very dramat-
ically. Even for conventional ESI sources the typical

flow rate is usually on the order of several uL/min. Such
flow rate requirements are optimally matched by micro-
HPLC systems, while HPLC systems with higher flow
rates require either postcolumn eluate flow split prior to
introduction to the ESI source or utilization of “ionspray”
sources capable of handling high eluate flow rates. Besides
matching the flow rates of the HPLC and ESI MS, one
needs to be aware of another important technical issue
related to solvent compatibility. Reversed-phase LC sepa-
ration of peptides and proteins is commonly performed
using trifluoroacetic acid (TFA) as an eluent modifier. This
acid is a very strong electrolyte (pK, < 0.5), and hence acts
as an ion-pairing agent providing superior chromatographic
characteristics (separation and peak shape), but its presence
in the solvent usually decreases the quality of ESI MS data.
If necessary, the detrimental effect of TFA on ESI MS
measurements can be reduced or eliminated using two
different approaches. In the first approach, TFA concentra-
tion in the eluate is reduced by mixing it with a flow of liquid
containing volatile ion-pairing agents, a step that can be
carried out either “postcolumn” or in the ESI source. More
sophisticated schemes utilize a second chromatographic
step, whose mobile phase is modified with volatile re-
agents (74). An alternative approach utilizes weaker acids
(typically formic or acetic acids) instead of TFA during the
separation step. An unavoidable loss of chromatographic
fidelity is compensated by MS detection, which allows
chromatographically poorly resolved analytes to be easily
distinguished, based on the differences in their masses.



Traditionally, LC was not viewed as a “fast” method of
chemical analysis and was poorly suited for high-throughput
applications. The time-consuming nature of chromatography
has stimulated design of methods that improve the speed of
separations (75). As we will see in upcoming chapters, fast
HPLC separation of peptic fragments is crucial for high-
quality analysis of protein dynamics by monitoring hydro-
gen—deuterium exchange (HDX) reactions in a site-specific
fashion. Significant improvements in the speed of separation
can be achieved by using smaller and nonporous or super-
ficially porous particles as a column packing material. The
potential for fast separations can be further increased by
using capillary columns, monolithic columns, open tubular
columns, and small diameter packed capillaries (75). Ele-
vated temperatures can also be effective for decreasing
analysis times. However, the HDX HPLC-MS measure-
ments (the most demanding fast-LC applications in biophys-
ical studies so far) are usually carried out at low temperatures
to avoid excessive exchange of deuterium atoms between the
peptides and the mobile phase during the separation step.
Increasing the separation speed is usually achieved at the
expense of separation quality. Again, this is usually com-
pensated by the high detection specificity of MS. One
recently introduced technology that holds particular promise
for biophysical studies is ultraperformance liquid chroma-
tography (UPLC), which utilizes columns that can be oper-
ated at much higher pressure compared to HPLC. This has
been shown to offer significant improvements in sensitivity,
speed, and resolution (76). A great deal of useful practical
information on various LC—-MS techniques can also be found
in recently published books (77,78).

Capillary electrophoresis (CE) is another separation
technique that can be interfaced directly with ESI MS.
However, the design of the CE-ESI MS interfaces is tech-
nically more difficult due to the problems associated with the
high voltage utilized by CE for analyte separation (71,79,80).
Although the number of applications of online CE-EST MS
systems is still lagging behind that of LC-MS, the former
technique is steadily gaining popularity due to its superior
sensitivity and resolution. An interested reader is referred to
an excellent recent review on this subject (81). Interfacing of
ESIMS with other types of separations, such as immobilized
metal ion affinity chromatography [IMAC (82)], ion ex-
change, or bioaffinity chromatography (83) is also possible,
although the coupling cannot be direct and involves an
intermediary HPLC step. A concise overview of these mul-
tidimensional chromatographic techniques can be found in
recent reviews (84,85).

3.4. TANDEM MASS SPECTROMETRY

One of the most attractive features of both EST and MALDI
for biomolecular analysis is their ability to generate
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intact macromolecular ions in the gas phase. While molec-
ular weight information is very useful, it is not sufficient
in most instances for unequivocal identification of even
small peptides. Furthermore, while high-resolution mass
measurements can sometimes reveal the molecular
formula of a small peptide, they do not provide any infor-
mation on its covalent structure. The latter can be obtained
by inducing dissociation of the molecular ion and measur-
ing the masses of the resulting fragment ions. Since most
proteins and peptides are linear polymers, cleavage of a
single covalent bond along the backbone generates a frag-
ment ion (or two complementary fragment ions) classified
as an a-, b-, c- or x-, y-, z-type (86,87), depending on (1) the
type of bond cleaved and (2) whether the fragment ion
contains an N- or C-terminal portion of the peptide
(Fig. 3.11). Cyclic and disulfide-linked polypeptides are
a special case, since a single bond cleavage does not
necessarily produce distinct (physically separated) frag-
ments. Nomenclature for cyclic peptide fragmentation can
be found in (88).

3.4.1. Basic Principles of Tandem Mass Spectrometry

Ion dissociation can often be carried out in the ionization
source, for example, by increasing the desolvation potential
in the ESI interface [“nozzle-skimmer dissociation”, first
observed by Alexandrov et al. (38)] or by using high
laser power in MALDI. If the sample is homogeneous,
such in-source fragmentation can be used for biopolymer
sequencing (Figs 3.12 and 3.13). In most cases, however,
the sample to be analyzed is a rather heterogeneous
mixture, and the “in-source” fragmentation spectrum would
be very difficult to interpret due to the presence of fragment
ions derived from different precursor ions. One way to
resolve this problem is to use an online separation of
analytes prior to their introduction to the ionization source
(e.g.,an HPLC —ESIMS interface discussed in Section 3.3).
However, a much more flexible and powerful solution to
this problem utilizes the mass spectrometer itself as an ion
separation device, which allows the fragmentation of mass-
selected precursor ions to be carried out in a variety of
ways. This approach, known as tandem MS, or MS/MS, is
now a commonly accepted way to obtain information on
covalent structure of a range of biopolymers, but is partic-
ularly well suited for analysis of polypeptides. Tandem
mass spectra of peptide ions are easily interpretable, and
even though the process of mass-selection greatly reduces
the overall ionic signal intensity, the signal-to-noise ratio
(S/N) achieved in MS/MS experiments is often better
than in the MS1 experiment due to the elimination of
chemical noise (Fig. 3.14). As used above, the term
“tandem” implies physical separation of the precursor ion
prior to fragmentation (MS1 selects the precursor ion for
consecutive fragmentation and MS2 records a spectrum of
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Figure 3.11. Biemann’s nomenclature of peptide ion fragments (86). Fragment ions shown in gray
boxes correspond to either complete or partial loss of the side chains and are usually observed only in
high-energy collision-induced dissociation (CID).

the resulting fragment ions); nonetheless, the two stages
(MS1 and MS2) can be combined in one step. As we will see
in the following sections, MS/MS experiments can be
carried out without physical separation of the chosen pre-
cursor ion from other ions generated in the source.
A generalized definition of MS/MS extends to any exper-
iment that defines an m/z relationship between a precursor
and a fragment ion (89).

3.4.2. Collision-Induced Dissociation: Collision
Energy, Ion Activation Rate, and Dissociation of Large
Biomolecular Ions

The majority of MS/MS experiments employ various means
of increasing internal energy of the precursor ions to induce

the dissociation of covalent bonds in the gas phase. Colli-
sional activation (conversion of a fraction of the ion kinetic
energy to vibrational excitation upon its collision with a
neutral molecule) is perhaps the most widely used method
of elevating ion internal energy. This technique is usually
referred to as CID or collision-activated dissociation
(CAD) (90). Two distinct regimes of collisional activation
are usually recognized: high and low energy. The low-
energy collisional regime refers to a broad range of ion
kinetic energy prior to collision (usually in the sub-electron-
volt range) and typically requires multiple collisions in
order to accumulate enough internal energy to afford dis-
sociation of a covalent bond. Therefore, low-energy CID
is a slow process, with the activation time typically exceed-
ing 10ms (91). Note that low-energy and slow-heating
fragmentation are not necessarily synonymous; a good
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Figure 3.12. Prompt ion fragmentation in ESI MS: mass spectrum of ATf/2N acquired under
elevated skimmer potential. A mass spectrum of this protein acquired under gentle conditions in the

ESI interface is shown in Figure 3.6.

example is the so-called SORI CID (sustained off-resonance
irradiation CID, which will be discussed in Section 3.5.5).
While the energy of each collision in SORI may be rela-
tively high, the frequency of such collisions is typically very
low. As aresult, internal energy accumulation is slow due to
the efficient radiative cooling of the ions between consecu-
tive collisions (92).

Low-energy CID spectra of peptide ions are usually
dominated by fragment ion peaks corresponding to b- and

y-ions (Fig. 3.15a,b). One of the potential consequences of
multiple collisions is the formation of internal fragment
ions, whose presence in the CID spectra makes their inter-
pretation more difficult, and the greater propensity for
rearrangement prior to fragmentation. However, in many
cases it is possible to avoid these processes altogether by
selecting appropriate experimental conditions.
High-energy CID is usually carried out by accelerating
ions to several kiloelectronvolts prior to colliding them with
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Figure 3.13. Prompt fragmentation in MALDI MS: UV MALDI spectra of an oligonucleotide
strand acquired at increased (top trace) and moderate (bottom trace) laser power.
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Figure 3.14. Tandem mass spectrometry (CID) of tryptic peptides from a digest of Gadus morhua
hemoglobin. Two peptide ions marked with a square (doubly charged Bo7_105, LHVDPDNFR, m/z
557) and a circle (singly charged 03341, LVAVYPQTK, n/z 1019) in a spectrum of the mixture (a)
were mass selected and fragmented in a quadrupole trap. In each case, a series of abundant y-ions
provides almost complete sequence coverage of a peptide ion (b). [Courtesy of Prof. Wendell P.
Griffith (University of Toledo Department of Chemistry).]

neutral targets (typically atoms of inert gases). For smaller
ions, a single high-energy collision is often sufficient to
cause dissociation of a covalent bond. However, as ion size
increases, so does the number of vibrational degrees of
freedom among which the excitation is distributed. Further-
more, collisional energy in the center-of-mass frame de-
creases with increasing mass of the projectile ion when the
kinetic energy of the projectile and the mass of the neutral
target are fixed. Nonetheless, in many cases it is possible to
obtain nearly complete sequence coverage even for relatively
large (up to 5 kDa) polypeptide ions (93,94). In sharp contrast
to the fragmentation patterns observed with multiple low-
energy collisions, fragment ions produced by high-energy
CID are amply formed by extensive cleavages of the back-
bone not limited to the amide bonds, as well as the side chains
(Fig. 3.15¢). Dissociation of the covalent bonds occurring
along the amino acid side chains leading to elimination of
either the entire side chain (v-ions) or a portion of it (d- and w-
ions) is unique to high-energy CID and can provide infor-
mation on the identity of isomeric side chains, for example,
by distinguishing between leucine and isoleucine (95).
Finally, note that the vast majority of CID work pertain-
ing to bioanalysis deals with cationic species. Collisional
activation of negative polypeptide ions frequently leads to

loss of side chains, leaving the backbone intact (96). Al-
though this feature does not allow direct application of
negative-ion CID to protein sequencing and, therefore,
greatly diminishes its diagnostic value, there is one impor-
tant exception when it can and does provide useful structural
information. Cysteine is one of the amino acids whose side
chain is prone to cleavage by CID in the negative-ion
mode (97), which allows this technique to be used for
cleaving disulfide bonds in the gas phase, a task that cannot
be accomplished by conventional CID (98). Importantly,
cleavage of disulfides in negative-ion CID also produces a
very clear “signature triad” in the fragment-ion spectrum
(Fig. 3.16), which allows the cystine-containing products to
be easily identified. This unique feature makes negative-ion
CID a very useful tool in analyzing disulfide patterns in
proteins (99-101), which will be considered in more detail
in Chapter 4.

3.4.3. Surface- and Photoradiation-Induced
Dissociation

One of the major factors limiting the fragmentation yield of
CID is the low efficiency of energy conversion (from
translational to internal degrees of freedom). Collisional
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Figure 3.15. Low versus high-energy peptide ion fragmentation. Low-energy CID spectra of
melittin (34 charge state) were acquired with an FT ICR MS (SORI CID, a) and a quadrupole
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mode, ¢). Only the most abundant fragment ions are labeled in the spectra. [Courtesy of Anirban
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activation of large biomolecular ions is particularly prob-
lematic due to the large disparity between the masses of the
target (neutral atom or molecule of collision gas) and the
projectile (ion), with the mass of even the heaviest target
(Xe atoms) being at least an order of magnitude below that
of a relative modest biomolecular ion. Such mass disparity
results in relatively modest collisional energy in the center-
of-mass frame even if the energy of the projectile in the
laboratory frame is very high. One way to circumvent this
problem is to employ a collision target with large (ideally,
infinite) mass. Practical implementation of this approach

led to the development of surface-induced dissociation
(SID), a fragmentation technique that utilizes ion-surface
collisions as a means to convert ion kinetic energy to
internal excitation (102,103). However, the fraction of
energy deposited into the ion upon such collision very
seldom approaches unity, as it is largely determined by the
mass of the chemical moiety representing an immediate
collision partner for the ion impacting the surface (104).
One practical aspect of SID that makes its applications
rather limited is the difficulty of refocusing the fragment
ions after collision with the surface.
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Figure 3.16. (a) Nomenclature for fragment ions produced by cleavage of disulfide bonds in peptide
dimer anions in the gas phase. (b) Mass spectrum of fragment anions generated by CAD of a
disulfide-linked peptide dimer [8—18]-[43-50] derived from digestion of ATf/2N with trypsin. The
spectrum was obtained with a hybrid QqTOF mass spectrometer (CAD carried out in an rf-only
quadrupole). Open squares and circles indicate ions corresponding to intact peptide monomers
produced by dissociation of the disulfide bond in the peptide dimer ion without any backbone
cleavages (zoomed views are shown in insets). Adapted from (100).

Ion-neutral collision is not the only process that can be
used to increase ion internal energy. In principle, any
exothermic process can be employed for ion activation
purposes. For example, photoexcitation of ions in the gas
phase often leads to their dissociation. Dissociation of large
macromolecular ions is most effective when infrared
photons are used for the excitation [a technique known as
IR multiphoton dissociation (IRMPD (105)]. Unlike
IRMPD, photodissociation induced by UV light has not
enjoyed much popularity as a tool to study biomolecular
structure despite the numerous applications focusing on

small ions. The situation began to change several years ago
following a realization that a close match between the
energy of the photon utilized for ion activation and the
strength of certain chemical bonds may lead to highly
selective excitation and dissociation processes. For exam-
ple, the wavelength of maximum absorption of a disulfide
bond is close to 150 nm, which allows very selective cleav-
age of thiol-thiol linkages in disulfide-bound peptide dimer
ions to be achieved upon their irradiation with a 157 nm
laser beam (106). In addition, UV induced dissociation of
peptide ions at this wavelength may also produce cleavage



of a C(a)—C(O) bond in the backbone, leading to formation
of a - and x-ions, as well as loss of side chains resulting in v-
and w-type fragments (107). Another UV band showing
significant promise vis-a-vis fragmentation of peptide ions
is 193 nm, which has been shown to produce facile cleavage of
the backbone (leading to formation of a-, b-, ¢- x-, y-, and z-
ions), as well as side-chain loss (v- and w-fragments) (108).

Although UV-induced photodissociation offers multiple
advantages over collisional activation and IRMPD (e.g.,
by offering high-energy and very fast energy deposition
with a potential to provide highly selective chemical bond
excitation and cleavage) (109), there are also certain
drawbacks. These include relatively high cost of instrumen-
tation, safety concerns, and apparent variations in fragmen-
tation patterns observed by different groups (109,110).
Nevertheless, it seems very likely that this technique will
become an indispensable part of biological MS (including
biophysical studies) in the very near future, a development
that would certainly be catalyzed by its anticipated
commercialization (109).

3.4.4. Electron-Based Ion Fragmentation Techniques:
Electron Capture Dissociation and Electron Transfer
Dissociation

Gas-phase ion fragmentation processes involving electron
transfer form the foundation of two other recently intro-
duced techniques that are closely related to each other,
namely, electron capture dissociation (ECD) (111) and
electron transfer dissociation (ETD) (112). Fragmentation
induced by ECD and ETD is fast and proceeds in many
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cases with little or no energy partitioning. From the ana-
Iytical standpoint, it produces a tremendous advantage of
preserving labile groups (e.g., carbohydrate chains and
other post-translational modifications (PTM) that usually
do not survive collisional activation), while cleaving the
peptide-ion backbone, where it mostly generates c¢- and
z-fragments. In fact, the backbone cleavage in many cases
occurs without causing dissociation of noncovalent com-
plexes (113), a feature that will be explored in depth in later
chapters. Very often ECD and ETD provide more extensive
sequence coverage in polypeptides compared to conven-
tional CID (Fig. 3.17). Another very attractive feature of
electron-based fragmentation techniques is their ability to
cleave disulfide bonds in the gas phase (114), a challenging
task when other methods of ion activation are employed, at
least in the positive ion mode. Since the fragmentation
patterns produced by ECD and ETD are frequently com-
plementary to the CID generated fragments (115), it is
beneficial to utilize them in multistage fragmentation (the
so-called MS” experiments), where the initial fragmentation
event is caused by collisional activation, followed by sub-
jecting the resulting CID fragments to ECD or ETD. The
combination of CID with either ECD or ETD is now offered
in several commercial instruments.

3.4.5. Ion-Molecule Reactions in the Gas Phase:
Internal Rearrangement and Charge Transfer

Ton activation times in the gas phase can range from <107'
to >107s, depending on the particular activation technique
used to induce fragmentation, physical size of the ion

Figure 3.17. The ECD mass spectrum of melittin (charge state 5+ labeled with a square was
selected as a precursor ion) obtained with a 7T FT ICR mass spectrometer. Separation of isobaric ¢,3
and z,3 + 1 fragment ions (inset) is possible due to the high resolving power of the mass analyzer.
[Data courtesy of Dr. Rinat Abzalimov (University of Massachusetts-Amherst). CAD mass spectra

of melittin are shown in Figure 3.15.]
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(number of internal degrees of freedom), as well as the time
frame of the experiment (91). In the case of a slow activation
process, a covalent bond cleavage may be preceded by an
internal rearrangement. One particular type of such rear-
rangement is hydrogen scrambling, which will be discussed
in some detail in Chapter 5.

Charge transfer is another gas-phase process that fre-
quently occurs in the ESI interface region. Although charge
transfer reactions do not usually result in ion fragmentation,
they obviously affect the appearance of charge state
distributions in ESI mass spectra. As we will see in Chap-
ter 4, charge-state distributions of protein ions are often used
to assess “compactness” of protein structures in solution.
Therefore, close attention needs to be paid to gas-phase
processes in order to avoid misinterpretation of the ESI MS
data. In some instances, it is possible to trap ions of different
polarities simultaneously and confine them to a small
volume (116). Electrostatic attraction between the ions of
opposite charges may lead to a variety of ion—ion reactions,
some of which will be considered in Chapter 8.

3.5. BRIEF OVERVIEW OF COMMON MASS
ANALYZERS

The mass analyzer is the part of a mass spectrometer where
the ions are separated according to their m/z values. As
outlined in Section 3.4, combination of two (or even more)
mass analyzers often allows spontaneous or induced frag-
mentation of mass-selected ions to be studied using
methods of MS/MS. Certain types of mass analyzer allow
tandem experiments to be carried out without utilization of a
second analyzer (“tandem-in-time” as opposed to “tandem-
in-space” MS). There is a wide range of mass analyzers
differing in their compatibility with various ion sources,
ability to handle ions of certain types, analytical figures of
merit, user-friendliness, and, of course, price tag. This
section attempts to provide a brief review of mass analyzers
that are most popular in the bio-MS community. A brief
discussion of each analyzer will include principles of its
operation, compatibility with EST and MALDI sources, m/z
limitations, and commonly attainable resolution, and tan-
dem capabilities. A much more comprehensive discussion
of mass analyzers, which also includes devices and designs
not covered in this section, can be found in an excellent
review by McLuckey and Wells (89). A more in-depth
discussion of physical aspects of mass analysis of ions can
be found in other review articles (117,118).

3.5.1. Mass Analyzer As an Ion Dispersion Device:
Magnetic Sector Mass Spectrometry

The idea to use a combination of an electrostatic and a
magnetic field as a means of ion separation in space (disper-

sion) was introduced by J.J. Thomson in his parabola mass
spectrograph (1). A simpler and more efficient method of
ion separation in homogeneous magnetic fields was intro-
duced several years later by Dempster (119). This instrument
became a prototype of the highly successful magnetic sector
mass analyzer, which is widely used in MS to this day.
According to Eq. 3-1-1, an ion introduced to the magnetic
field orthogonally to the field will follow a circular trajectory
whose radius will be determined by the ion’s m/z ratio, its
velocity v and the magnetic field strength B. In other words,
the magnet will act as a momentum separator (or, more
precisely, a momentum-to-charge (mv/z) separator). If all
ions of the same charge have been accelerated to the same
kinetic energy (KE) prior to their introduction into the
magnetic field (i.e., KE = 1/2 mv* = zeV), then the radius of
circular trajectory for each ion will be uniquely defined by
its m/z.

Later modifications of the magnetic sector mass analy-
zers have led to significant improvements in resolution and
other performance characteristics. Perhaps the most impor-
tant among such modifications was the implementation of a
“double-focusing” scheme(120), which adds another ana-
lyzer (a sector with radial electrostatic field termed Elec-
trostatic Analyzer, ESA) acting as a “kinetic energy
separator’. A mass spectrum is usually obtained by scanning
the magnetic field strength over a desired range, while the
electrostatic field of the ESA remains constant (linked to
the acceleration voltage V|, to allow passage of ions whose
kinetic energy-to-charge ratio is equal to V). In addition to
a dramatic increase in mass resolution, the presence of a
second analyzer allows MS/MS experiments to be carried
out. For example, a fragment ion mfzf+ produced upon
dissociation of a metastable ion 7157 immediately follow-
ing their acceleration (in the so-called first field-free region,
IFFR in Fig. 3.18) will have the same velocity as the
precursor ion itself; however, the momenta and the kinetic
energies of these two ions will be different. Here, both the
momentum and the kinetic energy of the fragment ion relate
to those characteristics of the precursor ion as m/my.
Therefore, in order to guarantee the passage of the fragment
ion through both magnetic sector and ESA, both fields have
to be reduced by a factor of my/m, compared to those
needed for the passage of the precursor ion. If both fields
are scanned, while their ratio remains constant, a full range
of fragment ions originating from the same precursor will be
detected, an experiment commonly known as a B/E scan or
linked scan). The representation of the B/E scan line on the
(B, E) plane connects the (B, Ey) point with the coordinate
origin, where By is the magnetic field strength needed for
passage of the intact precursor ion through the magnetic
sector and Ej, is the electrostatic field strength required for
passage of any “fully accelerated” ion (KE/z =¢eV) through
ESA (Fig. 3.19). Obviously, if zo > 1, the B/E scan should
start at the point (zoBo, zoEp), otherwise none of the
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Figure 3.18. Schematic representation of a magnetic sector MS
(BE geometry). Collision gas in the first field-free (FFR) region
(as shown in the diagram) is used only for acquisition of CID
spectra (B/E, B?/E and CNL scans).

fragment ions whose charge is less than that of the precursor
ion would be detected. This is exactly how the fragmenta-
tion spectrum of melittin (Fig. 3.15c) was acquired.

The B/E scan is an example of a “pseudo-tandem” MS
experiment (the precursor ion is not mass-selected prior to
its dissociation). Other examples of pseudo-tandem MS are
the B%/E scan, which provides a means to detect all ions
giving rise to a certain fragment (precursor ion scan), and
the constant neutral loss scan (CNL), which measures all
fragments related to parent ions by loss of the same mass.
Physical selection of the precursor ion prior to its dissoci-
ation can be achieved by placing a collisional cell after the
magnetic sector (second field-free region, Fig. 3.18). Since
the kinetic energy of each fragment ion will be a fraction
(mg/my) of the precursor kinetic energy, scanning the elec-
trostatic field of the ESA will allow a mass spectrum of all
fragment ions to be acquired. Although this technique
(termed MIKES) has rather limited analytical use (due to
very low-mass resolution), it can provide information on
macromolecular-ion geometry. A combination of at least
three sectors (e.g., BEB) is required in order to obtain high-
resolution MS/MS data.
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Figure 3.19. Graphic representation of various scans used in
sector mass spectrometers similar to one whose schematics is
shown in Figure 3.18. The filled circle indicates the position of
a precursor ion and the open circles indicate positions of one
particular fragment ion as detected in the course of various
experiments: magnetic field scan (prompt fragment in MS1), as
well as a linked (B/E) scan and an electrostatic field scan mass-
analyzed ion kinetic energy spectroscopy, (MIKES). The gray line
represents the precursor ion scan (B%/E).

The magnetic sector MS is a very flexible analytical
device that allows a variety of experiments to be carried out
without any hardware modification. Sectors allow high-
resolution measurements to be carried out over a wide
m/z range. lon fragmentation experiments are carried out
in a high collisional energy regime, enabling observation
of fragments that are not usually detected when most other
analyzers are used (e.g., d-, v-, and w-ions in peptide
fragmentation spectra). However, magnetic sector instru-
ments have significant disadvantages as well. Since the data
acquisition rate is usually limited by magnet scan rate,
sector MS cannot be interfaced readily with pulsed ioniza-
tion sources (e.g., MALDI). Even when interfaced with a
continuous ionization source (e.g., ESI), the sensitivity of
the analysis is often limited by the unfavorable duty cycle
(particularly when the data acquisition is carried out over a
wide m/z range). Nevertheless, it is possible to use these
instruments for very demanding applications requiring
access to a high m/z range (121).

3.5.2. Temporal Ion Dispersion: Time-of-Flight Mass
Spectrometer

The concept of TOF mass analyzers was first introduced
over half a century ago under the names “time dispersion
mass spectrometer” (122) and “ion velocitron” (123). The
basic principle of TOF MS is very simple (Fig. 3.20): ions
of different mass are accelerated to the same kinetic energy
(by traversing a potential difference V) within a very short
period of time and introduced into a field-free “drift region”
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Figure 3.20. Schematic diagrams of linear (a¢) and single-stage reflectron (b) TOF mass

spectrometers.

(or flight tube). If the initial velocities of all ions are
neglected, then the final velocity of each ion in the drift
region will be uniquely determined by its m/z and the
acceleration potential Uy:

[2zeUy
Vy =
m

If the duration of the pulse during which ions were introduced
into the drift region is very short, then ions arriving at the
detector plane will be grouped according to their 7/z values:

[ m
= . D
2zel

where D is the length of the drift region and 7 is the time
required to traverse this region. Therefore, measuring the
ionic signal intensity as a function of the “arrival time”
would allow the mass spectrum to be recorded. In reality,
this simplistic approach would lead to very poor mass
resolution, mostly due to significant spread in the initial
kinetic energies of ions. A “correction” for the initial energy
distribution can be done using an “ion mirror” or reflec-
tron (124). The principle of reflectron operation is illustrated
in Figure 3.20: If two ions have identical mass and charge,
but different velocities, the faster ion will penetrate deeper
into the decelerating region of the reflectron. As a result, its
trajectory path will be longer. After its reemergence from
the reflectron, this ion would still have a higher velocity, but
it will be “lagging” behind the slower ion due to the extra

(3-5-1)

=10

1= (3-5-2)

time spent in the decelerating region. It is easy to show that
the total “travel time” (from the source to the detector) of an
ion having initial kinetic energy eV can be calculated as:

m
t=, /7228(V—|—Uo) (D1+D2+4d)

where D; and D, are the lengths of the “upstream” and
“downstream” drift regions and d is the reflectron pene-
tration depth (a function of eV). It is possible to adjust the
reflectron parameters (D + D, and Uy) in such a way so
that the flight times become independent (within a narrow
range) of the initial kinetic energy eV. The highest mass
resolving power is attained when D + D, = 4d, that is, the
ion spends equal time in the reflectron and the field-free
drift regions (125). Although such a “single-stage” reflec-
tron can only perform first-order velocity focusing of ions
initially located at the space focal plane (Fig. 3.20),
second-order focusing can be achieved using a double-
stage ion mirror. Theoretically, it is possible to achieve an
ideal focusing (totally independent of the ion kinetic
energy) by using a continuous quadratic field (without
the field-free drift region). The quadratic ion mirror is
impractical for a variety of reasons, however, its modifi-
cation known as a “curved-field” reflectron (126) has
become very popular. While a detailed discussion of ion
focusing techniques in TOF MS is beyond the scope of this
book, an interested reader is referred to an excellent book
by Cotter (125), as well as several recent tutorials on the
subject (127).

(3-5-3)



Tandem Experiments with TOF MS. Dissociation of meta-
stable ions in the field-free region of a TOF mass analyzer
(usually referred to as post-source decay, PSD) gives rise to
fragment ions having the same velocity as their precursor.
As a result, it would be impossible to distinguish such
fragment ions from the intact precursor ions in a linear
TOF mass spectrum. The situation is very different if a
reflectron TOF MS is used for mass analysis. Although
the velocity of the fragment ions produced in the first drift
region would still be the same as that of the intact precursor
ions in both field-free regions, they will be “turned around”
in the decelerating field of the reflectron much faster.
The resultant time of flight of the fragment ion m will

be (125)
m ms
=/ Di+Dy+4—
! 226U0< 1+t m d)

Mass selection of the precursor ions is usually accomplished
in the first drift region by simple electrostatic gating. To
achieve adequate and proper focusing of fragment ions
of different masses, a series of spectra have to be collected
at different decelerating potentials. Alternatively, a curved-
field reflectron can be used to obtain a single PSD spectrum
with product ions from a wide m/z range focused
simultaneously (128).

Overall, fragmentation spectra provided by PSD are
imperfect, since the activation of the ions takes place in
the ion source and dissociation of the metastable ions can
occur during acceleration, which has a detrimental effect on
resolution. Furthermore, precursor ion selection cannot be
accomplished with high precision, since it is carried out in a
region where ions are generally out of focus (125). This
problem can be circumvented by using tandem (TOF-TOF)
mass spectrometers, where the drift regions are separated by

(3-5-4)
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a collision cell, in which fragmentation of the mass-selected
ions is carried out using CID (129,130) or by other means of
ion activation (131). Finally, interfacing TOF with other
mass analyzers provides an opportunity to carry out tandem
experiments with a hybrid mass spectrometer.

The advantages offered by TOF mass analyzers (ideal
compatibility with “pulsed” ionization sources, duty cycle
close to 100%, high ion transmission efficiency, extended m/
z range, ability to carry out very fast analyses with repetition
rates up to 500kHz) make them extremely popular
mass analyzers, which are uniquely suited for a variety of
applications, many of which will be discussed elsewhere in
this book.

3.5.3. Mass Analyzer As an Ion Filter

The ion separating properties of “mass filter” devices result
from their ability to selectively maintain stable trajectories
for ions of certain m/z ratios, while the others become
unstable. The idea of using quadrupolar electrical fields as
a means of “filtering” ions according to their m/z ratios
was introduced and implemented in the 1950s (132-134).
A quadrupole mass spectrometer acts as a “tunable” mass
filter that transmits ions within a narrow m/z range
(Fig. 3.21). A quadrupolar electrical field is usually con-
figured using four parallel electrodes (metal rods of circular
or, ideally, hyperbolic cross-section) that are connected
diagonally. A periodic potential of the form

@) = £(U—Vcoswt) (3-5-5)

is applied to each pair of electrodes, resulting in a periodic
hyperbolic field configuration in the (x, y) plane:

2 y?

D(x,y) = (U-Vcoswt) - 2—}%

(3-5-6)

Figure 3.21. Schematic representation of a quadrupole mass filter with examples of stable and

unstable ion trajectories.
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Figure 3.22. A schematic representation of the stability diagram
for the quadrupole mass filter depicted in Figure 3.21 (see expla-
nation in the text).

where ry is the distance from the central axis of the filter
(z-axis) to the surfaces of the electrodes. Combining
Egs. 3-1-1 and 3-5-6 gives rise to complicated equations
from which an ion trajectory within the filter can be
calculated. Generally, this is a very involved mathematical
procedure that is usually carried out by introducing a new
variable u, which can represent either x or y:

@ = +(a+2q-cos(2¢)) -u (3-5-7)
€ 7
where ¢ = tw/2 and
d—an — a_4zeU and o _ 2zeV
T y_mwzr% 1= 4= qy_mwzr%
(3-5-8)

Equation 3-5-7 is known as Mathieu’s differential equa-
tion. Stable solutions of Mathieu’s equation are usually
presented as “stability diagrams” in the (a, ¢) coordinates
(Fig. 3.22). The highest mass resolving capability will be
achieved if the filter is tuned in such a way that the “point”
corresponding to the ions of interest is placed close to the
apex of the stability region. In this case, a slight increase or
decrease of ion m/z value will result in an unstable trajec-
tory. To acquire a mass spectrum, both direct current (dc)
and rf potentials (U and V) have to be varied, while
maintaining their ratio constant. This would bring previ-
ously “unstable” ions into the apex region of the stability
region, thus allowing their passage through the filter.
Another important conclusion from the consideration of
the stability diagram is that the quadrupole will become

an “ion guide”, rather than an ion filter, if the dc component
of the electrical field (eq. 3-5-5) is equal to zero, a regime
that is commonly referred to as an “rf-only” mode of
operation. A very intuitive treatment of the ion motions in
quadrupole filters can be found in recent tutorials (135,136).

The m/z range of a typical quadrupole MS is limited to
4000. The resolution of a quadrupole mass spectrometer can
be adjusted by changing the U/V ratio, the slope of the “scan
line” (see Fig. 3.22). Mass resolution is not constant across
the m/z axis, since the width of the transmission window is
“fixed” once the “working” U/V ratio is selected. Typically,
mass resolution cannot be increased significantly above
the level of several thousand. The scan rate of a typical
quadrupole MS is high enough to allow direct coupling to
HPLC. MS/MS experiments can be carried out if three
quadrupoles are arranged in tandem (a configuration re-
ferred to as QqQ, so-called triple quadrupole instruments).
The first quadrupole is set to transmit ions of certain m/z
value (precursor ions), while the second is used as a
collision cell. It is operated in the rf-only mode to allow
indiscriminate transmission of all ions (precursor and frag-
ments alike) into the third quadrupole, which is scanned to
obtain a fragment-ion spectrum. Alternatively, the third
quadrupole can be set to allow the transmission of a certain
fragment ion m/z, while the first one is scanned. Mass
spectra acquired in this mode contain peaks of all ions
whose fragmentation gives rise to a selected fragment
(precursor ion scans). Finally, both first and second quadru-
poles can be scanned in concert (maintaining a constant
difference), yielding spectra of “constant neutral loss”. One
of the most-used applications of triple quadrupole mass
spectrometers is for quantitation of small molecules.
Monitoring a single-fragmentation transition of a single ion
m/z (single reaction monitoring or SRM) is highly sensitive
since none of the electronics are scanning, rather remaining
set to transmit a single m/z, and is extensively used for
quantitation of specific molecules of interest in complex
matrices. Multiple reaction monitoring (MRM) is an exten-
sion of this method involving rapidly switching (within a
few milliseconds) the two transmission quadrupoles be-
tween a set of specific m/z values for measuring several
transitions at once. Quadrupoles are often interfaced with
other types of mass analyzers to produce “hybrid” tandem
mass spectrometers.

3.5.4. Mass Analyzer As an Ion-Storing Device:
The Quadrupole (Paul) Ion Trap and Linear Ion Trap

The idea of using a quadrupolar field to store ions is a logical
extension of the concept of a quadrupolar mass filter. It was
introduced by Wolfgang Paul, the inventor of the quadru-
polar mass filter (137), for which the Nobel Prize in Physics
was awarded in 1989. Quadrupole ion traps can be viewed
as a linear quadrupole filter that has been “collapsed,” so
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Figure 3.23. A schematic representation of a quadrupolar ion trap.
Simulated trajectories of trapped ions (@) and ions undergoing
resonant excitation (b) are shown. [(Courtesy of Prof. Richard W.
Vachet, University of Massachusetts-Ambherst).]

that the electrical field becomes quadrupolar in all dimen-
sions, not just in the (x, y) plane. The confining capacity of a
quadrupole ion trap device is due to the formation of a
“trapping” potential well when appropriate potentials are
applied to three electrodes of hyperbolic cross-sections
(two end-caps and one ring electrode, see Fig. 3.23).
An oscillating (rf) potential on the ring electrode ®r =
V cos(wt) creates a dynamic parabolic (or, more correctly,
saddle) field inside the trapping volume, which focuses ions
to its center. A potential applied to the end-caps ®g = U is
constant (dc), and the field at any point inside the trapping
volume is (138,139):

U—Vcos wt
2

D(r,z) = (U-Vsinwt) - (r2_222) + (3-5-9)

2
2rg

where r and z are cylindrical coordinates FP=x*+ yz), and
ro is the shortest distance from the center of the trap to the
surface of the ring electrode. In practice, the dc potential
is applied by providing dc offset to the rf potential, which is
applied to the ring electrode. Ion trajectories in such a field
will be determined by solutions of Mathieu’s equation
similar to Eq. 3-5-7. Solutions that correspond to trajectories
confined to the trapping volume will form a “stability”
region in the (a, ¢q,) plane (Fig. 3.24). Trapping of the
externally generated ions that are injected into the trap is
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Figure 3.24. A schematic representation of the stability diagram
for the quadrupole ion trap depicted in Figure 3.23

facilitated by collisional cooling (using He as a bath gas in
the trap at a pressure of ~ 1 mTorr). Consideration of the
stability diagram in Figure 3.24 suggests that in order to
maximize the “stable” m/z range, the ion trap has to be
operated at a,=0. This corresponds to no dc potential
applied to the end-caps (the so-called “mass-selective in-
stability mode”). Under such conditions, ions will become
ejected from the trap only if their ¢, value exceeds 0.908
(Fig. 3.24). This is utilized for the purposes of ion detection
in a mass-specific (or, more precisely, m/z specific) fashion.
Since ¢, :4zeV/(mr02w2), gradual increase of V will result
in an increase of g, and will lead to the ejection of ions of
progressively increasing m/z values from the trap, followed
by their detection.

Trapped (stable) ions of a given m/z oscillate at a
frequency (known as secular frequency) proportional to
w. If a harmonic potential is applied to the end-caps,
resonance conditions will be achieved for those ions whose
secular frequency matches that of the applied potential.
Resonant absorption of energy by such ions will progres-
sively increase the amplitudes of their oscillations until they
become unstable and are ejected from the trapping volume
(Fig. 3.23b). Resonant excitation can also be used for mass-
selective ejection/detection by creating a “hole” in the
stability diagram at relatively low ¢, values. A gradual
increase of V will bring ions of progressively increasing
m/z values to this hole, making their trajectories unstable
and eventually forcing the ions out of the trap.

The ion of interest can also be isolated in the trap using a
variety of methods. For example, the ion can be “brought” to
the apex of the stability diagram, which would make all
other ions unstable (Fig. 3.24). Alternatively, the ion could
be “left” on the ¢,-axis and the rf amplitude V is then
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scanned (increased) to eject all ions with lower m/z values.
Next, a “resonant hole” is created at higher m/z and V is
scanned to force all high m/z ions to exit the trap through
this hole. Once the ion of interest has been isolated, resonant
excitation can be induced by applying a harmonic potential to
the end-caps. The amplitude of the resonant signal can be
adjusted such that the ions are not ejected from the trap, but
rather undergo a series of collisions with the molecules of the
bath gas. If the energy of such collisions is high enough, the
ion internal energy will continuously increase and eventually
cause ion fragmentation. A scan of rf amplitude V after a
period of such collisional activation will allow a mass spec-
trum of fragment ions to be acquired. Precursor ion selection
(isolation), collisional activation and fragmentation, as well as
mass analysis of the fragment ions all occur sequentially in
the same location, hence the term tandem-in-time (as opposed
to tandem-in-space) MS.

Any one of the fragment ions, produced in the course of
the MS/MS experiments just described, can be isolated in
the trap, activated (the frequency of the resonant potential
will have to be adjusted to the new m/z value), and frag-
mented, followed by the acquisition of a mass spectrum of
the second generation fragment ions. This process can be
repeated any number of times, as long as the number of ions
remaining in the trap is high enough to provide a usable S/N.
Such experiments are referred to as multistage tandem MS,
or simply MS”. Fragmentation efficiency in ion trap MS
often approaches 100% for smaller (<1 kDa) peptide ions.

Due to significant improvements in the performance of
ion traps, ease of operation, and relatively low cost, these
analyzers have recently become very popular, both as
standalone mass spectrometers and as a part of hybrid
instruments. Fast scan time allows ion traps to be coupled
directly to HPLC (using ESI as an interface). lon traps are
also well suited for pulsed ionization sources (e.g.,
MALDI), although the n/z range of most commercial ion
trap instruments is limited to 6000 (with optimal perfor-
mance <2500), which limits the scope of biomolecules
amenable to analysis. Utilization of ESI can extend the
range of biopolymers amenable to analysis (because of
multiple charging, ESI generated protein ions usually fall
within the “allowed” m/z range). However, one needs to be
aware of another potential problem, which is related to the
space-charge effect. Since the trapping volume is usually
very small, accumulation of a large number of charges,
which may exceed the number of trapped proteins by more
than an order of magnitude due to multiple charging, may
give rise to strong electrical fields inside the trap. Space-
charging phenomena have a detrimental effect on sensitivity
and resolution, and often result in mass spectral artifacts,
such as shifts in measured m/z or ghost peaks (140,141).
More information on the general principles of quadrupole
ion traps can be found in several recent review and tutorial
articles (138,139,142,143).

A significant limitation of the three-dimensional (3D) ion
trap, as mentioned above, is the small trapping volume,
resulting in a limit to the number of ions (charges) that can
be accumulated in a single trapping cycle without adverse
effects (e.g., space-charge distortion). For this reason, the
linear ion trap, with its much larger trapping capacity,
recently has become a popular device that provides the
same versatility, while avoiding the limitations imposed by
space charging. The concept of the linear trap was first
described in the 1960s with research on the quadrupole
storage ring by Drees and Paul (144). The simplest design of
a linear trap is a segmented quadrupole (based on a triple
quadrupole design) in which the central pressurized segment
confines the ions radially in a rf quadrupolar field, while the
terminal segments provide repulsive dc potentials at either
end that contain the ions within the trap. There are many
advantages to this design over the 3D trap, the main one
being a much higher trapping efficiency (theoretically up to
100% in a linear trap versus 5-10% in a 3D ion trap) due to
the lack of an axial quadrupolar field that would otherwise
tend to repel ions. Additionally, the larger internal volume
of the linear trap can accommodate more charges that can
be distributed along the length of the quadrupolar trapping
field, thus minimizing space-charge effects (145,146).

Tandem (MS") experiments can be performed in a linear
trap in a manner similar to a 3D ion trap, by using resonance
excitation of the ion of interest in the trapping quadru-
pole (147). Ion-detection is normally performed by resonance
ejection of ions radially through slots in the quadrupole
rods to be detected using standard ion detection methods.
Alternatively, the ions can be ejected axially along the length
of the quadrupole and transmitted to further components of
the mass spectrometer. This has led to a variety of uses of
linear traps in hybrid mass spectrometers. For instance,
fragmentions could be transmitted to a Fourier transform—ion
cyclotron resonance (FT ICR) or Orbitrap (see below) cell
for high-resolution detection, as will be discussed in Sec-
tion 3.5.8. Generally this results in a significant increase in
duty cycle since ions can be trapped, fragmented, and stored
in the linear trap region while other measurements are being
performed elsewhere in these hybrid instruments.

3.5.5. Mass Analyzer As an Ion Storing Device:
FT ICR MS

Ion confinement to a limited volume can also be achieved by
using a combination of electrostatic and magnetic fields.
The simplest configuration of such a trapping device is
depicted in Figure 3.25. A dc potential applied to the front
and back plates will restrict the ion motion in the z-axial
direction, while a constant magnetic field in the same
direction will induce a circular (cyclotron) motion in the
(x, y) plane. In accordance with Eq. 3-1-1, the centripetal
force will be equal to the Lorentz force exerted on the ion by
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Figure 3.25. Principle of ion trapping, broad-band excitation and detection in FT ICR MS

the magnetic field, and so the cyclotron motion frequency w,
will be uniquely determined by the magnetic field strength B
and the m/z ratio of the ion:

zeB
w. = —
m

(3-5-10)

Therefore, measuring w. can be used for mass analysis.
Various modifications of this concept were brought forward
in the late 1940s — early 1950s under the names magnetic
TOF mass spectrometer, where the flight time was actually
the cyclotron motion period T'=27/w (148,149), magnetic
period mass spectrometer or mass synchrometer (150,151),
omegatron (152,153) and magnetic resonance mass spec-
trometer (154). Since frequency is a physical parameter that
can be measured very accurately, mass spectrometers based
on the principle of cyclotron motion can provide the
highest accuracy m/z measurements. However, it was not
until the mid-1970s that ICR MS (155) finally became the
powerful analytical technique we know now due to the
introduction of digital FT as a means of producing the mass
spectrum (156). A more detailed historical account of the
development of ICR MS can be found in an excellent review
by Marshall (157).

Ion detection in FT ICR MS is done by measuring the
magnitude of the “image current” induced on the plates by
the ion orbiting between them (Fig. 3.25). Unsynchronized
motion of a large number of ions will result in no net current
due to the random distribution of phases among the ion
population. Therefore, ion detection must be preceded by
ion excitation (e.g., by applying a uniform harmonic electric
field in the direction orthogonal to the magnetic field). If the

field frequency is the same as the cyclotron frequency of the
orbiting ions, they will be synchronized (brought in phase
with the field). Furthermore, such resonant conditions will
elevate ion kinetic energy, increasing the radii of their orbits
and, therefore, the magnitude of the image current induced
by each ion. A homogeneous population of ions whose
orbiting motions are in phase will induce an image current
on the “receiver” plates (the top and bottom plate on
Fig. 3.25) of the form I=I,sin(w?+ «), whose angular
frequency w will be equal to the cyclotron frequency w,
of the orbiting ions. The amplitude of the current [, will be
proportional to the number of ions in the population and
essentially independent of the cyclotron frequency w. under
typical ICR conditions (158). If several ion populations (of
different m/z ratios) are present in the cell and are excited to
higher orbits, the resulting image current will be a super-
position of several sinusoidal signals, each having a char-
acteristic angular frequency uniquely determined by the
magnetic field strength and the m/z ratio of the correspond-
ing ion population (Eq. 3-5-10). [The actual cyclotron
frequency in a real ICR cell will be lower than w. due to
the presence of an electrostatic potential, which traps the
ions in the axial (z) direction.] Fourier transformation of such
a spectrum (from the time domain to the frequency domain)
will allow the cyclotron frequency of each ion population to
be determined and m/z values calculated (Fig. 3.26).
Fourier transform ICR MS offers the advantage, over
other MS detection methods, of being able to detect all ions
simultaneously across a wide m/z range within a very short
period of time. Increasing the measurement time in an FT
ICR MS experiment enhances not only the S/N, but also the
resolution. The latter is usually limited by “collisional
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Figure 3.26. The FT ICR mass spectra of ubiquitin: raw data in
the time domain (a) and the FT spectrum (frequency domain) (b).

damping” of the cyclotron motion (in contrast to quadrupole
ion traps, ion-neutral collisions in the ICR cell have
detrimental effects on the quality of mass spectra). Such
collisions result in broadening and shape distortion of the
ion peaks (without altering the m/z values), hence the very
high vacuum requirements for high-resolution measure-
ments (more demanding compared to most other mass
analyzers). Due to the limited volume of the ICR cell,
space-charge effects also negatively impact the quality of
FT ICR MS data (causing systematic shifts in the observed
cyclotron frequencies of ions and, therefore, limiting the
accuracy of mass measurements). Since all ions experience
the same space-charge induced frequency shift, accurate
mass measurements can be carried out using internal
calibration (159). Commercial FT ICR instruments offer
resolution exceeding 100,000 in the broadband mode, far
outperforming most other types of mass analyzer (except
Orbitrap, see Section 3.5.6). Image current detection is
generally less sensitive compared to the “classical” ion
counting techniques utilized by other types of mass analy-
zers. However, FT ICR MS detection is nondestructive and
the data acquisition can be carried out with the same ion
population over an extended period of time using multiple
remeasurements (160,161). In fact, it is possible to use

FT ICR MS to trap and detect individual multiply charged
macromolecular ions (162).

Inverse FT (from the frequency to the time domain)
allows “custom” excitation spectra to be designed. Such
stored waveform inverse Fourier transform (SWIFT) exci-
tation is used for highly selective ion excitation and/or
ejection from the trap. This excitation is an extremely
effective method for ion isolation in the ICR cell.
Fragmentation of the isolated ions can be induced by a
variety of means, including collisional activation (e.g.,
sustained off-resonance irradiation, SORI CID), photo-
activation (e.g., infrared multi-photon dissociation, IRMPD
(105)), electron capture, ECD (111), and so on. Most of
these methods (with the exception of ECD) are slow-heating
methods according to McLuckey’s classification (91). High-
er-energy CAD can be implemented by using collisional
activation of ions in the external source (e.g., nozzle-skim-
mer CAD in the ESI interface). Trapping the activated ions
[either in the ICR cell or in the external reservoir, e.g., a
hexapole ion guide (163)] allows the yield of the dissoci-
ation to be increased dramatically compared to other mass
analyzers. Since FT ICR MS is a trapping device, it allows
multiple stages of ion fragmentation to be carried out in
sequence. Combination of several ion fragmentation tech-
niques in one experiment often provides significant im-
provement of the sequence coverage of macromolecular
ions (164). More information on general principles of FT
ICR MS and its applications to biomolecular analyses can
be found in recent reviews (165,166).

3.5.6. Mass Analyzer as An Ion Storing Device:
Orbitrap MS

A relative newcomer to the battery of mass analyzers was
recently developed by Makarov (167,168), namely, the
Orbitrap. The concept is similar to the Kingdon trap,
developed in 1923, that relies only on electrostatic fields
to trap the ions in a cylindrical outer electrode around
a thin wire (169). The Orbitrap design is illustrated in
Fig. 3.27. Basically, ions are injected into a “quadro-
logarithmic” electrostatic potential created by a central
spindle electrode surrounded by the curved outer electrode,
described by

2
U(r,z) = g <22— g) +§ (Ry)*-In [” +C (3-5-11)

where r and z are cylindrical coordinates within the elec-
trode, C is a constant, R, is the characteristic radius, and k
is the curvature of the field. Once ions are injected into this
electrostatic field with a velocity perpendicular to the z-axis
of the trap and with an offset from the center of the trap,
they orbit around the central electrode, but also oscillate
along the z-axis with a frequency simply related to their m/z
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Figure 3.27. Schematic diagram of an Orbitrap mass analyzer interfaced to a linear ion trap.
[Reprinted with permission from (170). Copyright © 2005 John Wiley & Sons.]

and the field curvature (167):

w=1/(z/m) k (3-5-12)
Ions can then be detected based on their frequencies of
oscillation by image current in a method analogous to the FT
ICR analyzer described above, with the time domain signal
converted to a mass spectrum by FT. Because the frequency
along the z-axis is essentially independent of the energy and
spatial arrangement of the ions, very high resolution and high
mass accuracy measurements can be achieved by this method
of detection (171). The Orbitrap analyzer has many advan-
tages, including high resolution and high mass accuracy due to
the static nature of the well-defined electric field in the trap (cf.
FT ICR). However, the higher capacity and independence of
m/z on the trapping ability relative to other trapping devices
means that the Orbitrap can achieve a much higher dynamic
range. Also, since the frequency resolving power is inversely
proportional to (m/z)”2 (Eq. 3-5-12) rather than n/z (Eq. 3-5-
10), the usable high-resolution mass range is significantly
enhanced for Orbitrap versus FT ICR. Resolution is limited by
the residence time of ions in the trap, however; nevertheless,
an Orbitrap instrument can routinely achieve 100,000 resolv-
ing power and achieves a higher dynamic and m/z range with
generally much less tuning required. Coupled to the fact that
an Orbitrap is significantly smaller and does not require
cryogenic cooling, this has become an attractive device in
modern laboratories limited by space and consumables bud-
gets, but who still require high-resolution MS capabilities.

3.5.7. Ion-Mobility Analyzers

Another technique that has enjoyed significant attention in
recent years relies on the idea that macromolecular ions with
different structure will pass through a drift tube filled with
an intermediate pressure of neutral gas molecules at differ-
ent rates depending on their collisional cross-sections. First
developed in the 1950s by McDaniel et al. (172) and

Kebarle et al. (173) for the study of ion-molecule reactions
in gases (172,173), drift time ion-mobility spectrometry
measures the amount of time that an ion takes to migrate
through a buffer gas in the presence of a low electric field.
Under conditions where diffusion processes are dominant
(thermal energy from collisions exceeds energy of the ions
due to the electric field), the velocity, v of the ion under the
influence of electric field E, is inversely proportional to its
collisional cross-section (£2):

y 3zl (2w NV
16N Q \ wkgT

where z is the charge on the ion, W is the reduced mass of the
ion and the buffer gas, kg is the Boltzmann constant, and N
is the number density of the buffer gas. Thus, measuring the
drift time of an ion through a drift cell of known length
yields characteristic information that has been used for the
analysis of small molecules (e.g., drugs and explosives).
Coupled to a mass spectrometer, it now becomes possible to
also measure m/z of the ions, thus enabling calculation of
the collisional cross-section.

Seminal work by Bowers, Clemmer, Jarrold, and their
co-workers with peptides and small proteins using in-house
built instrumentation laid the groundwork for understanding
how ion mobility can be used to determine protein con-
formations in the gas phase. (174-178). Modeling based on
molecular dynamics simulations can be used to fit the
measured ion mobilities to reasonable molecular structures
that fit with the observed collisional cross-sections. How-
ever, only recently has commercial instrumentation become
available to enable more widespread usage. Since then many
studies have been performed that suggest proteins can retain
structures in the gas phase that reflect their solution prop-
erties (179,180), and even macromolecular complexes can,
to a large extent, be maintained (181). This technique also
appears to complement, in many ways, the analysis of

(3-5-13)
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charge-state distributions of macromolecular ions electro-
sprayed from solution, as described in Section 4.1.4. A
complete description of ion mobility mass spectrometry
(IM-MS) for the study of biomolecular structure is beyond
the scope of this text, but there are some excellent recent
reviews (182,183).

3.5.8. Hybrid Mass Spectrometers

In addition to the mass analyzers described in the preceding
sections, there is an increasing number of hybrid mass
spectrometers that combine more than one type of mass
analyzer in a single instrument. Hybrid mass spectrometers
often feature enhanced performance as a result of capital-
izing on the advantages provided by each component. While
earlier versions of hybrid MS systems almost always uti-
lized a sector instrument as the first stage, more recently the
focus has been shifting toward TOF MS and quadrupole ion
trap MS as the core component. Combination of a quadru-
pole mass filter and a reflectron-TOF mass analyzer has
been particularly popular (184). This configuration offers
tandem capabilities, high resolution, an extended m/z range,
and fast analysis time. Another hybrid instrument that has
gained popularity in recent years combines a quadrupole ion
trap and a TOF mass analyzer (185). Also, two recent high-
end commercial products combine a linear ion trap (186)
or a quadrupole filter (187) with FT ICR MS for high-
resolution detection.

Finally, an instrument that has enjoyed immense popu-
larity in recent years is the hybrid linear trap—Orbitrap mass
spectrometer. This combines the speed of acquisition and
MS” capabilities of a linear trap with the high-resolution and
high-mass accuracy of an Orbitrap analyzer. This system
can acquire multiple MS and MS/MS spectra per second,
compatible with LC separations, but is also able to pass
user-selected (or software-selected based on criteria) ions to
the Orbitrap for accurate mass determination. This combi-
nation has proven exceptionally useful in the field of
proteomics where rapid MS/MS sequence data are
complemented by high-resolution parent ion mass determi-
nation, giving increased confidence in peptide mass
assignments (170,188,189).

This chapter, gave a brief overview of the concepts
underlying MS and the technology available to achieve
mass measurements. Chapters 4-9 describe some of the
many and increasing number of applications of these MS
methods in the biophysical arena.
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MASS SPECTROMETRY BASED APPROACHES TO STUDY
BIOMOLECULAR HIGHER ORDER STRUCTURE

Obtaining higher order structures of biopolymers is usually
a first step in analyzing their behavior and understanding
Sfunction. While X-ray crystallography and high-field
NMR undoubtedly provide the highest quality information,
limitations of these techniques (as discussed in Chapter 2)
often make such high-resolution structures unavailable
for a variety of important proteins and their assemblies.
Other biophysical techniques, (e.g., SEC, and scattering
methods) often provide information that can be used for
evaluating quaternary structure of protein assemblies;
however, the resolution is typically low. This chapter dis-
cusses various MS based approaches to evaluate higher
order structure at various levels of spatial resolution when
the crystallographic and NMR data are unavailable or
insufficient. This chapter begins with a presentation of
methods used to determine the composition and stoichi-
ometry of protein assemblies and other noncovalent com-
plexes of biopolymers, the domain of “native” ESI MS. We
will also briefly review additional information that can be
deduced from native ESI MS measurements. This includes
understanding the hierarchical organization of protein
quaternary structure (based on controlled fragmentation
of protein complexes in the gas phase) and estimating
solvent-accessible surface areas in proteins and protein
complexes (based on the number of charges accommodated
by the protein). We will then proceed to review MS-based
methods used to probe biomolecular topology and topog-
raphy. These methods generally utilize chemical cross-
linking to characterize tertiary and quaternary contacts
by generating proximity maps. Finally, we will discuss

various methods of mapping solvent accessibility
of protein segments. In addition to permanent covalent
modification of protein surfaces in both specific and
nonspecific fashion, we will briefly discuss application of
hydrogen-deuterium exchange to mapping protein-
protein interfaces.

4.1. DIRECT METHODS OF STRUCTURE
CHARACTERIZATION: NATIVE ELECTROSPRAY
IONIZATION MASS SPECTROMETRY

4.1.1. Preservation of Noncovalent Complexes in the
Gas Phase: Stoichiometry of Biomolecular Assemblies

It was not too long ago that probing the quaternary structure
of proteins in solution using MS was met with skepticism in
many quarters of the biophysical community. Indeed, water
is essential to biological processes in general and to the
protein structure and function in particular (1). Significant
alterations of the protein structure upon dramatic changes in
its environment (i.e., complete removal of solvent) are
expected and in fact have been documented in many
cases (2,3). Protein behavior in a solvent-free environment
is now being actively looked at, as such studies hold the
promise of providing a distinction between the “intrinsic”
and “externally imposed” properties of biological macro-
molecules (4). One general conclusion that is particularly
important within the context of this chapter relates to the
fate of protein assemblies upon desorption from solution to
the gas phase. The existing body of knowledge suggests
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that most types of intra- and intermolecular interactions in
proteins are preserved in vacuo (5,6), with the notable
exception of hydrophobic interactions [although a recent
report suggests that macromolecular associations held to-
gether exclusively by hydrophobic interactions may also
survive, especially if there is a high steric complementarity
between the binding partners (7)].

Numerous studies have demonstrated that noncovalent
macromolecular complexes can survive the transition from
solution to the gas phase when using relatively mild desolva-
tion conditions in the ESI MS interface. The two parameters
that are usually most critical for the survival of noncovalent
complexes upon this transition are the ESI interface temper-
ature and the electrical field in the ion desolvation region,
which determines the average kinetic energy of ions under-
going frequent collisions with neutral molecules in this
region. Keeping these parameters at relatively low levels
allows the composition of macromolecular assemblies to be
determined reliably and with minimal sample consumption
(Fig. 4.1). When executed carefully, such experiments pro-
duce correct (i.e., confirmed by other methods) information
on the stoichiometry of multiprotein complexes (8—12) and
provide information on smaller ligands (metal ions, small
organic molecules, etc.) that are present in these multiunit
assemblies. While selecting mild conditions in the EST MS
interface region is critical for success of such experiments,
another critical aspect in experimental design is selection of a
solvent system that is compatible with ESI (see Section 3.2.2
for more detail), and yet has the physicochemical parameters
(most importantly pH and ionic strength) that are as close as
possible to that of the native environment of the proteins
[hence the frequently used name of this technique, native
MS (11)]. This is usually achieved by using aqueous solutions
of volatile salts (e.g., ammonium acetate or ammonium
bicarbonate) at appropriate concentration levels, which pro-
duce pH close to neutral.

Determination of the number of polypeptide subunits in
relatively small homooligomers usually does not require very
high accuracy in mass measurements. However, a serious
problem may arise if the complex is composed of a number of
different polypeptide chains or else contains low molecular
weight components (metal ions, organic cofactors, etc.),
which need to be accounted for. As mentioned above, pres-
ervation of noncovalent interactions is often achieved by
reducing the efficiency of the ion desolvation step, and the
survival of larger macromolecular complexes critically de-
pends on the presence of a significant number of residual
solvent molecules and small counterions (13,14). Therefore,
preservation of noncovalent complexes in the gas phase is
typically done at the expense of mass accuracy, which is
critical for correct assignment of the small molecular weight
components of a high molecular weight complex.

In addition to adduct formation, which increases the
apparent mass of the macromolecular species, the mass
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Figure 4.1. The ESI mass spectra of bacterial enzyme NikR
acquired under denaturing (@) and near-native conditions (b).
Protein dissociation upon denaturation allows the mass of the
monomeric unit to be measured with high precision (15,093 + 1
Da). Mass measurements carried out under near-native conditions
(60,372 £ 2 Da) indicate that the protein exists in solution exclu-
sively in the tetrameric form, consistent with the crystal structure
(shown in panel b; PDB accession number 1Q5V).

measurement process is frequently complicated by the
ambiguity of charge-state assignment of ions in ESI mass
spectra. The task of correct charge-state assignment be-
comes increasingly difficult for larger macromolecular sys-
tems, and is greatly exacerbated by the heterogeneity of
ionic species. Several methods have been introduced in
recent years that deal with this problem, most of which
rely upon finding the best fit for the experimental data using
various computational algorithms (9,15,16). The basic as-
sumption of these approaches is that the mass of the
noncovalent complex (or any macromolecular ionic species)
is constant and allows the correct charge states in a peak
series to be determined using an optimization procedure.
The correct charge-state assignment is the one that yields



the minimal standard deviation S for the entire series of
ionic species (17):

S= \/ S ki m))?

where k; is the apparent m/z for the ith ionic peak in the
data set containing N peaks representing the macromole-
cule; z; is the charge assigned to this peak, and (m) is the
mass of the macromolecule (defined as the mean mass
averaged across the entire set of N ionic species. Sophis-
ticated algorithms are capable of defining the boundaries
of mixed ionic signals when multiple species are present
in solution and do not have limitations vis-a-vis m/z
windows (17).

(4-1-1)

4.1.2. Utilization of Ion Chemistry in the Gas Phase to
Aid Interpretation of ESI MS Data

The optimization methods discussed in the preceding par-
agraph have been utilized successfully to interpret EST MS
data for very large (>1MDa), but relatively homogeneous,
proteins and protein complexes. However, they frequently
fail when applied to highly heterogeneous systems. The
structural heterogeneity of glycoproteins with high carbo-
hydrate content and other polydisperse macromolecules
poses a serious challenge to ESI MS analysis for two
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reasons. First, the population of ionic species with different
masses distributed over a relatively narrow m/z range often
gives rise to unresolved or poorly resolved ionic signals and
may lead to significant overlap of ion peaks representing
different charge states. Second, as we will see in Section
4.1.4, the extent of multiple charging in ESI MS depends on
the physical size of the macromolecules. In the case of
polydisperse systems, this may result in a situation where
the measured average ionic mass (or mass distribution)
depends on its charge, which obviously complicates decon-
volution of ESI MS data (18). A recently introduced ap-
proach to deal with this problem combines complexity
reduction (mass-selection of a narrow distribution of ionic
species from a heterogeneous mixture) and gas-phase ion
chemistry (electron transfer reactions) to induce partial
reduction of the ionic charge. The resulting spectra are
devoid of complexity and are easy to interpret, allowing
correct mass assignment to be made (Fig. 4.2).
Collisionally activated dissociation (CAD) is another type
of ion manipulation in the gas phase that is frequently
employed to aid interpretation of ESI mass spectra of non-
covalent complexes. We already mentioned that preservation
of noncovalent interactions is often done by reducing the
efficiency of the ion desolvation step, which inevitably pro-
motes generation of ions with extensive adduct binding.
To improve the accuracy of mass measurements under these
circumstances, Amster and co-workers (19) suggested to

L
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Figure 4.2. The ESI mass spectra of o-galactosidase (3 uM in 50 mM ammonium acetate) acquired
with a hybrid quadrupole-time of flight mass spectrometer (TOF MS, gray trace) and the results of
incomplete reduction of a narrow population of protein ions mass selected from one of the charge
states (black trace). [Adapted with permission from (18). Copyright © 2010 American Chemical

Society.]
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Figure 4.3. The ESI mass spectra of Streptomyces nickel superoxide dismutase (NiSOD)
(0.125 mg/mL in 5-mM ammonium bicarbonate) acquired under relatively mild conditions in the
ESI interface (gray trace) and following collisional activation.

supplement mild ESI MS measurements with those carried
out under harsher conditions. Although the latter step leads to
partial dissociation of noncovalent complexes in the gas
phase, the surviving assemblies appear to have lower residual
solvation, and a stepwise increase of the electrostatic field in
the interface region eventually results in dissociation of
cofactors from the subunits, thereby enabling a reliable
identification and an exact count of the low molecular weight
species present in each subunit (19).

An example of using limited collisional activation of
noncovalently bonded protein complexes in the gas phase to
enhance the quality of their mass measurement is shown in
Figure 4.3, which presents the work carried out in the authors’
laboratory in 1999. An ESI mass spectrum of a metallo-
enzyme NiSOD from Streptomyces (20) acquired under
relatively gentle conditions in the ESI interface region re-
vealed the presence of a species whose mass was determined
to be 79,594 Da (gray trace in Fig. 4.3). Although this mass is
consistent with the notion of NiSOD being a hexamer (aver-
age mass of a monomeric unit calculated based on the protein
sequence is 13,188.1 Da), it did not allow the exact number of
Ni atoms to be determined, as the measured mass exceeded
that calculated for the hexamer (where Ni2" is bound to each
monomeric unit) by 0.16%. While this might be considered an
excellent precision by someone accustomed to polyacryl-
amide gel electrophoresis (PAGE)- or SEC-based mass mea-
surements, the absolute value of the resulting discrepancy
(125 Da) exceeds the mass of two additional nickel atoms.
Furthermore, prior to these MS measurements, NiSOD was
believed to be a tetramer based on the results of earlier

cross-linking measurements, where four cross-linked units
were observed as the highest oligomer (20). This contributed
further uncertainty toward interpretation and indeed accep-
tance of the MS data. However, collisional activation of the
NiSOD complex in the gas phase (black trace in Fig. 4.3)
allowed the mass of the surviving assembly to be measured
with much higher precision, which yielded a discrepancy of
only 4 Da (0.005%) between the measured mass and the sum
of six polypeptide chains and six nickel atoms. Itis ironic that
the dispute between native ESI MS measurements and cross-
linking experiments regarding the correct stoichiometry of
NiSOD was settled a couple of years later in favor of ESIMS
by the authors of the initial cross-linking work, who published
a crystal structure of this enzyme, which was indeed hex-
americ (21). Itis difficult to think of a more gratifying way to
have once controversial conclusions proven correct!

Stepwise Dissociation of Macromolecular Complexes in the
Gas Phase. Dissociation can also be very effective when
analyzing the composition of complex heterooligomeric as-
semblies containing a significant number of incongruent
biopolymer subunits (22-25). In some cases, the order of
sequential departure of subunits from the assembly may
provide low-resolution information on protein quaternary
structure by revealing the identity of interacting subunits
in the complex. Even in a situation when all subunits are
identical, controlled dissociation experiments can be quite
useful, as they can reveal details of the “super-quaternary”
structure, that is, hierarchical organization of protein com-
plexes (26,27).



4.1.3. Dissociation of Noncovalent Complexes in the Gas
Phase: Can It Lead to Wrong Conclusions?

Despite the great analytical utility of studying the gas-phase
dissociation of noncovalent complexes, these processes
frequently cause concern. Indeed, it could be argued that
the occurrence of uncontrolled fragmentation in the gas
phase may lead to incorrect conclusions vis-a-vis compo-
sition of the noncovalent assemblies in solution. In most
cases, however, these concerns are unfounded, as the com-
mon mechanism of dissociation of noncovalent complexes
in the gas phase [asymmetric charge partitioning (28)]
gives rise to a distinct dissociation pattern that is very
different from the disassembly processes occurring in solu-
tion. Asymmetric charge partitioning proceeds through ejec-
tion of a single polypeptide chain from a metastable complex,
with the ejected unit carrying a disproportionately high
number of charges (29). An example of such a process is
shown in Figure 4.4, where mild collisional activation
of large protein complexes (the 14-mer molecular chaper-
one GroEL) in the ESI interface results in ejection of a highly
charged monomeric ion from the complex. The remainder of
the complex (13-mer) retains a disproportionately low frac-
tion of the initial number of charges (average charge 43+),
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giving rise to ionic signal at the high end of the /z scale. The
anomalous charge density of the products of dissociation is a
clear indication that these species are generated in the gas
phase rather than in solution (30).

The origin of asymmetric charge partitioning is likely to
be the electrostatic repulsion within the ESI generated
multicharged noncovalent complexes, in which case the
fragmentation process should resemble Coulombic explo-
sion of a liquid droplet charged to the Rayleigh limit (31).
The commonly observed asymmetric dissociation in this
case would correspond to a fine fission mode, which is
initiated in critically charged droplets by formation of a
Taylor cone, through which ejection of a small mass of
liquid carrying a disproportionately large fraction of the
total charge occurs (13). It seems plausible that fluctuations
of charge density on the surface of a globular noncovalent
assembly in the gas phase would lead to formation of a local
instability similar to the Taylor cone, followed by ejection of
highly charged matter. The charge-density fluctuations are
likely to occur within the solvation shell of the noncovalent
complex. The solvation shell is composed mostly of the
ionic and polar solvent components, which may shuttle the
charges across the surface of the complex, eventually

[M]'s*
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Figure 4.4. The ESI mass spectrum of GroEL acquired under near-native conditions in solution
(100-mM ammonium acetate) and mild collisional activation in the ESI interface. The low n/z
region of the spectrum is shown in the inset. Highly charged monomers and low charge density
tridecamers are products of dissociation of tetradecameric structures in the gas phase. Oligomer-
ization of GroEL tetradecamers (formation of 2M,,4 species) is likely caused by increased protein
concentration in ESI droplets as a result of solvent evaporation. [Adapted with permission from (30).
Copyright © 2008 American Society for Mass Spectrometry.]
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leading to formation of a local instability (a process that is
obviously facilitated by collisional activation of the com-
plex). Since the ejection of soft matter in the fine fission
mode occurs through a fine jet, the departing monomer will
necessarily unravel in the process of (but not prior to) its
ejection. Since the jet is formed by a single subunit, it will
not disintegrate, unless the departing monomer contains
noncovalently bound ligands and cofactors.

Such behavior can be seen in Figure 4.5, where
asymmetric dissociation of a globular tetrameric complex
(hemoglobin tetramer (a*f*),, where * denotes a heme
group attached to a globin chain) results in ejection of a
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Figure 4.5. The ESI mass spectra of sickle cell human hemoglo-
bin HbS under near-native conditions in solution. Panel ¢ shows an
HbS spectrum acquired under gentle conditions in the ESI interface
that preserve weak noncovalent interaction. Panel b shows a CAD
mass spectrum of HbS tetramer (charge state 174 isolated as a
precursor ion). Expanded region on panel b shows a detailed view
of the trimeric region of the fragment ions mass spectrum. The
asterisk represents the bond hence cofactor. [Adapted with per-
mission from (13). Copyright © 2006 Elsevier.]

highly charged monomer (either o or B), whose heme group
does not necessarily accompany the chain during this event.
This results in the appearance of a rather exotic ionic species
in the mass spectrum, such as a trimer carrying four heme
groups (e.g., (o',p**)*" in the expanded region of
Fig. 4.5b). Such extreme behavior exhibited by the protein
assembly upon its dissociation in the gas phase is very
different from hemoglobin tetramer dissociation in solution,
which is known to proceed via formation of heterodimers
(i.e., (*f*), — 2 a*P*, followed by dimer dissociation to
monomers). In general, dissociation of protein assemblies in
the gas phase almost always manifests itself in ESI mass
spectra by giving rise to ionic species of either exotic
composition or anomalous charge density. Therefore, in
most cases it is not too difficult to make a clear distinc-
tion between the dissociation processes occurring in solu-
tion and in the gas phase. In addition the experimental
conditions can be adjusted to minimize or completely
eliminate the former.

4.1.4. Evaluation of Macromolecular Shape in Solution:
The Extent of Multiple Charging in ESI MS

Characterization of multiunit protein assemblies discussed
in the previous sections relies on measuring the masses of
protein ions and their complexes. However, the protein ion
charge can also provide useful information. In fact, it was
not long after the acceptance of ESI MS as a tool for
measuring masses of macromolecular ions that observations
were made linking the extent of multiple charging to protein
geometry in solution (32,33). The relationship between the
charge on a protein ion and its size (geometry) has been the
focus of numerous investigations. One particularly useful
tool that has emerged from these studies is the analysis of
conformational dynamics in solution, which allows onset of
protein unfolding to be detected by monitoring protein ion
charge-state distributions in ESI MS (considered in more
detail in Chapter 5). However, even in the absence of
unfolding events, analysis of charges accommodated by
protein ions may provide useful information regarding their
higher order structure.

The average charge of a protein ion tends to increase as
the protein size (mass) increases. This is particularly obvi-
ous under denaturing conditions, as the m/z values of most
proteins tend to fall within the same range (800-2500 u)
irrespective of their masses. The average charges of protein
ions generated under near-native conditions also increase as
the protein mass increases, although not as fast, giving rise
to a progressive increase in the mi/z values (Fig. 4.6). The
mass spectrum shown in Figure 4.6 is noteworthy for
another reason, as it clearly demonstrates that, unlike the
mass, the charge of protein complex ions does not follow
the principle of additivity, that is the average charge of the
protein complex ion is significantly less than the sum of the
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Figure 4.6. The ESI mass spectrum of human sickle cell hemo-
globin (40 UM solution, calculation of molar concentration is based
on the tetrameric structure) acquired at neutral pH in 10 mM
ammonium acetate. The labeled ionic species represent dimers (D),

tetramers (T), and octamers (TT). [Adapted with permission
from (38). Copyright © 2005 American Chemical Society.]

charges of ions representing the individual constituents of
the complex.

The average number of charges accommodated by
protein ions generated under native conditions in solution
was shown by Fenselau et al. (34) to exhibit a strong
dependence on the surface area of the native conformation
in solution. de la Mora (35), Heck and van Den Heuvel (36),
and Nesatyy and Suter (37) analyzed compiled sets of ESI
MS data for a variety of globular proteins under native
conditions and used Dole’s Charged Residue Model (CRM,
see Appendix) to rationalize the apparent correlation be-
tween the calculated radius of gyration of the proteins in
solution and their average and highest charges in the gas
phase, as determined from the ESI mass spectra. While
these analyses clearly showed a general trend, the observed
correlations were not perfect. This is not particularly
surprising, since the experimental conditions used to ac-
quire the individual data sets were very different. As a
result, the outcomes of such measurements were affected
by extrinsic factors to various degrees, causing random
deviations from a putative protein ion charge-protein
geometry correlation. To eliminate these deviations, we
used a set of proteins, ranging from the small polypeptide
insulin (5kDa) to a large multiunit protein ferritin
(500kDa), to acquire MS data under identical conditions
aiming to find a correlation between the average ionic
charge and parameters of protein geometry in solution,
such as surface area (38). All measurements were carried
out under conditions that minimize variation of the
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extrinsic factors affecting protein ion charge state distribu-
tions (38,39). The experimentally determined empirical
correlation (N = N, + S%) is presented in Figure 4.7; as can
be seen from the discussion below, this correlation is in
excellent agreement with the current view of ESI processes
and the predictions of the CRM.

According to the CRM model, generation of protein ions
is caused by an efficient droplet atomization process, which
is a consequence of the Rayleigh instability. The instability
criterion is given by (40):

_ (Ne)?
- 8me,d?

y (#12)

where 7 is the solvent surface tension, ¢, is the permittivity
of vacuum, Ne represents the net charge of the droplet, and
d, is its diameter. The droplets generated during disinte-
gration of the jet emitted from the unstable droplet (progeny
droplets) have a narrow size distribution and are close to the
instability criterion, which means they undergo fission soon
after separation from the main droplet. In contrast, a second
fission of the parent droplet would require substantial
solvent evaporation in order to bring it back to instability
conditions (Eq. 4-1-2).

The protein molecule is likely to remain in the parent
droplet following the Coulombic explosion, if it was resid-
ing in its interior just prior to the fission event. At the same
time, protein molecules positioned close to the droplet
surface are likely to be ejected with the progeny droplets.
In any event, the fission process is likely to occur several
times prior to generating a droplet whose size is barely
adequate for encapsulating the protein molecule. If protein
structure disruption does not occur or is minimal during the
ESI process, the geometry of the native conformation will
actually be one of the major determinants of the physical
size of the smallest droplet still capable of encapsulating the
protein. This would set a limit for the total charge accu-
mulated by the protein upon complete evaporation of any
residual solvent from such a droplet. Similar arguments
were used by de la Mora (35) (in addition to assuming a
near-spherical shape of the protein molecule in its native
conformation), to predict the following limit on the number
of charges accumulated by protein ions:

8 4 2.2 1/4
N =2 (mye,R3) ' == (y %o -S3> (4-1-3)
e
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where e is the elementary charge, and R; (S;) is the radius
(surface area) of the globular protein ion in spherical
approximation.

A spherical approximation, however, does not provide
adequate description of shape for the majority of proteins,
even globular ones. In order to extend Eq. 4-1-3 to proteins
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Figure 4.7. Correlation between the average charge state of protein ions generated by ESI under
near-native conditions (10 mM ammonium acetate, pH adjusted to 7) and their surface areas in
solution, whose calculation was based upon their crystal structures. The data are plotted in the
logarithmic scale (a graph plotted in the linear scale is shown in the inset). A gray-shaded dot
represents a pepsin data point, not used in calculation of the least-squares linear fit for the entire data
set. An open gray circle represents the highest charge of pepsin if the extent of multiple charging
were limited by the number of basic residues within the protein molecule. [Adapted with permission
from (89). Copyright © 2005 American Chemical Society.]

whose shapes deviate significantly from the ideal sphere, we
will consider the electrohydrodynamic processes of parent
droplet disintegration and progeny droplet formation in
greater detail. Disintegration of the parent droplet in the
fine fission mode results in ejection of a jet in the direction
of the external field gradient. The jet itself is unstable and
eventually disintegrates, giving rise to an ensemble of
progeny droplets. A critical question here is how the charge
on the jet is distributed among these droplets. There is
apparent disagreement in the literature as to what the scaling
law is. de Juan and de la Mora (41) suggested that the jet
charge “remains nearly tied to the liquid during the break-
up process,” so that the charge density is nearly constant for
a given spray:

g~V ~R (4-1-4)
where V is the volume and R is the radius of a given progeny
droplet immediately after jet disintegration. In this case, the
charge is assumed to be tied to the bulk volume of the jet.
The bulk of the solvent, however, is a conducting liquid,
which would remain charge- and field-free in the quasistatic
approximation, forcing the net charge to be distributed
along the surface of the jet. Therefore, it appears that
constancy of the charge-volume density (Eq. 4-1-4) should

be substituted with constancy of the charge-surface (S)
density:
A more rigorous consideration of these processes by
Hartman et al. (42) led to the suggestion that progeny
droplet charge-size correlation is even weaker:
g~ V2~ 4L RY? (4-1-6)
While most progeny droplets assume near-spherical shape
following jet disintegration, some internal constraints (e.g.,
the presence of nonspherical particles inside the jet), may
lead to generation of nonspherical droplets as well. In order

to estimate the charge transferred to such droplets, one
would need to use the surface of the nonspherical particle

as a limiting factor:
A
()

where a is a measure of deviation of the droplet surface from
that of the encapsulated particle. This correction factor is

(4-1-7)



expected to be close to unity for particles with topologically
simple (smooth) surfaces. However, the value of a is ex-
pected to increase as the particle surface topology becomes
more complex (due to the presence of cavities, etc.). The
scaling law (Eq. 4-1-7) gives the same charge-surface area
dependence as the estimation of the charge limit for spher-
ical progeny droplets (Eq. 4-1-3), after taking into account
the correction factor a. If the nonideality parameter a does
not exhibit significant variation within a set of proteins, one
should expect to observe a linear charge-surface depen-
dence in the log-log coordinates with a slope of 0.75. This
value is in a remarkably good agreement with the empir-
ically observed correlation shown in Fig. 4.7 (38):

In(N) = A+ea-In(S), «=0.69=+0.02 (4-1-8)
Very similar slopes (0.68 +0.02 and 0.66 £ 0.03) were ob-
tained in a more recent study based on a smaller set of
proteins (39,43) and a recent comprehensive analysis of
published data (44). The charge-surface correlation docu-
mented in (38) and confirmed in (39,43,44) can be used to
provide reasonable estimates of protein surface areas in
solution. Although this method presently cannot rival other
established techniques as far as measurement precision, it is
useful for the characterization of protein assemblies in solu-
tion that are not amenable to analysis using traditional bio-
physical tools due to their transient nature or heterogeneous
character, such as early precursors to protein aggregation (39).

4.1.5. Macromolecular Shape in the Gas Phase: Ion
Mobility-Mass Spectrometry

With the general acceptance of the fact that the quaternary
structure of proteins, as well as other biopolymers, can be
preserved in the gas phase, the next logical question is if the
same is true for protein conformation. Should the answer to
this question be affirmative, then the experimental methods
based on ion mobility-mass spectrometry (IM-MS) can be
used to characterize the architecture of proteins and their
assemblies beyond the composition and surface area esti-
mates that can be provided by ESI MS alone. The results of
initial studies are very encouraging, as they suggest that gas-
phase mobility of ions representing folded proteins in
solution are significantly higher compared to their unfolded
counterparts (5), indicating that at least some “memory” of
the solution-phase conformation is retained upon protein
transition to the gas phase. Applications of IM-MS to
characterization of the quaternary structure of protein as-
semblies have also yielded encouraging results. For exam-
ple, IM-MS provides clear evidence (45) that the oligomeric
intermediates of viral capsid assemblies are less compact
compared to globular proteins of the same size (Fig. 4.8).
Ion mobility-mass spectrometry was found to be capable of
distinguishing the overall subunit architecture of several
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Figure 4.8. The IM-MS data for selected oligomers of human
hepatitis B virus (HBV): Overlay of experimental drift time traces
converted to collisional cross-section, € (solid lines) of the HBV
28-mer (structure V, 447kDa) and a globular protein complex
vanillyl-alcohol oxidase (VAO) 8-mer (IV, 510kDa), both appear-
ing at m/z10,400. Their Q values, as well as the peak widths, are
similar, even though the VAO 8-mer has a substantially higher mass
(~ 14%). This illustrates that globular proteins of the same mass
are generally more compact than the viral intermediates. Also
shown are hypothetical Gaussian traces (dashed lines) based on the
Q of the HBV 28-mer modeled from the crystal structure (V) of the
virus capsid and a collapsed structure (I). [Adapted from (45).]

protein complexes (46) by showing that their building
blocks retain native interactions and do not undergo major
rearrangement in the gas phase.

Nevertheless, the solvent-free environment, in many
cases, causes dramatic structural alterations in protein con-
formation. A range of studies indicate that the evolution of
protein structure during and after transfer to the gas phase
involve side-chain collapse, unfolding, and refolding into
new, non-native structures (47). It is not surprising, therefore,
that a careful comparison of IM-MS data with the parameters
derived from X-ray crystal structures often reveals significant
discrepancies (48). These differences are usually consistent
with the notion of structural collapse in the gas phase,
suggesting that the ESI generated protein assemblies are
significantly more compact compared to the corresponding
structures in solution (49). The emerging consensus is that
great care must be taken when interpreting results of IM-MS
measurements, particularly when attempting to correlate
IM-MS and crystallography data (48,50). Despite this
limitation, IM-MS is likely to continue to enjoy popularity
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as a means of assessing higher order protein structure. One
of the areas where it may become particularly useful is in
developing topological models of protein complexes. This
can be done by measuring simultaneously masses and sizes
of intact biopolymer assemblies and their subcomplexes in
the gas phase, to provide restraints that can be used to filter
topological models of protein complexes (46,51).

One of the advantages of using IM-MS based methods for
the analysis of large macromolecules and their complexes is
the reduction of complexity (due to IM analyzers playing the
role of online separation devices). Nevertheless, in the case
of large complexes or heterogeneous systems, multiple
charging may often lead to difficulties in the interpretation
of IM-MS data (52). Loo and co-workers (52) offered an
elegant solution to this problem by introducing gas-phase
electrophoretic mobility molecular analysis (GEMMA). This
technique combines the advantages offered by IM-MS with
ionic charge reduction, which greatly decreases the com-
plexity of the ionic population by generating only singly
charged molecular species. This technique has been success-
fully used to obtain electrophoretic mobility diameters
(EMD, defined as a diameter of a singly charged sphere
with the same electrophoretic mobility as the biopolymer) of
arange of large protein complexes (52-54). As is the case for
other ion mobility-based measurements, structure collapse in
the gas phase appears to affect GEMMA measurements:
EMDs for various protein complexes obtained from
GEMMA measurements are consistently lower (by ~10%)
compared to the parameters derived from their X-ray crystal
structures (52) or quasielastic light scattering (55). A more
detailed discussion of various applications of IM-MS is
beyond the scope of this book, and interested readers are
referred to an excellent recent review by Uetrecht et al. (56).

4.1.6. How Relevant Are Native ESI MS
Measurements? Restrictions on Solvent
Composition in ESI

One aspect of all native ESI MS measurements that must be
mentioned in concluding this section is the requirement that
the solvent must be compatible with the ESI process. This
limits the repertoire of electrolyte systems that can be used to
buffer/adjust the ionic strength of protein solutions to several
volatile systems (with ammonium acetate and ammonium
bicarbonate being the most popular). Although this limitation
was considered as very unforgiving in the past, significant
improvements in ESI interface design, and the emergence
of the nano-ESI technique in particular, provide reasonable
grounds for optimism. Higher tolerance of nano-ESI (com-
pared to ESI) for salt and nonvolatile buffers was noted some
time ago, at least for small peptides (57). More recently,
Williams and co-workers (58) observed that the protein ion
signal produced by ESI MS from solutions containing
nonvolatile electrolytes can be improved by adding large

quantities of ammonium acetate (58), although this may
require the ionic strength of the protein solution to be in-
creased several-fold above physiologically relevant levels,
which may have negative impact on protein stability (59).

The presence of concentrated NaCl in protein solutions
inevitably leads to deterioration of spectral quality in nano-
ESI MS, as a result of formation of abundant Na™(NaCl),
clusters in the low »#/z region and protein-sodium chloride
adducts at higher m/z (Fig. 4.9). Their presence in the mass
spectra makes even ion peak assignment a very challenging
task, and also is likely to compromise the ability of direct ESI
MS approaches to analyze heterogeneous mixtures, since it
becomes difficult to distinguish among various components
on the basis of differences in their mass. However, even
relatively mild collisional activation of ions in the ESI
interface results in facile dissociation of these cluster species,
yielding easily interpretable MS data (Fig. 4.9). Further
optimization of experimental conditions is likely to expand
the scope of direct MS measurements to include conditions
that more closely mimic the in vivo environment.

4.1.7. Noncovalent Complexes by MALDI MS

Electrospray ionization remains the technique of choice for
the detection and characterization of noncovalent com-
plexes due to its unique ability to generate an ionic signal
from protein solutions under near-native conditions. In
contrast, matrix-assisted laser desorption ionization
(MALDI) MS commonly relies on utilization of acidic
matrices and organic solvents in sample preparation, a
combination that is hardly suited to preserving noncovalent
associations. In 1996, Przybylski and co-workers (61) sug-
gested a sample preparation method that utilized a basic
matrix (6-aza-2-thiothymine) without any addition of or-
ganic cosolvents, which allowed intact noncovalent protein
complexes to be observed by MALDI MS. In subsequent
years, several groups have reported utilization of MALDI
MS to study protein-protein and protein-oligonucleotide
noncovalent interactions (62—68). Nevertheless, such appli-
cations of MALDI MS are far from routine and several
significant problems and questions still exist. An interested
reader is referred to an informative article by Zehl and
Allmaier (69), who systematically investigated several of
the main problems, such as the effect of sample preparation,
instrument-related effects on the stability of noncovalent
complexes, as well as formation of nonspecific cluster ions.

A different approach to characterization of large non-
covalent complexes by MALDI was recently introduced by
Zenobi and co-workers (70), who utilized a chemical cross-
linking step to stabilize complexes prior to MALDI analysis
using conventional (denaturing) matrices. Since MALDI
produces primarily singly charged species, the resulting
mass spectra are largely devoid of complexity that is
frequently seen in the ESI MS of heterogeneous samples.
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Figure 4.9. The ESI-MS of al0 uM solution of chicken egg white lysozyme acquired in 100 mM
ammonium bicarbonate in the absence of nonvolatile electrolytes (black trace) and in the presence of
50 mM NaCl (gray traces). Inset shows zoomed views of lysozyme ions carrying seven charges.
Peaks labeled with open circles correspond to [M + (7 - n)H + nNa]’™" ions. Peaks marked with filled
circles correspond to clusters [M + (7 - m)H + nNa + kNaCl]’™. Adapted from (60).

The drawback of this technique is its reliance on the
covalent stabilization of protein assemblies prior to MS
analysis, which is very difficult to drive to completion,
particularly in the case of large multisubunit complexes.
Chemical cross-linking will be considered in more detail in
Section 4.2. More information on using MALDI MS to
study noncovalent complexes can be found in a compre-
hensive review (71).

4.2. CHEMICAL CROSS-LINKING FOR
CHARACTERIZATION OF BIOMOLECULAR
TOPOGRAPHY

4.2.1. Mono- and Bifunctional Cross-Linking Reagents

Chemical cross-linking is perhaps one of the oldest
biochemical techniques used to characterize protein
conformation by mapping contact topology within single
proteins and their complexes. As early as the mid-1950s,

Zahn and Meienhofer (72,73) used a bifunctional reagent,
1,5-difluoro-2,4-dinitrobenzene, to verify the dimeric struc-
ture of insulin in solution, which was believed at the time
to be a dimer formed by two stable helices spanning the
entire lengths of the peptide chains. Such a view was based
on hydrogen-deuterium exchange (HDX) measurements
carried out earlier by Hvidt and Linderstrgm-Lang (74),
who reported very high protection of the backbone amides.
Howeyver, the interchain contacts detected in the cross-
linking experiments did not fully support this model,
leading to a suggestion that the C-terminal part of insulin
is flexible in solution. As it turned out, Hvidt and Linder-
strgm-Lang (75) had actually overestimated the protection
of insulin due to the significant back-exchange in their
initial measurements, an error that was soon discovered
and corrected. This early triumph of chemical cross-linking
highlighted its utility as a means of producing proximity
maps, which can be very useful in reconstructing protein
tertiary and quaternary structures at low resolution.
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In the decades that followed the pioneering work of
Zahn and Meienhofer (72,73), the arsenal of cross-linking
reagents expanded steadily to the dozens of various bi-
functional agents that are now commercially available.
Cross-linking reagents are generally classified based on
their chemical specificity and the length of the “spacer
arm” (cross-bridge formed between the two cross-linked
sites when the reaction is complete). The chemical speci-
ficity of a cross-linker determines the overall pool of
reactive groups within the polypeptide that may participate
in the cross-linking reaction. Only 9 of the 20 amino acid
side chains are chemically active: Arg (guanidinyl), Lys
(e-amine), Asp and Glu (B- and y-carboxylates), Cys (sulf-
hydryl), His (imidazole), Met (thioether), Trp (indolyl), and
Tyr (phenolate) (76). Note that with very few exceptions, no
reagent is absolutely group-specific. In most cases, relative
chemical reactivity of a side chain is determined largely
by its nucleophilicity (reactive groups of most cross-linkers
interact with the side chains via nucleophilic substitution
reactions). In addition to the general rules that determine
nucleophilicities, the latter are affected by the state of
protonation and, therefore, solution pH and microenviron-
ment of a particular side chain. However, many reagents
show a reasonable degree of selectivity (Table 4.1).

Monofunctional cross-linkers induce direct coupling of
two functional groups of the protein without incorporating
any extraneous material into the protein (Fig. 4.10a). Ob-
viously, this becomes possible only if the two functional
groups are in very close proximity (direct contact), in
which case the cross-linker operates as a condensing agent,
resulting in the cross-linked residues becoming directly
interjoined. Bifunctional cross-linkers, on the other hand,
contain two reagents linked through a spacer, thus allowing
the coupling of functional groups whose separation does not
exceed the spacer’s length (Fig. 4.10b,c). Initially, most
bifunctional reagents in common usage were homobifunc-
tional (i.e., both cross-linking groups within the reagent
targeting the same reactive groups on the protein). More
recently, heterobifunctional cross-linkers (coupling differ-
ent functional groups on the protein) have seen a dramatic
surge in popularity due to a wealth of structural information
that they can provide.

Some heterobifunctional cross-linkers may incorporate
a photosensitive (nonspecific) reagent in addition to a
conventional (group-specific) functionality. Such photo-
sensitive groups react indiscriminately upon activation by
irradiation. Once the specific end of such a cross-linker is
anchored to an amino acid residue, the photoreactive end
can be used to probe the surroundings of this amino acid
(Fig. 4.10d). A variety of photo-reactive reagents can be
activated at wavelengths >300nm, so that there is no
damage to the biological macromolecule (protein or nucleic
acid) due to photo-irradiation itself. Utilizing two photo-
reactive reagents within a cross-linker will make it totally

nondiscriminatory. Trifunctional cross-linkers also have
been introduced, but their utilization is mostly limited to
incorporation of affinity tags in cross-linking reagents
(see below). Several popular cross-linkers are listed in
Table 4.2. More information can be found in several excel-
lent reviews on the subject (78-81) and an outstanding book
by Wong (76). Finally, a variety of cross-linking reagents
provide a means to study higher order structure of
oligonucleotides (both DNA and RNA) or oligonucleoti-
de-protein complexes, an issue that will be discussed in
more detail in Chapter 8.

4.2.2. Chemical Cross-Linkers with Fixed Arm-Length:
Molecular Rulers or Tape Measures?

In structural studies, cross-linking reagents are often used as
“molecular rulers,” since the lengths of their spacer arms are
obviously related to the distances between the cross-linked
functional groups within the protein (or protein complex).
If cross-linking is carried out under nondenaturing condi-
tions, such distance constraints may provide important
information regarding the tertiary and/or quaternary struc-
tural organization. A great variety of available cross-linkers
provide a wide spectrum of lengths ranging from a “zero-
length” reagent EDC [1-ethyl-3-(3-dimethylaminopropyl)
carbodiimide hydrochloride] to several cross-linkers whose
spacer arms approach 20 A (Table 4.2). The most reliable
information is provided by the zero-length reagents, as they
induce formation of a direct covalent bond only between
two sites that are in immediate proximity. The spacer arms
of most bifunctional reagents, on the other hand, are at least
somewhat flexible (the lengths presented in Table 4.2 are
mean values). As a result, assigning a single number to a
distance between the cross-linked sites may lead to misin-
terpretation of the protein structure and its dynamic char-
acter (77). Houk and co-workers (77) evaluated cross-
linking “spans” using stochastic dynamics simulations for
a range of homo-bifunctional reagents that target either
amines or sulfhydryls. Most distributions were found to be
near-Gaussian with a standard deviation ranging from 0.5
(for relatively stiff spacer arms) to 2 A and above (for more
flexible ones). However, the most striking conclusion of this
work was that the distances cited for a number of popular
cross-linkers, which are usually calculated as a separation
between the two reactive groups in the most extended
conformation of the cross-linker thereby ignoring all other
possible conformations, are highly improbable.

Another important consideration that is frequently over-
looked when interpreting the results of chemical cross-
linking experiments is that the through-space distance
between two cross-linked amino acids is often presented
as the length of a Euclidean distance vector, which ignores
the fact that the vector often penetrates the bulk of the
protein, while the cross-linker must be physically excluded
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Class of Reagents
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Dicarbonyls

Imidoesters

Isocyanates

Isothiocyanates

Sulfonyl halides
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Acid anhydrides
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“ Adapted from (76).
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Figure 4.10. Schematic diagrams of cross-linking reactions utilizing monofunctional (a),
homobifunctional (), heterobifunctional (c), and photoreactive heterobifunctional (d) reagents.

from the protein interior. This problem can be avoided using
an approach where the shortest allowed distance between
the cross-linked residues is calculated by taking into account
protein surface geometry (82) or modeling the cross-linker
onto existing protein structures explicitly (83,84). This
point is illustrated in Figure 4.11, which shows that it would
probably be more appropriate to regard bifunctional cross-
linkers as molecular tape measures, rather than rigid
molecular rulers.

4.2.3. Mass Spectrometry Analysis of Chemical
Cross-Linking Reaction Products

Low-resolution cross-linking studies of protein assemblies
seek only to identify the neighboring units within large
protein complexes, a task that can usually be accomplished
by using gel electrophoresis. Detection of the cross-linked

units is often aided by using coupling reagents that incor-
porate radioactive labels or other reporter groups, (e.g.,
ultraviolet-visible (UV-vis) chromophores, as well as spin-
or fluorescent labels. Mass spectrometry, on the other hand,
allows quick and direct identification of the cross-linked
subunits without the need to use radioactive labels or other
reporter groups. The nearest-neighbor relationship for large
protein complexes can be established based on the results of
proteolytic digest followed by database searches to identify
cross-linked proteins (85).

Higher resolution cross-linking studies aim at identifica-
tion of the pairs of cross-linked residues within the protein
or protein complex. As we discussed in the preceding
section, such information may provide through-space dis-
tance constraints that are extremely valuable for defining
both tertiary (intrasubunit cross-links) and quaternary (in-
tersubunit cross-links) organization of the protein when no
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Figure 4.11. Shortest solvent accessible surface distance (SASD)
path illustrated with human prothrombin. The Cg atoms of Lys-70
(orange sphere) and Lys-81 (green sphere) have a Euclidean
distance of 9.1 A (yellow vector), which value would have been
in the cross-link range for DSS or BS® (refer to Table 4.2 for
structures). However, the shortest path with an SASD of 592A
reveals that the Euclidean distance vector actually penetrates the
protein, leaving the only option to connect both amino acids via a
long detour over the protein surface (chain of spheres colored blue
to red for distances of 0 to 59 A, respectively). [Adapted with
permission from (84). Copyright © 2011 Oxford University Press.]
(See color version of the figure in Color Plate section)

other structural information is available. However, confident
assignment of the pairs of coupled residues within the cross-
linked protein(s) is a rather challenging experimental task.
A combination of proteolysis, separation methods (e.g.,
liquid chromatography) and MS, (and, particularly, MS/MS)
provides perhaps the most elegant and efficient way of
solving this problem (80,86,87). Figure 4.12 shows a work-
flow of a typical cross-linking experiment. Separation of
proteolytic fragments prior to MS (or MS/MS) analysis
usually results in significant improvements in sensitivity
by eliminating possible signal suppression effects that may
otherwise result in discrimination against larger (cross-
linked) fragments (86). Although gel electrophoresis,
high-performance liquid chromatography (HPLC), or gel
permeation chromatography remain the most popular
choices for sorting out products of the cross-linking reac-
tions prior to proteolysis, utilization of capillary zone
electrophoresis may result in significantly better resolution
of different cross-linked species (88).

Peptide mapping alone can sometimes lead to confident
identification of the cross-linked residues (89-91). For

example, using trypsin as a proteolytic agent allows
the quick identification of Lys residues cross-linked by
homobifunctional reagents targeting this residue (89). Uti-
lization of cleavable cross-linking reagents can also simplify
data interpretation. For example, comparison of peptide
maps for proteins cross-linked with reagents incorporating
a thiol-thiol bond with and without prior reduction of the
thiol linkers can be very helpful vis-a-vis identification of
the cross-linked peptides (90). In many cases, however,
unambiguous assignment of cross-linked peptides requires
that MS/MS sequencing of the proteolytic fragments be
carried out (92,93). A nomenclature for MS/MS analysis of
cross-linked peptides introduced by Gibson and co-workers
(94) categorizes both different types of cross-linked pep-
tides (products of chemical cross-linking followed by pro-
teolysis) and gas-phase fragmentation patterns. Peptides are
classified according to the outcome of the cross-linking
reaction, assigning type O for the dead-end products (see
below), type 1 for internal cross-links, and type 2 for inter-
peptide cross-links (Fig. 4.13).

The MS/MS analysis of the cross-linked species frequent-
ly provides advantages in speed, sensitivity, and capability of
handling large protein assemblies. However, heterogeneity of
the peptide mixture and relatively low yields of the cross-
linked products frequently make the detection and confident
assignment of the cross-linked peptides challenging (95).
Incorporation of affinity tags into cross-linking reagents (e.g.,
by utilizing trifunctional reagents, where one of the reactive
sites is conjugated to biotin) alleviates the problem related to
low yields of cross-linking reactions to a significant ex-
tent (80). However, many popular cross-linking reagents
(especially the ones targeting Lys side chains) are prone to
degradation via hydrolysis, leading to formation of dead-end
products (covalently attached to e-amine of one Lys residue,
but unable to bind a second amino group). Predominance of
these species among the cross-linking reaction products
cannot be dealt with using affinity tags alone, but can be
addressed by incorporating isotope tags into the cross-linking
reagents (96). Both the isotope and the affinity tags can be
combined in a single cross-linking reagent (95). In many
cases, isotope tagging not only simplifies the assignment of
the cross-linked residues in the MS/MS spectra (96), but also
improves the detection limits and even allows parallel use of
two cross-linkers of similar reactivity, but different spacer
length (97). Another approach to developing cross-linking
reagents that is particularly well suited to MS and MS/MS
makes use of signature ions, stable fragment ion markers that
are readily produced upon collisional activation of cross-
linked peptide ions (98).

Interpretation of the MS and MS/MS data on cross-linked
peptides is greatly simplified as the resolution and mass
accuracy of MS measurements increase (99). Identification
of cross-linked sites can also be facilitated by using diges-
tions by multiple protease in combination with MS and
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Figure 4.12. A schematic diagram of workflow of cross-linking a multiprotein complex and
integrating the levels of information into a 3D model of the structure. [Re-printed from (86).
Copyright © 2003 with permission from Elsevier Ltd.]

MS/MS analysis of the proteolytic fragments (100). Finally,
rapid proliferation of MS instruments capable of carrying
out electron-based fragmentation (ETD or ECD) has also
benefited the field. In many cases, ECD and ETD provide
more complete sequence coverage of cross-linked peptides,
allowing the modified residues to be localized with higher
precision. Additional benefits can be provided by utilization
of specialty cross-linking reagents, such as 1,3-diformyl-5-
ethynylbenzene, (DEB), which converts ¢-amino groups of
Lys residues to secondary amines (101). Unlike conven-
tional reagents, DEB does not eliminate the ability of
modified Lys residues to carry protons, thereby increasing
the charge state of the cross-linked peptide and enhancing
its ETD efficiency, and also allowing the selection of
cross-linked peptides to be made based on the charge state.
In addition to facile backbone cleavage, ETD of peptide-

DEB-peptide conjugates produces diagnostic ions that re-
veal the identity of the unmodified peptides (101).

As the amount of information deduced from cross-linking
experiments increases, so does the complexity of data inter-
pretation, and the tools of bioinformatics become absolutely
essential for interpretation of the results of cross-linking
experiments (102). The task of assigning the cross-linked
peptides and localizing the modification sites can be greatly
assisted by a variety of automated algorithms that u