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PREFACE TO THE FIRST EDITION

Strictly speaking, the term biophysics refers to the appli-

cation of the theories and methods of physics to answer

questions in the biological arena. This obviously now vast

field began with studies of how electrical impulses are

transmitted in biological systems and how the shapes of

biomolecules enable them to perform complex biological

functions. Over time, biophysicists have added a wide

variety of methodologies to their experimental toolkit, one

of the more recent additions being mass spectrometry

(MS). Traditionally limited to the analysis of small mo-

lecules, recent technological advances have enabled the

field of MS to expand into the biophysical laboratory,

catalyzed by the 2002 Nobel prize winning work of John

Fenn and Koichi Tanaka. Mass spectrometry is a rapidly

developing field whose applications are constantly chang-

ing. This text represents only a snapshot of current tech-

niques and methodologies.

This book aims to present a detailed and systematic

coverage of the current state of biophysical MS with special

emphasis on experimental techniques that are used to study

protein higher order structure and dynamics. No longer an

exotic novelty, various MS based methods are rapidly

gaining acceptance in the biophysical community as pow-

erful experimental tools to probe various aspects of bio-

molecular behavior both in vitro and in vivo. Although this

field is now experiencing an explosive growth, there is no

single text that focuses solely on applications of MS in

molecular biophysics and provides a thorough summary of

the plethora of MS experimental techniques and strategies

that can be used to address a wide variety of problems

related to biomolecular dynamics and higher order structure.

This book aims to close that gap.

We intended to target two distinct audiences: mass

spectrometrists who are working in various fields of life

sciences (but are not necessarily experts in biophysics) and

experimental biophysicists (who are less familiar with

recent developments in MS technology, but would like to

add it to their experimental arsenal). In order to make the

book equally useful for both groups, the presentation of the

MS based techniques in biophysics is preceded by a dis-

cussion of general biophysical concepts related to the

structure and dynamics of biological macromolecules

(Chapter 1). Although it is not meant to provide an exhaus-

tive coverage of the entire field of molecular biophysics, the

fundamental concepts are explained in some detail to enable

anyone not directly involved with the field to understand

the important aspects and terminology. Chapter 2 provides a

brief overview of “traditional” biophysical techniques with

special emphasis on those that are complementary to MS

and that are mentioned elsewhere in the book. These

introductory chapters are followed by an in-depth discussion

of modern mass spectrometric hardware used in experimen-

tal studies of biomolecular structure and dynamics. The

purpose of Chapter 3 is to provide readers who are less

familiar with MS with concise background material on

modern MS instrumentation and techniques that will be

referred to in the later chapters (the book is structured in

such a way that no prior familiarity with biological MS is

required of the reader).

Chapters 4--7 deal with various aspects of protein higher

order structure and dynamics as probed by various MS based

methods. Chapter 4 focuses on “static structures”, by con-

sidering various approaches to evaluate higher order structure

of proteins at various levels of spatial resolution when

crystallographic and nuclearmagnetic resonance (NMR)data

are either unavailable or insufficient. The major emphasis is

on methods that are used to probe biomolecular topology

and solvent accessibility (i.e., chemical cross-linking and

xiii



selective chemical modification). In addition, the use of

hydrogen--deuterium exchange for mapping protein--protein

interfaces is briefly discussed. Chapter 5 presents a concise

introduction to an array of techniques that are used to study

structure and behavior of non-native protein states that

becomepopulated under denaturing conditions. The chapter

begins with consideration of protein ion charge state dis-

tributions in electrospray ionization mass spectra as indi-

cators of protein unfolding and concludes with a detailed

discussion of hydrogen exchange, arguably one of the most

widely used methods to probe the structure and dynamics of

non-native protein states under equilibrium conditions. The

kinetic aspects of protein folding and enzyme catalysis are

considered in Chapter 6. Chapter 7 focuses on MS based

methods that are used to extract quantitative information on

protein--ligand interactions (i.e., indirect methods of as-

sessment of binding energy). The remainder of this chapter

is devoted to advanced uses ofMS to characterize dynamics

of multiprotein assemblies and its role in modulating pro-

tein function.

Complementarity of MS based techniques to other ex-

perimental tools is emphasized throughout the book and is

also addressed specifically in Chapter 8. Two examples

presented in this chapter are considered in sufficient detail

to illustrate the power of synergy of multiple biophysical

techniques, where some methods provide overlapping in-

formation to confirm the evidence, while others provide-

completely unique details. Chapter 9 presents a discussion

of MS based methods to study the higher order structure and

dynamics of biopolymers that are not proteins (oligonucleo-

tides, polysaccharides, as well as polymers of nonbiotic

origin). Chapter 10 provides a brief discussion of biomo-

lecular properties in the gas phase, focusing primarily on the

relevance of in vacuo measurements to biomolecular prop-

erties in solution.

This book concludes with a discussion of the current

challenges facing biomolecular MS, as well as important

new developments in the field that are not yet ready for

routine use. Chapter 11 focuses on several areas where MS

is currently making a debut. It begins with a discussion of

novel uses of MS aimed at understanding “orderly” protein

oligomerization processes, followed by consideration of

“catastrophic” oligomerization (e.g., amyloidosis). This

chapter also considers other challenging tasks facing mod-

ern MS, such as the detection and characterization of very

large macromolecular assemblies (e.g., intact ribosomes and

viral particles), as well as applications of various MS based

techniques to study the behavior of a notoriously difficult

class of biopolymers--membrane proteins. This chapter

concludes with a general discussion of the relevance of

in vitro studies and reductionist models to processes occur-

ring in vivo.

Throughout the entire book, an effort has been made to

present the material in a systematic fashion. Both the

theoretical background and technical aspects of each tech-

nique are discussed in detail, followed by an outline of its

advantages and limitations, so that the reader can get a clear

sense of both current capabilities and potential future uses of

various MS based experimental methodologies. Further-

more, this book was conceived as a combination of a

textbook, a good reference source, and a practical guide.

With that in mind, a large amount of material (practical

information) has been included throughout. An effort has

also been made to provide the reader with a large reference

base to original research papers, so that the details of

experimental work omitted in the book can easily be found.

Because of space limitations and the vastness of the field, a

significant volume of very interesting and important

research could not be physically cited. It is hoped, however,

that no important experimental techniques and methodolo-

gies have been overlooked. The authors will be grateful for

any comments from the readers on the material presented in

the book (Chapters 1, 3, 4, 5, 7, 10, and 11 were written

mostly by I.K. and Chapters 6, 8, and 9 by S.E.; both authors

contributed equally to Chapter 2). The comments can be

e-mailed directly to the authors at kaltashov@chem.umass.

edu and eyles@polysci.umass.edu.

We are grateful to Professors David L. Smith, Michael L.

Gross, Max Deinzer, Lars Konermann, Joseph A. Loo, and

Richard W. Vachet for helpful discussions over the past

several years that have had direct impact on this book. We

would also like to thank many other colleagues, collabora-

tors, and friends for their support and encouragement during

various stages of this challenging project. We are also

indebted to many people who have made contributions to

this book in the form of original graphics from research

articles (the credits are given in the relevant parts of the

text). We also thank the current and past members of our

research group, who in many cases contributed original

unpublished data for the illustrative material presented

throughout. Finally, we would like to acknowledge the

National Institutes of Health and the National Science

Foundation for their generous support of our own research

efforts at the interface of biophysics and mass spectrometry.

IGOR A. KALTASHOV

STEPHEN J. EYLES

University of Massachusetts at Amherst
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PREFACE TO THE SECOND EDITION

The first edition of Mass Spectrometry in Biophysics was

published over six years ago, and this field has experienced a

truly transformative change during this period. Investigation

of architecture and behavior of biopolymers (mostly pro-

teins) by mass spectrometry (MS) was performed in the

early 2000s in only a handful of laboratories around the

world. The results of these studies were frequently met with

skepticism outside of the MS community. However, by the

end of the decade, MS had become an indispensable tool in

experimental biophysics, which is capable of providing

unique information on the conformation and dynamics of

biopolymers, as well as their interactions with physiological

partners. Not only has MS continued to progress at an

accelerated pace throughout these years, but the scope of

its applications in biophysics and structural biology also

expanded very dramatically. As a result of these develop-

ments, some of the segments of the first edition became

somewhat outdated and no longer provided adequate cov-

erage of several key state-of-the-art techniques.

Another exciting change that has occurred in recent years

is that MS-based studies of protein behavior are no longer

confined to the realm of academic science. Indeed, the

explosive growth of the biopharmaceutical sector in the

past decade brings to the fore the need to have capabilities to

analyze behavior of protein therapeutics and places a pre-

mium on developing analytical techniques able to handle

these extremely complex species. Mass spectrometry can

certainly fit the bill, and the gradual acceptance of these new

tools within the biopharmaceutical industry and regulatory

agencies as reliable methods to study architecture and

dynamics of biomolecules is of little surprise to anyone.

In preparing the second edition of this book, our aim was

to bring the reader up to date with the field by providing an

expanded and up-to-date coverage of MS-based experimen-

tal methodologies in biophysics and structural biology, as

well as addressing the specific needs of the new and rapidly

growing segment of practitioners of this technique in the

biopharmaceutical industry. We have tried as much as

possible to preserve the original organization of the book,

which proved very efficient in presenting the material.

Introductory Chapters 1 and 2 were minimally changed,

while Chapter 3 was updated to reflect, inter alia, intro-

duction and rapid proliferation of Orbitrap mass analyzers

and ion mobility spectrometers, as well as wide acceptance

of the so-called electron-based ion fragmentation techniques

(e.g., electron capture and electron transfer dissociation).

The most extensive changes were made to Chapters 4--7,

which present experimental methodologies used to probe

various aspects of protein architecture and behavior under a

variety of conditions. Similarly, very extensive revision was

made to Chapter 8 (Chapter 9 in the first edition), which

reflects a continuing expansion of MS into the realm of

oligonucleotides, polysaccharides, and synthetic polymers,

as well as polymer--protein conjugates.

Former Chapters 8 and 10 from the first edition were

removed from this book. Indeed, the synergism between MS

and other biophysical techniques (the topic of the former

Chapter 8) is now commonly accepted, and in fact has

become a defining element in the experimental design; many

examples of this are dispersed throughout the text of the

second edition. Studies of structure and behavior of biopo-

lymers in the gas phase (the topic of the former Chapter 10)

have now transformed into a separate field, and its careful and

detailed consideration is no longer possible in this book given

obvious space limitations. The exception is made for several

gas-phase methods that are either already used to study

solution structure (e.g., gas-phase H/D exchange to probe

oligonucleotide conformations) or show promise in that

xi



regard (e.g., measurements of biopolymer ion mobility in the

gas phase). The final chapter of this book (chapter 9, which

was old chapter 11) once again strives to go beyond routine

measurements and considers several fields that are currently

out of the reach of the commonly accepted MS based

techniques (membrane proteins, protein aggregates, very

large biopolymer assemblies, etc.).

Taken together, the second edition is a systematic pre-

sentation of a modern mass spectrometry-based armamen-

tarium that can be used to solve a variety of challenging

problems in biophysics, structural biology, and biopharma-

ceuticals. One of our goals was not only to provide practical

advice, but also to arm the reader with a solid coverage of all

relevant fundamental issues, including extensive references
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Figure 4.16 Schematic representation of HDX MS work flow to

examine protein higher order structure and conformational dynamics.

(See text for full caption.)

Figure 4.11 Shortest solvent accessible surface distance

(SASD) path illustrated with human prothrombin. (See text

for full caption.)

Figure 4.17 Localization of the receptor binding interface on the surface of human serum

transferrin (Tf) with HDX MS. (a) The HDX MS of Tf (global exchange) in the presence (blue)

and the absence (red) of the receptor. (See text for full caption.)



Figure 5.7 (a) Regiospecific :CH2 labeling pattern of the acid-stabilized molten globule (A-state)

of bovine a-lactalbumin relative to that of the unfolded protein (U-state). (See text for full caption.)

Figure 5.22 A flow-chart diagram of the top-down HDX MS (HDX MS/MS) measurements (a)

and the steps involved in data processing (b). The data represent HDX MS/MS measurements of

pseudo-wild-type(wt�) cellular retinoic acid binding protein I under mildly denaturing conditions.

The existence of multiple protein conformers is evident from the convoluted appearance of the

isotopic distribution of the intact protein ion). Protection in the C-terminal protein segments can be

deduced from the isotopic distributions of corresponding y-fragments (See text for full caption.)



Figure 8.2 A schematic representation of The DNA packaging in

chromatin. (See text for full caption.)

Figure 8.8 General workflow for three-dimensional (3D)-structure determination of nucleic acids

based on structural probing and MS analysis (MS3D). (See text for full caption.)

Figure 7.13 (a) Receptor binding interfaces of IFN from

earlier mutagenesis work (123). (b) Regions affected by NEM

alkylation. (See text for full caption.)



Figure 9.4 Overall structure of lactose permease from E. coli (LacY) with a bound substrate

homologue TDG. (a) Ribbon representation of LacY viewed parallel to the membrane. (b)

Secondary structure schematic. (c) Substrate binding site. (See text for full caption.)



1
GENERAL OVERVIEW OF BASIC CONCEPTS
IN MOLECULAR BIOPHYSICS

This introductory chapter provides a brief overview of the

basic concepts and current questions facing biophysicists in

terms of the structural characterization of proteins, protein

folding, and protein–ligand interactions. Although this

chapter is not meant to provide an exhaustive coverage

of the entire field of molecular biophysics, the fundamental

concepts are explained in some detail to enable anyone not

directly involved with the field to understand the important

aspects and terminology.

1.1. COVALENT STRUCTURE OF BIOPOLYMERS

Biopolymers are a class of polymeric materials that are

manufactured in nature. Depending on the building blocks

(or repeat units using polymer terminology), biopolymers are

usually divided into three large classes. These are (1) poly-

nucleotides (built of nucleotides); (2) peptides and proteins

(built of amino acids); and (3) polysaccharides (built of

various saccharide units). This chapter only considers general

properties of biopolymers using peptides and proteins as

examples; questions related to polynucleotides and polysac-

charides will be discussed in some detail in Chapter 8.

All polypeptides are linear chains built of small organic

molecules called amino acids. There are 20 amino acids that

are commonly considered canonical or natural (Table 1.1).

This assignment is based upon the fact that these 20 amino

acids correspond to 61 (out of total 64) codons within the

triplet genetic code with three remaining codons functioning

as terminators of protein synthesis (1,2), although there are

at least as many other amino acids that occur less frequently

in living organisms (Table 1.2). Noncanonical amino acids

are usually produced by chemical modification of a related

canonical amino acid (e.g., oxidation of proline produces

hydroxyproline), although at least two of them (selenocys-

teine and pyrrolysine) should be considered canonical based

on the way they are utilized in protein synthesis in vivo by

some organisms (3,4). Furthermore, new components can be

added to the protein biosynthetic machinery of both prokar-

yotes and eukaryotes, which makes it possible to genetically

encode unnatural amino acids in vivo (5,6). A peculiar

structural feature of all canonical (with the exception of

glycine) and most noncanonical amino acids is the presence

of an asymmetric carbon atom (Ca), which should give rise

to two different enantiomeric forms. Remarkably, all ca-

nonical amino acids are of the L-type. The D-forms of amino

acids can also be synthesized in vivo, and are particularly

abundant in fungi; however, these amino acids do not have

access to the genetic code. The rise and persistence of

homochirality in the living world throughout the entire

evolution of life remains one of the greatest puzzles in

biology; examples of homochirality at the molecular level

also include almost exclusive occurrence of the D-forms of

sugars in the nucleotides, while manifestations of homo-

chirality at the macroscopic level range from specific helical

patterns of snail shells to the chewing motions of cows (7,8).

Unlike most synthetic polymers and structural biopoly-

mers (several examples ofwhichwill be presented in Chapter

8), peptides and proteins have a very specific sequence of

monomer units. Therefore, even though polypeptides can be

considered simply as highly functionalized linear polymers

constituting a nylon-2 backbone, these functional groups, or

side chains, are arranged in a highly specific order. All

Mass Spectrometry in Structural Biology and Biophysics: Architecture, Dynamics, and Interaction of Biomolecules, Second Edition.
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TABLE 1.1. Chemical Structure and Masses of Natural (Canonical) Amino Acids

Symbol Name

Molecular

Formula (Residue)

Chemical

Structure

Side-Chain

Character

Monoisotopic

Massa (Residue)

Average

Mass (Residue)

Ala (A) Alanine C3H5NO

NH2

OH
H3C

O

Nonpolar 71.037 71.079

Arg (R) Arginine C6H12N4O
NH OH

NH2

HN

NH2

O

Basic 156.101 156.188

Asn (N) Asparagine C4H6N2O2 H2N
OH

NH2O

O

Polar 114.043 114.104

Asp (D) Aspartic acid C4H5NO3
OH

O

NH2

O

OH

Acidic 115.027 115.089

Cys (C) Cysteine C3H5NOS OHHS

NH2

O

Polar/acidic 103.009 103.145

Gln (Q) Glutamine C5H8N2O2
OH

NH2

NH2

O

O

Polar 128.059 128.131

Glu (E) Glutamic acid C5H7NO3
OH

OH

NH2

O

O

Acidic 129.043 129.116

Gly (G) Glycine C2H3NO H
OH

NH2

O

Nonpolar 57.021 57.052

His (H) Histidine C6H7N3O OH

NH2

O

N

N
H

Basic 137.059 137.141

Ile (I) Isoleucine C6H11NO H3C
OH

CH3 O

NH2

Nonpolar 113.084 113.160

Leu (L) Leucine C6H11NO H3C
OH

CH3 NH2

O

Nonpolar 113.084 113.160

Lys (K) Lysine C6H12N2O H2N
OH

NH2

O

Basic 128.095 128.174

Met (M) Methionine C5H9NOS
OH

NH2

S
CH3

O

Nonpolar/

amphipathic

131.040 131.199

Phe (F) Phenylalanine C9H9NO OH

NH2

O

Nonpolar 147.068 147.177

Pro (P) Proline C5H7NO OH

NH

O

Nonpolar 97.053 97.117

Ser (S) Serine C3H5NO2
OH

NH2

HO

O

Polar 87.032 87.078
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naturally occurring proteins consist of an exact sequence of

amino acid residues linked by peptide bonds (Fig. 1.1a),

which is usually referred to as the primary structure. Some

amino acids can be modified after translation (termed post-

translationalmodification), for instance,byphosphorylation,

methylation, or glycosylation. Among these modifications,

formation of the covalent bonds between two cysteine resi-

dues is particularly interesting, since such disulfide bridges

can stabilize protein geometry, by bringing together residues

that are distant in the primary structure into close proximity in

three-dimensional (3D) space. The highly specific spatial

organization of many (but not all) proteins under certain

conditions is often referred to as higher order structure and

is another point of distinction between them (as well as most

biological macromolecules) and synthetic polymers. Al-

though disulfide bridges are often important contributors to

the stability of the higher order structure, correct protein

folding does not necessarily require such covalent “stitches”.

In fact, cysteine is one of the least abundant amino acids, and

many proteins lack it altogether. As it turns out, relatively

weak noncovalent interactions between functional groups of

the amino acid side chains and the polypeptide backbone are

much more important for the highly specific arrangement of

the protein in 3D space. Section 1.2 provides a brief overview

of such interactions.

1.2. NONCOVALENT INTERACTIONS

AND HIGHER ORDER STRUCTURE

Just like all chemical forces, all inter- and intramolecular

interactions involving biological macromolecules (both

covalent and noncovalent) are electrical in nature and can

be described generally by the superposition of Coulombic

potentials. In practice, however, the noncovalent interac-

tions are subdivided into several categories, each being

characterized by a set of unique features.

1.2.1. Electrostatic Interaction

The term electrostatic interaction broadly refers to a range

of forces exerted among a set of stationary charges and/or

dipoles. The interaction between two fixed charges q1 and q2
separated by a distance r is given by the Coulomb law:

E ¼ q1q2

4pe0er
ð1-2-1Þ

where e0 is the absolute permittivity of vacuum

[8.85� 10�12 C2/N�m in Syst�eme International (SI)] and e
is the dielectric constant of the medium. Although the

numerical values of the dielectric constants of most homo-

geneous media are readily available, the use of this concept

at the microscopic level is not very straightforward (9,10).

The dielectric constant is a measure of the screening of the

electrostatic interaction due to the polarization of the me-

dium, hence the difficulty in defining a single constant for a

protein, where such screening depends on the exact location

of the charges, their environment, and so on. Although in

some cases the values of the “effective” dielectric constants

for specific protein systems can be estimated based on

experimental measurements of the electrostatic interactions,

such an approach has been disfavored by many for a long

time (11). This book will follow the example set by

Daune (12) and will write all expressions with e¼ 1.

TABLE 1.1. (Continued )

Symbol Name

Molecular

Formula (Residue)

Chemical

Structure

Side-Chain

Character

Monoisotopic

Massa (Residue)

Average

Mass (Residue)

Thr (T) Threonine C4H7NO2
OH

NH2

HO

CH3 O

Polar/amphipathic 101.048 101.105

Trp (W) Tryptophan C11H10N2O OH

NH2

N
H

O

Amphipathic 186.079 186.213

Tyr (Y) Tyrosine C9H9NO2 OH

NH2

O

OH

Amphipathic 163.063 163.176

Val (V) Valine C5H9NO
OH

NH2

CH3

CH3

O

Nonpolar 99.068 99.133

a See Chapter 3 for a definition of monoisotopic and average masses.
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Interaction between a charge q and a permanent dipole p

separated by a distance r is given by

E ¼ � qp � cosu
4pe0r2

ð1-2-2Þ

where u is the angle between the direction of the dipole and

the vector connecting it with the charge q. If the dipole is not

fixed directionally, it will align itself to minimize the energy

Eq. (1-2-2), that is, u¼ 0. However, if such energy is small

compared to thermal energy, Brownian motion will result in

TABLE 1.2. Chemical Structure and Masses of Some Less Frequently Occurring Natural (Noncanonical) Amino Acids

Symbol Name

Molecular

Formula (Residue)

Chemical

Structure

Side-Chain

Character

Monoisotopic

Mass

(Residue)

Average

Mass

(Residue)

Abu 2-Aminobutyric

acid

C4H7NO OH

NH2

O

CH3 Nonpolar 85.053 85.106

Dha Dehydroalanine C3H3NO
OH

CH2

NH2

O

Nonpolar 69.021 69.063

Hse Homoserine C4H7NO2
OH

NH2

HO

O

Polar 101.048 101.105

Hyp Hydroxyproline C6H12N2O2 OH

NH

O

HO Polar 144.090 144.174

Nle Norleucine C6H11NO OH

NH2

O

CH3 Nonpolar 113.084 113.160

Orn Ornithine C5H10N2O OH

NH2

NH2

O

Basic 114.079 114.147

Pyr Pyroglutamic

acid

C5H5NO2
OH

N
H

NH

O

O

Moderately

polar

111.032 111.100

Pyl Pyrrolysine C11H16N3O2þR

(NH2, OH,

or CH3)

OH

NH2

NH

O

O

N

R

Polar

Sec Selenocysteine C3H5NOSe OH

NH2

HSe

O

Polar/acidic 144.960

(150.954a)

150.039

aMost abundant.
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the averaging of all values of u with only a small preference

for those that minimize the electrostatic energy, resulting in

a much weaker overall interaction:

E ¼ � q2p2

4pe0ð Þ2 � 3kBTr4
ð1-2-3Þ

where T¼ temperature and kB is the Boltzmann constant.

Interaction between two dipoles, p1 and p2, separated by

a distance r in this approximation will be given by

E ¼ � 2p21p
2
2

4pe0ð Þ2 � 3kBTr6
ð1-2-4Þ

while the interaction between the two fixed dipoles will be

significantly stronger (�1/r3).

Asp16

Glu18

Ala20

Asn22

Gln24

Asn26

MTTASTSQVR QNYHQDSEAA INAQINLELY ASYVYLSMSY YFDRDDVALK NFAKYFLHQS

HEEREHAEKL MKLQNQRGGR IFLQDIKKPD CDDWESGLNA MECALHLEKN VNQSLLELHK

LATDKNDPHL CDFIETHYLN EQVKAIKELG DHVTNLRKMG APESGLAEYL FDKHTLGDSD NES

NH
NH

NH
NH

NH

O

O

O

O

OO

OH

OH

OOH

CH3

NH
NH

NH
NH

CH3

O

O

O

O

CH3

CH3

CH3

NH

O

NH2

ONH2

NH

O

CH3

CH3

O

NH2

OO

(a)

(b)

(c) (d)

Figure 1.1. Hierarchy of structural organization of a protein (H-form of human ferritin). Amino acid

sequence determines the primary structure (a). Covalent structure of the 11 amino acid residue long

segment of the protein (Glu16 ! Asn26) is shown in the shaded box. A highly organized network of

hydrogen bonds along the polypeptide backbone (shown with dotted lines) gives rise to secondary

structure, a-helix (b). A unique spatial arrangement of the elements of the secondary structure gives

rise to the tertiary structure, with the shaded box indicating the position of the (Glu16 ! Asn26)

segment (c). Specific association of several folded polypeptide chains (24 in the case of ferritin)

produces the quaternary structure (d).
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Polarization of a molecule can also be viewed in terms

of electrostatic interaction using a concept of induced

dipoles (12). Such interaction is, of course, always an

attractive force, which is inversely proportional to r4 (for

a charge-induced dipole interaction) or r6 (for a permanent

dipole–induced dipole interaction). Finally, interaction

between two polarizable molecules can be described

in terms of a weak induced dipole–induced dipole

interaction.

1.2.2. Hydrogen Bonding

The electrostatic interactions considered in the preceding

sections can be treated using classical physics. Hydrogen

bonding is an example of a specific noncovalent interaction

that cannot be treated within the framework of classical

electrostatics. It refers to an interaction occurring between

a proton donor group (�OH, �NH3
þ, etc.) and a proton ac-

ceptor atom that has an unshared pair of electrons. Although

hydrogen-bond formation (e.g., R¼ Ö: � � � H�NR2) may

look like a simple electrostatic attraction of the permanent

dipole–induced dipole type, the actual interaction is more

complex and involves charge transfer within the proton

donor–acceptor complex. The accurate description of such

exchange interaction requires the use of sophisticated appa-

ratus of quantum mechanics.

The importance of hydrogen bonding as a major deter-

minant and a stabilizing factor for the higher order structure

of proteins was recognized nearly 70 years ago by Mirsky

and Pauling, who wrote in 1936: “the [native protein]

molecule consists of one polypeptide chain which continues

without interruption throughout the molecule . . . this chain
is folded into a uniquely defined configuration, in which it is

held by hydrogen bonds between the peptide nitrogen and

oxygen atoms . . .” (13). Considerations of the spatial ar-

rangements that maximize the amount of hydrogen bonding

within a polypeptide chain later led Pauling to predict the

existence of the a-helix, one of the most commonly occur-

ring local motifs of higher order structure in proteins (14).

Hydrogen bonds can be formed not only within the mac-

romolecule itself, but also between biopolymers and water

molecules (the latter act as both proton donors and accep-

tors). Hydrogen bonding is also central for understanding

the physical properties of water, as well as other protic

solvents.

1.2.3. Steric Clashes and Allowed Conformations

of the Peptide Backbone: Secondary Structure

Both electrostatic and hydrogen-bonding interactions within

a flexible macromolecule would favor 3D arrangements of

its atoms that minimize the overall potential energy. How-

ever, there are two fundamental restrictions that limit the

conformational freedom of the macromolecule. One is, of

course, the limitation imposed by covalent bonding. The

second is steric hindrance, which also restricts the volume

of conformational space available to the biopolymer. This

section considers the limits imposed by steric clashes on the

conformational freedom of the polypeptide backbone.

The peptide amide bond is represented in Figure 1.1a as

a single bond (i.e., C�N), however, it actually has a partial

double-bond character in a polypeptide chain due to partial

delocalization of electron density across the neighboring

carbonyl group. The double-bond character of the C�N

linkage, as well as the strong preference for the trans

configuration of the amide hydrogen and carbonyl oxygen

atoms,� result in four atoms lying coplanar. Figure 1.2

shows successive planes linked by the Ca atom of the ith

amino acid residue. The two degrees of freedom at this

junction are usually referred to as wi and ci angles and the

backbone conformation of the polypeptide composed of n

amino acid residues can be described using n� 1 parameters

(pairs of wi and ci). Steric restrictions limit the conforma-

tional volume accessible to polypeptides, which is usually

represented graphically on the (w, c) plane using so-called

conformational maps or Ramachandran plots (15). An

example of such a diagram, shown in Figure 1.3, clearly

indicates that only a very limited number of configurations

of the polypeptide backbone are allowed sterically.

Several regions within the accessible conformational

volume are of particular interest, since they represent the

structures that are stabilized by highly organized networks

of hydrogen bonds. The a-helix is one of such structures,

where the carbonyl oxygen atom of the ith residue is

hydrogen bonded to the amide of the (iþ 4)th residue

(Fig. 1.1b). This local motif, or spatial arrangement of a

segment of the polypeptide backbone, is an example of a

secondary structure, which is considered the first stage of

macromolecular organization to form-higher order struc-

ture. Another commonly occurring element of the secondary

structure is located within a larger island of sterically

allowed conformations on the Ramachandran plot. Such

conformations [upper left corner on the (w, c) plane in

Fig. 1.3] are rather close to the fully extended configuration

of the chain and, therefore, cannot be stabilized by local

hydrogen bonds. Nevertheless, formation of strong stabi-

lizing networks of hydrogen bonds becomes possible if two

strands are placed parallel or antiparallel to each other,

forming so-called b-pleated sheets.

�Proline is an exception to this rule. As an imino acid its side chain is also

bonded to the nitrogen atom. Thus, the cis and trans forms are almost

isoenergetic, leading to the possibility of cis-Xaa�Pro bonds in folded

proteins, and statistically at the level of 5–30% in unstructured

polypeptides.
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The third important local structural motif is the turn,

which causes a change in the chain direction within a folded

protein. Whereas loops are generally flexible sections of

chain, turn structures tend to be more rigid and are stabilized

by hydrogen bonding or specific side-chain interactions.

These turn structures can be highly important, particularly

in antiparallel b-sheet structures, where a complete reversal

of the chain is required to enable packing of adjacent

strands. Other less frequently occurring elements of sec-

ondary structure (e.g., 310 or p helices) can also be identified

on the Ramachandran plot.

So far, we have largely ignored the contributions of the

amino acid side chains to protein conformation. One obvi-

ous consequence of the existence of a variety of different

side chains is the dependence of the Ramachandran plots for

each particular (wi,ci) pair on the identity of the ith amino

acid residue. For example, a significantly larger conforma-

tional volume is available to glycine as compared to amino

acid residues with bulky side chains. Furthermore, different

side chains placed at “strategic” locations may exert a

significant influence on the stability of the secondary struc-

tural elements. We will illustrate this point using the a-helix
as an example. All hydrogen bonds in an a-helix are

almost parallel to each other (and to the axis of the helix).

This highly ordered pattern of hydrogen bonding results in a

noticeable dipole moment, with the N-terminal end of the

helix being a positive pole. Obviously, the presence of a

positively charged residue at or near the N-terminal end of

the helix will destabilize it due to the unfavorable charge–

permanent dipole interaction (Eq. 1-2-2). On the other

hand, the presence of a negatively charged residue will

be energetically favorable and will increase the stability

of the helix. Likewise, the presence of charged residues at

or near the C-terminal end of the helix will also have a

significant influence on the stability of this element of

secondary structure. Note, however, that uncharged side

chains may also be very important determinants of the

higher order structure of proteins and polypeptides due to

the so-called hydrophobic interactions. These will be

considered in Section 1.2.4.

1.2.4. Solvent–Solute Interactions, Hydrophobic

Effect, Side Chain Packing, and Tertiary Structure

The term hydrophobic effect (16–19) refers to a tendency

of nonpolar compounds (e.g., nonpolar amino acid side

chains, Table 1.1) to be sequestered from polar solutions

(e.g., aqueous solution) into an organic phase. Such behav-

ior is ubiquitous in nature and has been observed and

described at least 2 millennia ago, although the term hy-

drophobic was coined only in 1915 (18). The initial view of

the hydrophobic interaction was rather simplistic and im-

plied attraction between like media (e.g., oil–oil attraction).

A very different view, which is now commonly accepted,

was proposed in the mid-1930s by Hartley, who suggested

that nonpolar species are excluded from polar solvent

because of their inability to compete with the strong inter-

action between the polar molecules themselves (20). In
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Figure 1.3. A schematic representation of the Ramachandran plot.
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Figure 1.2. Peptide bond and the degrees of freedom determining

the polypeptide backbone conformation.
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Tanford’s words, “antipathy between hydrocarbon and

water rests on the strong attraction of water for itself ” (21).

An intriguing aspect of the hydrophobic interaction is that

the placement of a hydrocarbon molecule in water may be

enthalpically favorable. This fact was the basis for a

widespread skepticism over the concept of hydrophobic

interactions, although such views did not prevail (22). It is

now understood that solvent–solute affinity is determined by

the free energy (not the enthalpy alone), and it is the

unfavorable free energy that leads to the observed disaffinity

of water and nonpolar solutes.

Various microscopic explanations of the hydrophobic

effect are usually based on the frozen water patches or

microscopic iceberg model proposed originally by Frank

and Evans (23). They suggested that placing a nonpolar

solute in water creates a loose “cage” of first-shell water

molecules around it. The creation of such a cage has a

significant entropic price due to the forced ordering of

water, hence the overall unfavorable free energy (despite

a favorable enthalpic term). Readers interested in a more

detailed account of the physics of hydrophobicity and

related phenomena are referred to an excellent tutorial by

Southall, Dill, and Haymet (18).

Although the initial work on the hydrophobic effect was

focused on hydrocarbons, its main results and conclusions

can be easily extended to nonpolar side chains of polypep-

tides and proteins, which are buried into a hydrophobic core

of a folded or collapsed protein molecule in order to

eliminate, or at least minimize, any contacts with the polar

solvent. A very interesting historical account of the eluci-

dation of the nature of the hydrophobic interaction and its

role in protein folding can be found in an excellent review

by Tanford (24). Hydrophobic side chains are generally

more stable if sequestered away from the solvent in protein

cores. Proteins tend to be very well-packed molecules so the

side-chain atoms sequestered from the solvent must come

into close contact with each other, hence the term hydro-

phobic packing. At the same time, hydrophilic residues

usually decorate the solvent-exposed surface of the protein.

This decoration is achieved by combining the elements of

secondary structure (a-helices, b-sheets, and turns) in a

unique 3D arrangement, or tertiary structure. It is the

tertiary structure that affords proteins their unique biolog-

ical function, whether it be purely structural, the precise

spatial organization of side chains to effect catalysis of a

reaction, presentation of a surface or loop for signaling

or inhibition, creating a cavity or groove to bind ligand, or

any of the other vast range of functions that proteins can

perform.

Hydrophobic interaction is, of course, not the only

driving force giving rise to a unique tertiary structure.

Additional stabilization is afforded by the close proximity

of acidic and basic residues, which is frequently observed

in the folded structure, enabling the formation of salt

bridges. These can be viewed as charge–charge interactions

(Eq. 1-2-1). We have already mentioned that certain ele-

ments of secondary structure have intrinsic (permanent)

dipole moments. Favorable arrangement of such dipoles

with respect to one another (e.g., in the so-called helical

bundles) may also become a stabilizing factor (Eq. 1-2-2)

in addition to the hydrophobic interaction. It is probably

worth mentioning that in the vast majority of proteins, the

interactions stabilizing the tertiary structure are cooperative.

In other words, significant enthalpic gains are achieved

only if several segments of the protein are in close proximity

and interact with each other. All such factors have been

evolutionarily optimized for each protein, but the important

thing to realize is that any one natural protein sequence

has only a single most stable conformation, and the genet-

ically encoded primary sequence alone is necessary and

sufficient to define the final folded structure of the protein

(Fig. 1.4) (25).

Many proteins adopt similar common structural motifs

resulting from combinations of secondary structure ele-

ments, such as the alternating bab structure, 4-helix

bundles, or b-barrels. As more and more protein structures

are solved, the number of protein architectures increases,

although it has been predicted that there are a limited

number of fold motifs (26–30). This conclusion is based

on the observations that (1) topological arrangements of

the elements of secondary structure are highly skewed by

favoring very few common connectivities and (2) folds

can accommodate unrelated sequences [as a general rule,

structure is more robust than sequence (31,32)]. Therefore,

the fold universe appears to be dominated by a relatively

small number of giant attractors, each accommodating a

large number of unrelated sequences. In fact, the total

number of folds is estimated to be <2000, of which 500

have been already characterized. Figure 1.5 represents the

15 most populated folds selected on the basis of a structural

annotation of proteins from completely sequenced genomes

of 20 bacteria, 5 Archaea, and 3 eukaryotes (33).

The existence of a “finite set of natural forms” in the

protein world has inspired some to invoke the notion of

Platonic forms that are “determined by natural law” (34), a

suggestion that seems more poetic than explanatory. What

has become clear though is that very similar tertiary struc-

tures can be adopted by quite dissimilar primary se-

quences (33). Protein primary sequences can be aligned

and regions identified that are identical or homologous

(meaning the chemical nature of the amino acid side chain

is similar, e.g., polar, nonpolar, acidic, basic). However,

even sequences with quite low homology can have a very

similar overall fold, depending on the tertiary interactions

that stabilize them. Although tertiary structure is sometimes

viewed as the highest level of spatial organization of single-

chain (i.e., monomeric) proteins, an even higher level of

organization is often seen in larger proteins (generally,
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>150 amino acid residues). Such proteins form clearly

recognizable domains, which tend to be contiguous in

primary structure and often enjoy a certain autonomy from

one another.

1.2.5. Intermolecular Interactions and Association:

Quaternary Structure

Above and beyond the folding of monomeric chains, many

protein chains can also assemble to form multisubunit

complexes, ranging from relatively simple homodimers

(example are hemoglobin molecules of primitive verter-

brates, e.g., lamprey and hagfish) to large homooligomers

(e.g., the iron storage protein ferritin, comprised of 24

identical subunits) to assemblies of different proteins

(e.g., ribosomes). Such assemblies are usually considered

to be the highest level of molecular organization at the

microscopic level, which is usually referred to as quater-

nary structure. Although covalent links are sometimes

formed between the monomeric constituents of a multimeric

protein assembly (e.g., in the form of disulfide bonds), the

noncovalent interactions (discussed in the preceding sec-

tions) are usually much more important players.

The archetype of quaternary structure is mammalian

hemoglobin, which is a noncovalent tetramer (a2b2)
consisting of two pairs of similar monomeric chains (a-
and b-globins). The arrangement of monomers in the

tetramer, which is in fact a dimer composed of two

heterodimers, is crucial for the function of hemoglobin as

an oxygen transporter. A tetramer composed of four iden-

tical globins (b4) can also be formed and is indeed present in

the blood of people suffering from some forms of thalas-

semia. However, this homotetramer (termed hemoglobin H

or HbH), lacks the most important characteristic of the

“normal” hemoglobin (HbA), namely, high cooperativity

of oxygen binding.

1.3. THE PROTEIN FOLDING PROBLEM

1.3.1. What is Protein Folding?

Polymers can adopt different conformations in solution

depending on functionality and the interaction with neigh-

boring chains, other parts of the same chain, and the bulk

solvent. However, almost all synthetic copolymers (i.e.,

polymers consisting of more than one type of repeat unit)

consist of a range of different length chains and, in many

cases, a nonspecific arrangement of monomer groups. On

the other hand, the primary structure of a given protein is

always the same, creating a homogeneous and highly

monodisperse copolymer. Protein sequences are generally

optimized to prevent nonspecific intermolecular interactions

and individual molecules will fold to adopt a unique

stable conformation governed solely by the primary

sequence of amino acids. The ability of proteins to attain

a unique higher order structure sets them apart from most

random copolymers. Most proteins can fold reversibly

in vitro, without being aided by any sophisticated cellular

machinery (e.g., chaperones, which we will consider in

Figure 1.4. Different representations of the higher order structure of natively folded proteins.
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Chapter 9), suggesting that the folding mechanism is solely

determined by the primary structure of the protein, as well

as the nature of the solvent. Folded proteins may remain

stable indefinitely in most cases, suggesting that the native

structures represent the global free energy minima among

all kinetically accessible states (35).

Two classic puzzles are usually considered in connection

with protein folding: (1) the Blind Watchmaker’s paradox

and (2) the Levinthal paradox. The former is named after a

classic book by Dawkins (36), an outspoken critic of the

intelligent design concept (37). It states that biological

(function-competent) proteins could not have originated

from random sequences. The Levinthal paradox states that

the folded state of a protein cannot be found by a random

search (38). Both paradoxes have been historically framed

in terms of a random search through vast spaces (sequence

space in the Blind Watchmaker’s paradox and conforma-

tional space in the Levinthal’s paradox), and the vastness of

the searched space is equated with physical impossibility.

Both paradoxes are elegantly solved within the framework

of the energy landscape description of the folding process

by invoking the notion of a guided search (39). The concept

of protein energy landscapes and its relevance to the protein

folding problem will be considered in some detail in

Section 1.4.

1.3.2. Why Is Protein Folding So Important?

First, one question is Why do we need to understand protein

folding? In the post-genomic era, structure determination

has become of paramount importance since it leads to a 3D

picture of each gene product, and in many cases gives hints

as to the function of the protein. However, the static

structure only represents the end point of the chemical

reaction of protein folding. Polypeptide chains are translated

as extended structures from RNA on the ribosome of cells,

but How does this unstructured sequence fold into its final

biologically active structure? Are specific local structures

present in the newly translated chain? Is there a specific

pathway or reaction coordinate of protein folding?

Figure 1.5. The 15 most populated folds selected on the basis of a structural annotation of proteins

from the completely sequenced genomes of 20 bacteria, 5 Archaea, and 3 eukaryotes. From left

to right and top to bottom, they are ferredoxin-like (4.45%) (a), TIM-barrel (3.94%) (b), P-loop

containing nucleotide triphosphate hydrolase (3.71%) (c), protein kinases (PK) catalytic domain

(3.14%) (d), NAD(P) (nicotinamide adenine dinucleotide phosphate)-binding Rossmann-fold

domains (2.80%) (e), (deoxyribonucleic acid: ribonucleic acid) (DNA:RNA) binding 3-helical

bundle (2.60%) (f ), a–a superhelix (1.95%) (g), S-adenosyl-L-methionine-dependent methyltrans-

ferase (1.92%) (h), 7-bladed b-propeller (1.85%) (i), a/b-hydrolases (1.84%) ( j ), PLP-dependent

transferase (1.61%) (k), adenine nucleotide a-hydrolase (1.59%) (l), flavodoxin-like (1.49%)

(m), immunoglobulin-like b-sandwich (1.38%) (n), and glucocorticoid receptor-like (0.97%) (o). The

values in parentheses are the percentages of annotated proteins adopting the respective folds. [Reprinted

from (33). Copyright � 2001 with kind permission Springer ScienceþBusiness Media.]
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The principles that govern the transitions of biopolymers

from totally unstructured to highly ordered states, which

often include several subunits assembled in a highly orga-

nized fashion, remain one of the greatest mysteries in

structural biology (40,41). Deciphering this code is key to

understanding a variety of biological processes at the mo-

lecular level (recognition, transport, signaling and biosyn-

thesis, etc.), since the specificity of biological activity in

proteins, as well as other biomolecules, is dictated by their

higher order structure.

Aside from the obvious academic interest to biophysi-

cists in discovering exactly how these biological machines

work, there are many more practical implications. Only if

we understand all of the processes that are involved in

producing a biologically active protein can we hope to

harness this power by designing proteins with specific

functions. It may already be possible computationally to

model an ideal binding site or even optimal arrangement of

side chains to catalyze a chemical reaction, but without a

thorough knowledge of how this site can be placed into an

intact protein molecule, we cannot take advantage of the

cellular machinery for the design of therapeutic protein

drugs, or even molecules that can catalyze otherwise diffi-

cult chemical reactions. For instance, there are many en-

zymes in nature that catalyze reactions with extremely high

specificity and efficiency, whereas chemists lag far behind.

Hydrogenase enzymes, for example, catalyze the reduction

of protons to produce diatomic hydrogen, a reaction that in

a laboratory environment requires application of harsh

reactants at elevated temperature or pressure, but that within

the catalytic center of the protein occurs at physiological

temperatures and with remarkably small energy require-

ments. Obviously, biological organisms have had a much

longer time to optimize these processes relative to the

chemical industry. If one can understand in detail the roles

of each residue in a protein chain for both the folding and

dynamics of the molecule, then the possibilities for protein

engineering are boundless. Interestingly, manmade se-

quences quite often lead to proteins that either do not fold

at all or are only marginally stable. This result clearly

demonstrates the extremely fine balance of forces present,

which can be destroyed by just a single amino acid residue

substitution, deletion, or insertion.

Another important aspect of understanding protein fold-

ing is to find ways of preventing the process from going

awry (42–45). An ever-increasing number of pathological

conditions that result from misfolding of proteins in the cell

are being identified (46–50). Amyloid plaques actually

result from the undesirable formation of quaternary struc-

ture when a normally monomeric peptide folds incorrectly

and self-assembles to form long proteinaceous fibers.

Similarly, other proteins, that are not correctly folded may

not present the correct binding surface for interaction with

their physiological partners. Thus not only correct folding,

but also the correct assembly of proteins, is key to their

correct biological function. Even relatively few mutations

within a protein sequence may prevent folding to the native

structure, and hence prove pathological. In other cases,

mutation can reduce the efficiency of folding, or favor an

alternative mode of folding that leads to aggregation and

deposition of insoluble amyloid plaques within cells. We

will consider the issues related to misfolding and aggrega-

tion later.

Finally, one more fundamental problem related to pro-

tein folding that has become a focal point of extensive

research efforts is the prediction of the native structure and

function of a protein based on its primary structure. Since

the sequence of each natural protein effectively encodes a

single tertiary structure, prediction of the latter is, in

essence, a global optimization problem, which is similar

to one encountered in crystallography and the physics of

clusters (51). The complication that arises when such a

global optimization methodology is applied to determine

the position of the global energy minimum for a protein is

the vastness of the system that precludes calculations based

on first principles. So far, the most successful methods of

structure prediction rely on the identification of a template

protein of known structure, whose sequence is highly

homologous to that of the protein in question. If no template

structure can be identified, de novo prediction methods

can be used, although it remains to be seen if such methods

can predict structures to a resolution useful for biochemical

applications (52). Prediction of protein function based on

its sequence and structure is an even more challenging

task, since homologous proteins often have different

functions (53).

1.3.3. What Is the Natively Folded Protein
and How Do We Define a Protein Conformation?

Before proceeding further with a description of protein

folding it would be useful to define some terms commonly

used in the field in order to avoid confusion. First, the native

state of a protein is defined as the fully folded biologically

active form of the molecule. This has generally been

considered as a single state with a well-defined tertiary

structure, as determined by crystallography or nuclear

magnetic resonance (NMR) spectroscopy. More recently,

researchers have come to appreciate the importance of

dynamics within the protein structure. Even the native state

is not a static single structure, but may in fact, depending on

the protein, have small or even large degrees of flexibility

that are important for its physiological function.

Unfortunately, the use of the term protein conformation

in the literature has become rather inconsistent and often

results in confusion. Historically, protein conformation

referred to a specific “three-dimensional arrangement of its

constituent atoms” (54). This definition, however, is rather
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narrow, since it does not reflect adequately the dynamic

nature of proteins. One particularly annoying complication

that arises when conformation is defined using only micro-

scopic terms (e.g., atomic coordinates) is due to the fact that

a majority of proteins have segments lacking any stable

structure even under native conditions. These could be

either the terminal segments that are often invisible in

the X-ray structures or flexible loops whose conformational

freedom is often required for a variety of functions ranging

from recognition to catalysis. In general, it is more than

likely that any two randomly selected natively folded

protein molecules will not have identical sets of atomic

coordinates and, as a result, will not be assigned to one

conformation if the geometry-based definition is strictly

applied. Therefore, it seems that the thermodynamics-based

definition of a protein conformation is a better choice.

Throughout this book, we will refer to the protein confor-

mation not as a specific microstate, but as a macrostate,

which can be envisioned as a collection of microstates

separated from each other by low energy barriers (�kBT ).

In other words, if one microstate is accessible from another

at room temperature, we will consider them as belonging to

one conformation, even if there is a substantial difference in

their configurations. According to this view, a protein

conformation is a continuous subset of the conformational

space (i.e., a continuum of well-defined configurations) that

is accessible to a protein confined to a certain local min-

imum. The utility of this definition becomes obvious when

we consider non-native protein conformations, although

unfortunately it is not without its own problems.�

1.3.4. What Are Non-Native Protein Conformations?

Random Coils, Molten Globules, and Folding

Intermediates

In the case of unfolded proteins, which are assumed to be

completely nonrigid polypeptide chains, the random

coil (55), we must consider the ensemble of molecules

displaying an impressive variety of configurations (Fig. 1.6).

In a truly random coil, as might be the case for a synthetic

polymer with identical monomer units in a good solvent,

there may well be no conformational preferences for the

chain. However, proteins are decorated with side chains of a

different chemical nature along their length, such that in

water or even in a chemical denaturant one might expect

there to be local preferences due to hydrophilic or hydro-

phobic interactions, and indeed steric effects. Thus for a

number of proteins studied in solution, some persistent local

and nonlocal conformational effects have been detected,
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Figure 1.6. Representative configurations of a random coil (a freely joined chain of 100 hard

spheres) and the distribution of its radius of gyration Rg. The Rg values of a model protein

phosphoglycerate kinase are indicated for comparison. [Adapted from (55) Copyright � 1996 with

kind permission from Elsevier.]

�For example, this definition is temperature dependent. Indeed, if any two

local minima are separated by a high energy barrier (>kBT ), the inter-

conversion between these two states does not occur readily at room

temperature (T), and these two states should be viewed as two different

conformations. However, raising the temperature significantly above room

temperature will eventually make passage over this barrier possible, leading

to a merging of the two microstates to a single conformation.
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indicating that an unfolded protein generally is not in fact

a truly random coil. On the other hand, the enthalpy of

these interactions is very small in comparison to the entropy

of the flexible chain so the overall free energy of each of

these conformers will be very similar. On a free energy

surface, these would be represented as shallow wells in the

generally flat surface of unfolded state free energy.

The relative position of a local energy minimum with

respect to the native state gives rise to a further set of

descriptions of intermediate states. As a protein folds it may

sample stabilizing conformations that contain persistent

structure, constituting a local free energy minimum. At the

earliest stages of folding there may be only a few interac-

tions that may be very transient: These are termed early

intermediates. By contrast, species may accumulate further

along in the folding process that contain a large although

incomplete number of native-like contacts. These are re-

ferred to as late intermediates, implying that they should

form toward the end of the kinetic folding process. There is

also the possibility that these local minima arise from

stabilizing contacts that are not present in the native protein,

and in fact need to be disrupted before the molecule can

productively fold. These off-pathway intermediates may

also arise from intermolecular interactions between folding

chains and can lead to nonproductive aggregation that

prevents further folding.

The above intermediate states form during folding in the

“forward” direction from the unfolded to the native state and,

since they are only partially stable, generally do not accu-

mulate sufficiently to be detected other than transiently. It is

also possible that such intermediates may form during

the reverse process, that is protein unfolding, allowing them

to be studied by othermethods. Unfortunately, the conditions

for unfolding (e.g., chemical denaturant, low pH, high tem-

perature) are generally so harsh that once the stabilizing

interactions in the native state have been removed, the un-

folding process occurs with high cooperativity and without

accumulation of intermediates. However, under mildly dena-

turing conditions, partially folded states have been detected

at equilibrium for a number of proteins, and these have

been termed molten globules (56). The original definition

of the molten globule state was quite rigid: a structural state

that has significant secondary structure, but with no fixed

tertiary interactions. There are various biophysical tests for

this, such as the ability of the protein to bind hydrophobic

dyes, consistent with a significant amount of exposed hydro-

phobic surface area, as would be expected for a partially

folded state. The definition has become somewhat relaxed to

include many other partially folded ensembles observed,

kinetically or at equilibrium, which almost fit the definition.

What is clear is that the molten globule itself is a much

more dynamic structure than previously thought. Several

new concepts have been introduced to reflect the structural

diversity and dynamic character of the molten globule state,

such as “a precursor of the molten globule” and “a highly

structured molten globule” (57).

One common question that arises is whether the equi-

librium molten globule intermediate is actually the same

species as that detected in the folding pathway of proteins.

Thermodynamically there is nothing to suggest they should

be, since the equilibrium by definition is independent of the

pathway (58,59). However, comparisons of the character-

istics of transient intermediates with the corresponding

equilibrium partially folded state have concluded that the

similarities are very close, at least for the proteins stud-

ied (60–63). Also, a number of states transiently populated

by the native state ensemble under mildly destabilizing

conditions have been shown to have similarities to folding

intermediates. Thus it seems likely that, at least in the later

stages of folding, there is indeed some kind of folding–

unfolding pathway with specific intermediate states visited

in both the folding and unfolding directions.

1.3.5. Protein Folding Pathways

In Section 1.3.4, we began to use the term folding pathway,

which is understood to be a series of structural changes

leading from the fully denatured state of the protein to its

native conformation. Introduction of the concept of a fold-

ing pathway resolves the Levinthal paradox mentioned

earlier by suggesting that the folding process is a directed

process involving conformational biases, rather than a

merely random conformational search. Despite the vast

number of degrees of freedom in macromolecules, the

number of folding pathways was initially believed to be

rather limited (64). A general scheme of protein folding

within this paradigm is presented in terms of rapid equil-

ibration of unfolded protein molecules between different

conformations prior to complete refolding. Such equilibria

favor certain compact conformations that have lower free

energies than other unfolded conformations, and some of

these favored conformations are important for efficient

folding. The rate-limiting step is thought to occur late in

the pathway and to involve a high-energy, distorted form of

the native conformation. The latter is a single transition state

through which essentially all molecules refold (65).

The classic folding pathway paradigm specifically states

that “proteins are not assembled via a large number of

independent pathways, nor is folding initiated by a nucle-

ation event in the unfolded protein followed by rapid growth

of the folded structure” (65). Nevertheless, a large body of

experimental evidence now suggests the existence of a large

number of folding routes. Furthermore, over the past several

years it has become clear that the length of the polypeptide

chain is an important factor in determining mechanistic

details. Smaller proteins (< 100 residues) appear to prefer

a nucleation-type mechanism that does not involve any

specific metastable intermediate species (66). On the other
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hand, for a number of larger proteins, intermediate states

with specific regions of early formed stable structure have

been established. If an intermediate is detected, then this

argues strongly for a specific protein folding pathway,

but in the protein lysozyme, for instance, parallel folding

pathways were found, suggesting multiple possible trajec-

tories. In smaller proteins, no observable intermediates

accumulate, which might indicate a less directed folding

mechanism, or indeed that partially formed structures

are too labile to be detected. Based on these observations,

a modified view of a folding pathway invokes several

common stages of folding, consistent with the progressive

development of structure and stability through an

ever-slowing set of reactions (67).

Three major models have arisen to attempt to explain this

narrowing of the conformational search process (68). The

simple framework model suggests that secondary structure

elements would first form based on their sequence-intrinsic

propensities, followed by collision of these preformed

structures to form tertiary interactions. Alternatively,

nucleation of short regions of sequence to form transient

secondary structure could act as a template upon which

adjacent parts of the chain would condense and propagate

structure. The third, hydrophobic collapse mechanism

calls for the hydrophobic residues to conglomerate

nonspecifically to minimize solvent exposure, followed by

rearrangement to the final native structure. The actual

mechanism of protein folding probably involves some

or all of these processes and there is evidence for each

mechanism from folding studies of different proteins.

The controversy in regard to whether protein folding

follows a specific pathway or whether each molecule follows

a completely different trajectory to achieve its final folded

state has been elegantly resolved in the so-called new view of

protein folding (69–71). The centerpiece of this theory is the

concept of a protein energy landscape of conformational

space, which is discussed in Section 1.4.

1.4. PROTEIN ENERGY LANDSCAPES

AND THE FOLDING PROBLEM

1.4.1. Protein Conformational Ensembles and Energy

Landscapes: Enthalpic and Entropic Considerations

Classically, a simple chemical reaction is considered to

proceed along a reaction coordinate, in which chemical

bonds are formed or broken in a well-defined manner, with

a transition state at the highest point on the energy profile

where bond breaking and formation is occurring, and pos-

sibly detectable metastable intermediate structures at local

free energy minima. Transition state theory can be applied

to relate reaction rates to the heights of the various free

energy barriers along the reaction coordinate. Macromole-

cules are much more complex, however, and the folding of a

protein involves the formation of a large number of inter-

actions that may be either local in nature or indeed involve

regions that are quite distant in the polypeptide sequence.

Nevertheless, for many years the protein folding reaction

was assumed to occur via a similar sequential pathway,

perhaps involving a number of intermediate species along

the way, but for each unfolded molecule the mechanism of

folding to the native state was identical.

Significant advances in theory during the past decade have

changed our understanding of the basic principles that govern

the protein folding process and have offered an elegantway to

resolve the Levinthal paradox (70,72–76). In the case of

small organic molecules in a reaction, there are only a small

number of conformations available to the reactant species,

but for an unfolded protein the conformational space sampled

by the unstructured chain is vast by comparison, even for a

relatively small protein. Thus it might seem difficult to

imagine the chain becoming oriented in such a way as to

proceed to fold via a single pathway, and the process would

surely be extremely inefficient. Realization that folding may

proceed through multiple parallel pathways, rather than a

single route, has led to introduction of the concepts of protein

energy landscapes (or folding funnels), a cornerstone of the

“new view” of protein folding.

Protein folding can be viewed much like any other

chemical reaction, which may be represented in 3D by a

conformational energy surface: The trajectories on these

surfaces lead from reactants (unstructured states) to pro-

ducts (the native state). Because entropy plays a much more

significant role in protein folding reactions, it is necessary to

consider the free energy, rather than simply potential ener-

gy (77). The enthalpic gain of forming hydrogen bonds and

making favorable hydrophobic or hydrophilic contacts is

compensated by a significant loss of entropy as the chain

becomes more and more conformationally restricted. For

simple molecules, the entropic term is generally far less

significant, but in the case of a folding protein the overall

free energy of stabilization in the folded protein may be only

a few kilocalories per mole (kcal/mol), being the very small

difference between large DH (formation of stabilizing inter-

actions) and TDS (loss of entropy upon folding to the native

state) terms. The conformational entropy loss for a protein,

which continues to adopt a more well-defined 3D structure,

is often defined on a “per residue” basis. It can be estimated

by using only the backbone entropy [the entropy loss due to

side chain packing is significantly less (75)]:

Ds ¼ su � sf � kB � ln Wu

Wf

� �
ð1-4-1Þ

where su,f and Wu,f represent the entropies and the numbers

of microstates per residue in the unfolded and natively

folded forms of the protein, respectively. Estimations of Ds
for small proteins at room temperature give an entropy loss
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on the order of tens of joules per mole kelvin residue

[J/(mol�K�residue)] (75). To ensure fast folding despite the

unfavorable entropy change, the corresponding free energy

surface (or energy landscape) must have the form of a

multidimensional “funnel” (Fig. 1.7), where the vertical

axis (the depth of the funnel) represents the number of

native contacts made (Q) or the relative free energy of the

conformational space. The horizontal axis corresponds to

the conformational entropy of the system. In this represen-

tation, it becomes clear that as the folding chain makes more

native contacts, the chain entropy is reduced along with the

overall free energy. The native state resides at the bottom of

the potential well, characterized by low entropy and a global

free energy minimum. A funneled energy landscape is

robust to both environmental changes and sequence muta-

tions, since most potentially competing low-energy states

are similar in structure (75), as represented by the multiple

local minima at the bottom of the funnel in Figure 1.7.

An important feature of the folding funnel is that its

slopes are not always monotonic, hence the competition

between the “downhill slide” toward the native fold and

the possibility of equally favorable excursions into local free

energy minima, depending on the ruggedness of the energy

surface. These local minima may represent transient for-

mation of partially folded species, accumulation of inter-

mediates or indeed misfolded forms, depending on the

trajectory taken by the chain along the energy surface. This

general model allows for multiple pathways with no specific

order of structure formation, but subtle changes in the

energy surface would lead to a far more directed approach

by energetically favoring particular regions of conforma-

tional space. It also provides at least one possible solution

Figure 1.7. Schematic representation of a protein folding funnel. As the large ensemble of structures

of an unfolded polypeptide compacts, forming native-like contacts through intermediate states and

finally to the native state (a), the energy surface can be schematically represented as seen in panel (b).

Multiplicity of folding routes is shown with different folded trajectories on the energy surface (c).

However, asymmetry of the surface biases the trajectories toward the preferred route, which can be

considered a folding pathway. [Reprinted with permission from (78). Copyright� 2001 C. Clementi

and G. Bamberg.]
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for Levinthal’s problem of folding time scale. If a favored

conformational space were visited on the energy landscape,

then it would be sufficiently stabilized to reside there for a

longer time, and hence restrict the conformational search for

the most stable native structure.

As already stated, one of the most important features that

distinguishes these folding funnel models from more tradi-

tional reaction coordinates is the key feature of conforma-

tional entropy. Thus we are forced to consider each stage

along a folding reaction not as a single structure, but instead

as a conformational ensemble. The unfolded state (the

nearly flat plain at the top of the funnel) demonstrates the

large number of microstates in the unfolded polypeptide

chain, whereas the deep energy well of the native state may

be a single structure or indeed a small ensemble of similar

structures closely related in energy. Along the folding

trajectory as the chain becomes more ordered, this ensemble

become smaller and smaller, but throughout there is always

some conformational flexibility that must be considered.

It must be stressed that these folding landscapes are

purely theoretical. Based on experimental data it has proved

possible to style different landscapes more as a represen-

tation than a true physical picture, showing local free energy

wells for intermediate species, and alternate possible routes

for parallel pathways. Even with the most powerful modern

computing facilities, however, it is not yet possible to

predict the folding pathway(s) of a protein, although some

trajectories in a computational ensemble may appear to fit

well with experimental data (79). Only with a complete

understanding of the energetics involved in driving a protein

to fold will we be able to computationally predict how a

given protein will fold.

Semiquantitative models and experiments are revealing

how the folding free energy surface is sculpted by the protein

sequence and its environment. Although any downhill path

from the unfolded state will eventually lead to a native

conformation at the bottom of the funnel, the asymmetry

(energetic heterogeneity) of the surface can bias the choice of

folding routes (80). The existence of such “preferred” folding

routes can be observed experimentally and interpreted in

terms of folding pathways (see above). The sometimes con-

flicting demands of folding, structure, and function determine

which folding pathways, if any, dominate (76).

1.4.2. Equilibrium and Kinetic Intermediates

on the Energy Landscape

Under native conditions, folding of small proteins usually

appears to be a highly cooperative process (81,82). By using

standard biophysical techniques, only the native and un-

folded states are generally sufficiently populated to be

detectable. For instance, a titration of chemical denaturant

studied by circular dichroism (CD) for most proteins will

generate a series of spectra that can be deconvoluted to

contributions solely from the two end points of the unfold-

ing reaction, namely, the native and denatured states. This

finding led to the belief that the folding of proteins was not

only cooperative, but also two-state, that is, without pop-

ulated intermediate states.

In contrast, under certain conditions, significant accu-

mulation of an intermediate conformational ensemble may

occur if the free energy barrier is sufficiently high, referred

to as an equilibrium intermediate. These species can be

studied in great detail since the rate of conversion is low,

allowing significant structural information to be ob-

tained (83). Classic examples of these include the partially

folded state of the apo-form of myoglobin (84), acid- and

alcohol-induced A-state of ubiquitin (85), or the acid-

induced molten globule of a-lactalbumin (86). As already

mentioned, these equilibrium intermediate states in some

cases may represent important conformations visited along

the folding trajectory. Therefore, structural information

about these states can give valuable clues as to the nature

of the conformational search process. Transient formation

or indeed accumulation of certain intermediates is usually

induced in vitro by simply changing the protein’s environ-

ment (by varying the solution pH, temperature, presence of

chaotropes, etc.) (61,87). This change can result in signif-

icant alterations of the energy surface, decreasing the free

energy of the intermediate states, and thus increasing their

equilibrium population. One needs to be aware, however,

that such equilibrium intermediates may differ significantly

from the kinetically observed species. As pointed out by

Fersht and co-workers (59), an equilibrium intermediate

need not by definition be on the preferred kinetic folding

pathway since thermodynamic (equilibrium) parameters are

independent of mechanism. The goal here though is to make

these elusive states more amenable to study using a variety

of biophysical techniques, in order to determine not only the

conformational preferences of a partially folded protein, but

also the possible conformations transiently visited by the

native state that may be vital to its in vivo function.

Refolding of large proteins often does not conform to the

simple two-state model discussed in the beginning of this

section. Nevertheless, such proteins may be spontaneously

refolded by rapid dilution from a chemically denatured state

into native conditions. Kinetic studies of these processes

have enabled detection of transient kinetic intermediates,

which serve as “resting points” in the protein folding

process. Since the energy difference between the global

minimum and any of the surrounding local minima is

usually quite high, the Boltzmann weight of the states that

correspond to the local minima is very low. Under native

conditions, kinetic intermediates become populated only

transiently during refolding experiments. These species

have been the focus of close experimental scrutiny, since

their structure and behavior may reveal many intimate

details of the protein folding process. In order to be detected,
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these species must have characteristics different from either

the native or unfolded states. For instance, the aromatic

residues may experience an environment that makes them

hyperfluorescent, or a secondary structure may form in

advance of tertiary interactions making the intermediate

detectable using stopped-flow optical techniques (e.g., CD).

Alternatively, the secondary structure may protect certain

amide protons against exchange with bulk solvent, which

can be detected by NMR or mass spectrometry (MS), as we

will see in the following chapters. The experimental iden-

tification and characterization of kinetic intermediates has

been the focus of a great deal of research over the past

couple of decades, as researchers attempt to glean the

determinants of protein folding. Due to their transient

nature, however, kinetic intermediates often cannot be

observed directly and their properties can only be inferred

from indirect measurements.

If the energy barrier separating a kinetic intermediate

from the native conformation is high, a significant accu-

mulation of such intermediates may occur. These are re-

ferred to as kinetically trapped or metastable intermediate

states. Under certain conditions, excessive accumulation of

metastable kinetic intermediates in the course of the folding

process may trigger nonspecific interactions among them

and, in extreme cases, aggregation. Likewise, aggregation

can also be caused by incorrect folding (e.g., due to a

sequence mutation). Aggregation processes in vivo are

prevented by chaperones, a special class of proteins that

bind and sequester the misfolded and partially folded poly-

peptides (88–91). It is important to note, however, that the

chaperones only assist, but do not in themselves direct

protein folding.

1.5. PROTEIN DYNAMICS AND FUNCTION

1.5.1. Limitations of the Structure–Function Paradigm

Proteins carry out their functions by interacting with other

proteins, as well as other molecules ranging from giant

biopolymers (e.g., DNA) to small organic molecules and

monatomic ligands. In all cases, protein–ligand binding is

the first stage of the interaction, which can be followed by a

variety of processes ranging from sophisticated chemical

transformation of the ligand (e.g., enzyme catalysis) to

simple release of the ligand in the presence of other

cofactors (e.g., transport proteins). In this section, we will

only consider the main characteristics of the protein–ligand

binding process.

Binding has been traditionally considered within a

framework of the structure–function paradigm, a corner-

stone of molecular biology for many years. It was > 100

years ago that Fischer coined the term lock-and-key to

emphasize the requirement for a stereochemical fit between

an enzyme and its substrate in order for binding to oc-

cur (92). The limitations of this view of the binding process

became obvious in the middle of the twentieth century,

when a large body of newly acquired information on

enzyme kinetics appeared to be in conflict with the notion

that “the enzyme was a rather rigid negative of the sub-

strate and that the substrate had to fit into this negative to

react” (93). The revision of the lock-and-key theory by

Koshland (92) led to a rise of the so-called induced fit

theory, whose major premise was that the “reaction between

the enzyme and substrate can occur only after a change in

protein structure induced by the substrate itself ”. Confor-

mational changes occurring during enzyme catalysis are

relatively small scale and affect mostly the catalytic

site (94). Similarly, the conformational changes occurring

in other proteins as a result of induced fit-type binding

usually affect a limited fraction of the protein structure. An

example of this is ferric ion binding by the iron-transport

protein transferrin, an event that results in the repositioning

of two protein domains within each lobe of the protein

(Fig. 1.8). Although the overall effect of such repositioning

is quite significant (and results in closing the cleft between

the two domains), the number of affected amino acid

residues does not exceed a dozen (95). More recently,

numerous examples of large-scale conformational changes

induced by ligand binding have been reported. The most

extreme case is represented by the so-called intrinsically

disordered proteins, which actually lack stable structure

under native conditions in the absence of the ligand (96).

The above considerations strongly suggest that structure

is not the sole determinant of protein function. As elegantly

put by Onuchic and Wolynes (80), “the twentieth century’s

fixation on structure catapulted folding to center stage in

molecular biology. The lessons learned about folding may,

in the future, increase our understanding of many func-

tional motions and large-scale assembly processes”.

In Section 1.5.2, we will consider various aspects of protein

dynamics under native conditions that may be important

modulators or even determinants of function.

1.5.2. Protein Dynamics Under Native Conditions

With very few exceptions, protein structure under native

conditions is not a rigid crystalline state, but undergoes local

breathing motions, involving anything from side-chain ro-

tation to rearrangement of secondary structure elements

relative to each other. Although the existence of such

motions within the native state of the protein can be detected

with a variety of experimental techniques, their exact nature

remains the subject of discussion in the literature. The

commonly accepted models of local dynamics within na-

tively folded proteins invoke the notions of structural

fluctuation (localized transient unfolding affecting only

few atoms within the protein) (97) or amobile defect, which
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considers not only the emergence and dissipation of local

disorder, but also the possibility of its propagation through

the protein structure. Although the latter model has not

enjoyed as much attention as the former, thorough theoret-

ical considerations suggest that local perturbations of the

secondary structure may in fact propagate through certain

elements of the secondary structure (e.g., a-helices) in the

form of a soliton (98). Alternatively, local dynamics can be

described with a solvent penetration model (slow diffusion

of the solvent molecules into and out of the protein interior)

(99). Such description is actually very similar to the mobile

defect model, as applied to the integral solute–solvent

system, instead of the protein molecule alone.

Above and beyond local structural fluctuations, the

dynamics of proteins under native conditions is exemplified

by transiently sampling alternative (higher energy or

“activated”) conformations. Such activated (non-native)

states are often functionally important despite their low

Boltzmann weight (100,101). An example of such behavior

can be seen in cellular retinoic acid binding protein

I (CRABP I), which sequesters and transports insoluble

all-trans retinoic acid (RA) in the cytosol. The structures

of the apo and the holo forms of this protein are very

similar, consistent with the lock-and-key type of binding.

However, the native structure of CRABP I provides no clue

as to how the ligand gets access to the internal protein

cavity, which is its binding site (Fig. 1.9). Obviously, in

order to provide entrance into the cavity, a fraction of the

native structure has to be lost transiently, an event consistent

with the notion of sampling an activated protein state.

Realization of the importance of transient non-native pro-

tein structures for their function has not only greatly ad-

vanced our understanding of processes as diverse as

recognition, signaling, and transport, but also has had

profound practical implications, particularly for the design

of drugs targeting specific proteins (102).

Many proteins use dynamics as a means of communi-

cation between different domains. This process, by which a

signal, such as a binding event in one domain triggers a

conformational change in another domain, is known as

allostery. The paradigm for this effect is hemoglobin, a

tetrameric protein mentioned earlier in this chapter. Binding

a molecule of oxygen at the heme site of the a-chain induces
a change in the oxygen affinity of the b-chain binding site by
rearrangement of interdomain interactions (103,104).

Another example is the chaperone protein DnaK, which

assists in preventing the misfolding of nascent chains as they

emerge from the ribosome. This 70-kDa protein consists of

an ATPase domain joined via a short linker region to a

peptide-binding domain. Binding of adenosine triphosphate

(ATP) causes a conformational change in the peptide-bind-

ing domain that increases its affinity for substrate. Subse-

quent hydrolysis of nucleotide in the ATPase domain signals

a conformational change in the adjacent domain that re-

leases the unfolded polypeptide and allows it to begin to

refold. The exact mechanism by which this allosteric com-

munication occurs is still poorly understood. It is clear,

however, that it must involve dynamic events at the inter-

domain interface that transmits the signal between the two

binding sites (105).

1.5.3. Is Well-Defined Structure Required

for Functional Competence?

Avery interesting class of proteins that came to prominence

in the early 2000s relies on dynamics even more heavily

Figure 1.8. Superimposed crystal structures of the apo and holo forms of the N-lobe of human

serum transferrin.
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compared to the examples considered in Section 1.5.2.

Intrinsically disordered proteins are remarkable in that they

appear to have very little stable folded structure in isolation,

contrary to our classical view of proteins as folded species.

Several hundred proteins have now been identified that

contain large segments of disorder even under native con-

ditions (106), and many of these proteins seem to serve a

wide variety of functions in vivo (107–109). A number of

these are involved in activation or inhibition of transcription

or translation, and while these proteins appear unstructured

under native conditions they undergo a structural transition

in the presence of their cognate substrate, whether this be

another protein or a recognition site on a molecule of DNA

or RNA (96,110). One important aspect of intrinsic disorder

may be the necessity for this class of proteins to recognize

and bind to multiple sites. Whereas a highly structured

protein may only have a limited and very specific binding

site available to it, one that has a highly dynamic structure

should be able to adapt to a variety of different structural

motifs. This intrinsic disorder phenomenon also seems

contrary to the paradigm that an unstructured protein

should be targeted for proteolysis, or else degradation by

the proteasome. It seems this class of proteins manages to

avoid such scenarios either by having regions that are

sterically inaccessible or else do not contain residues that

are sensitive to proteases. Indeed one other observation is

that many intrinsically disordered proteins have a relatively

short lifetime in the cell: They are expressed as needed in

response to a signal and then rapidly removed by degrada-

tion. This would provide an efficient mechanism to switch

on or off a cellular process for only a short period of time.

A larger number of proteins in the eukaryotic genome have

been predicted to have disordered regions compared to

prokaryotes, perhaps indicating the need for higher organ-

isms to adjust more rapidly to environmental changes.

1.5.4. Biomolecular Dynamics and Binding from

the Energy Landscape Perspective

The development of the folding funnel concept also has far-

reaching consequences for our understanding of how pro-

teins interact with each other and with other ligands. One

theory offered as a general scheme of protein folding and

binding implies that the only difference between the two

processes is chain connectivity (111,112), namely, that mo-

nomeric protein folding represents an energy funnel for a

single chain, whereas protein–protein association and pep-

tide binding is a similar landscape, but with discontinuous

backbone connections. In themore general case, however, the

concept can be extended to encompass the chemical nature of

the ligand and the energetics of the binding process,whether it

be a noncovalent interaction or a chemical process as in the

case of enzymatic catalysis; the energy funnel concept can be

applied theoretically to describe the process by which a

protein recognizes and binds to another molecule. Rigid

proteins that bind ligands via a lock-and-key type mechanism

presumably do not require significant dynamic events, so they

will have few local minima similar in energy to the native

state. In contrast, those proteins that utilize an induced fit

binding mechanism may have a rugged energy surface char-

acterized by a number of local minimum conformational

states at the bottom of the folding–binding funnel (111).

The idea of a binding funnel has also been demonstrated

computationally by Zhang et al. (113) to explain the fast

Figure 1.9. Overlaid crystal structures of the apo- and holo- forms of cellular retinoic acid binding

protein I.
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protein–ligand association rates exhibited by many proteins.

In this model, the initial collision event is accompanied

by favorable interactions to form a long-lived encounter

complex that significantly limits the search process to the

ligand-bound conformation. The funnel energy landscape of

protein binding may be a common feature in protein–protein

associations (114,115). Knowledge of the relative energies

and structural features of the local conformational minima

available to proteins is clearly key to the understanding of

what makes proteins efficient in binding their physiological

ligands. Likewise, an extension of the protein folding

problem is to understand how protein monomers assemble

as functional multimers or other macromolecular assem-

blies. In the cellular environment, this must be an efficient

process aided by dynamics and specific recognition events,

all of which may be described in terms of the energetics of

accessible conformational space.

All visibly different modes of binding (lock-and-key,

induced fit, and binding of intrinsically disordered proteins)

appear to have only quantitative differences within the

framework provided by the binding funnel concept. This

point is illustrated in Figures 1.10–1.12, which represent

hypothetical folding funnels for proteins of each class

in the absence and presence of their respective ligands. A

protein whose ligand-binding behavior conforms to the

lock-and-key type interaction (e.g., CRABP I considered

earlier) is suggested to have an activated state whose

structural features increase the rate of ligand entry into the

binding site (Fig. 1.10). The protein molecules sample this

activated state relatively frequently due to its relatively

low energy. Once the ligand enters the binding site, its

interaction with the protein increases the stability of the

native conformation. Although “visitations” to the activated

state are still possible, they do not occur as frequently due to

the increased energy difference between the two states. As a

result, the protein can acquire the ligand relatively easy, but

does not release it unless the energy landscape is altered

again, (e.g., by a competing receptor of the ligand).

A similar analysis can be carried out for proteins con-

forming to the induced-fit type behavior (we will use the N-

lobe of human serum transferrin as an example). Although

the X-ray data suggest the existence of two distinct con-

formations of the protein depending on the presence of the

ligand (open conformation for the apo form and closed for

the holo form of the protein), there is experimental evidence

suggesting that both conformations coexist in solution in

equilibrium (116). The open conformation is, of course,

favored in the absence of the ligand, while iron binding

shifts the equilibrium toward the closed state (Fig. 1.11).

Such a shift is qualitatively similar to the one considered for

the lock-and-key interaction. The only difference is that the

protein state corresponding to the global energy minimum in

the absence of the ligand becomes “downgraded” to the

status of an activated state (local energy minimum) as a

result of the ligand binding.

Finally, folding of an intrinsically unstructured protein

in the process of ligandbinding canbeviewed as a preferential

stabilization of one particular conformation among many

available to the protein in the ligand-free form (Fig. 1.12).

An example of such behavior is presented by the b-chain of

mammalian hemoglobins, which populate at least four dif-

ferent states (only one of them appears to be very close to

the compact natively folded conformation) in solution in the

absence of its binding partner, a-globin (117). Again, the

general features of binding in this scheme appear to be very

similar to those seen in the previous two examples (Figs. 1.10

and 1.11), the major distinct feature being the absence of the

preferred conformation in the absence of the ligand.

Figure 1.10. Schematic representations of the energy landscapes for the apo (a) and holo (b) forms

of a protein whose ligand-binding behavior conforms to the lock-and-key type interaction.
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1.5.5. Energy Landscapes Within a Broader Context
of Nonlinear Dynamics: Information Flow and Fitness

Landscapes

It becomes increasingly clear that the significance of the

concept of energy landscapes extends well beyond the fields

of protein folding and even molecular biophysics. Huang

and Ingber (118) questioned the validity of the commonly

accepted paradigm of cell regulation as a collection of

pathways that link receptors with genes by asking “Can

identification of all these signaling proteins and their

assignment into distinct functional pathways lead to the

full understanding of developmental control and cell fate

regulation?” The existence of distributed information with-

in cellular signaling, as well as the fact that a single

signaling molecule may activate several genes and even

produce opposite effects depending on its microenviron-

ment, led to a suggestion that the concept of linear signaling

pathways is inappropriate. The suggestion that the signaling

and regulatory pathways are not simple linear connections

between receptors and genes is similar to the earlier real-

ization of the limits of the classic concept of protein folding

pathways. The paradox of signaling nonlinearity is resolved

by the introduction of a concept of cellular states, and the

switches between these states are viewed as biological phase

transitions (118). In this new view, cell fates are viewed as

common end programs or attractors within the entire reg-

ulatory network, which can be visualized as a potential

landscape with multiple minima. Each minimum corre-

sponds to a certain fate of the cell (e.g., differentiation,

proliferation, apoptosis). A similar idea was recently pro-

posed as the basis of a quantitative model of carcinogenesis,

in which normal cells in vivo occupy a ridge-shaped

maximum in a well-defined tissue fitness landscape, a

configuration that allows cooperative coexistence of

multiple cellular populations (119).

Finally, dynamic fitness landscapes have proven to be a

valuable concept in evolutionary biology, molecular evolu-

tion (120,121), combinatorial optimization, and the physics

Figure 1.11. Schematic representations of the energy landscapes for the apo (a) and holo (b) forms

of a protein whose ligand-binding behavior conforms to the induced fit type interaction.

Figure 1.12. Schematic representations of the energy landscapes for the apo (a) and holo (b) forms

of an intrinsically unstructured protein whose folding is induced by the ligand.
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of disordered systems (122). In evolutionary biology, this

concept is often used to visualize the relationship between

genotypes (or phenotypes) and replication success, an idea

initially put forward by Wright (123). An evolving popu-

lation typically climbs uphill in the fitness landscape, until it

reaches a local optimum (Fig. 1.13), where it then remains,

unless a rare mutation opens a path to a new fitness peak.

1.6. PROTEIN HIGHER ORDER STRUCTURE

AND DYNAMICS FROM A BIOTECHNOLOGY

PERSPECTIVE

In the first edition of this book, the discussion of protein

folding and conformation was focused primarily on funda-

mental aspects, and the goal was to understand some general

principles of protein (and, more broadly, biopolymer) be-

havior in vitro with the hope of being able to also apply this

knowledge to in vivo situations. Spectacular progress has

been made in the field of biotechnology in the past several

years, which has resulted in a dramatic explosion of both the

number of protein-based drugs and the range of the diseases

they can treat (124,125), bringing to the forefront another

very important aspect of protein folding and dynamics.

Indeed, the large size of protein therapeutics (from several

kDa to nearly 1MDa, well beyond the molecular weight

range of classical small molecule medicinal drugs) leads to

an important distinction between small molecule drugs

(where covalent structure is the sole determinant of the

3D structure and, ultimately, the therapeutic properties of

the drug) and protein pharmaceuticals (where the large

physical size makes a multitude of noncovalent contacts

not only inevitable but, in fact, the defining element of their

3D structure). Correct folding is vital not only for the

ability of a protein to execute its biological function, but

also for many other aspects of its behavior (126). Failure to

fold or maintain the native conformation obviously has a

negative impact on the efficacy of the protein drug, since the

recognition of a range of physiological targets requires that

the native conformation be maintained throughout the life-

cycle of a protein molecule. Proteins that are not folded

properly are prone to aggregation both in vitro and in vivo,

and are targeted by proteases both inside and outside the

cell, which obviously impacts bioavailability of the protein

drug. Furthermore, misfolding and aggregation may trigger

an immune response, thereby adversely affecting the safety

profile of the protein drug. Critical dependence of the

protein drug’s potency, stability, and safety on conformation

makes its characterization an essential element throughout

the drug development process from design to manufacturing

to postapproval monitoring. Throughout this book, we will

provide several examples of how MS can be used to probe

various aspects of conformation, dynamics, and stability of

protein pharmaceuticals, as well as their interactions with

physiological partners and therapeutic targets.
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permission from (122). Copyright � 2002 Society for Industrial

and Applied Mathematics. All rights reserved.]
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2
OVERVIEW OF TRADITIONAL EXPERIMENTAL
ARSENAL TO STUDY BIOMOLECULAR STRUCTURE
AND DYNAMICS

Biophysicists traditionally use a battery of experimental

techniques, which have not until relatively recently included

mass spectrometry (MS). The purpose of this chapter is to

present an overview of the alternative methodologies that

have been routinely employed, explaining the details that

can be gleaned from each technique. This will be used as a

jump point in future chapters to demonstrate the comple-

mentary nature of mass spectrometric methodologies in the

biophysical arena.

2.1. X-RAY CRYSTALLOGRAPHY

2.1.1. Fundamentals

Macromolecules are generally too small to be observed

directly by optical microscopy because their size is insuf-

ficient to diffract light of wavelengths in the visible region of

the electromagnetic spectrum. However, the interatomic

spacing (�1.5 Å) is similar to the wavelength of X-rays.

In an ordered crystal, the molecules are exactly aligned in

one or only few orientations in three-dimensional (3D)

space in a repeating array of unit cells. The unit cell is

defined as the smallest volume element that represents the

entire crystal. Adjacent unit cells are related to one another

by translation along the cell axes. Thus the entire crystal can

be constructed by laying unit cells side by side. Within a

protein molecule each atom will have an exactly equivalent

atom at the exact same position in a molecule in each and

every other unit cell, forming crystal planes of atoms. These

planes, or more correctly the planes formed by the electron

clouds between atoms, are what produce the diffraction

pattern when exposed to X-ray radiation (1).

Lattice planes in crystals will diffract incident X-rays in a

coherent manner depending on the angle of the incident

beam, according to Bragg’s law:

2dhkl sin u ¼ nl ð2-1-1Þ

which indicates that a beam of X-rays incident at an angle u
on a series of parallel planes separated by spacing d (the

indices h, k, and l represent the lattice indices in 3D) will be

reflected only if the left side of the equation is an integer

multiple of the incident wavelength. Other angles will of

course cause reflections, but only if the above relationship

holds will the waves reflected by adjacent lattice planes

produce constructive interference and emerge from the

crystal in phase to produce a strong diffracted beam.

In principle, one could use Eq. 2-1-1 to relate the

measured diffraction angles to interatomic distances and

from there calculate the molecular structure in the crystal.

In practice, however, this is computationally extremely

complex, especially for macromolecules containing a large

number of atoms. In practice, waves may be considered as

periodic functions of the form:

f ðxÞ ¼ Fcos 2pðhxþ aÞ ð2-1-2Þ

In one dimension (1D), the function describing this wave

has amplitude F, frequency h, and phase a. Each diffracted

X-ray beam may then be considered in terms of a Fourier

Mass Spectrometry in Structural Biology and Biophysics: Architecture, Dynamics, and Interaction of Biomolecules, Second Edition.
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series of reflections from each atom in the structure, to yield

structure factors in 3D, Fhkl, of the form:

Fhkl ¼ fa þ fb þ fc � � � ð2-1-3Þ
The contribution from each atom (a, b, c. . .) is summed to

describe the reflection. Expanding into 3D leads to com-

plicated sums of complex numbers to describe the contri-

bution of reflections from every atom in the unit cell to each

observed diffraction peak, which leads to a description of

the electron density at every point in the unit cell:

rðx; y; zÞ ¼ 1

V

X
h

X
k

X
l

jFhkl je�2ipðhxþkyþlz�a0hklÞ

ð2-1-4Þ
This equation represents the electron density map at every

point (x,y,z) in 3D space in the unit cell, volume V. Each

Fhkl represents a specific reflection, giving rise to a peak in

the diffraction pattern. Clearly, solution of this equation is

an extremely complex computational problem, made sig-

nificantly worse by the fact that a complete solution also

requires knowledge of the phase (a) of each of the waves, a

parameter that cannot be directly obtained from measure-

ment of the diffraction pattern. In fact, the so-called phase

problem can be the main bottleneck in crystal structure

determination.

For small molecules, crystallization is often a relatively

simple matter, but for proteins and other macromolecules

growing crystals of sufficient quality and size to obtain high-

quality diffraction patterns is a significant challenge. One of

the most common approaches to crystallization of proteins is

the “hanging drop” method, which involves suspending a

droplet of protein solution above a reservoir of buffer in a

closed container. At equilibrium the vapor pressure inside the

container is equal to that in the droplet, providing conditions

under which protein crystals may be formed. In practice, a

wide variety of different buffer conditions (varying pH,

temperature, protein concentration, and ionic strength, etc.)

are assayed to determine optimal conditions. If only small

crystals are obtained initially, these may be used as seeds to

obtain large high-quality crystals for diffraction. Generally

speaking, crystals must be at least 0.5mm in the shortest

dimension to obtain high-quality diffraction data.

Once a crystal is produced it is sealed in a capillary with a

small amount of mother liquor (the buffer used to produce

the crystal) and mounted on a sample stage (known as a

goniometer) that can be precisely rotated in 3D in the

sample beam. The sample can then be exposed to the X-

ray source and diffraction patterns can be recorded for

different orientations of the crystal with respect to the beam.

Diffraction patterns at the various angles are recorded using

area detectors consisting of arrays of scintillation counters

that can count X-ray photons. Crystals are often damaged by

heating or free radicals produced from X-ray exposure;

consequently a number of individual crystals are generally

required for a complete structure determination.

As mentioned above the problem of determining phase is

often a significant factor in analyzing the data to obtain a

structure. One way around this is to also grow crystals

containing heavy atoms (commonly Hg, Pb, or Au), which

in many cases can be accommodated within the crystal by

binding to the protein at specific sites. Provided that the

protein structure and the structure of the crystals are not

changed by the presence of these atoms (in this case, the

crystal lattice is described as isomorphic), then diffraction

patterns from these heavy atom derivatives can be used to

determine the phase values to a first approximation by a

process known as isomorphous replacement. Subtracting

out the diffraction data for the protein leaves only the

reflections produced by the presence of the heavy atoms

in the crystal, and since there are relatively few of these

atoms it is a significantly easier task to determine their

positions in the unit cell. Other approaches, such as anom-

alous scattering and molecular replacement (using known

structures of similar proteins) can also be employed to solve

the phase problem, and hence lead to a solution of the

crystal structure of the biomolecule.

2.1.2. Crystal Structures at Atomic and Ultrahigh

Resolution

Acquisition of crystallographic data at atomic resolution

(1.2 Å or higher) provides several important benefits (2).

Structure refinement can be done with only weak stereo-

chemical constraints. Mismodeling can be easily corrected

or avoided during the refinement, since the atom types can

be distinguished at this resolution. Finally, solvent mole-

cules can be placed accurately within the shells (3). At a

resolution 0.8 Å or higher, hydrogen atoms become visible

and the atoms can no longer be considered spherical par-

ticles due to deformation of electron clouds into bonding

and nonbonding orbitals. Such visualization of electrons

allows the charge distribution and the bond polarization and

order to be determined (4), yielding a very informative

picture of the protein structure.

2.1.3. Crystal Structures of Membrane Proteins

Membrane proteins constitute a particularly difficult class of

biopolymers because of their poor solubility characteristics

(a more extensive discussion of properties of membrane

proteins will be presented in Chapter 9). Despite some

spectacular successes, X-ray crystallography of membrane

proteins is still considered an art due to extreme difficulties

associated with production of crystals suitable for X-ray

diffraction analyses (5,6). An alternative to conventional

X-ray crystallographic analysis of a membrane protein is its

reconstitution into two-dimensional (2D) membrane protein
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crystals in the presence of lipids (7). Unfortunately, most 2D

crystals are not sufficiently ordered to provide resolution

better than 4 Å (5).

2.1.4. Protein Dynamics and X-Ray Diffraction

Protein structures are represented in crystallography as a set

of atoms in 3D space, which are assumed to exhibit harmonic

and isotropic vibrations (quantitatively described using

B-factors). It has been realized for quite some time that this

assumption is an oversimplification that does not provide an

adequate description of protein mobility (8). Several meth-

ods have been developed to provide more assessment of

protein dynamics based on observed crystal heterogeneity

[reviewed in (8)]. Despite such progress, information on

large-scale dynamic events is usually very difficult to obtain

due to the influence of packing forces in protein crystals.

Several crystallographic techniques have been developed

in recent years aimed specifically at characterization of

protein dynamics by means of X-ray crystallography. It is

well known that unlike crystals of small organic molecules,

those of proteins contain significant amounts of solvent. Not

only do these solvent molecules weaken the intermolecular

contacts in the crystal lattice, but they also permit in many

cases diffusion of small substrates through the lattice and

subsequent binding to the active sites of the enzymes (9,10).

These observations have led to the conclusion that crystals of

biological macromolecules bear significant resemblance to

very concentrated solutions (10). This notion, of course,

downplays the fact that large-scale dynamic events are almost

always suppressed by crystal-packing forces and simply

cannot occur within the framework of the crystal lattice.

However, if the macromolecular dynamics does not involve

large-scalemotions,methods ofX-ray crystallography canbe

used successfully to characterize these dynamic events. In

particular, there are numerous examples of using crystallo-

graphic methods to study enzyme dynamics by specifically

targeting transient intermediate states on the enzymatic

pathway. This is usually achieved by either trapping the

unstable species (11) or using time-resolved methods (10).

The former strategy employs adjustments of temperature,

solution pH, and other experimental variables forcing unsta-

ble reaction intermediates to accumulate and be stabilized in

the protein crystals (11). The latter strategy, on the other hand,

exploits both chemical and structural heterogeneity present in

the sample throughout the reaction. Such (time-dependent)

heterogeneity is then deconvoluted into structures of inter-

mediates using sophisticated methods of data analysis (10).

2.2. SOLUTION SCATTERING TECHNIQUES

Unlike X-ray diffraction, the solution scattering techniques

briefly reviewed in this section do not provide structural

information on biopolymers at high (atomic) resolution.

They do, however, often provide a means to observe

large-scale structural heterogeneity of proteins directly in

solution. As such, they have become indispensable tools in

studies of protein dynamics in solution. In addition, they

may complement the diffraction data by providing low-

resolution structural information on the protein segments

that fail to produce adequate diffraction patterns.

2.2.1. Static and Dynamic Light Scattering

Light scattering has been used historically to characterize

synthetic polymers, although in recent years it has been

increasingly applied to study biopolymers as well. In static

light scattering, intensity of scattered light is measured as a

function of the scattering vector ~q:

q ¼ j~qj ¼ 4pn
l

sin
u

2
ð2-2-1Þ

where n is the solvent refractive index, and u is a scattering

angle (12). Intensity of the scattered light adjusted for

background scattering and normalized to a reference solvent

gives the Rayleigh ratio Rs(q), which can be expressed in

dilute solutions as (12):

1

RsðqÞ �
4p2n2 dn

dc

� �2
NAl

4
¼ 1

PðqÞ � hMi þ 2Bc ð2-2-2Þ

where c is protein concentration, NA is the Avogadro’s

number, hM i is the weight-averaged molecular weight of

protein particles in solution, B is the second virial coefficient

describing inter-particle interactions in solution, and P(q) is a

particle shape factor. If particle size is small compared to the

light wavelength, then it obviously acts as a “point scatterer”,

and its shape is irrelevant for scattering (i.e., P(q)¼ 1 in

Eq. 2-2-2). Most proteins fall into this category, hence the

only key parameter that can be obtained from static light

scattering methods is the molecular weight. Such sensitivity

of static light scattering measurements to the average mo-

lecular weight of the protein particles makes it very useful in

the studies of protein association and aggregation. In the

following chapters, we will refer to several examples of such

measurement, namely, use of static light scattering to study

association–dissociation equilibria of hemoglobin tetra-

mers (13), as well as formation of amyloid fibrils (14). Once

the particle size becomes comparable to thewavelength used

in the experiments (i.e., radius of gyrationRg� 1/q), P(q) can

be approximated reasonably well as the quadratic function of

qRg, and the scattering profiles can be used to determine the

particle gyration radius (12).

Dynamic light scattering is sensitive to the diffusion of

scattering particles in solution, as it measures the intensity
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of light scattered at a fixed angle, which is then analyzed

with an autocorrelator. The resulting correlation function

has the particle diffusion coefficient as one of its arguments,

which can be used to calculate the hydrodynamic radius of

the particle.

2.2.2. Small-Angle X-Ray Scattering

Small-angle X-ray scattering (SAXS) is another solution

scattering technique that has gained prominence in recent

years. Although it is not suitable for structural analysis at the

atomic level, SAXS often provides valuable structural in-

formation at lower resolution (overall shape of the protein,

as well as its quaternary and tertiary structure). The mo-

lecular size range amenable to SAXS spans the range 10–

1000 Å, thus providing ameans to characterize not only single

proteins, but also very large macromolecular assemblies (15).

As the name infers, SAXSmeasures an interference pattern of

elastically scattered X-rays, which is usually expressed as a

function of a scattering vector length Q:

Q ¼ j~Qj ¼ 4p
l
sinu ð2-2-3Þ

where l is the wavelength of the X-ray beam and 2u is the

scattering angle. The measured scattering profile I(Q) is a

contrast between the X-rays scattered from the protein mo-

lecules in solution and the equivalent volume of solvent

displaced by them (15):

IðQÞ ¼
ð
d3~r rð~r Þ � rsð~r Þð Þe�i~Q �~r

����
����
2

* +
ð2-2-4Þ

where the averaging is done with respect to all orientations of

vector ~Q. The lack of translational order (lattice) within the

protein solution leads to continuous distribution of I(Q)

(unlike distinct Bragg reflections arising due to the transla-

tionally ordered molecular structure in crystals). The contrast

factorDr [difference between the electron densities of protein
molecules (r) and solvent (rs)] is typically on the order of

0.12 e�/Å3 (four times lower that r alone). As a result, protein
scattering strength in aqueous solution is only�10% of what

it would be in a solvent-free environment (16). More rigorous

treatment of the scattering profile I(Q) accounts for scattering

from the protein hydration shell, whose electron density, as

well as other physical properties,may be different from that of

the bulk solvent.

One of the most common ways to interpret the SAXS

data employs the inverse Fourier transform (FT) of I(Q) to

yield the radial Patterson distribution:

PðrÞ ¼ 1

2p2

ð
½IðQÞ �Qr � sinðQrÞ�dQ ð2-2-5Þ

The Patterson distribution is related to the probability dis-

tribution of the distances between the scattering centers

(atoms) within the scattering particle. As such, it provides

information on the overall shape of the scattering particle and

its dimension (15). The Patterson distribution can also be

used to calculate the gyration radius of the scattering particle:

Rg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐ
PðrÞ � r2drp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐ
PðrÞdrp ð2-2-6Þ

a parameter that reflects both its size and shape. Recently,

extensive efforts have been directed toward developing

methods that restore low-resolution shape, as well as the

internal structure of macromolecules in solution based on

isotropic scattering data (17). All of the above considerations

relate to a homogeneous solution of nearly identical (al-

though randomly oriented) scattering particles. Sample het-

erogeneity (either the presence of multiple protein species or

conformational inhomogeneity) poses a serious challenge to

SAXS. In this case, a measured scattering profile would

contain contributions from all components, weighted by

their fractional concentrations. This difficulty can be over-

come in some cases by using singular value decomposition

(SVD) to characterize individual protein conformers (18) or

protein aggregates (19).

2.2.3. Cryo-Electron Microscopy

Cryo-electron microscopy (cryo-EM) is an imaging tech-

nique that often allows large macromolecular complexes to

be visualized at low resolution. This technique exploits the

fact that images of macromolecules represent their 2D

projections. Three-dimensional structural data can be ob-

tained from such projections if the data from “different

views” are combined and processed using various recon-

struction techniques (20). In a few cases it can actually

provide structural information at a resolution high enough to

derive atomic coordinates, although typically it is not

possible to determine macromolecular structure at a reso-

lution >10–30 Å (21). Combination of the low-resolution

cryo-EM data on macromolecular assemblies and high-

resolution and X-ray crystallographic structures of their

constituents can provide structure of large sub-cellular

assemblies at near-atomic resolution by “docking” the high-

resolution structures into the low-resolution maps (22).

The energy of electrons used in electron microscopes

corresponds to a wavelength range of 0.0015–0.040 Å. The

scattering power of the electrons is significantly higher than

that of X-rays, hence there are much smaller sample re-

quirements. An important distinction (and a serious draw-

back) of electron microscopy from other scattering methods

is the necessity of a high vacuum environment in the

microscope. This may be achieved by rapid freezing of the

sample and maintaining it at or below liquid nitrogen
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temperature to minimize solvent sublimation during the

experiment. Freezing also reduces radiative damage to the

macromolecular structures, although even such samples

typically do not tolerate >10–15 electrons/Å2 (20). There-

fore, in order to obtain cryo-EM data at a high signal-to-

noise ratio (S/N), 10,000–100,000 individual particle

images need to be aligned and averaged (20). The existence

of any kind of symmetry in the sample enhances the S/N in

the cryo-EM images, although imaging of asymmetric

randomly oriented single particles is also possible. In fact,

it has been possible in some cases to obtain structural data

on single molecules (provided they exceed the lower size

limit of several hundred kDa) (23). Cryo-electron micros-

copy provides a means of capturing different conformation-

al states of macromolecular assemblies by imaging the

complexes that are “trapped” at different stages of their

interactions and conformational changes (23,24).

Methods of cryo-EM analysis also can be used to char-

acterize biological macromolecules and their assemblies

within the cells. Utilization of this technique (usually

referred to as cryo-electron tomography, or cryo-ET) to

study in vivo processes is based on the precept of cryogenic

preservation of the native (fully hydrated) biological struc-

ture (25). Several examples of using cryo-ET to characterize

structure of macromolecular complexes within their cellular

context demonstrate promise to reveal the internal structure

of organelles and indeed entire cells at molecular resolu-

tion (25–28). Resolutions of 5-8 nm have already been

achieved and the prospects for further improvement are

good (29). Since many intracellular activities are conducted

by complexes in the megadalton molecular weight range

with dimensions of 20–50 nm, current resolutions should

suffice to identify many of them in tomograms, although the

residual noise and dense packing of cellular constituents

hamper interpretation (29). Medalia et al. (30) relatively

recently collected cryo-ET data on vitrified eukaryotic cells.

2.2.4. Neutron Scattering

Small angle neutron scattering (SANS) is an emerging tech-

nology (as far as applications to biological systems). It utilizes

the same principle as SAXS, although the scattering centers

are predominantly nuclei (as opposed to electrons in SAXS).

Analysis of the SANS profiles can reveal important informa-

tion related to the mass and the overall shape of the scattering

particles, as well as the distribution of interatomic vectors

within a molecule (31). Unfortunately, such experiments

remain a rarity, as access to the research facilities possessing

neutron beam generators remains limited.

2.3. NMR SPECTROSCOPY

Nuclear magnetic resonance (NMR) spectroscopy has for

many years been at the forefront of protein structure deter-

mination. Spin energy levels of nuclei, when placed in a

magnetic field, become split by the Zeeman effect. Upon

application of radio frequency (rf ) radiation, each nucleus

within a molecule can be caused to resonate at a specific

frequency that is highly dependent on its local environment.

In the case of proteins, the naturally abundant proton (1H)

has nuclear spin I ¼ 1
2
, and by isotopic enrichment

methods, other spin- 1
2
nuclei 13C and 15N can be relatively

easily incorporated into expressed proteins. A battery of

complex heteronuclear pulse sequences have been devel-

oped along with multidimensional NMR to achieve

high-resolution structure determination for relatively small

proteins. Liquid helium supercooled magnets are now com-

mercially available with magnetic field strengths upward of

20 T (900MHz 1H frequency), enabling high-resolution

spectroscopy of quite large biomolecules.

In a magnetic field B0, the spin states of a nucleus become

split into equally spaced energy levels according to the

magnetic field strength and the gyromagnetic ratio g, a con-
stant for any given nucleus:

Em ¼ � gmhB0

2p
ð2-3-1Þ

where h is Planck’s constant. For a spin- 1
2
nucleus there are

two possible values of the magnetic quantum number m¼
(�1

2
,þ 1

2
), giving rise to two Zeeman nuclear energy levels

Em under the influence of B0. Nuclear transitions between

the two energy levels may be effected by application of

electromagnetic radiation. The difference in energy levels:

DEm ¼ ghB0

2p
ð2-3-2Þ

corresponds to radiation of frequency n0:

n0 ¼ v0

2p
¼ gB0

2p
ð2-3-3Þ

Thus, as in other spectroscopic methods, transitions be-

tween the nuclear energy levels may be produced by irra-

diation. In older NMR spectrometers, the rf spectrum was

scanned and each individual resonance could be detected as

absorbance. However, whereas in optical spectroscopy

irradiation is with a constant light source and absorptive

or fluorescent properties are measured, in the case of

modern pulsed NMR the highest energy spin level is

preferentially populated by irradiation and then the relax-

ation to the ground state is measured. Upon inversion of

nuclear spin by application of an rf electromagnetic pulse,

the magnetization relaxes back to the ground state, and in

doing so precesses around the B0 magnetic vector at its

characteristic Larmor precession frequency v0. It is this

resonance frequency that is detected by the rf receiver coil

of an NMR spectrometer.
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The power of NMR for structural characterization comes

from the fact that each nucleus within a molecule will have a

slightly different Larmor frequency, depending on its local

environment, that is, shielding by local magnetic fields of

nearby electronic motion. Thus an NMR spectrum will

contain peaks corresponding to resonances from each nu-

cleus in the sample, each with a frequency (known as a

chemical shift, d) characteristic of the chemical environ-

ment. Rather than using absolute frequency units, by con-

vention the resonant frequencies are denoted as parts per

million (ppm) differences, relative to an internal standard, of

the carrier frequency (for an 11.7-T magnet, for 1H nuclei

n0� 500MHz). The so-called chemical shift scale (d, mea-

sured in ppm; d¼v0/n0) is then independent of the mag-

netic field strength B0, making data acquired on different

instrumentation more readily comparable. For protons, the

chemical shift values generally fall in the range 0–10 ppm

(relative to an internal reference compound, e.g., tetra-

methylsilane defined as d¼ 0 ppm).

In modern instrumentation, generally all protons within a

molecule are simultaneously excited by a broadband rf

pulse. This causes all nuclei to simultaneously resonate at

their characteristic frequencies, which can be detected as a

time domain signal image current by the receiver coil. This

signal can then be separated into individual signals in the

frequency domain by application of a FT:

SðnÞ ¼ FTfsðtÞg ¼
ð1

�1
sðtÞe�i2pntdt ð2-3-4Þ

where s(t) and S(n) are the time and frequency domain

signals, respectively. The final NMR spectrum consists of

frequency domain data with peaks spread across the chem-

ical shift scale representing each resonance. In addition, the

area under each peak is proportional to the number of nuclei

resonating at that frequency.

An important factor, one that makes NMR an incredibly

powerful structural tool, is the “cross-talk” between

nuclei within a molecule. Perturbation of local electron

clouds gives rise to a scalar coupling between nuclei

that are covalently bonded and is significant for nuclei

separated by up to four bonds. The effect of coupling is to

alter the energy levels of the two spin states and produce

new energy levels depending onwhether the spins of the two

nuclei are aligned in parallel or antiparallel directions. This

leads to multiplet fine structure in the observed NMR peaks.

The number and nature of adjacent protons gives rise to

specific coupling patterns and coupling constants (differ-

ences in energy levels, denoted J and measured in Hz),

which can be used to assign covalent structure. In proteins,

each amino acid side chain gives a characteristic scalar

coupling pattern that is invaluable for spin system

assignment.

One of the most important NMR phenomena for

protein structure determination is an alternative coupling

scheme that operates via “through-space” interactions.

Once a spin has been inverted by an rf pulse it relaxes to

the ground state via various mechanisms. If other nuclei

are close enough in space (< 5 Å for 1H), then a dipolar

coupling known as the nuclear Overhauser effect (NOE)

can also occur. The proximity of other nuclei allows

alternative relaxation pathways for the spin, so this man-

ifests itself as a change in the time taken for a nucleus to

relax to its ground state. The relaxation effect falls off

rapidly with internuclear distance (r) following the rela-

tionship NOE / 1/r6, hence the NOE intensity can be

measured and used to provide distance constraints in struc-

tural calculations.

In the simplest NOE experiment, the resonance of a

single nucleus is saturated by continuous radiation (this

effectively equalizes the population of the two spin states),

followed by broadband excitation of all other nuclei, and

subsequent detection. Nuclei that are sufficiently close in

space to the saturated nucleus will experience a signal

enhancement. The resultant spectrum can be subtracted

from a normal spectrum obtained without saturation, yield-

ing a difference spectrum, which will contain peaks only

from nuclei that are spatially close to the target nucleus. The

more complex two-dimensional NOE spectroscopy (2D

NOESY) experiment correlates all nuclei that are in prox-

imity to one another and, once Fourier transformed, pro-

duces a spectrum from which cross-peak intensities can be

directly correlated to maximal distances. Using the known

allowable backbone torsion angles with the network of

distance constraints that may be obtained from NOE ex-

periments allows structural models to be built and refined

for proteins.

As the number of nuclei in a molecule increases, the

limited chemical shift range accessible (generally �2 to

12 ppm for protons), leads to a very crowded NMR spec-

trum. One way to alleviate this problem is to add a variable

delay, or evolution time, into the pulse sequence. In sub-

sequent experiments, this evolution time is increased by

a fixed amount each time, leading to a 2D array. Fourier

transformation of the array in both dimensions produces a

2D spectrum in which the diagonal corresponds to a simple

NMR spectrum, but now cross-peaks are observed that,

depending on the chosen pulse sequence, correlate reso-

nances that are coupled either in a scalar or dipolar manner

to one another. This greatly simplifies the process of spectral

assignment, since it is now a relatively much simpler matter

to work out which nuclei are correlated, either through

bonds or through space. Multidimensional NMR experi-

ments have evolved complex descriptive acronyms (e.g.,

COSY correlation spectroscopy) to describe scalar coupl-

ings and NOESY (for dipolar couplings). In the latter case,

the intensity of the cross-peak is related to the relaxation
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effect of the neighboring nucleus, and can thus be used as a

distance constraint for structure determination.

2.3.1. Heteronuclear NMR

In naturally occurring proteins, the only spin- 1
2
nucleus

present at high abundance is 1H. With modern molecular

biology techniques, however, isotopically enriched media

can be used quite readily to incorporate 15N and 13C into

proteins at high levels. In the case of proteins expressed in

Escherichia coli (E. coli), cells are grown on a minimal

medium containing 15NH4Cl and
13C-glucose as the sole

sources of nitrogen and carbon, respectively. This generally

produces reasonable yields of isotopically labeled protein.

Now, in the NMR spectrometer, heteronuclear, as well as

homonuclear, coupling come into play. Protons will experi-

ence scalar coupling not only from neighboring protons, but

also from 13C and 15N nuclei. Thus we can take advantage of

the chemical shift dispersion not only of protons, but also

the other nuclei, and complex pulse sequences have been

developed, spanning multiple dimensions, to trace backbone

resonance assignments and provide further constraints for

structure refinement of biomolecules (Fig. 2.1).

To date, the upper limit for complete resonance assign-

ment of proteins remains at �30 kDa, due to resonance

overlap and unfavorable relaxation times of large biomo-

lecules. Further technological advancements both in mag-

netic field strength and probe design promise to increase

that limit. The development of the transverse relaxation

optimized spectroscopy (TROSY) pulse sequence (32) also

has allowed a major step forward by removing the line-

broadening effect of slowly tumbling molecules in solution.

In addition, the partial alignment of proteins within lipid

bicelles shows much promise (33,34).
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Figure 2.1. Amide fingerprint region of the 15N�1H HSQC spectrum of a protein. Each contoured

peak represents an amide proton whose 1H resonant frequency and that of the adjacent 15N are

correlated. In a folded protein, these resonances are well resolved due to the chemical shifts induced

by persistent structure. [Figure courtesy of Dr. Joanna Swain, University of Massachusetts-Amherst.]
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In addition to the experiments that seek to elucidate

structure, there are NMR strategies aimed specifically at

measuring protein dynamics. As mentioned above, relaxa-

tion of nuclei after an rf pulse can be affected by a number of

factors, one of which is intramolecular internal motions. The
15N nuclei, most notably backbone amides, are particularly

susceptible to dynamics-related relaxation via the NOE.

Measurement of the 15N NOE and relaxation times at each

amide along the backbone of a protein allows extraction of

order parameters, which can be used to determine the

dynamic nature of individual segments within a protein.

This has enabled flexible regions within proteins to be

identified, with correlation times in the picosecond-to-

microsecond time range, and can be correlated to intermo-

lecular interactions and functional dynamics.

2.3.2. Hydrogen Exchange by NMR

As described further in Section 4.4 and Chapter 5, the rate at

which labile backbone amide protons exchange with bulk

solvent also serves as a measure, not only of surface

accessibility, but also of dynamics. Amides that are nor-

mally buried or else hydrogen bonded, can become exposed

to solvent during dynamic opening (or local unfolding)

events. If the bulk solvent is heavy water (2H2O or D2O),

then an exchange reaction NH ! ND will cause the

disappearance of the corresponding peak in the NMR

spectrum, since deuterium is an NMR-invisible isotope

(Fig. 2.2). Thus, measuring intensities of the amide reso-

nances as a function of time in deuterated solvent can be a

powerful residue-specific monitor of dynamics (35,36).

Experimental conditions, such as temperature and pH, can

be manipulated to extract thermodynamic details, and to

obtain actual measures of the free energies involved in

certain dynamic events (37–42).

Likewise, during the folding of a protein, amides that

form stable structure earliest in the folding process will

become protected against exchange with solvent. In com-

bination with a quenched-flow apparatus, pulse-labeling

experiments can be performed that can be used to monitor

protein folding on the millisecond time scale. Unfolded

protein is allowed to refold for a variable time before

labeling all exposed amides with deuterium. For the pur-

poses of studying hydrogen exchange, the COSY (correla-

tion of amide NH and CaH protons) and 15N-heteronuclear

single quantum coherence spectroscopy (15N-HSQC) which

correlates amide protons with the attached nitrogen in

uniformly 15N-labeled proteins, experiments are most use-

ful. In a fully protonated sample, these correlation peaks

will have maximum intensity, whereas if the proton be-

comes replaced by a deuteron due to an exchange event,

then it will no longer be visible [deuterium (D) nuclei are

not observable in 1H NMR experiments]. Thus, in a refold-

ing experiment where unprotected amides are labeled with

D, the only peaks observed are those that correspond to

residues protected against exchange before the isotope-

labeling event. Intensities of amide resonances can then be

used to determine the order of formation of structural

regions during folding (43–45).

A natural extension of this, which has yielded some

exciting results, is the ability to use a flow system into

the NMR spectrometer and effectively perform the whole
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Figure 2.2. Dynamics of the C-terminal domain of DnaK in D2O measured by HDX NMR at (a)

t¼ 0, (b) t¼ 24 h. The NMR resonances observed at the earlier time point disappear over time as 1H

is replaced by 2H. [Figure courtesy of Dr. Joanna Swain, University of Massachusetts-Amherst.]
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experiment online. Stopped-flow NMR has been used to

investigate the folding of proteins in real-time (46,47),

although the time resolution is somewhat limited compared

with stopped-flow optical methods. As instrument sensitiv-

ities are improved and higher throughput is required, various

hybrid instruments have appeared, notably a combination

LC system with an outlet to flow-through NMR and elec-

trospray mass spectrometry.

The NMR method, while clearly extremely useful and

high resolution, is limited by the need for complete

assignment of all resonances. For large proteins, resonance

overlap and peak broadening become significant issues.

Additionally, other factors (e.g., paramagnetic ligands)

may also preclude the use of NMR methods. However,

perhaps one of the more serious limitations of NMR to

measure protection in pulse-labeling experiments is that

it can only measure protection at amino acid residues that

are sufficiently protected against exchange during the

time course of sample workup and of the NMR experiment

itself. Folding experiments in vitro are normally performed

at low concentrations (<10 mM) to avoid the possibility

of aggregation or other nonphysiologically relevant mis-

folding events. However, for NMR experiments, samples in

the millimolar concentration range are required, so time

consuming concentration steps are often required. These

stages may enable further undesirable hydrogen–deuterium

exchange (HDX) processes to occur. Even with fast

NMR experiments the total time for sample preparation

and measurement may be several hours. This workup

time could potentially lead to loss of information in regions

of the protein that are less highly protected in the native

structure.

The field of NMR spectroscopy is far too wide-ranging to

cover anything more than the basics in this text. We refer the

reader to a number of excellent books on the subject (48,49).

2.4. OTHER SPECTROSCOPIC TECHNIQUES

2.4.1. Cumulative Measurements of Higher Order

Structure: Circular Dichroism

Circular dichroism (CD) spectroscopy utilizes differential

absorption of left- and right-polarized light (usually within

the 170–700-nm range) by chiral molecules. Since most

biological molecules possess multiple chiral chromo-

phores, their CD spectra may provide important insights

on the 3D arrangement of such macromolecules with vary-

ing specificity. Specifically, CD spectroscopy is often used

to measure the overall secondary structural content of

peptides and proteins [the far-ultraviolet (UV) region,

190–250 nm], chirality due to the unique arrangement of

the aromatic side chains and/or disulfide bridges within the

protein (250–300 nm), as well as protein interaction with

chiral ligands and cofactors (e.g., Soret band). Although the

assessment of protein conformations afforded by CD

spectroscopy typically yields only a low-resolution picture,

the experiments are relatively simple and not particularly

demanding in terms of sample work-up and consumption.

As a result, CDmeasurements are often used to complement

measurements by other techniques.

Far-UV CD: Evaluation of Secondary Structural Content of

Peptides and Proteins. The most ubiquitous chromophore in

peptides and proteins is the peptide amide bond, which gives

rise to two characteristic absorption bands in the far-UV

region: a p ! p� transition at 190 nm and a weaker (and

broader) n ! p� transition at 210 nm (50). Different forms

of secondary structure arrange the peptide bonds in a very

specific nonrandom asymmetric fashion, giving rise to

characteristic and recognizable CD spectra in the far-UV

region. Thus, spectra of proteins with mostly a-helical
content (aa proteins) have pronounced negative bands at

222 and 208 nm (Fig. 2.3), a feature that is notably absent

from the spectra of proteins rich in b-sheets. The latter are

usually characterized by a single minimum whose position

may vary within the 210–230-nm range, depending on the

protein (Fig. 2.3). Far-UV CD spectra of some b-rich
proteins may actually resemble model spectra of unordered

(random coil) polypeptides, exhibiting a minimum below

200 nm (51). Proteins that contain both a-helices and

b-strands have contributions from both secondary structural

elements in their CD spectra, however, it is very difficult to

distinguish proteins with separate (aþb) or intermixed

(a/b) regions based solely on CD data. These two classes

are often treated as a combined ab class for the purposes of

CD analysis (52).

There are numerous algorithms that can be used to

calculate the secondary structural content of a given poly-

peptide or a protein based on its far-UV CD spectrum. The

most straightforward way to obtain a reasonable estimate of

the helical content ( fh) uses mean residue ellipticity [u] at
208 or 222 nm (53):

fh ¼ � ½u�208 þ 4;000

29;000
ð2-4-1Þ

fh ¼ � ½u�222 þ 3;000

33;000
ð2-4-2Þ

More sophisticated treatments of this problem take into

account the finite length of helical segments within the

protein (both [u]208 and [u]222 diminish as helical segments

become shorter).

The secondary structural content of the ab proteins can

also be estimated using various empirical methods. An

underlying assumption is that the CD spectrum can be

presented as a linear combination of individual secondary
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structural components, including random coil conformation

(more rigorous treatment also takes into account contribu-

tions from aromatic chromophores and noise). Usually,

CD spectra of a set of reference proteins with known

structures are used to determine the component

secondary structure spectra. Several algorithms have been

designed for these purposes, and an interested reader is

referred to several excellent recent reviews on the

subject (50).

Near-UV CD: Interactions of Aromatic Side Chains and

Disulfide Bonds. The near-UVabsorption spectra of proteins

are dominated by the bands of aromatic side chains (Phe,

Tyr, and Trp), and their unique arrangement within the

protein structure usually gives rise to CD signal (Figs. 2.4

and 2.5). The intensity of such peaks depends on the number

of aromatic amino acid residues in the protein, as well as on

flexibility of the protein. The environment of the aromatic

groups and protonation state (for Tyr) also influence the
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Figure 2.3. Far-UV CD spectra of an a-helical protein bovine serum albumin (BSA) (a), a mostly

b-sheet protein b-lactoglobulin (b), and a mostly disordered protein b-casein (c).
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signal. A disulfide bond is another intrinsic protein chro-

mophore that contributes to the near-UV CD spectra (near

260 nm). However, this band is usually rather weak and

broad, making it difficult to distinguish the disulfide signal

from that of the aromatic residues. If two (or more) aromatic

residues are located in close proximity, coupling of the

electronic transitions usually occurs, leading to significant

enhancement of the CD signal. These local interactions are

more important than the sheer number of the aromatic

residues in determining the appearance of the near-UV CD

spectra (54). In fact, in many cases it is possible to use near-

UV CD spectroscopy to detect local conformational

changes that affect the arrangement (and, therefore, transi-

tion coupling) of such proximally clustered aromatic side

chains.

Due to their complexity and the multiplicity of

factors influencing the appearance of the near-UV CD

spectra, the latter cannot be interpreted as easily as the

far-UV CD spectra. Nonetheless, the near-UV CD measure-

ments can also be very useful, particularly in a situationwhen

only a qualitative assessment of protein ternary structure (or

lack thereof ) is required. For example, near-UV CD spec-

troscopy is often used as a means to monitor progressive loss

(or gain) of protein tertiary structure in response to changing

solvent conditions (Fig. 2.4) or point mutations. Still, even

such qualitative analyses need to be carried out with great

care, as the appearance of the protein near-UV CD spectrum

can be influenced by a variety of extrinsic factors.

CD Signals Due to Extrinsic Chromophores. Proteins

themselves (i.e., polypeptide chains without bound ligands)

usually do not give rise to a CD signal >300 nm. In many

cases, however, this region does contain CD bands that are

collectively referred to as extrinsic CD bands (50).

These bands represent transitions in ligands, which may

have inherent optical activity (due to chirality) or that

become optically active due to the coupling of electronic

transitions on the protein chromophores and the extrinsic

chromophore, as well as mixing of transitions of differing

symmetry (50). In the latter two cases, the extrinsic chro-

mophore does not have to be optically active to produce a

CD signal, which thus provides valuable information on the

protein–ligand interaction.

One of the specific examples of CD spectroscopic

studies of protein–ligand interaction that will be used in

later chapters is the heme–polypeptide interaction in he-

moproteins. The prosthetic heme group has an absorption

band at 410 nm (Soret band), which remains “CD silent”

unless the heme is bound to a protein. Asymmetry intro-

duced by positioning of the heme in a binding pocket within

the protein leads to appearance of an abundant signal in the

CD spectrum of the protein (Fig. 2.4). Both position and

intensity of this band are influenced by the heme environ-

ment within the binding pocket, and are often used as

reporters of the protein–heme interaction. Figure 2.4 illus-

trates how different regions of the CD spectra of myoglobin

can be used to characterize higher order structure of this

protein at different levels (near-UV, secondary structure;

far-UV, tertiary fold; and Soret band, heme–protein

interaction).

It should probably be emphasized once again that sig-

nificant changes in the near-UV CD spectra do not neces-

sarily indicate large-scale protein conformational changes.

Numerous extrinsic factors, as well as subtle changes in the

environment of aromatic side chains, often lead to profound

alterations of certain CD bands. An example of such be-

havior is shown in Figure 2.5, where replacement of two

metal ions within a 78 kDa protein transferrin results in

profound changes in the near-UV CD profiles. However, the

protein tertiary structure is not affected by the Fe3þ to Ga3þ

(or In3þ) substitution. Rather, these rather dramatic changes
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Figure 2.4. Acid unfolding of myoglobin monitored with CD

spectroscopy in the far-UV (a) and near-UV/vis (b) regions.

The solid lines represent CD spectra of myoglobin acquired

under the near-native conditions (10 mM ammonium acetate);

the dotted lines represent the spectra acquired in H2O/CH3OH

(water/methanol) solution acidified with 1% acetic acid

(CH3COOH) (by volume). Disappearance of the Soret band in-

dicates heme dissociation from the protein, and the disappearance

of the aromatic side-chain bands (Phe, Tyr, Trp) indicates loss of

tertiary contacts, while a significant proportion of the secondary

structure (a-helical) is retained.

36 OVERVIEW OF TRADITIONAL EXPERIMENTAL ARSENAL TO STUDY BIOMOLECULAR STRUCTURE AND DYNAMICS



in the appearance of the CD spectra reflect changes in the

coupling between the electronic transitions of the metal ions

and those of the aromatic side chains. Another example is

evolution of the Soret band in the CD spectrum of myo-

globin at a pH above neutral. Although the heme group

remains bound to the protein within this pH range, there

is a noticeable red shift and a gradual demise of the

Soret band as the solution pH is increased >8. This shift

is caused by protonation of some of the residues in the

heme-binding pocket of the protein, a process that does

not compromise the structural integrity of the heme–protein

complex. These two examples emphasize great care that

must be exercised when interpreting both near-UV and

visible region CD data.

CD Spectroscopy of Other Biopolymers: Oligonucleotides.

The nucleic acid chromophores are the bases, which have

rich high-intensity absorption spectra in the region<300 nm.

The bases do not have intrinsic optical activity; however, they

are attached to asymmetric sugars (deoxyribose or ribose

rings), which induce CD bands in the absorption region of

nucleic acids. Oligonucleotide base stacking in solution

forces the entire chain to assume a helical structure, resulting

in “super-asymmetry”. Electronic transitions in the neighbor-

ing bases interact with each other, leading to CD signal

amplification. Formation of double-stranded helices by com-

plementary oligonucleotides also leads to super-asymmetry,

hence high-intensity and information-rich CD spectra. Due to

its sensitivity to the base–base interactions, CD spectroscopy

is often used to monitor changes in the secondary structure of

oligonucleotides (55). CD spectroscopy has also been applied

to study nonclassical nucleic acid structures (triplex, quad-

ruplex, parallel DNA, etc.). A detailed review of such appli-

cations can be found in (56).

2.4.2. Vibrational Spectroscopy

Vibrational Absorption (Infrared, IR) Spectroscopy. This

is another popular tool to study protein higher order

structure and dynamics. Because of the enormous number

of normal modes of vibration in a typical protein, the

vibrational bands overlap, giving rise to very complex IR

spectra. Nevertheless, it is often possible to extract valu-

able information from such spectra that provide valuable

insight into protein behavior. The basic principles of

protein vibrational spectroscopy can be understood by

considering a simple harmonic oscillator, whose frequency

is calculated as:

n ¼ v

2p
¼ 1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kðm1 þm2Þ

m1m2

s
ð2-4-3Þ
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Figure 2.5. Near-UV CD spectra of human serum transferrin substituted with Fe3þ (a), Ga3þ

(b), In3þ (c), and the apo-form of the protein (d ). [Spectra are courtesy of Dr. Mingxuan Zhang,

presently at Biogen IDEC, Cambridge, MA.]
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where m1 and m2 are the masses of the two atoms in the

oscillator and k is a force constant. Any change in the force

constant (determined by the interatomic bond electron

density) will result in a frequency change. The intensity

of the absorption band is determined by a number of

factors. For an ideal harmonic oscillator, the transition

can occur only to the next vibrational level. In the mid-IR

region, the majority of oscillators are not excited at room

temperature; hence, only transitions to the first excited

state are observed. The probability of such transitions will

be determined by the square of the transition dipole

moment (TDM) (57):

TDM ¼ @m
@RðR0Þ

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðm1 þm2Þ
8p2nm1m2

s
ð2-4-4Þ

where m is the dipole moment and h is Planck’s constant.

The h@m/@R(R0)i term represents the electronic contribu-

tion to the transition probability (by linking the latter to the

change of the dipole moment at the equilibrium position

R0). Obviously, stronger absorption is favored by larger

dipole changes, which are often correlated with significant

bond polarities. Therefore, strong absorption bands are

often observed for polar bonds (e.g., carbonyl), while

carbon–carbon bands are typically much weaker or absent

from the vibrational spectra. The following brief discus-

sion is intended to provide a brief overview of some of the

key features of the vibrational spectra of proteins.

Amide Group Absorption. There are several bands associ-

ated with the vibrations of the protein amide groups. The so-

called amide I band (near 1650 cm�1) is most commonly

used for secondary structure analysis, as it is affected by

protein backbone structure (57). This band is mostly due to

the carbonyl stretching with minor contributions from other

vibrations (out-of-phase C�N stretching, C�C�N defor-

mation, and N�H bending). Although both theoretical

considerations, as well as experimental work carried out

with model proteins, suggest that different secondary struc-

tural elements give rise to distinct amide I bands, they

usually overlap in the absorption spectra. As a result, a

broad amide I band is typically observed for a majority of

proteins (Fig. 2.6). Two different approaches are often used

to analyze protein secondary structure based on the appear-

ance of the amide I band. The first aims at decomposing the

amide I band into “component bands” corresponding to

different types of secondary structure. This approach em-

ploys various mathematical procedures to resolve the com-

ponent bands (by using Fourier deconvolution, taking

second derivative, etc.), followed by fitting the experimental

band with a sum of components, each of which is

then assigned to a certain secondary structural

element (57). The second approach utilizes a “calibration

set of spectra” (i.e., spectra of proteins with known struc-

ture) to perform pattern-recognition calculations. A chemo-

metric procedure (factor analysis) is then used to reduce a

large number of spectra in the calibration set to a smaller set

of a few linearly independent basis spectra. This set is used

to reconstruct the “unknown” spectrum.

The amide II (�1550 cm�1) and III (1400–1200 cm�1)

bands are also dependent on the secondary structural con-

tent; however, the structure–frequency correlation is much

less straightforward. Consequently, these two bands are

rarely used in structural studies (57).

Absorption of Amino Acid Side Chains. The absorption

region of most side chains overlaps with the amide

I spectral region (1610–1700 cm�1), often causing difficul-

ties in spectral interpretation (58). Only two amino acid

side-chain groups are “interference-free”, as they absorb in

distinct spectral regions without overlapping with other

groups. These are the protonated carboxyl groups of Asp and

Glu, 1710–1790-cm�1 (deprotonatedAsp andGlu side chains

absorb strongly in the 1550–1580 cm�1 region, aswell as near

1400 cm�1), and the sulfhydryl group of Cys (2550–

2600 cm�1). Assignment of bands corresponding to other

side chains is not easy and usually requires additional experi-

ments. The most popular choice for these experiments is

isotope labeling (change in the atomic mass results in a band

shift according to Eq. 2-4-3). This result may be achieved by

H/D exchange of labile hydrogen atoms, although in many

cases this is not very helpful for a variety of reasons (e.g., too
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Figure 2.6. Fourier transform infrared (FTIR) spectrum of a

synthetic prion peptide at 25�C (solid line) and 75�C (dashed

line). The peptide is predominantly in a b-sheet conformation at

low temperatures, as evidenced by the two sharp peaks at 1621 and

1691 cm�1 in the scan. The beta sheets then melt as temperature

increases, so that the spectrum at high temperature shows a single

broad peak at 1653 cm�1, characteristic of a random coil.

[Figure courtesy of Dr. Sarah Petty (presently at College of the

Holy Cross).]
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many groups are affected by this exchange, resulting in too

many changes in the spectrum). Alternatively, one can use

uniform isotopic labeling of one amino acid, thus minimizing

the number of band shifts.

Absorption of side chains is greatly influenced by their

environment, which makes vibrational spectroscopy a sen-

sitive tool to probe both intra- and intermolecular interac-

tions. As such, vibrational spectroscopy often provides an

opportunity to obtain information on protein properties that

are difficult to discern with other biophysical methods. Only

several of these features will be listed here (those that are

important within the context of the discussion in the fol-

lowing chapters of the book). Since the bond vibration

frequency depends on the electron density (in the form of

k in Eq. 2-4-3), FTIR spectroscopy may be used to monitor

redox reactions (59). Likewise, metal chelation by carbox-

ylate groups, as well as the protonation state of amino acid

side chains, often results in significant (and detectable)

frequency shifts (57). Finally, bandwidth can be used as a

semiquantitative measure of protein conformational hetero-

geneity (with flexible structures giving broader bands).

Since the time scale of IR absorption measurements is very

fast, it is being increasingly used for studies that require

high temporal resolution (e.g., enzyme catalysis and charge

transfer in redox-active systems) (60).

Fourier transform IR spectroscopy can also be used as a

means to monitor protein HDX reactions. Replac-ing of 1H

in an N�H group with D (2H) results in detectable fre-

quency shifts (as expected from Eq. 2-4-3). Unfortunately,

the measurements are complicated due to significant spec-

tral interference (from side chains, as well as 1H2HO),

making such studies not as conclusive as those carried out

with NMR or mass spectrometry (MS).

Finally, it should probably be mentioned again that water

(being a strong IR absorber) often interferes with IR spec-

troscopic measurements. As a result, aqueous solutions of

proteins and other macromolecules cannot easily be inves-

tigated using regular IR spectroscopic methods, necessitat-

ing the use of thin films and other solid samples.

Raman Spectroscopy. The technical difficulties mentioned

above (interference of water absorption bands with those of

proteins) can be largely overcome by using more sophis-

ticated vibrational spectroscopic techniques (e.g., Raman

spectroscopy). Although it provides information similar to

that extracted from regular IR absorption spectra (i.e.,

normal modes of vibration), fundamental mechanistic dif-

ferences (Raman is an inelastic scattering, NOT an absorp-

tion technique) lead to significant variation in the quality of

information obtained from these experiments. While di-

minished H2O and D2O interference in Raman spectra is

certainly a big advantage, Raman spectroscopy suffers

several drawbacks that often limit its application. The

S/N is typically inferior to that in the absorption IR spectra

and quantitation is usually rather problematic (61). While

most Raman studies target amide I and III bands (aimed at

secondary and tertiary structure elucidation), there is grow-

ing interest in evaluating structural information that can be

obtained from the side-chain bands (62).

UV Resonance Raman. If the excitation wavelength lies

within a region of the protein electronic absorption, the

spectrumwill contain only the bands from the chromophore

in resonance (off-resonance Raman scattering events would

have a tremendously lower probability). Thus, UV reso-

nance Raman (UVRR) spectroscopy provides a means to

obtain a spectrum that contains signatures from certain

amino acid residues (e.g., Trp and Tyr at 229-nm excitation)

or protein backbone (amide p! p� transition at 206 nm).

The Raman spectra obtained using the 229-nm excitation

are obviously dependent on the environment of Trp and Tyr

residues within the protein. As such, they would reflect

tertiary structural arrangement of the protein. The 206-nm

excitation is also structurally informative, since the amide

bond excitation gives rise to Raman spectra dominated by

the amide vibrations whose characteristics (frequency,

bandwidth, etc.) depend on protein secondary structure.

Deconvolution of such spectra using a calibration set of

“pure” secondary structural elements can provide quanti-

tative information on the secondary structure content of

proteins being examined (63). One may be compelled to

draw parallels between far- and near-UV CD and UVRR

utilizing 206 and 229-nm excitation, respectively.

Raman Optical Activity. Raman optical activity (ROA)

spectroscopy can be viewed as a hybrid of CD and IR

Raman spectroscopy. Current applications of ROA include

secondary structure assignment (utilizing mostly amide I

and III regions), evaluation of protein conformational het-

erogeneity (sometimes beyond that accessible by CD or

NMR), as well as studies of (partially) disordered protein

states (64).

2.4.3. Fluorescence: Monitoring Specific Dynamic

Events

Fluorescence is another popular spectroscopic technique

that is widely used to study macromolecular behavior in

solution. The aromatic groups of three amino acids (tryp-

tophan, tyrosine, and phenylalanine) offer intrinsic fluores-

cent probes of protein conformation, dynamics, and

intermolecular interactions. Tryptophan is perhaps the most

popular probe, since it occurs in one or a few positions in

most proteins. The fluorescence of the indole chromophore

is highly sensitive to the environment, making tryptophan an

ideal choice for reporting protein conformational changes

and interactions with other molecules (65). Tryptophan

absorbs at 275–295 nm and emits at 320–350 nm (tyrosine
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also fluoresces in this region, but its contribution is gener-

ally less significant). In principle, if the protein structure is

known, then changes in tryptophan fluorescence could be

interpreted in structural terms at atomic resolution (65).

However, in practice the fluorescence signature of a protein

arises from a large variety of contributions that cannot be

adequately modeled.

In its simplest form, fluorescence can be used at equi-

librium as a measure of structure due to the quenching effect

of solvent exposure. In a completely denatured protein,

tryptophan residues are exposed to surrounding solvent and

fluorescence is quenched by collisions with solvent mole-

cules. In contrast, a folded protein will generally have a

tightly packed hydrophobic core in which aromatic residues

are buried and sequestered from solvent (Fig. 2.7). This

generally leads to an increased fluorescence signal from

proteins in structured states, and generally a shift in the

emission spectrum to higher frequency (blue shift), due to

the reduced dielectric constant in the interior of a folded

protein relative to solvent (66). Thus, measuring the fluo-

rescence emission spectrum for a protein can be a useful

measure of the extent of burial of aromatic residues. Since

this will change during the folding of a protein, monitoring

changes of fluorescence in a kinetic manner is a very

sensitive probe of folding kinetics.

Another aspect of fluorescence that has been used ex-

tensively for study of protein structure and dynamics is

the principle of fluorescence resonance energy transfer

(FRET). Where there is overlap between the emission

spectra of one fluorophore (donor) and the absorption

spectrum of a second (acceptor), if the two moieties are

sufficiently close in space there is the possibility of

energy transfer between the two upon excitation of the

donor. This manifests itself as a reduction in fluorescence

of the donor and enhanced fluorescence of the acceptor, the

efficiency of energy transfer depending on the distance

between the donor and acceptor pair. Careful choice of

chromophores, each pair of which have a different charac-

teristic distance of 50% transfer efficiency, or F€orster
distance (67), allows these to be used as molecular rulers

from which intermolecular distances (or simply distances

between regions of a single macromolecule) can be mea-

sured. Dynamics in proteins can also be measured using

FRET if the dynamic event involves changing the distance

between the two fluorophores. An excellent source of

information on the theory of the FRET technique may be

found in (68).

Time-Resolved Fluorescence. Fluorescence emission is

characterized by two parameters: the quantum yield� (F0)
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Figure 2.7. Tryptophan fluorescence emission spectrum of native and denatured states of cellular

retinoic acid binding protein I (CRABP I), excited at 280 nm. The unfolded state (black line) shows a

broad fluorescence signal centered �350 nm, characteristic of solvent exposed tryptophan. By

contrast the folded state (gray line) has a spectrum that is blue-shifted to 328 nm and significantly

quenched (less intense) than that of the unfolded state. This is due to the specific quenching effect

of tryptophan fluorescence by a proximal cysteine residue and is characteristic of native structure in

this protein.

�
Quantum yield is defined as a ratio of the number of emitted and absorbed

photons and determines the efficiency of fluorescence for any given

molecule.
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and the lifetime of the excited state t. Both parameters (F0

and t) are modulated by a number of intrinsic and extrinsic

factors, most notably by the environment of the fluorophoric

groups within the macromolecule. This effect is often used

to evaluate macromolecular structure and dynamics in

solution. Instead of re-emitting the photon, a number of

other events can occur leading to the decay of the excited

state (through a collision with another molecule or energy

transfer to another group). The latter event is referred to as

quenching and can be used to evaluate interaction of the

fluorescent groups within the protein. The lifetime of

the excited state of a single tryptophan varies from a few

hundred picoseconds to 10 ns, and can be generally ex-

pressed as (65,69):

1

t
¼ kr þ kisc þ ksol þ

X
i

kiq ð2-4-5Þ

where kr is the radiative rate constant, kisc is the rate

constant for the intersystem crossing, ksol is the rate constant

for solvent quenching, and kiq are rate constants for quench-

ing through different mechanisms. Solvent quenching of the

tryptophan fluorescence is typically in the range 107–108 s�1

for unstructured polypeptides, but is significantly reduced if

the protein conformation prevents solvent access to the

indole group. Peptide bonds are another common quencher

of tryptophan fluorescence. The rate constants of quenching

by side chains exhibit significant variation depending on the

mechanism of quenching and the particular side chain

involved (69).

Since the tryptophan side chain is typically involved

in multiple quenching interactions within the protein, the

observed fluorescence decay kinetics are usually very com-

plex even if only one tryptophan residue is present in

the protein (69). In a pulsed fluorescence experiment,

the emitted fluorescence is analyzed as a function of time

following a short intense light pulse (excitation). Finite

duration of the excitation pulse introduces another compli-

cation, as the measured total fluorescence intensity IF(t) is

actually a convolution of the excitation pulse profile g(t) and

the intensity of radiation emitted by a single fluorescent

particle iF(t) (70):

IFðtÞ ¼
ðt
0

gðt0Þ � iFðt� t0Þdt0 ð2-4-6Þ

Deconvolution of iF(t) based on the known shape of g(t) and

measured IF(t) can be carried out using an inverse FT

procedure (71). If a fluorescent molecule is excited by

polarized light, measurements of the polarization anisotropy

of the emitted light can be used to study molecular

tumbling (70,72).

Because of its superior sensitivity, fluorescence can be

used to study structure and behavior of macromolecules

present in solutions in minute concentrations.

Perhaps one of the most exciting recent developments

in the field is the emergence of “single-molecule spectro-

scopy”, a method of studying individual biopolymers

under physiological conditions (73). Monitoring one mol-

ecule at a time often provides unique information on

distribution functions of relevant observable properties,

allowing subpopulations in a heterogeneous sample to be

resolved (74–76).

2.5. OTHER BIOPHYSICAL METHODS TO STUDY

MACROMOLECULAR INTERACTIONS AND
DYNAMICS

2.5.1. Calorimetric Methods

Calorimetry is the best overall biophysical method to extract

accurate thermodynamic data about the stability of proteins

and binding interactions, and is the only method to measure

the enthalpy change DH directly (77,78). When proteins fold

and unfold, or when a protein binds a ligand, for instance,

there will be a change in the free energy associated with

the event. This temperature-dependent phenomenon can be

described by

DGðTÞ¼DHðTmÞþ
ðT
Tm

DCpdT � TDSðTmÞ�T

ðT
Tm

DCpdlnT

ð2-5-1Þ

Differential scanning calorimetry (DSC) measures the heat

capacity change, DCp, of a solution as a function of tem-

perature (79–81). The DSC instruments contain two cells, to

one of which is added a solution of the biomolecule(s) of

interest and to the other (reference cell) an equal volume of

solvent. The system is then heated adiabatically at a con-

stant rate and the difference in power required to maintain

the two cells at the same temperature represents the excess

heat capacity of the sample. To obtain the temperature

dependence of the heat capacity, the mass of analyte (ma)

and the partial specific volumes of analyte and solvent (�va
and �vs) must be known. Then

CpðTÞ ¼ Csolv
p

�va
�vs

þ DCsol�solv
p

ma

ð2-5-2Þ

where DCsol--solv
p is the measured heat capacity change in the

calorimeter and Csolv
p is the heat capacity of the solvent alone.

When a protein is thermally denatured its heat capacity

will generally change linearly with temperature until it

begins to unfold, after which there is a large increase in

Cp(T ) peaking at the midpoint of unfolding, Tm, as shown in
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Figure 2.8. The unfolded protein will have a higher heat

capacity than the native protein that increases linearly with

temperature. Deviations from the predicted Cp values for a

known polypeptide chain may be indicative of residual

structure in the thermally denatured state.

The calorimetric enthalpy and entropy changes for un-

folding can be measured from integration under the curve

for the DSC thermograms. Using the van’t Hoff equation, an

alternative enthalpy can be calculated assuming two-state

behavior. If the ratio of the enthalpies calculated by both

methods is unity, then this is indicative of a cooperative

transition between folded and unfolded states. Deviation

from unity may suggest either the presence of unfolding

intermediates or else an irreversible unfolding process,

depending on the direction of deviation.

Calorimetry can also be applied to study the thermody-

namics of protein–ligand and protein–DNA association

reactions (82,83). If the interaction is of sufficiently high

affinity, then there will be a difference between the heat

capacity of the complex versus the sum of those of the

isolated components. By performing calorimetric measure-

ments on the separate species and on the complex it is

possible to obtain insight into thermodynamic forces that

stabilize the interaction. However, care must be exercised

since binding affinities are often very sensitive to external

factors, such as pH and ionic strength (and pH is itself

temperature dependent). Also, deconvolution of thermo-

grams from protein complexes can be difficult, especially

if each component of the system undergoes a thermal

transition (84).

To investigate interactions between molecules, a more

tractable approach is to use a different calorimetric method

known as isothermal titration calorimetry (ITC). In this

case, the system is held at constant temperature and one

binding partner is titrated into a solution containing the

second binding partner in a highly controlled manner. As

each aliquot of titrant is added, the heat change is measured

relative to a reference cell by determining the amount of

power required to keep a constant temperature difference

between the two cells.

Figure 2.9a shows a typical titration profile. Initially,

there is a large heat change as titrant is added, but as binding

approaches saturation the heat change diminishes with

further addition until finally there is no further change.

From these experiments, binding curves can be constructed

to obtain association constants. In addition, the total heat

absorbed or released by the system is the enthalpy change
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Figure 2.8. Calorimetric data obtained from DSC. The DSC

thermogram showing the change in excess heat capacity with

temperature as a protein undergoes thermal denaturation. Various

fitting procedures allow parameters, such as the heat capacity

change of denaturation ðDCden
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denaturation (Tm) to be extracted from the data. [Adapted with
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trace. Integration yields titration curves (b,c) of heat change (Dq)
versus ligand concentration ([L]), from which binding constants
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permission from (77). Copyright � 2001 John Wiley & Sons.]
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upon binding. Once again this calorimetric value can be

compared with van‘t Hoff enthalpies obtained by

other methods to determine whether the association is a

cooperative process. By performing ITC titrations as a

function of temperature, the change in heat capacity of

binding can also be determined. This represents a measure

of the burial of solvent-exposed surface area occurring

when the two interaction partners bind. Again this can

also be calculated empirically, and deviations between

theoretical and experimental values can provide useful

information about the nature of the binding interactions.

Only in the case of a simple lock-and-key binding mech-

anism would one expect the two values to coincide. With

an induced fit mechanism, the rearrangements required to

bind ligand would be associated with an additional change

in DCp. This effect is likely even further accentuated in the

case of intrinsically disordered proteins, where in order to

bind the ligand effectively the protein folds around the

template ligand, thus producing a large heat change.

2.5.2. Analytical Ultracentrifugation

The technique of analytical ultracentrifugation has been

used for many years to study the molecular weights, hy-

drodynamic properties, and solution interactions in macro-

molecules (81,85–87). The method takes advantage of the

effect of diffusion of molecules within a solution that can be

balanced by the tendency of the molecules to sediment

under the influence of a centrifugal force. While NMR and

crystallography can yield high-resolution structural data, the

ultracentrifuge is extremely versatile and can provide details

on size and shape of the sedimenting species. It can also be

used to obtain equilibrium association constants and to

measure the extent of aggregation states and conformational

changes.

In a spinning rotor, a particle with mass m experiences a

sedimenting force Fs that depends on the angular velocity

(v) of the rotor, and the radial distance (r) from the axis

of rotation:

Fs ¼ mv2r ð2-5-3Þ

This force is balanced by a buoyant force Fb that is a

function of the solvent density (r) and the partial specific

volume of the solute (�v), and a frictional force Ff that

depends on the velocity of the particle (u) and its shape

and size, denoted by the frictional coefficient, f:

Fb ¼ �m�vrv2r ð2-5-4Þ

Ff ¼ �fu ð2-5-5Þ

These forces balance and, as such, these equations may be

combined to produce the Svedberg equation:

MDð1� �vrÞ
RT

¼ u

v2r
� s ð2-5-6Þ

where the diffusion coefficient, D¼RT/NA f, NA is

Avogadro’s number, M is the molecular weight of the

particle, and s is the sedimentation coefficient, which has

the unit of svedbergs (S¼ 10�13 s).

The experimental setup of the analytical ultracentrifuge

involves a rotor that can be rotated at a very precisely

controlled speed and temperature. In order to sediment

macromolecules in a reasonable time frame the centrifuge

is normally capable of speeds up to 60,000 rpm and the rotor

chamber is evacuated to reduce friction and turbulence.

Additionally, and most importantly, an optical system is

present that can precisely measure the radial concentration

of analyte across the observation cell. Commercially avail-

able instrumentation normally measures optical absorbance

or interference due to the difference in refractive index

between sample and solute, although fluorometric detection

systems are also available (88).

The sample is introduced into one sector of a two-sector

cell while the adjacent sector contains only the reference

solvent, precisely matched in concentration and ionic

strength to that containing the analyte. The cell is then

aligned radially in the centrifuge such that sedimentation

under centrifugal force can be measured by the variation of

solute concentration as a function of radial distance from the

rotor axis. The optical system is precisely synchronized to

the rotation of the rotor so that observation occurs at the same

position in the cell with each pass of the rotor through the

light path. In older systems, absorbance or interference was

measured using film and then measuring the intensity of the

photographic image or counting interference fringes manu-

ally, but with the advent of CCD cameras and computer

imaging systems, this is all now computer controlled.

Two types of experiment can be performed in an ana-

lytical ultracentrifuge, the first of which is known as sed-

imentation velocity. This method can be used to rapidly

assess the number of species present in a mixture, whether

there are interacting species and the sedimentation and

diffusion coefficients. It is often used as a precursor to

more detailed study by sedimentation equilibrium (see

below).

An initially uniform solution of analyte is subjected to a

sufficiently high angular velocity that the solute begins to

sediment rapidly toward the bottom of the cell (Fig. 2.10a).

As solute is depleted from the meniscus region of the sample

column, a sharp boundary forms that shifts toward the

bottom of the cell with time, and also broadens due to

diffusion. The rate of sedimentation depends on the molec-

ular weight and shape of the solute molecules. From these

experiments, the rate of broadening of the boundary can be

used to calculate the diffusion coefficient, and the rate of

sedimentation gives the sedimentation coefficient, from
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Figure 2.10. Typical traces obtained from (a) sedimentation velocity, and (b) sedimentation

equilibrium experiments using analytical ultracentrifugation. In (a) the change in absorbance along

the length of the observation cell is plotted, each curve representing a different time point. As the

experiment proceeds, absorbing material begins to sediment, leading to a depletion in the absorbance

in the bulk solution and the sedimenting boundary shifts along the cell. In (b), equilibrium has been

reached where sedimentation and diffusion forces are exactly balanced, leading to a distribution of

material throughout the cell whose properties can be used to determine molecular parameters, such

as molecular weight and dissociation constants.
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which the molecular weight of the analyte can be calculated.

The latter can be determined according to the equation:

s ¼ drbnd=dt

v2r
ð2-5-7Þ

lnðrbnd=rmÞ ¼ sv2t ð2-5-8Þ

where rbnd is the radial distance of the boundary from the

axis, and rm is the distance of the solvent meniscus. Thus,

the sedimentation coefficient can be determined from a plot

of ln(rbnd) versus time. In practice, a variety of alternative

methods have been developed to determine sedimentation

coefficients that account for such factors as nonideality of

the solution, radial dilution, self-association, concentration

dependence of the sedimentation coefficient, and even

sedimentation occurring during the initial rotor acceleration.

Perhaps one of the most elegant of these involves

computational numerical solution of the Lamm equa-

tion (86,89,90):

dcðr; tÞ
dt

¼ 1

r

d

dr
rD

dcðr; tÞ
dr

� sv2r2cðr; tÞ
� 	

ð2-5-9Þ

which represents a general equation for sedimentation of a

particle of sedimentation coefficient s and diffusion coeffi-

cient D. Using the wealth of time-dependent concentration

data obtained from the ultracentrifuge, Eq. 2-5-9 can be

rapidly solved computationally to fit the data and obtain

values for the coefficients of the sedimenting species. This

method has been successfully used to measure molecular

weight distributions ranging from small molecules all the

way up to viral capsids (>1MDa).

In the case of multiple populations present in the sample,

the individual components will sediment at different rates

according to their molecular weight and shape. If the

components are sufficiently different, multiple boundaries

can be observed, enabling extraction of parameters for the

individual species. Note that the sedimentation coefficients

are not additive. For instance, ribosomes consist of two

subunits that have molecular weights corresponding to 40S

and 60S. However the intact ribosome has a sedimentation

coefficient of 80S.

The second type of experiment involves much lower

rotor speeds, and instead of simply sedimenting the solute

molecules, they are allowed to come to equilibrium where

sedimentation forces are exactly balanced by diffusion. In

this case, the boundaries between solvent and solute reach

an equilibrium radial distribution, solute concentration in-

creases exponentially with increasing radius, and becomes

invariant with time (Fig. 2.10b). Because it is an equilibrium

method, this technique can be used to obtain thermodyn-

amic information about interacting species. In the case of a

reversible association, such as protein–protein or protein–

nucleotide binding, one can obtain equilibrium dissociation

constants. It can also be used to detect the existence of

nonspecific associations and/or aggregation events. The dis-

advantage is that, whereas a sedimentation velocity experi-

ment can be completed in a matter of hours, it can sometimes

take several days for the system to reach a satisfactory

equilibrium in the ultracentrifuge. In many cases, this can

be circumvented by using short solution columns, but at the

potential expense of resolution from using only a small

portion of the observation cell for measurements.

At equilibrium, the buoyant molecular weight of a

solvent may be derived from Eq. 2-5-6:

M ¼ 2RT

ð1� �vrÞv2

dðlncÞ
dr2

ð2-5-10Þ

Thus, at equilibrium the molecular weight of a single

species can be determined from the slope of a plot of

ln c versus r2. In practice, however, very few biomolecules

exist purely as monomers and the real power of equilibrium

sedimentation lies in its ability to probe these intermolecular

interactions. As the concentration varies across the radial

length of the cell, so too will the degree of association by the

law of mass action. At the top of the cell, the concentration

of oligomer is negligible so monomer molecular weights

can be extracted, whereas toward the bottom of the cell the

increased molecular weight resulting from associations can

be probed.

Normally, a complete data set will include experiments at

a series of concentrations, rotor speeds, and even tempera-

tures, from which a global fitting procedure can be applied

to model different interaction scenarios (monomer–dimer,

monomer–tetramer, etc.). Other treatments can determine

whether these associations are truly reversible or are, in fact,

aggregation events, and also electrostatic effects that can

lead to solution nonideality, and hence ambiguity of the

results. These complicated procedures are beyond the scope

of this text, but excellent review articles and introductory

texts are available (85,86,90–93). Careful and thorough

analysis, however, can be used to gain extremely valuable

details about molecular weights, thermodynamics of asso-

ciation, and has even been applied to investigate the effects

of detergents on membrane proteins and the effects of

macromolecular crowding as is likely the case in the

intracellular environment.

2.5.3. Surface Plasmon Resonance

This method has become very popular for the study of

protein–ligand and protein–protein interactions. The tech-

nique relies on a phenomenon when incident light passes

between a high refractive index (n1) and low refractive index

(n2, where n2< n1) medium when there is an electrically

conducting surface at the interface (94–96). Above a critical
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angle (u) of incident light, the beam is reflected at the

interface back into the high refractive index medium. How-

ever, in doing so, it also sets up an electric field in the

conducting surface that can lead to a conversion of photon

energy into plasmon energy at the surface in a manner that is

critically dependent on the refractive index (n2) at the

surface. If the wave vectors of the photon (kx) and plasmon

(ksp) energies are equal in magnitude and direction, then a

resonant effect occurs (known as surface plasmon reso-

nance, SPR) between the two that manifests itself as a

reduction in intensity of the reflected light:

kx ¼ 2p
l
n1sinu ð2-5-11Þ

ksp ¼ 2p
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2goldn

2
2

n2gold þ n22

s
ð2-5-12Þ

where ngold is a constant, the refractive index of the gold

layer, l is the wavelength of incident light. The parameter kx
can be tuned to match ksp either by varying the wavelength

or angle of the incident beam. In practice, the angle u is

varied and the angle of minimum reflectance intensity due to

the SPR effect is measured. The refractive index (n2) at

the surface can then be calculated by equating 2-5-11 and

2-5-12 (ksp¼ kx). If a protein is immobilized very close to

the surface, then binding of another protein or ligand will

cause a change in concentration, and hence refractive index

(n2) at the surface. Thus, the SPR phenomenon can be used

as a very sensitive probe of concentration changes, and

hence protein–ligand interactions.

A glass slide coated with a thin layer of gold can be

decorated at its surface with the biomolecule of interest. A

variety of chemistries have been developed to allow this to

happenreadily, for instance,a thinlayerofcarboxymethylated

dextran allows attachment of proteins via a variety of reactive

side chains (amine, thiol, carboxylate),while also providing a

hydrophilic environment to accommodate the binding inter-

action. More specific coatings, such as streptavidin, can be

used to select biotinylated proteins or nickel nitrilotriacetate

will specifically bind proteins with histidine tags.

The plate is then placed into the instrument with the

protein–decorated surface exposed to a liquid flow chamber.

As buffer containing the interaction partner of the immo-

bilized protein is flowed over the surface, protein–protein

interactions will occur, and the binding event causes a

change in the refractive index of the surface that is depen-

dent on the concentration of bound species. This refractive

index change is detected as a change in the SPR response,

and can thus be used quantitatively to measure the binding

constant. This technique is extremely sensitive and versatile

and can be used to screen interactions of proteins with

ligands. Since the target protein is linked either covalently

or by a high-affinity interaction with the surface, ligands can

in general be washed off by adjusting buffer conditions, thus

regenerating the surface so that the experiment can be

repeated with different concentrations of ligand or else

completely different molecules. Some information can be

obtained about the kinetics of binding from the time course

for development of the SPR response, and thermodynamic

binding data can be extracted from the concentrations of

bound ligand at steady state. However, care must be taken to

ensure that the bound proteins are in the correct orientation

on the surface to enable efficient binding of ligand, and also

that the immobilization process does not in some way

compromise the structural integrity or ligand-binding effi-

cacy of the target protein.

2.5.4. Size Exclusion Chromatography (Gel Filtration)

The means by which a macromolecule passes through a

chromatography column packed with silica gel depends

empirically on its size and shape. Larger molecules will

be excluded from the pores formed within the gel bed, and

hence will pass through the column rapidly. On the other

hand, small molecules can enter at least partially into these

cavities, and hence passage of these molecules will be

retarded. Size exclusion chromatography, SEC (also known

as gel filtration or gel permeation chromatography) is a

powerful technique for determining molecular weight and

distributions in random coil synthetic polymers. However, it

is not trivial to characterize the molecular weight of folded

protein molecules since shape also has a significant effect.

Regions of a protein with an extended conformation may

become entangled in the gel pores, and hence cannot pass

through the column as rapidly as one would predict from

their molecular weight. Similarly, molecules with unusual

charge distributions or patches of hydrophobic residues may

interact with the column resin in unpredictable ways.

Nevertheless, gel filtration has uses for studying protein–

protein interactions. Clearly, multimeric forms should have

a different mobility than the monomer. With careful cali-

bration and taking into account the many caveats, gel

filtration can be a helpful empirical tool for the investigation

of protein size and intermolecular interactions. In Chapter 9,

we will see an example of how SEC is used in combination

with MS to study protein aggregation processes. In this case,

protein oligomers are separated from each other based on

their size (i.e., number of monomer units). Size-based

separation can be also applied, at least in principle, to

separating folded proteins from their less structured forms.

Figure 2.11 shows SEC profiles of two forms of a small

glycoprotein interferon b1a, intact and alkylated. As we will
see in Chapters 4 and 5, alkylation of the single cysteine

residue in this protein results in partial unfolding, and SEC

clearly shows shorter retention time, consistent with the

(partial) loss of compactness in solution.
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One thing that needs to be kept in mind when interpreting

the results of SEC measurements is that fast interconversion

between different forms of the protein (e.g., unfolding–

refolding or association–dissociation) during the chro-

matographic run may influence the outcome of such an

experiment by generating a single peak, whose retention

time will be indicative of how much time the protein

molecule spends in each specific conformation during its

passage through the column). This phenomenon may be

especially detrimental in the analysis of reversible protein

aggregates and, more generally, multiunit associations,

since SEC measurements inevitably involve sample dilu-

tion, which shifts the equilibrium toward dissociation (98).

2.5.5. Electrophoresis

Electrophoresis involves applying an electrical potential

across a thin (usually) polyacrylamide gel held between

glass plates, to which samples of analyte biomolecules have

been applied at one end. Under the influence of the electric

field, the analyte will enter the gel and pass through it

depending on a combination of molecular weight, molecular

shape, and charge on the molecule. The most popular

method involves denaturing the protein sample by boiling

with b-mercaptoethanol and the anionic detergent sodium

dodecyl sulfate (SDS). The former reagent reduces all

disulfide bridges, while the latter causes complete denatur-

ation and encapsulates the proteins in detergent micelles

that have an approximately constant charge-to-mass ratio.

Protein molecules will thus migrate through the gel matrix

in a predictable manner, with smaller molecules passing

through the gel more rapidly and high molecular weight

ones more slowly. Once the samples have been separated,

but before they pass completely through the gel, the electric

field is removed and the proteins may be visualized by

staining with a protein binding dye. By comparison with

calibration standards, the molecular weight can be deter-

mined with some degree of precision.

Since this electrophoretic technique employs denaturing

conditions, it is not useful for looking at biologically

relevant macromolecular interactions. It is, however, pos-

sible to use nondenaturing conditions and apply native

proteins to the gel. Due to the above dependences on size,

shape, and charge, interpretation of the mobility of analyte

through a native gel is not trivial. Normally, it is necessary

to run a suite of gels with different degrees of cross-linking

in the gel matrix to obtain useful data. Once again, this

is a simple empirical technique that can be useful for

initial screening of proteins and their interactions, but

requires very careful calibration to obtain meaningful

information.

Another electrophoretic technique that has been used to

evaluate protein conformations and transitions among them

is capillary electrophoresis (CE). As is the case with gel

electrophoresis discussed earlier, the measurements are

based on separating proteins according to their mobilities,

which are determined by both total charge and the size of the

protein molecule. Since the latter can be correlated with

protein conformation (the degree of compactness), protein

mobility data derived from CE measurements can be
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Figure 2.11. Size exclusion chromatography elution profiles of intact (black trace) and NEM-

alkylated form (gray trace) of interferon b1a. Light gray trace corresponds to the incompletely

alkylated protein. [Adapted with permission from (97). Copyright � 2008 American Chemical

Society.]
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indicative of protein conformation. Unlike gel electropho-

resis, CE measurements are carried out in solution, thus it is

much easier to perform experiments under physiologically

relevant conditions (99). A significant advantage of CE is

that it requires very small amounts of the protein sample.

This technique has been shown to be able to resolve

conformational intermediates, including protein oligo-

mers (100). An interested reader is referred to an old, but

nonetheless very useful review on this subject (99).

2.5.6. Affinity Chromatography

Affinity chromatography (AC) is another separation

technique that has gained prominence in protein extrac-

tion/purification, but is also used in biophysical experi-

ments (101). The separation is based upon the interaction

of molecules immobilized to a surface (ligands) with their

partners dissolved in the mobile phase (analyte). The inter-

actions are usually highly specific (hence the use of AC in

protein extraction from complex matrices), but the interac-

tion strength can be modulated by a variety of extrinsic

factors. Biophysical applications of AC may include dis-

covery of novel binding partners for a given ligand and

ranking of affinities within a set of target molecules toward

a particular ligand, among others. A very detailed discussion

of the technical aspects of affinity chromatography can be

found in a recent review article by Urh et al. (101).

This chapter briefly reviewed a number of the biophysical

techniques routinely used in the laboratory to study protein

size, shape, structure, and dynamics. Some of these are very

low resolution, others are extremely high resolution, pro-

viding anything from a quick and general view of protein

associations right through to a picture at the atomic level. In

the following chapters, we will demonstrate some of the

many applications of MS to answer biological questions. In

many ways, these techniques are complementary to the

methods described herein, providing confirmatory evidence

and in many cases unique information. No single biophys-

ical method is sufficient to fully describe a system, but in

Chapters 3–9 we will see the power of MS, both now and in

the future, in the biophysical arena(101).
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3
OVERVIEW OF BIOLOGICAL MASS SPECTROMETRY

The purpose of this chapter is to provide readers who are

less familiar with mass spectrometry with concise back-

ground material on modern MS instrumentation and tech-

niques that will be referred to in the later chapters. The idea

is to equip the reader with a knowledge base that could

later be used to make an informed choice as to the use of a

particular instrument or technique for a specific task.

3.1. BASIC PRINCIPLES OF MASS

SPECTROMETRY

In a century that has passed since the introduction of the

concept of MS by J.J. Thomson (1,2), this technique has

become an indispensable analytical tool in many areas of

science and technology. This section will briefly review the

most important concepts and definitions pertaining toMS. An

emphasiswill beplacedon those featuresofMSmeasurements

that are particularly relevant for MS analysis of biological

macromolecules, as outlined in the following chapters.

The basic principles of mass spectral measurements

utilize the ability of electric and magnetic fields to exert

influence on charged particles in vacuum:

m€~r ¼ q
�
~Eþ�

_~r �~B
�� ð3-1-1Þ

Since the magnitude of each of these interactions is

determined by both charge q and mass m of the particle, its

trajectory r is universally dependent on the mass-to-charge

ratio (m/z). Only charged particles can bemanipulated by the

electromagnetic fields, hence all neutral molecules must be

ionized prior to analysis. Thus, a typical mass spectrometer

usually accomplishes two distinct tasks, ionization and mass

measurementof theproduced ions.According to thisview, the

mass spectrometer is an analytical device that volatilizes and

ionizes molecules, andmeasures ion abundance as a function

of the ionic m/z. In most types of mass spectrometer, such

measurements are actually carried out by first separating the

ions (either spatially or temporally) according to their m/z,

followed by detection of each type of ion (Fig. 3.1). An

exception is Fourier transform ion cyclotron resonance (FT

ICR), where no physical separation of ions is required prior to

ion detection and mass measurement.

Unless the sample is already in the vapor phase, it must be

volatilized prior to or concurrently with ionization. The

sensitivity of the analysis obviously depends on ionization

efficiency, that is, the fraction of the neutral analyte mole-

cules that are converted to ions and transferred to the next

segment of the instrument where mass analysis is carried out.

Ionization is quite often accompanied by dissociation of the

analyte molecules yielding fragment ions, which in many

cases can be more abundant than the (quasi) molecular ions.

The latter represents the intact analyte molecules M with

added charge (M
.þ, MHþ, etc.). Although fragmentation

complicates the appearance of the mass spectrum, it often

provides useful structural information, a subject discussed in

more detail in the following sections of this chapter.

Ions produced in the ionization source are transferred to

the mass analyzer, where the m/z ratios are measured. The

physical principles of such measurements vary among the

many different types of mass analyzers and will be reviewed

in Section 3.5. In the remaining part of this section, we will

Mass Spectrometry in Structural Biology and Biophysics: Architecture, Dynamics, and Interaction of Biomolecules, Second Edition.
Igor A. Kaltashov and Stephen J. Eyles.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.
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consider some common characteristics and features of mass

analysis and their pertinence to the MS of biopolymers.

The total charge q on any ion is a multiple of the

elementary (electron or proton) charge e (1.6022� 10�19

coulomb in SI units):

q ¼ �ze ð3-1-2Þ

where z is always a positive integer. Therefore, the mass-to-

charge ratio is always expressed asm/z, notm/q. The mass of

an ion is generally different from that of a neutral molecule.

Thedifference couldbequite small (e.g., for ions producedby

electron stripping or attachment,
�
M

.þ or M
.�). However, as

we will see in the following sections, charge acquisition by

biopolymers is almost always accompanied by a substantial

gain (or loss) of mass ([MþnH]nþ, [MþnHþmNa](nþm)þ,
[M-nHþmNa](n-m)-, etc.), which usually cannot be ignored.

In this last statement, we make an implicit assumption that a

biopolymer under consideration can be assigned a mass, just

like any other physical object. As it turns out, the definition

of macromolecular mass is not as trivial as it may seem.

Since mass measurement is one of the main objectives of

MS as an analytical technique, it is necessary to explore the

concept of macromolecular mass in greater detail.

3.1.1. Stable Isotopes and Isotopic Distributions

Every molecule has a unique chemical composition; how-

ever, there is always some “physical” heterogeneity asso-

ciated with the presence of stable isotopes (nuclides having

the same number of protons, but a different number of

neutrons). The existence of stable isotopes was demonstrat-

ed experimentally by Francis W. Aston (3), although their

existence had been postulated at least a quarter of a century

prior to this discovery (for which the Nobel Prize in

Chemistry in was awarded in 1922†).

Fractions of “heavy” isotopes of elements that are ubiq-

uitous in biological molecules (C, N, H, O, P, etc.) do not

usually exceed 1%z (see Table 3.1). Nevertheless, if a

molecule contains a large number of atoms of a certain

element, contributions of heavy isotopes can become very

significant. We will illustrate this using carbon, an element

that has two stable, naturally occurring isotopes, 12C

(98.9%) and 13C (1.1%), and buckminsterfullerene, a C60

molecule. The probability that every carbon atom in C60 is

represented by the “light” isotope can be calculated as

Po¼ (0.989)60¼ 0.515, meaning that almost one-half of all

buckminsterfullerene molecules contain at least one 13C

atom. The probability that k and only k out of 60 carbon

atoms are 13C can be easily calculated as:

Pk ¼ C60
k � 0:011ð Þk � 0:989ð Þ60�k ð3-1-3Þ

where C60
k is a binomial coefficient (number of possible

combinations of k elements out of 60). The graph of Pk as a

function of mass or, more precisely, number of 13C atoms

(Fig. 3.2) represents an isotopic distribution of buckmin-

sterfullerene. A trivial expansion of eq. 3-1-3 gives an

isotopic distribution for a hypothetical molecule built of

n atoms Awith two stable isotopes, XA (relative abundance

p0) and
Xþ1A (relative abundance p1¼ 1 - p0):

Pk ¼ Cn
k � p1ð Þk � p0ð Þn�k ð3-1-4 Þ

It is easy to show that eq. 3-1-4 can be expanded to

include more than two elements, for example, an isotopic

distribution for a molecule AnBm can be expressed as a

convolution of two binomial distributions:

Pk ¼
X
i;j

Cn
i �Cm

j � pA1
� �i � pA0

� �n�i � pB1
� �j � pB0

� �m�j
dk;iþj

ð3-1-5Þ

where p0
A, p1

A, p0
B, and p1

B represent the relative abun-

dance of XA, Xþ1A, YB, and Yþ1B, respectively, and dk,iþj is

a Kronecker symbol (dp,q¼ 1 if p¼ q, and 0 if p 6¼ q), or

simply

Pk ¼
X
i�k

Cn
i �Cm

k�i � pA1
� �i � pA0

� �n�i � pB1
� �k�i � pB0

� �m�kþi

ð3-1-6Þ

Another, more intuitive presentation of eq. 3-1-5 uses a

product of the two binomials, (p0
A þ p1

A)n (p0
Bþ p1

B)m,

whose expansion gives the relative abundance Pk of the

isotopic species whose mass exceeds that of XAYB by k

ionization
source

mass
analyzer

ion
detector

collision
cell

mass
analyzer

Figure 3.1. A schematic block diagram of a mass spectrometer.

Elements shown in gray are used only for tandem MS

measurements.

†Aston’s own account of his discovery is available at http://www.nobel.se/

chemistry/laureates/1922/aston-lecture.html.

zSulfur is a notable exception, with 33S and 34S together accounting for

almost 5% of stable sulfur isotopes.

�
The electron mass is only 9.1095�10�28 g, more than three orders of

magnitude below that of a proton (1.6726�10�24 g) and neutron (1.6749�
10�24 g), the building blocks of atomic nuclei.
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TABLE 3.1. Isotope Abundance and Accurate Masses for Selected Elements Based on Compilationsa–d

Element Isotope Accurate Mass, u (STD, mu) Natural Abundance

Hydrogen 1H 1.007 825 031 90 (0.000 57)a 0.999 844 26(5)b

2H (D) 2.014 101 777 95 (0.000 62)a 0.000 155 74(5)b

Carbonb 12C 12.000 000 000 000 0.988 944(28)
13C 13.003 354 838 3 (0.0049)a 0.011 056(28)b

Nitrogen 14N 14.003 074 007 4 (0.0018)a 0.996 337(4)b

15N 15.000 108 973 (0.012)a 0.003 663(4)a

Oxygen 16O 15.994 914 622 3 (0.0025)a 0.997 6206(5)a

17O 16.999 131 50 (0.22)b 0.000 3790(9)b

18O 17.999 160 4 (0.9)b 0.002 0004(5)b

Fluorine 19F 18.998 403 2 (0.5)c 1e

Sodium 23Na 22.989 770 (2)c 1e

Magnesiumb 24Mg 23.985 041 87 (0.26) 0.789 92(25)
25Mg 24.985 837 00 (0.26) 0.100 03(9)
26Mg 25.982 593 00 (0.26) 0.110 05(19)

Aluminum 27Al 26.981 538 (2)c 1e

Siliconb 28Si 27.976 926 49 (0.22) 0.922 223(9)
29Si 28.976 494 68 (0.22) 0.046 853(6)
30Si 29.973 770 18 (0.22) 0.030 924(7)

Phosphorus 31P 30.973 761 (2)c 1e

Sulfurb 32S 31.972 070 73 (0.15) 0.950 3957(90)
33S 32.971 458 54 (0.15) 0.007 4865(12)
34S 33.967 866 87 (0.14) 0.041 9719(87)
36S(b�) 35.967 080 88 (0.25) 0.000 1459(21)

Chlorineb 35Cl 34.968 852 71 (0.04) 0.757 79(46)
37Cl 36.965 902 60 (0.05) 0.242 21(46)

Potassium 39K 38.963 706 9 (0.3)a 0.932 581 (44)d

40K(b�) 39.963 998 67 (0.29)a 0.000 117 (1)d

41K 40.961 825 97 (0.28)a 0.067 302 (44)d

Calciumb 40Ca 39.962 591 2 (0.3) 0.969 41(6)
42Ca 41.958 618 3 (0.4) 0.006 47(3)
43Ca 42.958 766 8 (0.5) 0.001 35(2)
44Ca 43.955 481 1 (0.9) 0.020 86(4)
46Ca(b�) 45.953 692 7 (2.5) 0.000 04(1)
48Ca(b�) 47.952 533 (4) 0.001 87(1)

Manganese 55Mn 54.938 049 (9)c 1e

Ironb 54Fe 53.939 614 7 (1.4) 0.058 45(23)
56Fe 55.934 941 8 (1.5) 0.917 54(24)
57Fe 56.935 398 3 (1.5) 0.021 191(65)
58Fe(b�) 57.933 280 1 (1.5) 0.002 819(27)

Nickel 58Ni 57.935 347 7 (1.6)a 0.680769 (89)d

60Ni 59.930 790 3 (1.5)a 0.262231 (77)d

61Ni 60.931 060 1 (1.5)a 0.011399 (6)d

62Ni 61.928 348 4 (1.5)a 0.036345 (17)d

64Ni(b�) 63.927 969 2 (1.6)a 0.009256 (9)d

Copperb 63Cu 62.929 600 7 (1.5) 0.691 74(20)
65Cu 64.927 793 8 (1.9) 0.308 26(20)

Zincb 64Zn 63.929 146 1 (1.8) 0.4863(20)
66Zn 65.926 036 4 (1.7) 0.2790(9)
67Zn 66.927 130 5 (1.7) 0.0410(4)
68Zn 67.924 847 3 (1.7) 0.1875(17)
70Zn(b�) 69.925 325 (4) 0.0062(1)

Gallium 69Ga 68.925 581 (3)a 0.60108 (9)d

71Ga 70.924 707 3 (2.0)a 0.39892 (9)d

Arsenic 75As 74.921 60 (20)c 1e

Seleniumb 74Se 73.922 476 7 (1.6) 0.008 89(3)
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mass units. Further expansion to a general case of a poly-

atomic molecule AnBm. . .Zq is relatively straightforward:

ðpA0þpA1þpA2þ � � � Þn � ðpB0þpB1þpB2þ � � � Þm � � �
ðpZ0þpZ1þpZ2þ � � � Þq ð3-1-7Þ

Despite its analytical elegance, Eq. 3-1-7 is computation-

ally demanding and is rarely used for calculating the isotopic

distributions in a straightforward manner. Multiple algo-

rithms have been developed over the last couple of decades

that use various robust schemes to calculate isotopic distribu-

tions of large polyatomic molecules with high accuracy

(8–13). Isotopic distributions of many elements (metals in

particular) display some rather characteristic patterns, which

sometimes provide unique “isotopic signatures” within

small molecules (Fig. 3.3). Isotopic distributions of most

TABLE 3.1. (Continued)

Element Isotope Accurate Mass, u (STD, mu) Natural Abundance
76Se 75.919 214 3 (1.6) 0.093 66(18)
77Se 76.919 914 8 (1.6) 0.076 35(10)
78Se(b�) 77.917 309 7 (1.6) 0.237 72(20)
80Se(b�) 79.916 522 1 (2.0) 0.496 07(17)
82Se(b�) 81.916 700 3 (2.2) 0.087 31(10)

Bromine 79Br 78.918 337 9 (2.0)a 0.5069 (7)d

81Br 80.916 291 (3)a 0.4931 (7)d

Ruthenium 96Ru 95.907 604 (9)a 0.0554 (14)d

98Ru 97.905 287 (7)a 0.0187 (3)d

99Ru 98.905 938 5 (2.2)a 0.1276 (14)d

100Ru 99.904 218 9 (2.2)a 0.1260 (7)d

101Ru 100.905 581 5 (2.2)a 0.1706 (2)d

102Ru(b�) 101.904 348 8 (2.2)a 0.3155 (14)d

104Ru(b�) 103.905 430 (4)a 0.1862 (27)d

Cadmium 106Cd 105.906 458 (6)a 0.0125 (6)d

108Cd 107.904 183 (6)a 0.0089 (3)d

110Cd 109.903 006 (3)a 0.1249 (18)d

111Cd 110.904 182 (3)a 0.1280 (12)d

112Cd(b�) 111.902 757 7 (3.0)a 0.2413 (21)d

113Cd(b�) 112.904 401 4 (3.0)a 0.1222 (12)d

114Cd(b�) 113.903 358 6 (3.0)a 0.2873 (42)d

116Cd(b�) 115.904 756 (3)a 0.0749 (18)d

Indium 113In 112.904 062 (4)a 0.0429 (5)d

115In(b�) 114.903 879 (4)a 0.9571 (5)d

Iodine 127I 126.904 468 (4)a 1e

Gadolinium 152Gd 151.919 789 (3)a 0.0020 (1)d

154Gd(b�) 153.920 862 (3)a 0.0218 (3)d

155Gd 154.922 619 (3)a 0.1480 (12)d

156Gd(b�) 155.922 120 (3)a 0.2047 (9)d

157Gd 156.923 957 (3)a 0.1565 (2)d

158Gd(b�) 157.924 101 (3)a 0.2484 (7)d

160Gd(b�) 159.927 051 (3)a 0.2186 (19)d

Mercury 196Hg 195.965 814 (4)a 0.0015 (1)d

198Hg 197.966 752 (3)a 0.0997 (20)d

199Hg 198.968 262 (3)a 0.1687 (22)d

200Hg 199.968 309 (3)a 0.2310 (19)d

201Hg 200.970 285 (3)a 0.1318 (9)d

202Hg 201.970 625 (3)a 0.2986 (26)d

204Hg(b�) 203.973 475 (3)a 0.0687 (15)d

Bismuth 209Bi 208.980 38 (20)a 1e

aReference (4).
bReference (5).
cReference (6).
dReference (7).
eSingle stable isotope for this element.
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biopolymers are not as telling (as far as the elemental make-

up is concerned). Instead, the large number of atoms present

in a “typical” biomolecule gives rise to a convoluted isotopic

distribution whose width increases as the size of the macro-

molecule increases (Fig. 3.4).

Most commercial mass spectrometers have built-in soft-

ware that calculates isotopic distributions.
�
The data input

is often available in two formats: general (using a molecular

formula AnBm. . .Zq) or peptide - and protein-oriented (using

an amino acid composition AaanBbbm. . .Zzzq or simply an

amino acid sequence). Most of the web-based programs

currently calculate isotopic distributions assuming the

natural abundance of stable isotopes for each element.

Calculations of isotopic distributions for proteins expressed

in a medium that is enriched with (or depleted of) a certain

isotope(s) would require a more flexible algorithm.

Strictly speaking, in each of the calculated isotopic dis-

tributions shown in Figure 3.4, only the monoisotopic peak is

truly a single peak, with the rest of the peaks in the cluster

being composite peaks representing two or more isobaric

species. For example, the monoisotopic peak of ubiquitin

shown in Figure 3.4 corresponds to an ionic species

(12C378
1H631

14N105
16O118

32S)þ, while the next peak repre-

sents five different species, which are usually referred to

as isobaric species (or isobars). These five isobars

(12C377
13C1H631

14N105
16O118

32S)þ, (12C378
1H630

2H14N105
16O118

32S)þ, (12C378
1H631

14N104
15N16O118

32S)þ, (12C378
1H631

14N105
16O117

17O32S)þ, and (12C378
1H631

14N105
16O118

33S)þ, have slightly different masses due to unequal

divergence of 13C, 2H, 15N, 17O, and 33S from the nearest
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Figure 3.2. Isotopic distribution of a buckminsterfullerene (C60) molecule (shown as a bar

diagram). The inset shows logarithms of a number of combinations of k atoms out of 60 (gray

trace) and a probability that in each such combination k atoms are 13C isotopes (black trace).
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�
A large array of such programs is also available on the Internet, such as the

“MS Isotope” routine available at the popular Protein Prospector website at

http://prospector.ucsf.edu/prospector/cgi-bin/msform.cgi?

form¼msisotope).
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integer number (see Table 3.1). Although the isobars of

smaller peptides can be resolved in some cases (14), the

present level of mass measurement technology does not

generally allow such distinction to be made for larger

(>1 kDa) peptides and proteins. Therefore, hereafter we

make no distinction between the isobars, and the “composite”

nature of “isotopic peaks” will generally be ignored.

3.1.2. Macromolecular Mass: Terms and Definitions

The notion ofmolecular mass, as it is used in MS, is closely

related to, but not necessarily the same as, the familiar

concept ofmolecular weight, a sum of the atomic weights of

all atoms in the molecule. Molecular mass is measured in

unified atomic mass units (u), defined by International

Union of Pure and Applied Chemistry (IUPAC) as one-

twelfth of the mass of a carbon-12 (12C) atom in its ground

state, u� 1.6605402(10)� 10�27 kg. The atomic weight of

an element is aweighted average of the atomicmasses of the

different isotopes, therefore the isotopic make-up is im-

plicitly included in the definition. Since the ionic mass

measured by MS is not necessarily averaged across the

entire isotopic content, several definitions of molecular

mass are currently in circulation. The definitions of the

molecular mass vary based on how they account for con-

tributions from different isotopes. The nominal mass is

calculated using masses of lightest isotopes for each ele-

ment rounded to the nearest integer, although some texts use

the most abundant (instead of the lightest) isotope to define

the nominal mass.

Themonoisotopic mass is calculated in a similar fashion,

but the isotopic masses are no longer rounded, that is, the

nuclear mass defect is accounted for. For peptides whose

molecular weight exceeds	 2 kDa, themost abundant mass

(i.e., mass corresponding to the ionic peak of highest

intensity in the isotopic cluster) no longer coincides with the

monoisotopic mass (Fig. 3.4). Finally, the average mass is

calculated based on the entire isotopic distribution and is

closely related to the molecular weight as used elsewhere in

chemistry and relateddisciplines.Theaveragemass is usually

very close to the most abundant mass (typically within 1 u).

As thenumberofatomscomprising themolecule increases, so

does the difference between the monoisotopic and average

masses. At the same time, the relative abundance of the

monoisotopic peak continues to decrease (Fig. 3.4), and it

becomes practically undetectable even for biopolymers of a

modest (> 10 kDa) size.

3.2. METHODS OF PRODUCING

BIOMOLECULAR IONS

3.2.1. Macromolecular Ion Desorption Techniques:

General Considerations

Despite its early success as an analytical technique, MS had

made almost no incursions into the field of intact biopoly-

mer analysis prior to the 1970s. The “classical” ionization

techniques (e.g., electron impact and chemical ionization)

were not suited to handle biological macromolecules.

The vapor pressure of biopolymers is negligible, and their

delicate nature prevented using high temperatures as a

means to enhance evaporation. Although this difficulty was

circumvented in several cases by the chemical derivatization

of polar biomolecules (aiming at increasing their vapor

pressure), examples of using “classical” MS to analyze

even the simplest biomolecules remained very few.
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Mass spectral analysis of biomolecules only became

feasible with the advent of ion desorption techniques, which

initially included field desorption [reviewed in (15)] and

plasma desorption (16). The introduction of fast atom

bombardment (FAB) in the early 1980s (17) had perhaps

even greater impact on the development of biomolecular

MS. Unlike plasma desorption, FAB sources did not

require special types of mass analyzers and were much

easier to handle. While plasma desorption and field deso-

rption–ionization sources are no longer used widely, FAB

remains in use (18). However, its application in biophysical

experiments is usually limited, and we will not consider it

here in much detail. An interested reader is referred to

several excellent reviews on the subject (19,20), as well as

comprehensive MS texts (21,22). The two ionization tech-

niques that are most relevant to our discussion are electro-

spray ionization mass spectrometry (ESI MS) and matrix-

assisted laser desorption–ionization (MALDI).

3.2.2. Electrospray Ionization

Brief Historical Remarks. The advent of ESI MS in the mid-

1980s (23) provided a means to observe spectra of intact

proteins with no apparent mass limitation, a discovery hon-

ored with a Nobel Prize in Chemistry to John Fenn in

2002 (24). The history of developing this technique is quite

fascinating. The ESI process had been in use in various fields

of science and technology (including MS) for several decades

prior to its direct application to biopolymer analysis. The

“electrification of liquid droplets produced by spraying, bub-

bling, and similar methods” (25) had captured the attention of

a number of researchers as early as the end of the nineteenth

and beginning of the twentieth century, with the initial

theoretical exploration of the ESI process carried out by Lord

Rayleigh in 1882 (26). Indeed, studies of some of the phe-

nomena related to ESI can be traced several hundred years

further back into the past (27).

The motivation for earlier studies of ion production and

fate is mostly due to the importance of such processes in

atmospheric science. The realization that ESI held great

promise and potential to become a means of producing

macromolecular ions started fueling the interest of the MS

community in the late 1960s (28). Malcolm Dole, a pioneer

of ESI MS, wrote in 1968: In considering how it might be

possible to obtain gas phase intact ionized macromolecules

for mass analysis in a mass spectrometer, the idea occurred

to one of us to electrospray dilute solutions of macromo-

lecules into air or other suitable gas at atmospheric pressure

and to sample the air for macroions by means of a super-

sonic probe. By allowing a dilute polymer solution contain-

ing a volatile solvent to flow out of a tip of a hypodermic

needle electrostatically charged. . ., a spray of finely divided
and electrically charged droplets is produced. On evapora-

tion of the solvent the charged droplets should become

electrically unstable and break down into smaller droplets

. . . [eventually resulting in the formation of] drops contain-

ing only one macromolecule per drop. Finally, on complete

evaporation of solvent from these drops, . . . the gas phase

macroions would result (29) (see Fig. A1). In fact, the first

application of ESI to observe macromolecules and measure

their molecular weight was reported in 1964 (30). Detection,

though, was done using optical (not mass spectrometric)

means. The subsequent efforts of Dole and co-work-

ers (31,32) focused on producing polymer ions in the gas

phase. Similar ideas were later used by Iribarne, Thomson

and co-workers (33,34) to develop an ionization method

capable of dealing with polar and labile analytes, which they

termed atmospheric pressure ion evaporation. The technique

was shown to be quite capable of producing molecular ions

for a range of small polar organic molecules, including

amino acids (33,35,36) and adenosine triphosphate

(ATP) (33). Concurrently, Aleksandrov et al. used ESI MS

for peptide analysis (37,38) and reported controlled peptide

ion dissociation in the interface region yielding structurally

diagnostic fragment ions, a phenomenon that later would be

referred to as cone fragmentation or nozzle-skimmer frag-

mentation (35). Finally, an ESI source was interfaced with

high-performance liquid chromatography (HPLC) (39,40).

However, as Vestal (41) recalls, most of this work

was largely ignored by the majority of practitioners of

biological MS.

A breakthrough occurred in 1988 when Fenn’s group

demonstrated ESI mass spectra of intact proteins (42) and

synthetic polymers (43) and presented their findings at the

36th Annual conference of the American Society for Mass

Spectrometry. Finally, Dole’s bold suggestion that it would

be possible to “obtain gas phase intact ionized macromo-

lecules for mass analysis in a mass spectrometer” was

shown to be true. An interested reader may find more

information on this subject by listening to Fenn’s lecture

“Electrospray wings for molecular elephants”, presented

in December 2002 upon his acceptance of the Nobel Prize

in Chemistry (video stream at http://www.nobel.se/chemis-

try/laureates/2002/fenn-lecture.html).

Macro-Ions in ESI: Multiple Charging. Electrospray ioni-

zation is a convoluted process that involves several steps,

each having a profound effect on the outcome of the

measurements (Fig. 3.5). Many of these effects are partic-

ularly important in biophysical measurements and must be

taken into account in order to avoid erroneous interpretation

of the experimental data. A detailed discussion of various

physical processes involved in ESI is presented in the

Appendix.

A very distinct feature of ESI is the accumulation of

multiple charges on a single analyte molecule during ion-

ization; an important implication of this is the appearance of

multiple peaks in the mass spectrum corresponding to a

58 OVERVIEW OF BIOLOGICAL MASS SPECTROMETRY



single analyte (Fig. 3.6a). The position of each peak

(m/z value) would be determined by the mass of a

macromolecule, M, and the number of accommodated

charges. There are several different charge carriers that are

commonly associated with an ESI process, the most ubiq-

uitous being a proton and alkali metal cations (particularly

Naþ and Kþ). Given such heterogeneity in the charges

accommodated by a macromolecular ion, its m/z value can

be generally calculated as:

m

z
¼

Mþ
X
i

nimi

X
i

ni
ð3-2-1Þ

where mi is a mass associated with a specific carrier, and ni
is a number of charges of this type associated with the

macromolecule. If the charging is mostly due to protonation,

then Eq. 3-2-1 is simplified to

m

z

� �
nþ

¼ Mþn

n
ð3-2-2Þ

Mass spectra of even relatively small protein ions typi-

cally contain several peaks corresponding to different charge

states. Therefore, calculating the massM based on a series of

m/z values of ion peaks corresponding to incrementally

increasing (or decreasing) charge states is an overdetermined

problem. Such calculations are easy and very straightforward

(inset in Fig. 3.6). Spectral interpretation becomes a bit more

difficult if an ESI mass spectrum contains contributions from

several different analytes. Multiple deconvolution procedures

have been developed to address this problem (44–46), and

most modern ESI MS data systems contain built-in decon-

volution routines. High-resolution MS provides an alterna-

tive to deconvolution, as the charge state of each

macromolecular ion can be deduced directly from the mass

spectrum based on the distance between the adjacent isotopic

peaks (Fig. 3.6b). The most sophisticated (and most accurate)

methods of mass analysis of complex mixtures make use of

protein solution
nebulizing gas (N2)

Mass 
analyzer

thermal
desolvation

collisional
desolvation

ion
focusing

Figure 3.5. A schematic representation of an ESI MS interface.
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Figure 3.6. The ESI mass spectrum of a 37 kDa protein human

serum transferrin N-lobe (hTf/2N) in H2O/CH3OH/CH3COOH

(49:49:2, v:v:v) showing a series of multiply charged protein ion

peaks (a) and an expanded view of the isotopic cluster of a 22þ ion

of hTf/2N (b). [Courtesy of Mingxuan Zhang (presently at Biogen

IDEC, Cambridge, MA).]
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both deconvolution procedures and high-resolution measure-

ments (47–49).

The presence of other modes of charging a macromol-

ecule (besides protonation) usually degrades the quality of

ESI MS data, as the deconvoluted spectra in this case

contain artifact peaks (e.g., corresponding to Naþ and Kþ

adducts). Although not a significant annoyance by itself, it

usually leads to a diminished S/N ratio due to a distribution

of the total ionic signal among multiple charge states and

adduct species, and in some extreme cases to an inferior

accuracy ofmassmeasurements. Other types of adducts that

are encountered in ESI MS are ammonium cations and their

derivatives. Adducts formed by association of ubiquitous

anions (acetate, formate, etc.) with positively charged

macromolecular species are also common. The extent of

adduct ion formation can often be limited by using heat-

induced desolvation (via elevating the temperature in the

ESI interface) and/or employing carefully controlled col-

lision-induced dissociation of the adduct ions. Each of these

processes can greatly reduce the extent of biopolymer ion

complexation with anions, while Naþ and Kþ adducts

remain largely unaffected. Excessive collisional activation

brings about apparent reduction of the macromolecular

ion charge state (the “charge stripping phenomenon”) and

may lead to the dissociation of covalent bonds, a process

that will be considered in detail in Section 3.4.

The formation of macromolecular ionic species in the

negative ion mode usually proceeds via deprotonation of

acidic groups. Deconvolution of negative ion ESI mass

spectra is relatively straightforward, although one has to

remember that acquisition of the negative charge by bio-

polymers most often occurs through deprotonation (mass

loss), so the m/z values of protein ions peaks are

m

z

� �
n�

¼ M�n

n
ð3-2-3Þ

Most classes of biological polymers are amenable to ESI

MS analysis, including proteins, oligonucleotides, and car-

bohydrates. Proteins are usually analyzed in the positive ion

mode, while oligonucleotides tend to produce a better signal

in the negative ion mode. Alkali metal adduct ion formation

often becomes a significant problem for larger oligonucleo-

tides, while Naþ (or Kþ) complexation is often used inten-

tionally as a means to ionize neutral carbohydrates lacking

basic and acidic groups.

Applications of ESI MS for biopolymer analysis consti-

tute a vast and still rapidly expanding field. Unfortunately,

obvious space limitations do not allow us to explore this

field beyond the subjects relevant to biophysics. An inter-

ested reader is referred to a couple of excellent books on the

subject that contain diverse examples of ESI MS applica-

tions to various problems in the life sciences in gener-

al (50,51). We will, however, briefly consider one very

popular modification of ESI MS that is particularly impor-

tant for some of the biophysical problems to be discussed in

the following chapters of the book.

Nanospray Ionization. In traditional ESI MS, the analyte

solution is continuously supplied to the ion source at a

constant flow rate. Although the flow rate can vary greatly,

it rarely goes below the microliter per minute (mL/min)

level, as it causes various spray instabilities when using

conventional ESI sources. Wilm and Mann (52) pointed

out that achieving very low flow rates could be beneficial

in many ways. Since the diameter of the emitted droplets

is determined by the liquid flow rate through the capillary,

only very small droplets are formed when the flow rate is

dramatically reduced. Large surface-to-volume ratio

results in facile droplet evaporation and significant im-

provement of the efficiency of ion formation. Of course,

another benefit is a dramatic extension of the analysis time,

given the sample volume remains constant. Realization of

these ideas led to development of the nano-electrospray

ionization (nano-ESI) (53). The very low flow rate is

realized by loading a small volume (typically 1 mL) of

sample solution into a narrow bore (orifice 1–2 mm) met-

al-coated capillary. Liquid flow is actually induced by

applying high voltage to the capillary tip, (i.e., the solution

is drawn from the capillary electrodynamically without

the use of a conventional syringe pump). The resulting

flow rates are typically on the order of 20–40 nL/min and

are quite stable (the small orifice prevents the formation

of multiple Taylor cones at the tip of the capillary).

In addition to increased sensitivity as compared to conven-

tional ESI, nano-ESI has another important advantage.

Several studies have indicated that it has much higher

salt tolerance, at least an order of magnitude exceeding

that of conventional ESI (54,55). This finding is explained

in terms of the lower size and higher charge density of

droplets emitted in nano-ESI, which result in early fission

events without extensive solvent evaporation, which

would otherwise lead to a significant increase in salt ion

concentration prior to fission.

3.2.3. Matrix Assisted Laser Desorption Ionization
(MALDI)

Electrospray ionization is an example of a class of ioniza-

tion methods that produce macromolecular ions directly

from the solution bulk (other “bulk ionization” methods

have met with less success when applied to biopolymers).

Desorption from solid surfaces provides another opportunity

to transfer analyte molecules to the gas phase. Perhaps the

simplest method, heating to vaporize the sample, has be-

come the de facto standard for analysis of small organic

molecules, where ionization is achieved by passing the

gaseous analyte through an electron beam. The harsh
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conditions of heating and electron impact, however, gener-

ally lead to extensive fragmentation, and this method is

only practical for low molecular weight (<800Da) and

relatively nonpolar analytes. A reasonable alternative to the

indiscriminate heating of the sample is the utilization of

high-energy projectiles that serve as “external agents” pro-

viding very localized heating to the sample. Such rapid and

local heating would result in a near-adiabatic expansion of

microscopically small portions of the sample, leading to

their expulsion from the surface to the gas phase.

This principle is utilized in FAB ionization, which is

mentioned in Section 3.2.1, where fast atoms or ions

are utilized as high-energy projectiles. Rapid and highly

localized heating of the sample can also be achieved by

using photons instead of heavy particles. Utilization of laser

beams allows light energy of high intensity to be focused on

a small area, facilitating desorption and ionization of spe-

cies from either a solid or liquid sample. The rate of energy

transfer, dependent on the laser fluence, determines whether

vaporization is favored over decomposition of the analyte.

If sample heating upon irradiation is sufficiently rapid, then

it becomes possible, in many cases, to desorb intact species

before decomposition can occur. This technique, known as

laser desorption (or laser ablation) MS (56) generally

required postionization of the analyte molecules in the gas

phase. A major limitation of laser desorption is the inad-

equate efficiency of energy transfer to the irradiated sample,

without which a facile desorption of intact macromolecules

cannot be achieved. This difficulty was solved by the

utilization of chromophores as matrices that facilitate the

energy transfer and effectively shield the analyte molecules

from radiation damage (Fig. 3.7). This technique, presently

known asMALDIwas developed simultaneously by Tanaka

et al. (57) and Karas and Hillenkamp (58), an invention for

which the Nobel Prize in Chemistry was awarded in

2002 (59). Most current MALDI schemes use aryl-based

acids (e.g., nicotinic acid) as UV-absorbing matrices, an

approach pioneered by Karas and Hillenkamp (58). Many

organic compounds with conjugated double bonds absorb

ultraviolet (UV) light in the 250–370-nm range (Fig. 3.8),

hence the popularity of relatively inexpensive nitrogen

lasers in MALDI MS with emitting wavelength of 337 nm

(another popular choice is the Nd:YAG laser emitting at

355 nm). The approach pioneered by Tanaka (utilization of

small light-absorbing particles to assist ion desorption and

ionization) is also beginning to enjoy a renaissance with the

emergence and rapid proliferation of nanoparticles in MS

analyses (60).

Soon after the introduction of UV–MALDI MS, several

groups started experimenting with infrared (IR) lasers as a

means of macromolecule desorption from the solid sur-

face (61–63). A particularly intriguing aspect of IR–MALDI

is the possibility of utilizing frozen water as a matrix (water

has a strong absorption band near 3mm due to the O—H

stretching mode), although a range of other matrices can

also be utilized, including glycerol and urea. Using water

and glycerol as MALDI matrices may open up several

interesting opportunities. For example, it may allow bio-

logical macromolecules to be kept in their native environ-

ments prior to mass analysis (whereas most UV matrices

denature proteins), or interface MALDI MS more readily

with HPLC (64).

Macromolecular ions produced by MALDI can also

carry multiple charges; however, the extent of protonation

is significantly below that achieved with ESI (Fig. 3.9). This

requires the utilization of mass analyzers with an extended

m/z range [e.g., time-of-flight (TOF)], although analyzers

Figure 3.7. A schematic representation of the MALDI process.

White circles represent matrix molecules packed in a crystal;

embedded analyte molecules are shown in black. Gray circles

represent photoexcited matrix molecules.
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with limited mass range can still be used for detection of

smaller peptides produced by MALDI. Generally, MALDI

surpasses conventional ESI in terms of sensitivity (detection

levels in the low attomole range have been reported)

and is more tolerant to salts. Superior sensitivity, relative

simplicity of operation, and ease of automation have made it

a top choice as an analytical technique for a variety of

proteomics-related (high throughput) applications. On the

other hand, MALDI mass spectra generally are not as

reproducible as those obtained with ESI. Sample prepara-

tion is clearly the major critical factor in obtaining usable

and reproducible data. This depends strongly on a number

of components, including analyte type, choice of matrix,

solvent, and added salts.

Like ESI, MALDI is a “soft ionization” method that

enables intact macromolecular ions to be transported into

the gas phase for analysis by MS. However, increased laser

fluence often results in deposition of excessive energy,

leading to analyte ion fragmentation. The extent of frag-

mentation often can be controlled by modulating the power

of the laser beam, allowing this phenomenon to be used

analytically as a means of producing structurally diagnostic

fragment ions. It appears that collisional cooling in the

plume region is the major suppressor of the metastable ion

dissociation. Collisional cooling can be greatly enhanced by

elevating the background pressure in the MALDI source
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Figure 3.8. The UV–Vis absorption spectra and chemical structures of popular MALDI matrices:

(a, solid black trace) 2-(4-hydroxyphenylazo)–benzoic acid (HABA), (b, solid gray trace) a-cyano-
4-hydroxy cinnamic acid (aCHCA), (c, dashed black trace) 2,5-dihydroxybenzoic acid (DHBA), and
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P. Griffith (University of Toledo Department of Chemistry).]

10.000 20.000 30.000 40.000 50.000 (m/z)
0

1000

2000

3000

 

M1+

io
ni

c 
si

gn
al

 (
ar

b 
un

its
)

M2+

M3+

Figure 3.9. A conventional (UV) MALDI Time of flight (TOF)

mass spectrum of human serum transferrin N-lobe. Compare the

extent of multiple charging with that displayed in the ESI mass

spectrum of the same protein (Fig. 3.6). [Courtesy of Rachael

Leverence (currently at University of Wisconsin).]
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region to intermediate (	 1 Torr) or high (1 atm) levels.

Matrix-assisted laser desorption ionization at atmospheric

pressure [AP-MALDI (65)] offers an additional advantage

of allowing liquid matrices to be used (66). Importantly,

AP–IR–MALDI can be used to analyze peptides using

liquid water as a matrix (67,68), breaking the ESI monopoly

in the field of biopolymer analysis directly in aqueous

solutions. However, it still remains to be seen if this feature

of AP MALDI will have significant impact in biophysics

and structural biology.

3.3. MASS ANALYSIS

3.3.1. General Considerations: m/z Range
and Mass Discrimination, Mass Resolution,
Duty Cycle, and Data Acquisition Rate

Once the macromolecular ions have been produced and

transferred to the vacuum, they can be selectively manip-

ulated and detected using the vast arsenal of MS techniques.

In this respect, macromolecular ions can be dealt with using

the principles developed originally for handling small or-

ganic and inorganic ions. An important difference, however,

is the large size of biopolymers, which makes certain

aspects of ion manipulation and detection much more

challenging.

Generally, several issues have to be considered to ensure

high-quality mass measurement for macromolecular ions

produced by ESI or MALDI. Perhaps the most important

one is the requisite m/z range of a mass analyzer. For

example, macromolecular ions generated by MALDI typ-

ically have few charges, hence the requirement that the

mass analysis be carried out using an analyzer with an

extended m/z range. This can be best accomplished by TOF

mass analyzers, which will be briefly reviewed at the end of

this chapter. Electrospray ionization, on the other hand,

produces polymer ions with a significantly higher number

of charges, as compared to MALDI. As can be seen from

Figures 3.6 and 3.9, the most abundant ionic species of a

37 kDa protein hTf/2N in the ESI mass spectrum carries 22

charges, while the most abundant ionic species of the same

protein in the MALDI spectrum carries only one positive

charge. This, of course, relaxes the requirements vis-�a-vis
the required m/z range of the analyzer employed for the

detection of ESI generated biopolymer ions. In many cases,

relatively inexpensive analyzers with a modest m/z range

not exceeding 3000 would suffice (e.g., low-end quadrupole

filters and ion traps). An important exception, though, is the

situation when ESI MS is used to detect proteins under near-

native conditions in solution. As we will see in Chapter 4,

the number of charges accumulated by such protein ions is

usually relatively low. As a result, m/z values of such “low

charge density” ions will be very high, warranting the use of

analyzers with an extended m/z range. In the extreme cases

of large macromolecular complexes, an m/z range of up to

20,000 may be required.

The second important characteristic of the mass analysis

process is the resolution (or mass resolving power) attained.

Mass resolution defines the minimal difference between

the m/z values of two ionic species that still allows a clear

distinction to be made during the mass analysis. Histori-

cally, the two peaks of equal intensity were considered to

be resolved if the valley between them was 10% of the

maximum intensity. Hence, the classical definition of the

resolution was

R ¼ M

DM
ð3-3-1Þ

whereM is the m/z value of a particular ion peak, and DM is

the width of this peak at 5% of its height. More recently, a

much more forgiving definition of mass resolution was

adopted, one using DM at 50% of the peak height. Regard-

less of the definition used, resolution is a function of m/z,

rather than a fixed characteristic of a given instrument.

The observation of distinct isotopic species of peptides

and proteins of progressively increasing size can be achieved

by increasing the mass resolving power of the analyzer

(Fig. 3.10). In some cases, ultrahigh resolution may allow the

isobaric species to be separated and distinctly detected (14).

Resolution is very important for accuratemassmeasurements,

as in many cases it allows the monoisotopic mass to be

accurately measured. However, the very low abundance of

monoisotopic peaks of large proteins makes their detection

all but impossible. In such cases, high-resolution mass

measurements do not offer any significant advantage over

“conventional” MS with modest resolution, unless the abun-

dance of the monoisotopic peak is increased [e.g., by using

isotope depletion during protein expression (69)].

Finally, issues related to the duty cycle of a mass analyzer

and its data acquisition rate need to be taken into consid-

eration when selecting the mass analyzer appropriate for a

specific task at hand. Matrix-assisted laser desorption ion-

ization, by definition, is a pulsed process and is best inter-

faced with “fast cycling” analyzers that can be synchronized

with a laser (TOF, ion trap, etc.). Interfacing MALDI with

“scanning” devices, (e.g., a magnetic sector MS), results

in significant losses in sensitivity and requires extended

acquisition times (70). On the other hand, ESI is a

“continuous” ionization process, hence there is a wide

variety of mass analyzers to which it can be interfaced.

Still, the accumulation of ESI generated ions in an external

“storage” device followed by a pulsed introduction into a

TOF or ion trap mass analyzer greatly increases the duty

cycle (and, therefore, sensitivity) of the analysis compared

to a conventional scheme when the ESI source is interfaced

directly to a slow scanning analyzer.

A very important advantage offered by MS as an ana-

lytical technique is the possibility to implement various
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“hyphenated” techniques, ranging from direct (online)

coupling of MS with separation techniques for increased

selectivity and sensitivity of the analysis and implementa-

tion of tandem MS (MS/MS and MSn) strategies for struc-

tural analysis.

3.3.2. Mass Spectrometry Combined with Separation

Methods

The combination of separation techniques with mass

spectrometric detection is a mature field, which has been

reviewed in several excellent papers (71–73). In this sec-

tion, we will only recount certain features of this combined

technique that are particularly relevant to the biophysical

experiments discussed in the following chapters. Electro-

spray ionization is a particularly attractive interface be-

tween liquid chromatography (LC) and MS due to the

“continuous” nature of the ionization process, which allows

analysis of the eluate content to be carried out in real time

(“online” LC–MS). High-performance liquid chromatogra-

phy–ESI MS is now a mature technology, with most com-

mercial instruments available as integrated LC–MS

systems. Current development of this technology follows

two major routes: reduction of the scale and of the analysis

time (71).

Miniaturization of the separation step allows the amount

of sample needed for analysis to be reduced very dramat-

ically. Even for conventional ESI sources the typical

flow rate is usually on the order of several mL/min. Such

flow rate requirements are optimally matched by micro-

HPLC systems, while HPLC systems with higher flow

rates require either postcolumn eluate flow split prior to

introduction to the ESI source or utilization of “ionspray”

sources capable of handling high eluate flow rates. Besides

matching the flow rates of the HPLC and ESI MS, one

needs to be aware of another important technical issue

related to solvent compatibility. Reversed-phase LC sepa-

ration of peptides and proteins is commonly performed

using trifluoroacetic acid (TFA) as an eluent modifier. This

acid is a very strong electrolyte (pKa < 0.5), and hence acts

as an ion-pairing agent providing superior chromatographic

characteristics (separation and peak shape), but its presence

in the solvent usually decreases the quality of ESI MS data.

If necessary, the detrimental effect of TFA on ESI MS

measurements can be reduced or eliminated using two

different approaches. In the first approach, TFA concentra-

tion in the eluate is reduced bymixing it with a flowof liquid

containing volatile ion-pairing agents, a step that can be

carried out either “postcolumn” or in the ESI source. More

sophisticated schemes utilize a second chromatographic

step, whose mobile phase is modified with volatile re-

agents (74). An alternative approach utilizes weaker acids

(typically formic or acetic acids) instead of TFA during the

separation step. An unavoidable loss of chromatographic

fidelity is compensated by MS detection, which allows

chromatographically poorly resolved analytes to be easily

distinguished, based on the differences in their masses.
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Figure 3.10. Simulated isotopic patterns three peptide ions: bradykinin (a), melittin (b), and

ubiquitin (c) at a resolution of 1,000 (left), 5,000 (center), and 20,000 (right).
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Traditionally, LC was not viewed as a “fast” method of

chemical analysis and was poorly suited for high-throughput

applications. The time-consuming nature of chromatography

has stimulated design of methods that improve the speed of

separations (75). As we will see in upcoming chapters, fast

HPLC separation of peptic fragments is crucial for high-

quality analysis of protein dynamics by monitoring hydro-

gen–deuterium exchange (HDX) reactions in a site-specific

fashion. Significant improvements in the speed of separation

can be achieved by using smaller and nonporous or super-

ficially porous particles as a column packing material. The

potential for fast separations can be further increased by

using capillary columns, monolithic columns, open tubular

columns, and small diameter packed capillaries (75). Ele-

vated temperatures can also be effective for decreasing

analysis times. However, the HDX HPLC–MS measure-

ments (the most demanding fast-LC applications in biophys-

ical studies so far) are usually carried out at low temperatures

to avoid excessive exchange of deuterium atoms between the

peptides and the mobile phase during the separation step.

Increasing the separation speed is usually achieved at the

expense of separation quality. Again, this is usually com-

pensated by the high detection specificity of MS. One

recently introduced technology that holds particular promise

for biophysical studies is ultraperformance liquid chroma-

tography (UPLC), which utilizes columns that can be oper-

ated at much higher pressure compared to HPLC. This has

been shown to offer significant improvements in sensitivity,

speed, and resolution (76). A great deal of useful practical

information on various LC–MS techniques can also be found

in recently published books (77,78).

Capillary electrophoresis (CE) is another separation

technique that can be interfaced directly with ESI MS.

However, the design of the CE–ESI MS interfaces is tech-

nically more difficult due to the problems associated with the

high voltage utilized byCE for analyte separation (71,79,80).

Although the number of applications of online CE–ESI MS

systems is still lagging behind that of LC–MS, the former

technique is steadily gaining popularity due to its superior

sensitivity and resolution. An interested reader is referred to

an excellent recent review on this subject (81). Interfacing of

ESIMSwith other types of separations, such as immobilized

metal ion affinity chromatography [IMAC (82)], ion ex-

change, or bioaffinity chromatography (83) is also possible,

although the coupling cannot be direct and involves an

intermediary HPLC step. A concise overview of these mul-

tidimensional chromatographic techniques can be found in

recent reviews (84,85).

3.4. TANDEM MASS SPECTROMETRY

One of the most attractive features of both ESI and MALDI

for biomolecular analysis is their ability to generate

intact macromolecular ions in the gas phase. While molec-

ular weight information is very useful, it is not sufficient

in most instances for unequivocal identification of even

small peptides. Furthermore, while high-resolution mass

measurements can sometimes reveal the molecular

formula of a small peptide, they do not provide any infor-

mation on its covalent structure. The latter can be obtained

by inducing dissociation of the molecular ion and measur-

ing the masses of the resulting fragment ions. Since most

proteins and peptides are linear polymers, cleavage of a

single covalent bond along the backbone generates a frag-

ment ion (or two complementary fragment ions) classified

as an a-, b-, c- or x-, y-, z-type (86,87), depending on (1) the

type of bond cleaved and (2) whether the fragment ion

contains an N- or C-terminal portion of the peptide

(Fig. 3.11). Cyclic and disulfide-linked polypeptides are

a special case, since a single bond cleavage does not

necessarily produce distinct (physically separated) frag-

ments. Nomenclature for cyclic peptide fragmentation can

be found in (88).

3.4.1. Basic Principles of Tandem Mass Spectrometry

Ion dissociation can often be carried out in the ionization

source, for example, by increasing the desolvation potential

in the ESI interface [“nozzle-skimmer dissociation”, first

observed by Alexandrov et al. (38)] or by using high

laser power in MALDI. If the sample is homogeneous,

such in-source fragmentation can be used for biopolymer

sequencing (Figs 3.12 and 3.13). In most cases, however,

the sample to be analyzed is a rather heterogeneous

mixture, and the “in-source” fragmentation spectrumwould

be very difficult to interpret due to the presence of fragment

ions derived from different precursor ions. One way to

resolve this problem is to use an online separation of

analytes prior to their introduction to the ionization source

(e.g., anHPLC–ESIMS interface discussed in Section 3.3).

However, a much more flexible and powerful solution to

this problem utilizes the mass spectrometer itself as an ion

separation device, which allows the fragmentation of mass-

selected precursor ions to be carried out in a variety of

ways. This approach, known as tandem MS, or MS/MS, is

now a commonly accepted way to obtain information on

covalent structure of a range of biopolymers, but is partic-

ularly well suited for analysis of polypeptides. Tandem

mass spectra of peptide ions are easily interpretable, and

even though the process of mass-selection greatly reduces

the overall ionic signal intensity, the signal-to-noise ratio

(S/N) achieved in MS/MS experiments is often better

than in the MS1 experiment due to the elimination of

chemical noise (Fig. 3.14). As used above, the term

“tandem” implies physical separation of the precursor ion

prior to fragmentation (MS1 selects the precursor ion for

consecutive fragmentation and MS2 records a spectrum of
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the resulting fragment ions); nonetheless, the two stages

(MS1 andMS2) can be combined in one step. As wewill see

in the following sections, MS/MS experiments can be

carried out without physical separation of the chosen pre-

cursor ion from other ions generated in the source.

A generalized definition of MS/MS extends to any exper-

iment that defines an m/z relationship between a precursor

and a fragment ion (89).

3.4.2. Collision-Induced Dissociation: Collision

Energy, Ion Activation Rate, and Dissociation of Large

Biomolecular Ions

The majority of MS/MS experiments employ various means

of increasing internal energy of the precursor ions to induce

the dissociation of covalent bonds in the gas phase. Colli-

sional activation (conversion of a fraction of the ion kinetic

energy to vibrational excitation upon its collision with a

neutral molecule) is perhaps the most widely used method

of elevating ion internal energy. This technique is usually

referred to as CID or collision-activated dissociation

(CAD) (90). Two distinct regimes of collisional activation

are usually recognized: high and low energy. The low-

energy collisional regime refers to a broad range of ion

kinetic energy prior to collision (usually in the sub-electron-

volt range) and typically requires multiple collisions in

order to accumulate enough internal energy to afford dis-

sociation of a covalent bond. Therefore, low-energy CID

is a slow process, with the activation time typically exceed-

ing 10ms (91). Note that low-energy and slow-heating

fragmentation are not necessarily synonymous; a good
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Figure 3.11. Biemann’s nomenclature of peptide ion fragments (86). Fragment ions shown in gray

boxes correspond to either complete or partial loss of the side chains and are usually observed only in

high-energy collision-induced dissociation (CID).
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example is the so-called SORI CID (sustained off-resonance

irradiation CID, which will be discussed in Section 3.5.5).

While the energy of each collision in SORI may be rela-

tively high, the frequency of such collisions is typically very

low. As a result, internal energy accumulation is slow due to

the efficient radiative cooling of the ions between consecu-

tive collisions (92).

Low-energy CID spectra of peptide ions are usually

dominated by fragment ion peaks corresponding to b- and

y-ions (Fig. 3.15a,b). One of the potential consequences of

multiple collisions is the formation of internal fragment

ions, whose presence in the CID spectra makes their inter-

pretation more difficult, and the greater propensity for

rearrangement prior to fragmentation. However, in many

cases it is possible to avoid these processes altogether by

selecting appropriate experimental conditions.

High-energy CID is usually carried out by accelerating

ions to several kiloelectronvolts prior to colliding them with
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elevated skimmer potential. A mass spectrum of this protein acquired under gentle conditions in the

ESI interface is shown in Figure 3.6.
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neutral targets (typically atoms of inert gases). For smaller

ions, a single high-energy collision is often sufficient to

cause dissociation of a covalent bond. However, as ion size

increases, so does the number of vibrational degrees of

freedom among which the excitation is distributed. Further-

more, collisional energy in the center-of-mass frame de-

creases with increasing mass of the projectile ion when the

kinetic energy of the projectile and the mass of the neutral

target are fixed. Nonetheless, in many cases it is possible to

obtain nearly complete sequence coverage even for relatively

large (up to 5 kDa) polypeptide ions (93,94). In sharp contrast

to the fragmentation patterns observed with multiple low-

energy collisions, fragment ions produced by high-energy

CID are amply formed by extensive cleavages of the back-

bone not limited to the amide bonds, as well as the side chains

(Fig. 3.15c). Dissociation of the covalent bonds occurring

along the amino acid side chains leading to elimination of

either the entire side chain (v-ions) or a portion of it (d- and w-

ions) is unique to high-energy CID and can provide infor-

mation on the identity of isomeric side chains, for example,

by distinguishing between leucine and isoleucine (95).

Finally, note that the vast majority of CID work pertain-

ing to bioanalysis deals with cationic species. Collisional

activation of negative polypeptide ions frequently leads to

loss of side chains, leaving the backbone intact (96). Al-

though this feature does not allow direct application of

negative-ion CID to protein sequencing and, therefore,

greatly diminishes its diagnostic value, there is one impor-

tant exception when it can and does provide useful structural

information. Cysteine is one of the amino acids whose side

chain is prone to cleavage by CID in the negative-ion

mode (97), which allows this technique to be used for

cleaving disulfide bonds in the gas phase, a task that cannot

be accomplished by conventional CID (98). Importantly,

cleavage of disulfides in negative-ion CID also produces a

very clear “signature triad” in the fragment-ion spectrum

(Fig. 3.16), which allows the cystine-containing products to

be easily identified. This unique feature makes negative-ion

CID a very useful tool in analyzing disulfide patterns in

proteins (99–101), which will be considered in more detail

in Chapter 4.

3.4.3. Surface- and Photoradiation-Induced

Dissociation

One of the major factors limiting the fragmentation yield of

CID is the low efficiency of energy conversion (from

translational to internal degrees of freedom). Collisional
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activation of large biomolecular ions is particularly prob-

lematic due to the large disparity between the masses of the

target (neutral atom or molecule of collision gas) and the

projectile (ion), with the mass of even the heaviest target

(Xe atoms) being at least an order of magnitude below that

of a relative modest biomolecular ion. Such mass disparity

results in relatively modest collisional energy in the center-

of-mass frame even if the energy of the projectile in the

laboratory frame is very high. One way to circumvent this

problem is to employ a collision target with large (ideally,

infinite) mass. Practical implementation of this approach

led to the development of surface-induced dissociation

(SID), a fragmentation technique that utilizes ion-surface

collisions as a means to convert ion kinetic energy to

internal excitation (102,103). However, the fraction of

energy deposited into the ion upon such collision very

seldom approaches unity, as it is largely determined by the

mass of the chemical moiety representing an immediate

collision partner for the ion impacting the surface (104).

One practical aspect of SID that makes its applications

rather limited is the difficulty of refocusing the fragment

ions after collision with the surface.
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Figure 3.15. Low versus high-energy peptide ion fragmentation. Low-energy CID spectra of

melittin (3þ charge state) were acquired with an FT ICR MS (SORI CID, a) and a quadrupole

ion trap (b). High-energy CID spectrum was acquired with a magnetic sector MS (B/E linked scan

mode, c). Only the most abundant fragment ions are labeled in the spectra. [Courtesy of Anirban

Mohimen (currently at Vertex Pharmaceuticals) and Joshua Hoerner (currently at Merck

Pharmaceuticals).]
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Ion-neutral collision is not the only process that can be

used to increase ion internal energy. In principle, any

exothermic process can be employed for ion activation

purposes. For example, photoexcitation of ions in the gas

phase often leads to their dissociation. Dissociation of large

macromolecular ions is most effective when infrared

photons are used for the excitation [a technique known as

IR multiphoton dissociation (IRMPD (105)]. Unlike

IRMPD, photodissociation induced by UV light has not

enjoyed much popularity as a tool to study biomolecular

structure despite the numerous applications focusing on

small ions. The situation began to change several years ago

following a realization that a close match between the

energy of the photon utilized for ion activation and the

strength of certain chemical bonds may lead to highly

selective excitation and dissociation processes. For exam-

ple, the wavelength of maximum absorption of a disulfide

bond is close to 150 nm, which allows very selective cleav-

age of thiol–thiol linkages in disulfide-bound peptide dimer

ions to be achieved upon their irradiation with a 157 nm

laser beam (106). In addition, UV induced dissociation of

peptide ions at this wavelength may also produce cleavage
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of a C(a)�C(O) bond in the backbone, leading to formation

of a - and x-ions, as well as loss of side chains resulting in v-

and w-type fragments (107). Another UV band showing

significant promise vis-�a-vis fragmentation of peptide ions

is 193 nm,which has been shown toproduce facile cleavageof

the backbone (leading to formation of a-, b-, c- x-, y-, and z-

ions), as well as side-chain loss (v- and w-fragments) (108).

Although UV-induced photodissociation offers multiple

advantages over collisional activation and IRMPD (e.g.,

by offering high-energy and very fast energy deposition

with a potential to provide highly selective chemical bond

excitation and cleavage) (109), there are also certain

drawbacks. These include relatively high cost of instrumen-

tation, safety concerns, and apparent variations in fragmen-

tation patterns observed by different groups (109,110).

Nevertheless, it seems very likely that this technique will

become an indispensable part of biological MS (including

biophysical studies) in the very near future, a development

that would certainly be catalyzed by its anticipated

commercialization (109).

3.4.4. Electron-Based Ion Fragmentation Techniques:

Electron Capture Dissociation and Electron Transfer

Dissociation

Gas-phase ion fragmentation processes involving electron

transfer form the foundation of two other recently intro-

duced techniques that are closely related to each other,

namely, electron capture dissociation (ECD) (111) and

electron transfer dissociation (ETD) (112). Fragmentation

induced by ECD and ETD is fast and proceeds in many

cases with little or no energy partitioning. From the ana-

lytical standpoint, it produces a tremendous advantage of

preserving labile groups (e.g., carbohydrate chains and

other post-translational modifications (PTM) that usually

do not survive collisional activation), while cleaving the

peptide-ion backbone, where it mostly generates c- and

z-fragments. In fact, the backbone cleavage in many cases

occurs without causing dissociation of noncovalent com-

plexes (113), a feature that will be explored in depth in later

chapters. Very often ECD and ETD provide more extensive

sequence coverage in polypeptides compared to conven-

tional CID (Fig. 3.17). Another very attractive feature of

electron-based fragmentation techniques is their ability to

cleave disulfide bonds in the gas phase (114), a challenging

task when other methods of ion activation are employed, at

least in the positive ion mode. Since the fragmentation

patterns produced by ECD and ETD are frequently com-

plementary to the CID generated fragments (115), it is

beneficial to utilize them in multistage fragmentation (the

so-called MSn experiments), where the initial fragmentation

event is caused by collisional activation, followed by sub-

jecting the resulting CID fragments to ECD or ETD. The

combination of CID with either ECD or ETD is now offered

in several commercial instruments.

3.4.5. Ion-Molecule Reactions in the Gas Phase:

Internal Rearrangement and Charge Transfer

Ion activation times in the gas phase can range from <10-15

to >103 s, depending on the particular activation technique

used to induce fragmentation, physical size of the ion

Figure 3.17. The ECD mass spectrum of melittin (charge state 5þ labeled with a square was

selected as a precursor ion) obtained with a 7T FT ICR mass spectrometer. Separation of isobaric c23
and z23þ 1 fragment ions (inset) is possible due to the high resolving power of the mass analyzer.

[Data courtesy of Dr. Rinat Abzalimov (University of Massachusetts-Amherst). CAD mass spectra

of melittin are shown in Figure 3.15.]
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(number of internal degrees of freedom), as well as the time

frame of the experiment (91). In the case of a slow activation

process, a covalent bond cleavage may be preceded by an

internal rearrangement. One particular type of such rear-

rangement is hydrogen scrambling, which will be discussed

in some detail in Chapter 5.

Charge transfer is another gas-phase process that fre-

quently occurs in the ESI interface region. Although charge

transfer reactions do not usually result in ion fragmentation,

they obviously affect the appearance of charge state

distributions in ESI mass spectra. As we will see in Chap-

ter 4, charge-state distributions of protein ions are often used

to assess “compactness” of protein structures in solution.

Therefore, close attention needs to be paid to gas-phase

processes in order to avoid misinterpretation of the ESI MS

data. In some instances, it is possible to trap ions of different

polarities simultaneously and confine them to a small

volume (116). Electrostatic attraction between the ions of

opposite charges may lead to a variety of ion–ion reactions,

some of which will be considered in Chapter 8.

3.5. BRIEF OVERVIEW OF COMMON MASS
ANALYZERS

The mass analyzer is the part of a mass spectrometer where

the ions are separated according to their m/z values. As

outlined in Section 3.4, combination of two (or even more)

mass analyzers often allows spontaneous or induced frag-

mentation of mass-selected ions to be studied using

methods of MS/MS. Certain types of mass analyzer allow

tandem experiments to be carried out without utilization of a

second analyzer (“tandem-in-time” as opposed to “tandem-

in-space” MS). There is a wide range of mass analyzers

differing in their compatibility with various ion sources,

ability to handle ions of certain types, analytical figures of

merit, user-friendliness, and, of course, price tag. This

section attempts to provide a brief review of mass analyzers

that are most popular in the bio-MS community. A brief

discussion of each analyzer will include principles of its

operation, compatibility with ESI and MALDI sources, m/z

limitations, and commonly attainable resolution, and tan-

dem capabilities. A much more comprehensive discussion

of mass analyzers, which also includes devices and designs

not covered in this section, can be found in an excellent

review by McLuckey and Wells (89). A more in-depth

discussion of physical aspects of mass analysis of ions can

be found in other review articles (117,118).

3.5.1. Mass Analyzer As an Ion Dispersion Device:

Magnetic Sector Mass Spectrometry

The idea to use a combination of an electrostatic and a

magnetic field as a means of ion separation in space (disper-

sion) was introduced by J.J. Thomson in his parabola mass

spectrograph (1). A simpler and more efficient method of

ion separation in homogeneous magnetic fields was intro-

duced several years later by Dempster (119). This instrument

became a prototype of the highly successfulmagnetic sector

mass analyzer, which is widely used in MS to this day.

According to Eq. 3-1-1, an ion introduced to the magnetic

field orthogonally to the field will follow a circular trajectory

whose radius will be determined by the ion’s m/z ratio, its

velocity v and the magnetic field strength B. In other words,

the magnet will act as a momentum separator (or, more

precisely, a momentum-to-charge (mv/z) separator). If all

ions of the same charge have been accelerated to the same

kinetic energy (KE) prior to their introduction into the

magnetic field (i.e., KE¼ 1/2 mv2¼ zeV), then the radius of

circular trajectory for each ion will be uniquely defined by

its m/z.

Later modifications of the magnetic sector mass analy-

zers have led to significant improvements in resolution and

other performance characteristics. Perhaps the most impor-

tant among such modifications was the implementation of a

“double-focusing” scheme(120), which adds another ana-

lyzer (a sector with radial electrostatic field termed Elec-

trostatic Analyzer, ESA) acting as a “kinetic energy

separator”. A mass spectrum is usually obtained by scanning

the magnetic field strength over a desired range, while the

electrostatic field of the ESA remains constant (linked to

the acceleration voltage V0 to allow passage of ions whose

kinetic energy-to-charge ratio is equal to eV0). In addition to

a dramatic increase in mass resolution, the presence of a

second analyzer allows MS/MS experiments to be carried

out. For example, a fragment ion mf
zfþ produced upon

dissociation of a metastable ion m0
z0þ immediately follow-

ing their acceleration (in the so-called first field-free region,

1FFR in Fig. 3.18) will have the same velocity as the

precursor ion itself; however, the momenta and the kinetic

energies of these two ions will be different. Here, both the

momentum and the kinetic energy of the fragment ion relate

to those characteristics of the precursor ion as mf /m0.

Therefore, in order to guarantee the passage of the fragment

ion through both magnetic sector and ESA, both fields have

to be reduced by a factor of mf /m0 compared to those

needed for the passage of the precursor ion. If both fields

are scanned, while their ratio remains constant, a full range

of fragment ions originating from the same precursor will be

detected, an experiment commonly known as a B/E scan or

linked scan). The representation of the B/E scan line on the

(B, E) plane connects the (B0, E0) point with the coordinate

origin, where B0 is the magnetic field strength needed for

passage of the intact precursor ion through the magnetic

sector and E0 is the electrostatic field strength required for

passage of any “fully accelerated” ion (KE/z¼ eV) through

ESA (Fig. 3.19). Obviously, if z0 > 1, the B/E scan should

start at the point (z0B0, z0E0), otherwise none of the
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fragment ions whose charge is less than that of the precursor

ion would be detected. This is exactly how the fragmenta-

tion spectrum of melittin (Fig. 3.15c) was acquired.

The B/E scan is an example of a “pseudo-tandem” MS

experiment (the precursor ion is not mass-selected prior to

its dissociation). Other examples of pseudo-tandem MS are

the B2/E scan, which provides a means to detect all ions

giving rise to a certain fragment (precursor ion scan), and

the constant neutral loss scan (CNL), which measures all

fragments related to parent ions by loss of the same mass.

Physical selection of the precursor ion prior to its dissoci-

ation can be achieved by placing a collisional cell after the

magnetic sector (second field-free region, Fig. 3.18). Since

the kinetic energy of each fragment ion will be a fraction

(mf/m0) of the precursor kinetic energy, scanning the elec-

trostatic field of the ESA will allow a mass spectrum of all

fragment ions to be acquired. Although this technique

(termed MIKES) has rather limited analytical use (due to

very low-mass resolution), it can provide information on

macromolecular-ion geometry. A combination of at least

three sectors (e.g., BEB) is required in order to obtain high-

resolution MS/MS data.

The magnetic sector MS is a very flexible analytical

device that allows a variety of experiments to be carried out

without any hardware modification. Sectors allow high-

resolution measurements to be carried out over a wide

m/z range. Ion fragmentation experiments are carried out

in a high collisional energy regime, enabling observation

of fragments that are not usually detected when most other

analyzers are used (e.g., d-, v-, and w-ions in peptide

fragmentation spectra). However, magnetic sector instru-

ments have significant disadvantages as well. Since the data

acquisition rate is usually limited by magnet scan rate,

sector MS cannot be interfaced readily with pulsed ioniza-

tion sources (e.g., MALDI). Even when interfaced with a

continuous ionization source (e.g., ESI), the sensitivity of

the analysis is often limited by the unfavorable duty cycle

(particularly when the data acquisition is carried out over a

wide m/z range). Nevertheless, it is possible to use these

instruments for very demanding applications requiring

access to a high m/z range (121).

3.5.2. Temporal Ion Dispersion: Time-of-Flight Mass

Spectrometer

The concept of TOF mass analyzers was first introduced

over half a century ago under the names “time dispersion

mass spectrometer” (122) and “ion velocitron” (123). The

basic principle of TOF MS is very simple (Fig. 3.20): ions

of different mass are accelerated to the same kinetic energy

(by traversing a potential difference V) within a very short

period of time and introduced into a field-free “drift region”
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(or flight tube). If the initial velocities of all ions are

neglected, then the final velocity of each ion in the drift

region will be uniquely determined by its m/z and the

acceleration potential U0:

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2zeU0

m

r
ð3-5-1Þ

If the duration of the pulse during which ions were introduced

into the drift region is very short, then ions arriving at the

detector plane will be grouped according to their m/z values:

t ¼ D

v
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
m

2zeU0

r
�D ð3-5-2Þ

where D is the length of the drift region and t is the time

required to traverse this region. Therefore, measuring the

ionic signal intensity as a function of the “arrival time”

would allow the mass spectrum to be recorded. In reality,

this simplistic approach would lead to very poor mass

resolution, mostly due to significant spread in the initial

kinetic energies of ions. A “correction” for the initial energy

distribution can be done using an “ion mirror” or reflec-

tron (124). The principle of reflectron operation is illustrated

in Figure 3.20: If two ions have identical mass and charge,

but different velocities, the faster ion will penetrate deeper

into the decelerating region of the reflectron. As a result, its

trajectory path will be longer. After its reemergence from

the reflectron, this ion would still have a higher velocity, but

it will be “lagging” behind the slower ion due to the extra

time spent in the decelerating region. It is easy to show that

the total “travel time” (from the source to the detector) of an

ion having initial kinetic energy eV can be calculated as:

t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m

2ze VþU0ð Þ
r �

D1þD2þ4d
� ð3-5-3Þ

where D1 and D2 are the lengths of the “upstream” and

“downstream” drift regions and d is the reflectron pene-

tration depth (a function of eV). It is possible to adjust the

reflectron parameters (D1þD2 and U0) in such a way so

that the flight times become independent (within a narrow

range) of the initial kinetic energy eV. The highest mass

resolving power is attained when D1þD2¼ 4d, that is, the

ion spends equal time in the reflectron and the field-free

drift regions (125). Although such a “single-stage” reflec-

tron can only perform first-order velocity focusing of ions

initially located at the space focal plane (Fig. 3.20),

second-order focusing can be achieved using a double-

stage ion mirror. Theoretically, it is possible to achieve an

ideal focusing (totally independent of the ion kinetic

energy) by using a continuous quadratic field (without

the field-free drift region). The quadratic ion mirror is

impractical for a variety of reasons, however, its modifi-

cation known as a “curved-field” reflectron (126) has

become very popular. While a detailed discussion of ion

focusing techniques in TOF MS is beyond the scope of this

book, an interested reader is referred to an excellent book

by Cotter (125), as well as several recent tutorials on the

subject (127).
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Tandem Experiments with TOF MS. Dissociation of meta-

stable ions in the field-free region of a TOF mass analyzer

(usually referred to as post-source decay, PSD) gives rise to

fragment ions having the same velocity as their precursor.

As a result, it would be impossible to distinguish such

fragment ions from the intact precursor ions in a linear

TOF mass spectrum. The situation is very different if a

reflectron TOF MS is used for mass analysis. Although

the velocity of the fragment ions produced in the first drift

region would still be the same as that of the intact precursor

ions in both field-free regions, they will be “turned around”

in the decelerating field of the reflectron much faster.

The resultant time of flight of the fragment ion mf will

be (125)

t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
m

2zeU0

r �
D1þD2þ4

mf

m
d
�

ð3-5-4Þ

Mass selection of the precursor ions is usually accomplished

in the first drift region by simple electrostatic gating. To

achieve adequate and proper focusing of fragment ions

of different masses, a series of spectra have to be collected

at different decelerating potentials. Alternatively, a curved-

field reflectron can be used to obtain a single PSD spectrum

with product ions from a wide m/z range focused

simultaneously (128).

Overall, fragmentation spectra provided by PSD are

imperfect, since the activation of the ions takes place in

the ion source and dissociation of the metastable ions can

occur during acceleration, which has a detrimental effect on

resolution. Furthermore, precursor ion selection cannot be

accomplished with high precision, since it is carried out in a

region where ions are generally out of focus (125). This

problem can be circumvented by using tandem (TOF–TOF)

mass spectrometers, where the drift regions are separated by

a collision cell, in which fragmentation of the mass-selected

ions is carried out using CID (129,130) or by other means of

ion activation (131). Finally, interfacing TOF with other

mass analyzers provides an opportunity to carry out tandem

experiments with a hybrid mass spectrometer.

The advantages offered by TOF mass analyzers (ideal

compatibility with “pulsed” ionization sources, duty cycle

close to 100%, high ion transmission efficiency, extendedm/

z range, ability to carry out very fast analyses with repetition

rates up to 500 kHz) make them extremely popular

mass analyzers, which are uniquely suited for a variety of

applications, many of which will be discussed elsewhere in

this book.

3.5.3. Mass Analyzer As an Ion Filter

The ion separating properties of “mass filter” devices result

from their ability to selectively maintain stable trajectories

for ions of certain m/z ratios, while the others become

unstable. The idea of using quadrupolar electrical fields as

a means of “filtering” ions according to their m/z ratios

was introduced and implemented in the 1950s (132–134).

A quadrupole mass spectrometer acts as a “tunable” mass

filter that transmits ions within a narrow m/z range

(Fig. 3.21). A quadrupolar electrical field is usually con-

figured using four parallel electrodes (metal rods of circular

or, ideally, hyperbolic cross-section) that are connected

diagonally. A periodic potential of the form

F0 ¼ � U�Vcosvtð Þ ð3-5-5Þ
is applied to each pair of electrodes, resulting in a periodic

hyperbolic field configuration in the (x, y) plane:

F x; yð Þ ¼ U�Vcosvtð Þ � x
2�y2

2r20
ð3-5-6Þ

Figure 3.21. Schematic representation of a quadrupole mass filter with examples of stable and

unstable ion trajectories.
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where r0 is the distance from the central axis of the filter

(z-axis) to the surfaces of the electrodes. Combining

Eqs. 3-1-1 and 3-5-6 gives rise to complicated equations

from which an ion trajectory within the filter can be

calculated. Generally, this is a very involved mathematical

procedure that is usually carried out by introducing a new

variable u, which can represent either x or y:

d2u

d2j
¼ � aþ2q � cos 2jð Þð Þ � u ð3-5-7Þ

where j¼ tv/2 and

a ¼ ax ¼ �ay ¼ 4zeU

mv2r20
and q ¼ qx ¼ �qy ¼ 2zeV

mv2r20

ð3-5-8Þ

Equation 3-5-7 is known as Mathieu’s differential equa-

tion. Stable solutions of Mathieu’s equation are usually

presented as “stability diagrams” in the (a, q) coordinates

(Fig. 3.22). The highest mass resolving capability will be

achieved if the filter is tuned in such a way that the “point”

corresponding to the ions of interest is placed close to the

apex of the stability region. In this case, a slight increase or

decrease of ion m/z value will result in an unstable trajec-

tory. To acquire a mass spectrum, both direct current (dc)

and rf potentials (U and V) have to be varied, while

maintaining their ratio constant. This would bring previ-

ously “unstable” ions into the apex region of the stability

region, thus allowing their passage through the filter.

Another important conclusion from the consideration of

the stability diagram is that the quadrupole will become

an “ion guide”, rather than an ion filter, if the dc component

of the electrical field (eq. 3-5-5) is equal to zero, a regime

that is commonly referred to as an “rf-only” mode of

operation. A very intuitive treatment of the ion motions in

quadrupole filters can be found in recent tutorials (135,136).

The m/z range of a typical quadrupole MS is limited to

4000. The resolution of a quadrupole mass spectrometer can

be adjusted by changing the U/V ratio, the slope of the “scan

line” (see Fig. 3.22). Mass resolution is not constant across

the m/z axis, since the width of the transmission window is

“fixed” once the “working” U/V ratio is selected. Typically,

mass resolution cannot be increased significantly above

the level of several thousand. The scan rate of a typical

quadrupole MS is high enough to allow direct coupling to

HPLC. MS/MS experiments can be carried out if three

quadrupoles are arranged in tandem (a configuration re-

ferred to as QqQ, so-called triple quadrupole instruments).

The first quadrupole is set to transmit ions of certain m/z

value (precursor ions), while the second is used as a

collision cell. It is operated in the rf-only mode to allow

indiscriminate transmission of all ions (precursor and frag-

ments alike) into the third quadrupole, which is scanned to

obtain a fragment-ion spectrum. Alternatively, the third

quadrupole can be set to allow the transmission of a certain

fragment ion m/z, while the first one is scanned. Mass

spectra acquired in this mode contain peaks of all ions

whose fragmentation gives rise to a selected fragment

(precursor ion scans). Finally, both first and second quadru-

poles can be scanned in concert (maintaining a constant

difference), yielding spectra of “constant neutral loss”. One

of the most-used applications of triple quadrupole mass

spectrometers is for quantitation of small molecules.

Monitoring a single-fragmentation transition of a single ion

m/z (single reaction monitoring or SRM) is highly sensitive

since none of the electronics are scanning, rather remaining

set to transmit a single m/z, and is extensively used for

quantitation of specific molecules of interest in complex

matrices. Multiple reaction monitoring (MRM) is an exten-

sion of this method involving rapidly switching (within a

few milliseconds) the two transmission quadrupoles be-

tween a set of specific m/z values for measuring several

transitions at once. Quadrupoles are often interfaced with

other types of mass analyzers to produce “hybrid” tandem

mass spectrometers.

3.5.4. Mass Analyzer As an Ion-Storing Device:

The Quadrupole (Paul) Ion Trap and Linear Ion Trap

The idea of using a quadrupolar field to store ions is a logical

extension of the concept of a quadrupolar mass filter. It was

introduced by Wolfgang Paul, the inventor of the quadru-

polar mass filter (137), for which the Nobel Prize in Physics

was awarded in 1989. Quadrupole ion traps can be viewed

as a linear quadrupole filter that has been “collapsed,” so
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Figure 3.22. A schematic representation of the stability diagram

for the quadrupole mass filter depicted in Figure 3.21 (see expla-

nation in the text).
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that the electrical field becomes quadrupolar in all dimen-

sions, not just in the (x, y) plane. The confining capacity of a

quadrupole ion trap device is due to the formation of a

“trapping” potential well when appropriate potentials are

applied to three electrodes of hyperbolic cross-sections

(two end-caps and one ring electrode, see Fig. 3.23).

An oscillating (rf) potential on the ring electrode FR¼
V cos(vt) creates a dynamic parabolic (or, more correctly,

saddle) field inside the trapping volume, which focuses ions

to its center. A potential applied to the end-caps FR¼U is

constant (dc), and the field at any point inside the trapping

volume is (138,139):

F r; zð Þ ¼ U�Vsinvtð Þ � r2�2z2

2r20

	 

þU�Vcosvt

2
ð3-5-9Þ

where r and z are cylindrical coordinates (r2¼ x2þ y2), and

r0 is the shortest distance from the center of the trap to the

surface of the ring electrode. In practice, the dc potential

is applied by providing dc offset to the rf potential, which is

applied to the ring electrode. Ion trajectories in such a field

will be determined by solutions of Mathieu’s equation

similar to Eq. 3-5-7. Solutions that correspond to trajectories

confined to the trapping volume will form a “stability”

region in the (az, qz) plane (Fig. 3.24). Trapping of the

externally generated ions that are injected into the trap is

facilitated by collisional cooling (using He as a bath gas in

the trap at a pressure of 	 1 mTorr). Consideration of the

stability diagram in Figure 3.24 suggests that in order to

maximize the “stable” m/z range, the ion trap has to be

operated at az¼ 0. This corresponds to no dc potential

applied to the end-caps (the so-called “mass-selective in-

stability mode”). Under such conditions, ions will become

ejected from the trap only if their qz value exceeds 0.908

(Fig. 3.24). This is utilized for the purposes of ion detection

in a mass-specific (or, more precisely, m/z specific) fashion.

Since qz¼ 4zeV/(mr0
2v2), gradual increase of V will result

in an increase of qz and will lead to the ejection of ions of

progressively increasing m/z values from the trap, followed

by their detection.

Trapped (stable) ions of a given m/z oscillate at a

frequency (known as secular frequency) proportional to

v. If a harmonic potential is applied to the end-caps,

resonance conditions will be achieved for those ions whose

secular frequency matches that of the applied potential.

Resonant absorption of energy by such ions will progres-

sively increase the amplitudes of their oscillations until they

become unstable and are ejected from the trapping volume

(Fig. 3.23b). Resonant excitation can also be used for mass-

selective ejection/detection by creating a “hole” in the

stability diagram at relatively low qz values. A gradual

increase of V will bring ions of progressively increasing

m/z values to this hole, making their trajectories unstable

and eventually forcing the ions out of the trap.

The ion of interest can also be isolated in the trap using a

variety of methods. For example, the ion can be “brought” to

the apex of the stability diagram, which would make all

other ions unstable (Fig. 3.24). Alternatively, the ion could

be “left” on the qz-axis and the rf amplitude V is then
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Figure 3.23. A schematic representation of a quadrupolar ion trap.

Simulated trajectories of trapped ions (a) and ions undergoing

resonant excitation (b) are shown. [(Courtesy of Prof. Richard W.

Vachet, University of Massachusetts-Amherst).]
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Figure 3.24. A schematic representation of the stability diagram

for the quadrupole ion trap depicted in Figure 3.23
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scanned (increased) to eject all ions with lower m/z values.

Next, a “resonant hole” is created at higher m/z and V is

scanned to force all high m/z ions to exit the trap through

this hole. Once the ion of interest has been isolated, resonant

excitation can be induced by applying a harmonic potential to

the end-caps. The amplitude of the resonant signal can be

adjusted such that the ions are not ejected from the trap, but

rather undergo a series of collisions with the molecules of the

bath gas. If the energy of such collisions is high enough, the

ion internal energy will continuously increase and eventually

cause ion fragmentation. A scan of rf amplitude V after a

period of such collisional activation will allow a mass spec-

trum of fragment ions to be acquired. Precursor ion selection

(isolation), collisional activation and fragmentation, aswell as

mass analysis of the fragment ions all occur sequentially in

the same location, hence the term tandem-in-time (as opposed

to tandem-in-space) MS.

Any one of the fragment ions, produced in the course of

the MS/MS experiments just described, can be isolated in

the trap, activated (the frequency of the resonant potential

will have to be adjusted to the new m/z value), and frag-

mented, followed by the acquisition of a mass spectrum of

the second generation fragment ions. This process can be

repeated any number of times, as long as the number of ions

remaining in the trap is high enough to provide a usable S/N.

Such experiments are referred to as multistage tandem MS,

or simply MSn. Fragmentation efficiency in ion trap MS

often approaches 100% for smaller (<1 kDa) peptide ions.

Due to significant improvements in the performance of

ion traps, ease of operation, and relatively low cost, these

analyzers have recently become very popular, both as

standalone mass spectrometers and as a part of hybrid

instruments. Fast scan time allows ion traps to be coupled

directly to HPLC (using ESI as an interface). Ion traps are

also well suited for pulsed ionization sources (e.g.,

MALDI), although the m/z range of most commercial ion

trap instruments is limited to 6000 (with optimal perfor-

mance <2500), which limits the scope of biomolecules

amenable to analysis. Utilization of ESI can extend the

range of biopolymers amenable to analysis (because of

multiple charging, ESI generated protein ions usually fall

within the “allowed” m/z range). However, one needs to be

aware of another potential problem, which is related to the

space-charge effect. Since the trapping volume is usually

very small, accumulation of a large number of charges,

which may exceed the number of trapped proteins by more

than an order of magnitude due to multiple charging, may

give rise to strong electrical fields inside the trap. Space-

charging phenomena have a detrimental effect on sensitivity

and resolution, and often result in mass spectral artifacts,

such as shifts in measured m/z or ghost peaks (140,141).

More information on the general principles of quadrupole

ion traps can be found in several recent review and tutorial

articles (138,139,142,143).

A significant limitation of the three-dimensional (3D) ion

trap, as mentioned above, is the small trapping volume,

resulting in a limit to the number of ions (charges) that can

be accumulated in a single trapping cycle without adverse

effects (e.g., space-charge distortion). For this reason, the

linear ion trap, with its much larger trapping capacity,

recently has become a popular device that provides the

same versatility, while avoiding the limitations imposed by

space charging. The concept of the linear trap was first

described in the 1960s with research on the quadrupole

storage ring by Drees and Paul (144). The simplest design of

a linear trap is a segmented quadrupole (based on a triple

quadrupole design) in which the central pressurized segment

confines the ions radially in a rf quadrupolar field, while the

terminal segments provide repulsive dc potentials at either

end that contain the ions within the trap. There are many

advantages to this design over the 3D trap, the main one

being a much higher trapping efficiency (theoretically up to

100% in a linear trap versus 5–10% in a 3D ion trap) due to

the lack of an axial quadrupolar field that would otherwise

tend to repel ions. Additionally, the larger internal volume

of the linear trap can accommodate more charges that can

be distributed along the length of the quadrupolar trapping

field, thus minimizing space-charge effects (145,146).

Tandem (MSn) experiments can be performed in a linear

trap in a manner similar to a 3D ion trap, by using resonance

excitation of the ion of interest in the trapping quadru-

pole (147). Ion-detection is normally performedby resonance

ejection of ions radially through slots in the quadrupole

rods to be detected using standard ion detection methods.

Alternatively, the ions can be ejected axially along the length

of the quadrupole and transmitted to further components of

the mass spectrometer. This has led to a variety of uses of

linear traps in hybrid mass spectrometers. For instance,

fragment ions could be transmitted to aFourier transform–ion

cyclotron resonance (FT ICR) or Orbitrap (see below) cell

for high-resolution detection, as will be discussed in Sec-

tion 3.5.8. Generally this results in a significant increase in

duty cycle since ions can be trapped, fragmented, and stored

in the linear trap region while other measurements are being

performed elsewhere in these hybrid instruments.

3.5.5. Mass Analyzer As an Ion Storing Device:

FT ICR MS

Ion confinement to a limited volume can also be achieved by

using a combination of electrostatic and magnetic fields.

The simplest configuration of such a trapping device is

depicted in Figure 3.25. A dc potential applied to the front

and back plates will restrict the ion motion in the z-axial

direction, while a constant magnetic field in the same

direction will induce a circular (cyclotron) motion in the

(x, y) plane. In accordance with Eq. 3-1-1, the centripetal

force will be equal to the Lorentz force exerted on the ion by
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the magnetic field, and so the cyclotron motion frequency vc

will be uniquely determined by the magnetic field strength B

and the m/z ratio of the ion:

vc ¼ zeB

m
ð3-5-10Þ

Therefore, measuring vc can be used for mass analysis.

Various modifications of this concept were brought forward

in the late 1940s – early 1950s under the names magnetic

TOF mass spectrometer, where the flight time was actually

the cyclotron motion period T¼ 2p/v (148,149), magnetic

period mass spectrometer or mass synchrometer (150,151),

omegatron (152,153) and magnetic resonance mass spec-

trometer (154). Since frequency is a physical parameter that

can be measured very accurately, mass spectrometers based

on the principle of cyclotron motion can provide the

highest accuracy m/z measurements. However, it was not

until the mid-1970s that ICR MS (155) finally became the

powerful analytical technique we know now due to the

introduction of digital FT as a means of producing the mass

spectrum (156). A more detailed historical account of the

development of ICRMS can be found in an excellent review

by Marshall (157).

Ion detection in FT ICR MS is done by measuring the

magnitude of the “image current” induced on the plates by

the ion orbiting between them (Fig. 3.25). Unsynchronized

motion of a large number of ions will result in no net current

due to the random distribution of phases among the ion

population. Therefore, ion detection must be preceded by

ion excitation (e.g., by applying a uniform harmonic electric

field in the direction orthogonal to the magnetic field). If the

field frequency is the same as the cyclotron frequency of the

orbiting ions, they will be synchronized (brought in phase

with the field). Furthermore, such resonant conditions will

elevate ion kinetic energy, increasing the radii of their orbits

and, therefore, the magnitude of the image current induced

by each ion. A homogeneous population of ions whose

orbiting motions are in phase will induce an image current

on the “receiver” plates (the top and bottom plate on

Fig. 3.25) of the form I¼ I0�sin(vtþa), whose angular

frequency v will be equal to the cyclotron frequency vc

of the orbiting ions. The amplitude of the current I0 will be

proportional to the number of ions in the population and

essentially independent of the cyclotron frequency vc under

typical ICR conditions (158). If several ion populations (of

different m/z ratios) are present in the cell and are excited to

higher orbits, the resulting image current will be a super-

position of several sinusoidal signals, each having a char-

acteristic angular frequency uniquely determined by the

magnetic field strength and the m/z ratio of the correspond-

ing ion population (Eq. 3-5-10). [The actual cyclotron

frequency in a real ICR cell will be lower than vc due to

the presence of an electrostatic potential, which traps the

ions in the axial (z) direction.] Fourier transformation of such

a spectrum (from the time domain to the frequency domain)

will allow the cyclotron frequency of each ion population to

be determined and m/z values calculated (Fig. 3.26).

Fourier transform ICR MS offers the advantage, over

other MS detection methods, of being able to detect all ions

simultaneously across a wide m/z range within a very short

period of time. Increasing the measurement time in an FT

ICR MS experiment enhances not only the S/N, but also the

resolution. The latter is usually limited by “collisional

B im
a

g
e

 c
u

rr
e

n
t

io
n

ic
 s

ig
n

a
l

time

frequency

m/z

Figure 3.25. Principle of ion trapping, broad-band excitation and detection in FT ICR MS
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damping” of the cyclotron motion (in contrast to quadrupole

ion traps, ion-neutral collisions in the ICR cell have

detrimental effects on the quality of mass spectra). Such

collisions result in broadening and shape distortion of the

ion peaks (without altering the m/z values), hence the very

high vacuum requirements for high-resolution measure-

ments (more demanding compared to most other mass

analyzers). Due to the limited volume of the ICR cell,

space-charge effects also negatively impact the quality of

FT ICR MS data (causing systematic shifts in the observed

cyclotron frequencies of ions and, therefore, limiting the

accuracy of mass measurements). Since all ions experience

the same space-charge induced frequency shift, accurate

mass measurements can be carried out using internal

calibration (159). Commercial FT ICR instruments offer

resolution exceeding 100,000 in the broadband mode, far

outperforming most other types of mass analyzer (except

Orbitrap, see Section 3.5.6). Image current detection is

generally less sensitive compared to the “classical” ion

counting techniques utilized by other types of mass analy-

zers. However, FT ICR MS detection is nondestructive and

the data acquisition can be carried out with the same ion

population over an extended period of time using multiple

remeasurements (160,161). In fact, it is possible to use

FT ICR MS to trap and detect individual multiply charged

macromolecular ions (162).

Inverse FT (from the frequency to the time domain)

allows “custom” excitation spectra to be designed. Such

stored waveform inverse Fourier transform (SWIFT) exci-

tation is used for highly selective ion excitation and/or

ejection from the trap. This excitation is an extremely

effective method for ion isolation in the ICR cell.

Fragmentation of the isolated ions can be induced by a

variety of means, including collisional activation (e.g.,

sustained off-resonance irradiation, SORI CID), photo-

activation (e.g., infrared multi-photon dissociation, IRMPD

(105)), electron capture, ECD (111), and so on. Most of

these methods (with the exception of ECD) are slow-heating

methods according to McLuckey’s classification (91). High-

er-energy CAD can be implemented by using collisional

activation of ions in the external source (e.g., nozzle-skim-

mer CAD in the ESI interface). Trapping the activated ions

[either in the ICR cell or in the external reservoir, e.g., a

hexapole ion guide (163)] allows the yield of the dissoci-

ation to be increased dramatically compared to other mass

analyzers. Since FT ICR MS is a trapping device, it allows

multiple stages of ion fragmentation to be carried out in

sequence. Combination of several ion fragmentation tech-

niques in one experiment often provides significant im-

provement of the sequence coverage of macromolecular

ions (164). More information on general principles of FT

ICR MS and its applications to biomolecular analyses can

be found in recent reviews (165,166).

3.5.6. Mass Analyzer as An Ion Storing Device:

Orbitrap MS

A relative newcomer to the battery of mass analyzers was

recently developed by Makarov (167,168), namely, the

Orbitrap. The concept is similar to the Kingdon trap,

developed in 1923, that relies only on electrostatic fields

to trap the ions in a cylindrical outer electrode around

a thin wire (169). The Orbitrap design is illustrated in

Fig. 3.27. Basically, ions are injected into a “quadro-

logarithmic” electrostatic potential created by a central

spindle electrode surrounded by the curved outer electrode,

described by

Uðr; zÞ ¼ k

2
z2� r2

2

	 

þ k

2
� Rmð Þ2 � ln r

Rm

� �
þC ð3-5-11Þ

where r and z are cylindrical coordinates within the elec-

trode, C is a constant, Rm is the characteristic radius, and k

is the curvature of the field. Once ions are injected into this

electrostatic field with a velocity perpendicular to the z-axis

of the trap and with an offset from the center of the trap,

they orbit around the central electrode, but also oscillate

along the z-axis with a frequency simply related to theirm/z
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Figure 3.26. The FT ICR mass spectra of ubiquitin: raw data in

the time domain (a) and the FT spectrum (frequency domain) (b).
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and the field curvature (167):

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz=mÞ � k

p
ð3-5-12Þ

Ions can then be detected based on their frequencies of

oscillation by image current in a method analogous to the FT

ICR analyzer described above, with the time domain signal

converted to a mass spectrum by FT. Because the frequency

along the z-axis is essentially independent of the energy and

spatial arrangement of the ions, very high resolution and high

mass accuracy measurements can be achieved by this method

of detection (171). The Orbitrap analyzer has many advan-

tages, includinghigh resolution andhighmass accuracydue to

the static nature of thewell-defined electric field in the trap (cf.

FT ICR). However, the higher capacity and independence of

m/z on the trapping ability relative to other trapping devices

means that the Orbitrap can achieve a much higher dynamic

range. Also, since the frequency resolving power is inversely

proportional to (m/z)1/2 (Eq. 3-5-12) rather thanm/z (Eq. 3-5-

10), the usable high-resolution mass range is significantly

enhanced forOrbitrap versus FT ICR.Resolution is limited by

the residence time of ions in the trap, however; nevertheless,

an Orbitrap instrument can routinely achieve 100,000 resolv-

ing power and achieves a higher dynamic andm/z range with

generally much less tuning required. Coupled to the fact that

an Orbitrap is significantly smaller and does not require

cryogenic cooling, this has become an attractive device in

modern laboratories limited by space and consumables bud-

gets, but who still require high-resolution MS capabilities.

3.5.7. Ion-Mobility Analyzers

Another technique that has enjoyed significant attention in

recent years relies on the idea that macromolecular ions with

different structure will pass through a drift tube filled with

an intermediate pressure of neutral gas molecules at differ-

ent rates depending on their collisional cross-sections. First

developed in the 1950s by McDaniel et al. (172) and

Kebarle et al. (173) for the study of ion-molecule reactions

in gases (172,173), drift time ion-mobility spectrometry

measures the amount of time that an ion takes to migrate

through a buffer gas in the presence of a low electric field.

Under conditions where diffusion processes are dominant

(thermal energy from collisions exceeds energy of the ions

due to the electric field), the velocity, v of the ion under the

influence of electric field E, is inversely proportional to its

collisional cross-section (W):

v ¼ 3ze

16N

1

W
2p

mkBT

	 
1=2

�E ð3-5-13Þ

where z is the charge on the ion, m is the reduced mass of the

ion and the buffer gas, kB is the Boltzmann constant, and N

is the number density of the buffer gas. Thus, measuring the

drift time of an ion through a drift cell of known length

yields characteristic information that has been used for the

analysis of small molecules (e.g., drugs and explosives).

Coupled to a mass spectrometer, it now becomes possible to

also measure m/z of the ions, thus enabling calculation of

the collisional cross-section.

Seminal work by Bowers, Clemmer, Jarrold, and their

co-workers with peptides and small proteins using in-house

built instrumentation laid the groundwork for understanding

how ion mobility can be used to determine protein con-

formations in the gas phase. (174–178). Modeling based on

molecular dynamics simulations can be used to fit the

measured ion mobilities to reasonable molecular structures

that fit with the observed collisional cross-sections. How-

ever, only recently has commercial instrumentation become

available to enable more widespread usage. Since then many

studies have been performed that suggest proteins can retain

structures in the gas phase that reflect their solution prop-

erties (179,180), and even macromolecular complexes can,

to a large extent, be maintained (181). This technique also

appears to complement, in many ways, the analysis of

Figure 3.27. Schematic diagram of an Orbitrap mass analyzer interfaced to a linear ion trap.

[Reprinted with permission from (170). Copyright � 2005 John Wiley & Sons.]
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charge-state distributions of macromolecular ions electro-

sprayed from solution, as described in Section 4.1.4. A

complete description of ion mobility mass spectrometry

(IM–MS) for the study of biomolecular structure is beyond

the scope of this text, but there are some excellent recent

reviews (182,183).

3.5.8. Hybrid Mass Spectrometers

In addition to the mass analyzers described in the preceding

sections, there is an increasing number of hybrid mass

spectrometers that combine more than one type of mass

analyzer in a single instrument. Hybrid mass spectrometers

often feature enhanced performance as a result of capital-

izing on the advantages provided by each component. While

earlier versions of hybrid MS systems almost always uti-

lized a sector instrument as the first stage, more recently the

focus has been shifting toward TOF MS and quadrupole ion

trap MS as the core component. Combination of a quadru-

pole mass filter and a reflectron-TOF mass analyzer has

been particularly popular (184). This configuration offers

tandem capabilities, high resolution, an extendedm/z range,

and fast analysis time. Another hybrid instrument that has

gained popularity in recent years combines a quadrupole ion

trap and a TOF mass analyzer (185). Also, two recent high-

end commercial products combine a linear ion trap (186)

or a quadrupole filter (187) with FT ICR MS for high-

resolution detection.

Finally, an instrument that has enjoyed immense popu-

larity in recent years is the hybrid linear trap–Orbitrap mass

spectrometer. This combines the speed of acquisition and

MSn capabilities of a linear trap with the high-resolution and

high-mass accuracy of an Orbitrap analyzer. This system

can acquire multiple MS and MS/MS spectra per second,

compatible with LC separations, but is also able to pass

user-selected (or software-selected based on criteria) ions to

the Orbitrap for accurate mass determination. This combi-

nation has proven exceptionally useful in the field of

proteomics where rapid MS/MS sequence data are

complemented by high-resolution parent ion mass determi-

nation, giving increased confidence in peptide mass

assignments (170,188,189).

This chapter, gave a brief overview of the concepts

underlying MS and the technology available to achieve

mass measurements. Chapters 4–9 describe some of the

many and increasing number of applications of these MS

methods in the biophysical arena.
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4
MASS SPECTROMETRY BASED APPROACHES TO STUDY
BIOMOLECULAR HIGHER ORDER STRUCTURE

Obtaining higher order structures of biopolymers is usually

a first step in analyzing their behavior and understanding

function. While X-ray crystallography and high-field

NMR undoubtedly provide the highest quality information,

limitations of these techniques (as discussed in Chapter 2)

often make such high-resolution structures unavailable

for a variety of important proteins and their assemblies.

Other biophysical techniques, (e.g., SEC, and scattering

methods) often provide information that can be used for

evaluating quaternary structure of protein assemblies;

however, the resolution is typically low. This chapter dis-

cusses various MS based approaches to evaluate higher

order structure at various levels of spatial resolution when

the crystallographic and NMR data are unavailable or

insufficient. This chapter begins with a presentation of

methods used to determine the composition and stoichi-

ometry of protein assemblies and other noncovalent com-

plexes of biopolymers, the domain of “native” ESI MS. We

will also briefly review additional information that can be

deduced from native ESI MS measurements. This includes

understanding the hierarchical organization of protein

quaternary structure (based on controlled fragmentation

of protein complexes in the gas phase) and estimating

solvent-accessible surface areas in proteins and protein

complexes (based on the number of charges accommodated

by the protein). We will then proceed to review MS-based

methods used to probe biomolecular topology and topog-

raphy. These methods generally utilize chemical cross-

linking to characterize tertiary and quaternary contacts

by generating proximity maps. Finally, we will discuss

various methods of mapping solvent accessibility

of protein segments. In addition to permanent covalent

modification of protein surfaces in both specific and

nonspecific fashion, we will briefly discuss application of

hydrogen--deuterium exchange to mapping protein--

protein interfaces.

4.1. DIRECT METHODS OF STRUCTURE
CHARACTERIZATION: NATIVE ELECTROSPRAY

IONIZATION MASS SPECTROMETRY

4.1.1. Preservation of Noncovalent Complexes in the

Gas Phase: Stoichiometry of Biomolecular Assemblies

It was not too long ago that probing the quaternary structure

of proteins in solution using MS was met with skepticism in

many quarters of the biophysical community. Indeed, water

is essential to biological processes in general and to the

protein structure and function in particular (1). Significant

alterations of the protein structure upon dramatic changes in

its environment (i.e., complete removal of solvent) are

expected and in fact have been documented in many

cases (2,3). Protein behavior in a solvent-free environment

is now being actively looked at, as such studies hold the

promise of providing a distinction between the “intrinsic”

and “externally imposed” properties of biological macro-

molecules (4). One general conclusion that is particularly

important within the context of this chapter relates to the

fate of protein assemblies upon desorption from solution to

the gas phase. The existing body of knowledge suggests
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that most types of intra- and intermolecular interactions in

proteins are preserved in vacuo (5,6), with the notable

exception of hydrophobic interactions [although a recent

report suggests that macromolecular associations held to-

gether exclusively by hydrophobic interactions may also

survive, especially if there is a high steric complementarity

between the binding partners (7)].

Numerous studies have demonstrated that noncovalent

macromolecular complexes can survive the transition from

solution to the gas phase when using relatively mild desolva-

tion conditions in the ESI MS interface. The two parameters

that are usually most critical for the survival of noncovalent

complexes upon this transition are the ESI interface temper-

ature and the electrical field in the ion desolvation region,

which determines the average kinetic energy of ions under-

going frequent collisions with neutral molecules in this

region. Keeping these parameters at relatively low levels

allows the composition of macromolecular assemblies to be

determined reliably and with minimal sample consumption

(Fig. 4.1). When executed carefully, such experiments pro-

duce correct (i.e., confirmed by other methods) information

on the stoichiometry of multiprotein complexes (8–12) and

provide information on smaller ligands (metal ions, small

organic molecules, etc.) that are present in these multiunit

assemblies. While selecting mild conditions in the ESI MS

interface region is critical for success of such experiments,

another critical aspect in experimental design is selection of a

solvent system that is compatible with ESI (see Section 3.2.2

for more detail), and yet has the physicochemical parameters

(most importantly pH and ionic strength) that are as close as

possible to that of the native environment of the proteins

[hence the frequently used name of this technique, native

MS (11)]. This is usually achievedby using aqueous solutions

of volatile salts (e.g., ammonium acetate or ammonium

bicarbonate) at appropriate concentration levels, which pro-

duce pH close to neutral.

Determination of the number of polypeptide subunits in

relatively small homooligomers usually does not require very

high accuracy in mass measurements. However, a serious

problemmay arise if the complex is composed of a number of

different polypeptide chains or else contains low molecular

weight components (metal ions, organic cofactors, etc.),

which need to be accounted for. As mentioned above, pres-

ervation of noncovalent interactions is often achieved by

reducing the efficiency of the ion desolvation step, and the

survival of larger macromolecular complexes critically de-

pends on the presence of a significant number of residual

solvent molecules and small counterions (13,14). Therefore,

preservation of noncovalent complexes in the gas phase is

typically done at the expense of mass accuracy, which is

critical for correct assignment of the small molecular weight

components of a high molecular weight complex.

In addition to adduct formation, which increases the

apparent mass of the macromolecular species, the mass

measurement process is frequently complicated by the

ambiguity of charge-state assignment of ions in ESI mass

spectra. The task of correct charge-state assignment be-

comes increasingly difficult for larger macromolecular sys-

tems, and is greatly exacerbated by the heterogeneity of

ionic species. Several methods have been introduced in

recent years that deal with this problem, most of which

rely upon finding the best fit for the experimental data using

various computational algorithms (9,15,16). The basic as-

sumption of these approaches is that the mass of the

noncovalent complex (or any macromolecular ionic species)

is constant and allows the correct charge states in a peak

series to be determined using an optimization procedure.

The correct charge-state assignment is the one that yields
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Figure 4.1. The ESI mass spectra of bacterial enzyme NikR

acquired under denaturing (a) and near-native conditions (b).

Protein dissociation upon denaturation allows the mass of the

monomeric unit to be measured with high precision (15,093� 1

Da). Mass measurements carried out under near-native conditions

(60,372� 2Da) indicate that the protein exists in solution exclu-

sively in the tetrameric form, consistent with the crystal structure

(shown in panel b; PDB accession number 1Q5V).
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the minimal standard deviation S for the entire series of

ionic species (17):

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN�1

i¼1
ðki � zi� mh iÞ2

r
ð4-1-1Þ

where ki is the apparent m/z for the ith ionic peak in the

data set containing N peaks representing the macromole-

cule; zi is the charge assigned to this peak, and hmi is the
mass of the macromolecule (defined as the mean mass

averaged across the entire set of N ionic species. Sophis-

ticated algorithms are capable of defining the boundaries

of mixed ionic signals when multiple species are present

in solution and do not have limitations vis-�a-vis m/z

windows (17).

4.1.2. Utilization of Ion Chemistry in the Gas Phase to

Aid Interpretation of ESI MS Data

The optimization methods discussed in the preceding par-

agraph have been utilized successfully to interpret ESI MS

data for very large (>1MDa), but relatively homogeneous,

proteins and protein complexes. However, they frequently

fail when applied to highly heterogeneous systems. The

structural heterogeneity of glycoproteins with high carbo-

hydrate content and other polydisperse macromolecules

poses a serious challenge to ESI MS analysis for two

reasons. First, the population of ionic species with different

masses distributed over a relatively narrow m/z range often

gives rise to unresolved or poorly resolved ionic signals and

may lead to significant overlap of ion peaks representing

different charge states. Second, as we will see in Section

4.1.4, the extent of multiple charging in ESI MS depends on

the physical size of the macromolecules. In the case of

polydisperse systems, this may result in a situation where

the measured average ionic mass (or mass distribution)

depends on its charge, which obviously complicates decon-

volution of ESI MS data (18). A recently introduced ap-

proach to deal with this problem combines complexity

reduction (mass-selection of a narrow distribution of ionic

species from a heterogeneous mixture) and gas-phase ion

chemistry (electron transfer reactions) to induce partial

reduction of the ionic charge. The resulting spectra are

devoid of complexity and are easy to interpret, allowing

correct mass assignment to be made (Fig. 4.2).

Collisionally activated dissociation (CAD) is another type

of ion manipulation in the gas phase that is frequently

employed to aid interpretation of ESI mass spectra of non-

covalent complexes.We already mentioned that preservation

of noncovalent interactions is often done by reducing the

efficiency of the ion desolvation step, which inevitably pro-

motes generation of ions with extensive adduct binding.

To improve the accuracy of mass measurements under these

circumstances, Amster and co-workers (19) suggested to
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Figure 4.2. The ESI mass spectra of a-galactosidase (3mM in 50 mM ammonium acetate) acquired

with a hybrid quadrupole--time of flight mass spectrometer (TOF MS, gray trace) and the results of

incomplete reduction of a narrow population of protein ions mass selected from one of the charge

states (black trace). [Adapted with permission from (18). Copyright � 2010 American Chemical

Society.]
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supplement mild ESI MS measurements with those carried

out under harsher conditions. Although the latter step leads to

partial dissociation of noncovalent complexes in the gas

phase, the surviving assemblies appear to have lower residual

solvation, and a stepwise increase of the electrostatic field in

the interface region eventually results in dissociation of

cofactors from the subunits, thereby enabling a reliable

identification and an exact count of the lowmolecular weight

species present in each subunit (19).

An example of using limited collisional activation of

noncovalently bonded protein complexes in the gas phase to

enhance the quality of their mass measurement is shown in

Figure 4.3,which presents thework carried out in the authors’

laboratory in 1999. An ESI mass spectrum of a metallo-

enzyme NiSOD from Streptomyces (20) acquired under

relatively gentle conditions in the ESI interface region re-

vealed the presence of a species whose mass was determined

to be 79,594Da (gray trace in Fig. 4.3). Although this mass is

consistent with the notion of NiSOD being a hexamer (aver-

agemass of amonomeric unit calculated based on the protein

sequence is 13,188.1Da), it did not allow the exact number of

Ni atoms to be determined, as the measured mass exceeded

that calculated for the hexamer (where Ni2þ is bound to each

monomericunit) by0.16%.While thismight be consideredan

excellent precision by someone accustomed to polyacryl-

amide gel electrophoresis (PAGE)- or SEC-based mass mea-

surements, the absolute value of the resulting discrepancy

(125Da) exceeds the mass of two additional nickel atoms.

Furthermore, prior to these MS measurements, NiSOD was

believed to be a tetramer based on the results of earlier

cross-linking measurements, where four cross-linked units

were observed as the highest oligomer (20). This contributed

further uncertainty toward interpretation and indeed accep-

tance of the MS data. However, collisional activation of the

NiSOD complex in the gas phase (black trace in Fig. 4.3)

allowed the mass of the surviving assembly to be measured

with much higher precision, which yielded a discrepancy of

only 4Da (0.005%) between the measured mass and the sum

of six polypeptide chains and six nickel atoms. It is ironic that

the dispute between native ESIMSmeasurements and cross-

linking experiments regarding the correct stoichiometry of

NiSODwas settled a couple of years later in favor of ESIMS

by the authors of the initial cross-linkingwork,whopublished

a crystal structure of this enzyme, which was indeed hex-

americ (21). It is difficult to think of a more gratifying way to

have once controversial conclusions proven correct!

Stepwise Dissociation of Macromolecular Complexes in the

Gas Phase. Dissociation can also be very effective when

analyzing the composition of complex heterooligomeric as-

semblies containing a significant number of incongruent

biopolymer subunits (22–25). In some cases, the order of

sequential departure of subunits from the assembly may

provide low-resolution information on protein quaternary

structure by revealing the identity of interacting subunits

in the complex. Even in a situation when all subunits are

identical, controlled dissociation experiments can be quite

useful, as they can reveal details of the “super-quaternary”

structure, that is, hierarchical organization of protein com-

plexes (26,27).

Figure 4.3. The ESI mass spectra of Streptomyces nickel superoxide dismutase (NiSOD)

(0.125mg/mL in 5-mM ammonium bicarbonate) acquired under relatively mild conditions in the

ESI interface (gray trace) and following collisional activation.
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4.1.3. Dissociation of Noncovalent Complexes in the Gas
Phase: Can It Lead to Wrong Conclusions?

Despite the great analytical utility of studying the gas-phase

dissociation of noncovalent complexes, these processes

frequently cause concern. Indeed, it could be argued that

the occurrence of uncontrolled fragmentation in the gas

phase may lead to incorrect conclusions vis-�a-vis compo-

sition of the noncovalent assemblies in solution. In most

cases, however, these concerns are unfounded, as the com-

mon mechanism of dissociation of noncovalent complexes

in the gas phase [asymmetric charge partitioning (28)]

gives rise to a distinct dissociation pattern that is very

different from the disassembly processes occurring in solu-

tion. Asymmetric charge partitioning proceeds through ejec-

tion of a single polypeptide chain from ametastable complex,

with the ejected unit carrying a disproportionately high

number of charges (29). An example of such a process is

shown in Figure 4.4, where mild collisional activation

of large protein complexes (the 14-mer molecular chaper-

one GroEL) in the ESI interface results in ejection of a highly

charged monomeric ion from the complex. The remainder of

the complex (13-mer) retains a disproportionately low frac-

tion of the initial number of charges (average charge 43þ),

giving rise to ionic signal at the high end of them/z scale. The

anomalous charge density of the products of dissociation is a

clear indication that these species are generated in the gas

phase rather than in solution (30).

The origin of asymmetric charge partitioning is likely to

be the electrostatic repulsion within the ESI generated

multicharged noncovalent complexes, in which case the

fragmentation process should resemble Coulombic explo-

sion of a liquid droplet charged to the Rayleigh limit (31).

The commonly observed asymmetric dissociation in this

case would correspond to a fine fission mode, which is

initiated in critically charged droplets by formation of a

Taylor cone, through which ejection of a small mass of

liquid carrying a disproportionately large fraction of the

total charge occurs (13). It seems plausible that fluctuations

of charge density on the surface of a globular noncovalent

assembly in the gas phase would lead to formation of a local

instability similar to the Taylor cone, followed by ejection of

highly charged matter. The charge-density fluctuations are

likely to occur within the solvation shell of the noncovalent

complex. The solvation shell is composed mostly of the

ionic and polar solvent components, which may shuttle the

charges across the surface of the complex, eventually
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Copyright � 2008 American Society for Mass Spectrometry.]
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leading to formation of a local instability (a process that is

obviously facilitated by collisional activation of the com-

plex). Since the ejection of soft matter in the fine fission

mode occurs through a fine jet, the departing monomer will

necessarily unravel in the process of (but not prior to) its

ejection. Since the jet is formed by a single subunit, it will

not disintegrate, unless the departing monomer contains

noncovalently bound ligands and cofactors.

Such behavior can be seen in Figure 4.5, where

asymmetric dissociation of a globular tetrameric complex

(hemoglobin tetramer (a�b�)2, where � denotes a heme

group attached to a globin chain) results in ejection of a

highly charged monomer (either a or b), whose heme group

does not necessarily accompany the chain during this event.

This results in the appearance of a rather exotic ionic species

in the mass spectrum, such as a trimer carrying four heme

groups (e.g., (a�
2b��)8þ in the expanded region of

Fig. 4.5b). Such extreme behavior exhibited by the protein

assembly upon its dissociation in the gas phase is very

different from hemoglobin tetramer dissociation in solution,

which is known to proceed via formation of heterodimers

(i.e., (a�b�)2 ! 2 a�b�, followed by dimer dissociation to

monomers). In general, dissociation of protein assemblies in

the gas phase almost always manifests itself in ESI mass

spectra by giving rise to ionic species of either exotic

composition or anomalous charge density. Therefore, in

most cases it is not too difficult to make a clear distinc-

tion between the dissociation processes occurring in solu-

tion and in the gas phase. In addition the experimental

conditions can be adjusted to minimize or completely

eliminate the former.

4.1.4. Evaluation of Macromolecular Shape in Solution:

The Extent of Multiple Charging in ESI MS

Characterization of multiunit protein assemblies discussed

in the previous sections relies on measuring the masses of

protein ions and their complexes. However, the protein ion

charge can also provide useful information. In fact, it was

not long after the acceptance of ESI MS as a tool for

measuring masses of macromolecular ions that observations

were made linking the extent of multiple charging to protein

geometry in solution (32,33). The relationship between the

charge on a protein ion and its size (geometry) has been the

focus of numerous investigations. One particularly useful

tool that has emerged from these studies is the analysis of

conformational dynamics in solution, which allows onset of

protein unfolding to be detected by monitoring protein ion

charge-state distributions in ESI MS (considered in more

detail in Chapter 5). However, even in the absence of

unfolding events, analysis of charges accommodated by

protein ions may provide useful information regarding their

higher order structure.

The average charge of a protein ion tends to increase as

the protein size (mass) increases. This is particularly obvi-

ous under denaturing conditions, as the m/z values of most

proteins tend to fall within the same range (800--2500 u)

irrespective of their masses. The average charges of protein

ions generated under near-native conditions also increase as

the protein mass increases, although not as fast, giving rise

to a progressive increase in the m/z values (Fig. 4.6). The

mass spectrum shown in Figure 4.6 is noteworthy for

another reason, as it clearly demonstrates that, unlike the

mass, the charge of protein complex ions does not follow

the principle of additivity, that is the average charge of the

protein complex ion is significantly less than the sum of the
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charges of ions representing the individual constituents of

the complex.

The average number of charges accommodated by

protein ions generated under native conditions in solution

was shown by Fenselau et al. (34) to exhibit a strong

dependence on the surface area of the native conformation

in solution. de laMora (35), Heck and vanDenHeuvel (36),

and Nesatyy and Suter (37) analyzed compiled sets of ESI

MS data for a variety of globular proteins under native

conditions and usedDole’s Charged ResidueModel (CRM,

see Appendix) to rationalize the apparent correlation be-

tween the calculated radius of gyration of the proteins in

solution and their average and highest charges in the gas

phase, as determined from the ESI mass spectra. While

these analyses clearly showed a general trend, the observed

correlations were not perfect. This is not particularly

surprising, since the experimental conditions used to ac-

quire the individual data sets were very different. As a

result, the outcomes of such measurements were affected

by extrinsic factors to various degrees, causing random

deviations from a putative protein ion charge--protein

geometry correlation. To eliminate these deviations, we

used a set of proteins, ranging from the small polypeptide

insulin (5 kDa) to a large multiunit protein ferritin

(500 kDa), to acquire MS data under identical conditions

aiming to find a correlation between the average ionic

charge and parameters of protein geometry in solution,

such as surface area (38). All measurements were carried

out under conditions that minimize variation of the

extrinsic factors affecting protein ion charge state distribu-

tions (38,39). The experimentally determined empirical

correlation (N¼Noþ Sa) is presented in Figure 4.7; as can

be seen from the discussion below, this correlation is in

excellent agreement with the current view of ESI processes

and the predictions of the CRM.

According to the CRM model, generation of protein ions

is caused by an efficient droplet atomization process, which

is a consequence of the Rayleigh instability. The instability

criterion is given by (40):

g ¼ ðNeÞ2
8peod3

o

ð4-1-2Þ

where g is the solvent surface tension, eo is the permittivity

of vacuum, Ne represents the net charge of the droplet, and

do is its diameter. The droplets generated during disinte-

gration of the jet emitted from the unstable droplet (progeny

droplets) have a narrow size distribution and are close to the

instability criterion, which means they undergo fission soon

after separation from the main droplet. In contrast, a second

fission of the parent droplet would require substantial

solvent evaporation in order to bring it back to instability

conditions (Eq. 4-1-2).

The protein molecule is likely to remain in the parent

droplet following the Coulombic explosion, if it was resid-

ing in its interior just prior to the fission event. At the same

time, protein molecules positioned close to the droplet

surface are likely to be ejected with the progeny droplets.

In any event, the fission process is likely to occur several

times prior to generating a droplet whose size is barely

adequate for encapsulating the protein molecule. If protein

structure disruption does not occur or is minimal during the

ESI process, the geometry of the native conformation will

actually be one of the major determinants of the physical

size of the smallest droplet still capable of encapsulating the

protein. This would set a limit for the total charge accu-

mulated by the protein upon complete evaporation of any

residual solvent from such a droplet. Similar arguments

were used by de la Mora (35) (in addition to assuming a

near-spherical shape of the protein molecule in its native

conformation), to predict the following limit on the number

of charges accumulated by protein ions:

N ¼ 8

e
pgeoR3

i

� �1=2 ¼ 4

e

g2e2o
4p

� S3i
� �1=4

ð4-1-3Þ

where e is the elementary charge, and Ri (Si) is the radius

(surface area) of the globular protein ion in spherical

approximation.

A spherical approximation, however, does not provide

adequate description of shape for the majority of proteins,

even globular ones. In order to extend Eq. 4-1-3 to proteins

2500 3000 3500 4000 4500 5000

(m/z)

D12+

D13+

T18+

T19+

T17+

[T
T

]27
+

[T
T

]26
+

[T
T

]28
+

0

100

re
la

tiv
e 

ab
un

da
nc

e

D11+

Figure 4.6. The ESI mass spectrum of human sickle cell hemo-

globin (40 mM solution, calculation of molar concentration is based

on the tetrameric structure) acquired at neutral pH in 10 mM

ammonium acetate. The labeled ionic species represent dimers (D),

tetramers (T), and octamers (TT). [Adapted with permission
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whose shapes deviate significantly from the ideal sphere, we

will consider the electrohydrodynamic processes of parent

droplet disintegration and progeny droplet formation in

greater detail. Disintegration of the parent droplet in the

fine fission mode results in ejection of a jet in the direction

of the external field gradient. The jet itself is unstable and

eventually disintegrates, giving rise to an ensemble of

progeny droplets. A critical question here is how the charge

on the jet is distributed among these droplets. There is

apparent disagreement in the literature as to what the scaling

law is. de Juan and de la Mora (41) suggested that the jet

charge “remains nearly tied to the liquid during the break-

up process,” so that the charge density is nearly constant for

a given spray:

q � V � R3 ð4-1-4Þ

where V is the volume and R is the radius of a given progeny

droplet immediately after jet disintegration. In this case, the

charge is assumed to be tied to the bulk volume of the jet.

The bulk of the solvent, however, is a conducting liquid,

which would remain charge- and field-free in the quasistatic

approximation, forcing the net charge to be distributed

along the surface of the jet. Therefore, it appears that

constancy of the charge--volume density (Eq. 4-1-4) should

be substituted with constancy of the charge--surface (S)

density:

q � S � R2 ð4-1-5Þ

A more rigorous consideration of these processes by

Hartman et al. (42) led to the suggestion that progeny

droplet charge--size correlation is even weaker:

q � V1=2 � S3=4 � R3=2 ð4-1-6Þ

While most progeny droplets assume near-spherical shape

following jet disintegration, some internal constraints (e.g.,

the presence of nonspherical particles inside the jet), may

lead to generation of nonspherical droplets as well. In order

to estimate the charge transferred to such droplets, one

would need to use the surface of the nonspherical particle

as a limiting factor:

q � S

a

� �3=4
ð4-1-7Þ

where a is a measure of deviation of the droplet surface from

that of the encapsulated particle. This correction factor is
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Figure 4.7. Correlation between the average charge state of protein ions generated by ESI under

near-native conditions (10 mM ammonium acetate, pH adjusted to 7) and their surface areas in
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expected to be close to unity for particles with topologically

simple (smooth) surfaces. However, the value of a is ex-

pected to increase as the particle surface topology becomes

more complex (due to the presence of cavities, etc.). The

scaling law (Eq. 4-1-7) gives the same charge--surface area

dependence as the estimation of the charge limit for spher-

ical progeny droplets (Eq. 4-1-3), after taking into account

the correction factor a. If the nonideality parameter a does

not exhibit significant variation within a set of proteins, one

should expect to observe a linear charge--surface depen-

dence in the log--log coordinates with a slope of 0.75. This

value is in a remarkably good agreement with the empir-

ically observed correlation shown in Fig. 4.7 (38):

lnðNÞ ¼ Aþa � lnðSÞ; a ¼ 0:69� 0:02 ð4-1-8Þ

Very similar slopes (0.68� 0.02 and 0.66� 0.03) were ob-

tained in a more recent study based on a smaller set of

proteins (39,43) and a recent comprehensive analysis of

published data (44). The charge--surface correlation docu-

mented in (38) and confirmed in (39,43,44) can be used to

provide reasonable estimates of protein surface areas in

solution. Although this method presently cannot rival other

established techniques as far as measurement precision, it is

useful for the characterization of protein assemblies in solu-

tion that are not amenable to analysis using traditional bio-

physical tools due to their transient nature or heterogeneous

character, suchasearlyprecursors toproteinaggregation (39).

4.1.5. Macromolecular Shape in the Gas Phase: Ion

Mobility--Mass Spectrometry

With the general acceptance of the fact that the quaternary

structure of proteins, as well as other biopolymers, can be

preserved in the gas phase, the next logical question is if the

same is true for protein conformation. Should the answer to

this question be affirmative, then the experimental methods

based on ion mobility--mass spectrometry (IM--MS) can be

used to characterize the architecture of proteins and their

assemblies beyond the composition and surface area esti-

mates that can be provided by ESI MS alone. The results of

initial studies are very encouraging, as they suggest that gas-

phase mobility of ions representing folded proteins in

solution are significantly higher compared to their unfolded

counterparts (5), indicating that at least some “memory” of

the solution-phase conformation is retained upon protein

transition to the gas phase. Applications of IM--MS to

characterization of the quaternary structure of protein as-

semblies have also yielded encouraging results. For exam-

ple, IM--MS provides clear evidence (45) that the oligomeric

intermediates of viral capsid assemblies are less compact

compared to globular proteins of the same size (Fig. 4.8).

Ion mobility--mass spectrometry was found to be capable of

distinguishing the overall subunit architecture of several

protein complexes (46) by showing that their building

blocks retain native interactions and do not undergo major

rearrangement in the gas phase.

Nevertheless, the solvent-free environment, in many

cases, causes dramatic structural alterations in protein con-

formation. A range of studies indicate that the evolution of

protein structure during and after transfer to the gas phase

involve side-chain collapse, unfolding, and refolding into

new, non-native structures (47). It is not surprising, therefore,

that a careful comparison of IM--MSdatawith the parameters

derived fromX-ray crystal structures often reveals significant

discrepancies (48). These differences are usually consistent

with the notion of structural collapse in the gas phase,

suggesting that the ESI generated protein assemblies are

significantly more compact compared to the corresponding

structures in solution (49). The emerging consensus is that

great care must be taken when interpreting results of IM--MS

measurements, particularly when attempting to correlate

IM--MS and crystallography data (48,50). Despite this

limitation, IM--MS is likely to continue to enjoy popularity

Figure 4.8. The IM--MS data for selected oligomers of human

hepatitis B virus (HBV): Overlay of experimental drift time traces

converted to collisional cross-section, W (solid lines) of the HBV

28-mer (structure V, 447 kDa) and a globular protein complex

vanillyl--alcohol oxidase (VAO) 8-mer (IV, 510 kDa), both appear-

ing at m/z10,400. Their W values, as well as the peak widths, are

similar, even though the VAO 8-mer has a substantially higher mass

(� 14%). This illustrates that globular proteins of the same mass

are generally more compact than the viral intermediates. Also

shown are hypothetical Gaussian traces (dashed lines) based on the

W of the HBV 28-mer modeled from the crystal structure (V) of the

virus capsid and a collapsed structure (I). [Adapted from (45).]
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as a means of assessing higher order protein structure. One

of the areas where it may become particularly useful is in

developing topological models of protein complexes. This

can be done by measuring simultaneously masses and sizes

of intact biopolymer assemblies and their subcomplexes in

the gas phase, to provide restraints that can be used to filter

topological models of protein complexes (46,51).

One of the advantages of using IM--MS based methods for

the analysis of large macromolecules and their complexes is

the reduction of complexity (due to IM analyzers playing the

role of online separation devices). Nevertheless, in the case

of large complexes or heterogeneous systems, multiple

charging may often lead to difficulties in the interpretation

of IM--MS data (52). Loo and co-workers (52) offered an

elegant solution to this problem by introducing gas-phase

electrophoretic mobility molecular analysis (GEMMA). This

technique combines the advantages offered by IM--MS with

ionic charge reduction, which greatly decreases the com-

plexity of the ionic population by generating only singly

charged molecular species. This technique has been success-

fully used to obtain electrophoretic mobility diameters

(EMD, defined as a diameter of a singly charged sphere

with the same electrophoretic mobility as the biopolymer) of

a range of large protein complexes (52–54). As is the case for

other ion mobility-based measurements, structure collapse in

the gas phase appears to affect GEMMA measurements:

EMDs for various protein complexes obtained from

GEMMA measurements are consistently lower (by �10%)

compared to the parameters derived from their X-ray crystal

structures (52) or quasielastic light scattering (55). A more

detailed discussion of various applications of IM--MS is

beyond the scope of this book, and interested readers are

referred to an excellent recent review by Uetrecht et al. (56).

4.1.6. How Relevant Are Native ESI MS

Measurements? Restrictions on Solvent

Composition in ESI

One aspect of all native ESI MS measurements that must be

mentioned in concluding this section is the requirement that

the solvent must be compatible with the ESI process. This

limits the repertoire of electrolyte systems that can be used to

buffer/adjust the ionic strength of protein solutions to several

volatile systems (with ammonium acetate and ammonium

bicarbonate being themost popular). Although this limitation

was considered as very unforgiving in the past, significant

improvements in ESI interface design, and the emergence

of the nano-ESI technique in particular, provide reasonable

grounds for optimism. Higher tolerance of nano-ESI (com-

pared to ESI) for salt and nonvolatile buffers was noted some

time ago, at least for small peptides (57). More recently,

Williams and co-workers (58) observed that the protein ion

signal produced by ESI MS from solutions containing

nonvolatile electrolytes can be improved by adding large

quantities of ammonium acetate (58), although this may

require the ionic strength of the protein solution to be in-

creased several-fold above physiologically relevant levels,

which may have negative impact on protein stability (59).

The presence of concentrated NaCl in protein solutions

inevitably leads to deterioration of spectral quality in nano-

ESI MS, as a result of formation of abundant Naþ(NaCl)n
clusters in the low m/z region and protein--sodium chloride

adducts at higher m/z (Fig. 4.9). Their presence in the mass

spectra makes even ion peak assignment a very challenging

task, and also is likely to compromise the ability of direct ESI

MS approaches to analyze heterogeneous mixtures, since it

becomes difficult to distinguish among various components

on the basis of differences in their mass. However, even

relatively mild collisional activation of ions in the ESI

interface results in facile dissociation of these cluster species,

yielding easily interpretable MS data (Fig. 4.9). Further

optimization of experimental conditions is likely to expand

the scope of direct MS measurements to include conditions

that more closely mimic the in vivo environment.

4.1.7. Noncovalent Complexes by MALDI MS

Electrospray ionization remains the technique of choice for

the detection and characterization of noncovalent com-

plexes due to its unique ability to generate an ionic signal

from protein solutions under near-native conditions. In

contrast, matrix-assisted laser desorption ionization

(MALDI) MS commonly relies on utilization of acidic

matrices and organic solvents in sample preparation, a

combination that is hardly suited to preserving noncovalent

associations. In 1996, Przybylski and co-workers (61) sug-

gested a sample preparation method that utilized a basic

matrix (6-aza-2-thiothymine) without any addition of or-

ganic cosolvents, which allowed intact noncovalent protein

complexes to be observed by MALDI MS. In subsequent

years, several groups have reported utilization of MALDI

MS to study protein--protein and protein--oligonucleotide

noncovalent interactions (62–68). Nevertheless, such appli-

cations of MALDI MS are far from routine and several

significant problems and questions still exist. An interested

reader is referred to an informative article by Zehl and

Allmaier (69), who systematically investigated several of

the main problems, such as the effect of sample preparation,

instrument-related effects on the stability of noncovalent

complexes, as well as formation of nonspecific cluster ions.

A different approach to characterization of large non-

covalent complexes by MALDI was recently introduced by

Zenobi and co-workers (70), who utilized a chemical cross-

linking step to stabilize complexes prior to MALDI analysis

using conventional (denaturing) matrices. Since MALDI

produces primarily singly charged species, the resulting

mass spectra are largely devoid of complexity that is

frequently seen in the ESI MS of heterogeneous samples.
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The drawback of this technique is its reliance on the

covalent stabilization of protein assemblies prior to MS

analysis, which is very difficult to drive to completion,

particularly in the case of large multisubunit complexes.

Chemical cross-linking will be considered in more detail in

Section 4.2. More information on using MALDI MS to

study noncovalent complexes can be found in a compre-

hensive review (71).

4.2. CHEMICAL CROSS-LINKING FOR

CHARACTERIZATION OF BIOMOLECULAR

TOPOGRAPHY

4.2.1. Mono- and Bifunctional Cross-Linking Reagents

Chemical cross-linking is perhaps one of the oldest

biochemical techniques used to characterize protein

conformation by mapping contact topology within single

proteins and their complexes. As early as the mid-1950s,

Zahn and Meienhofer (72,73) used a bifunctional reagent,

1,5-difluoro-2,4-dinitrobenzene, to verify the dimeric struc-

ture of insulin in solution, which was believed at the time

to be a dimer formed by two stable helices spanning the

entire lengths of the peptide chains. Such a view was based

on hydrogen--deuterium exchange (HDX) measurements

carried out earlier by Hvidt and Linderstrøm-Lang (74),

who reported very high protection of the backbone amides.

However, the interchain contacts detected in the cross-

linking experiments did not fully support this model,

leading to a suggestion that the C-terminal part of insulin

is flexible in solution. As it turned out, Hvidt and Linder-

strøm-Lang (75) had actually overestimated the protection

of insulin due to the significant back-exchange in their

initial measurements, an error that was soon discovered

and corrected. This early triumph of chemical cross-linking

highlighted its utility as a means of producing proximity

maps, which can be very useful in reconstructing protein

tertiary and quaternary structures at low resolution.
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In the decades that followed the pioneering work of

Zahn and Meienhofer (72,73), the arsenal of cross-linking

reagents expanded steadily to the dozens of various bi-

functional agents that are now commercially available.

Cross-linking reagents are generally classified based on

their chemical specificity and the length of the “spacer

arm” (cross-bridge formed between the two cross-linked

sites when the reaction is complete). The chemical speci-

ficity of a cross-linker determines the overall pool of

reactive groups within the polypeptide that may participate

in the cross-linking reaction. Only 9 of the 20 amino acid

side chains are chemically active: Arg (guanidinyl), Lys

(e-amine), Asp and Glu (b- and g-carboxylates), Cys (sulf-
hydryl), His (imidazole), Met (thioether), Trp (indolyl), and

Tyr (phenolate) (76). Note that with very few exceptions, no

reagent is absolutely group-specific. In most cases, relative

chemical reactivity of a side chain is determined largely

by its nucleophilicity (reactive groups of most cross-linkers

interact with the side chains via nucleophilic substitution

reactions). In addition to the general rules that determine

nucleophilicities, the latter are affected by the state of

protonation and, therefore, solution pH and microenviron-

ment of a particular side chain. However, many reagents

show a reasonable degree of selectivity (Table 4.1).

Monofunctional cross-linkers induce direct coupling of

two functional groups of the protein without incorporating

any extraneous material into the protein (Fig. 4.10a). Ob-

viously, this becomes possible only if the two functional

groups are in very close proximity (direct contact), in

which case the cross-linker operates as a condensing agent,

resulting in the cross-linked residues becoming directly

interjoined. Bifunctional cross-linkers, on the other hand,

contain two reagents linked through a spacer, thus allowing

the coupling of functional groups whose separation does not

exceed the spacer’s length (Fig. 4.10b,c). Initially, most

bifunctional reagents in common usage were homobifunc-

tional (i.e., both cross-linking groups within the reagent

targeting the same reactive groups on the protein). More

recently, heterobifunctional cross-linkers (coupling differ-

ent functional groups on the protein) have seen a dramatic

surge in popularity due to a wealth of structural information

that they can provide.

Some heterobifunctional cross-linkers may incorporate

a photosensitive (nonspecific) reagent in addition to a

conventional (group-specific) functionality. Such photo-

sensitive groups react indiscriminately upon activation by

irradiation. Once the specific end of such a cross-linker is

anchored to an amino acid residue, the photoreactive end

can be used to probe the surroundings of this amino acid

(Fig. 4.10d). A variety of photo-reactive reagents can be

activated at wavelengths > 300 nm, so that there is no

damage to the biological macromolecule (protein or nucleic

acid) due to photo-irradiation itself. Utilizing two photo-

reactive reagents within a cross-linker will make it totally

nondiscriminatory. Trifunctional cross-linkers also have

been introduced, but their utilization is mostly limited to

incorporation of affinity tags in cross-linking reagents

(see below). Several popular cross-linkers are listed in

Table 4.2. More information can be found in several excel-

lent reviews on the subject (78–81) and an outstanding book

by Wong (76). Finally, a variety of cross-linking reagents

provide a means to study higher order structure of

oligonucleotides (both DNA and RNA) or oligonucleoti-

de--protein complexes, an issue that will be discussed in

more detail in Chapter 8.

4.2.2. Chemical Cross-Linkers with Fixed Arm-Length:

Molecular Rulers or Tape Measures?

In structural studies, cross-linking reagents are often used as

“molecular rulers,” since the lengths of their spacer arms are

obviously related to the distances between the cross-linked

functional groups within the protein (or protein complex).

If cross-linking is carried out under nondenaturing condi-

tions, such distance constraints may provide important

information regarding the tertiary and/or quaternary struc-

tural organization. A great variety of available cross-linkers

provide a wide spectrum of lengths ranging from a “zero-

length” reagent EDC [1-ethyl-3-(3-dimethylaminopropyl)

carbodiimide hydrochloride] to several cross-linkers whose

spacer arms approach 20A
�
(Table 4.2). The most reliable

information is provided by the zero-length reagents, as they

induce formation of a direct covalent bond only between

two sites that are in immediate proximity. The spacer arms

of most bifunctional reagents, on the other hand, are at least

somewhat flexible (the lengths presented in Table 4.2 are

mean values). As a result, assigning a single number to a

distance between the cross-linked sites may lead to misin-

terpretation of the protein structure and its dynamic char-

acter (77). Houk and co-workers (77) evaluated cross-

linking “spans” using stochastic dynamics simulations for

a range of homo-bifunctional reagents that target either

amines or sulfhydryls. Most distributions were found to be

near-Gaussian with a standard deviation ranging from 0.5

(for relatively stiff spacer arms) to 2A
�
and above (for more

flexible ones). However, the most striking conclusion of this

work was that the distances cited for a number of popular

cross-linkers, which are usually calculated as a separation

between the two reactive groups in the most extended

conformation of the cross-linker thereby ignoring all other

possible conformations, are highly improbable.

Another important consideration that is frequently over-

looked when interpreting the results of chemical cross-

linking experiments is that the through-space distance

between two cross-linked amino acids is often presented

as the length of a Euclidean distance vector, which ignores

the fact that the vector often penetrates the bulk of the

protein, while the cross-linker must be physically excluded
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TABLE 4.1. Commonly Used Group-Specific Reagentsa

Class of Reagents Example Side Chain Specificity

Dicarbonyls

O O

Arg

Imidoesters CH3

O

NH2

+
Cl-

CH3

Lys

Isocyanates HNCO Lys

Isothiocyanates NCS Lys

Sulfonyl halides CH3 S

O

O

Cl Lys

Diazonium salts

N2

+
Cl-

His, Tyr

Acid anhydrides

O
OO

Lys, Tyr

Aryl halides

F F

NO2O2N

Cys, Lys, His, Tyr

a-Haloacetyls ICH2CO2H Cys, Lys, His, Tyr, Met

N-Maleimides N
OO

C2H5

Cys, Lys

Mercurials HgClHO2C Cys

Disulfides

O2N

HO2C

S

S

CO2H

NO2
Cys

Diazoacetates

NH

O

N2

CO2H

Asp, Glu, Cys

aAdapted from (76).
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from the protein interior. This problem can be avoided using

an approach where the shortest allowed distance between

the cross-linked residues is calculated by taking into account

protein surface geometry (82) or modeling the cross-linker

onto existing protein structures explicitly (83,84). This

point is illustrated in Figure 4.11, which shows that it would

probably be more appropriate to regard bifunctional cross-

linkers as molecular tape measures, rather than rigid

molecular rulers.

4.2.3. Mass Spectrometry Analysis of Chemical
Cross-Linking Reaction Products

Low-resolution cross-linking studies of protein assemblies

seek only to identify the neighboring units within large

protein complexes, a task that can usually be accomplished

by using gel electrophoresis. Detection of the cross-linked

units is often aided by using coupling reagents that incor-

porate radioactive labels or other reporter groups, (e.g.,

ultraviolet--visible (UV--vis) chromophores, as well as spin-

or fluorescent labels. Mass spectrometry, on the other hand,

allows quick and direct identification of the cross-linked

subunits without the need to use radioactive labels or other

reporter groups. The nearest-neighbor relationship for large

protein complexes can be established based on the results of

proteolytic digest followed by database searches to identify

cross-linked proteins (85).

Higher resolution cross-linking studies aim at identifica-

tion of the pairs of cross-linked residues within the protein

or protein complex. As we discussed in the preceding

section, such information may provide through-space dis-

tance constraints that are extremely valuable for defining

both tertiary (intrasubunit cross-links) and quaternary (in-

tersubunit cross-links) organization of the protein when no
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Figure 4.10. Schematic diagrams of cross-linking reactions utilizing monofunctional (a),

homobifunctional (b), heterobifunctional (c), and photoreactive heterobifunctional (d) reagents.
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other structural information is available. However, confident

assignment of the pairs of coupled residues within the cross-

linked protein(s) is a rather challenging experimental task.

A combination of proteolysis, separation methods (e.g.,

liquid chromatography) and MS, (and, particularly, MS/MS)

provides perhaps the most elegant and efficient way of

solving this problem (80,86,87). Figure 4.12 shows a work-

flow of a typical cross-linking experiment. Separation of

proteolytic fragments prior to MS (or MS/MS) analysis

usually results in significant improvements in sensitivity

by eliminating possible signal suppression effects that may

otherwise result in discrimination against larger (cross-

linked) fragments (86). Although gel electrophoresis,

high-performance liquid chromatography (HPLC), or gel

permeation chromatography remain the most popular

choices for sorting out products of the cross-linking reac-

tions prior to proteolysis, utilization of capillary zone

electrophoresis may result in significantly better resolution

of different cross-linked species (88).

Peptide mapping alone can sometimes lead to confident

identification of the cross-linked residues (89–91). For

example, using trypsin as a proteolytic agent allows

the quick identification of Lys residues cross-linked by

homobifunctional reagents targeting this residue (89). Uti-

lization of cleavable cross-linking reagents can also simplify

data interpretation. For example, comparison of peptide

maps for proteins cross-linked with reagents incorporating

a thiol--thiol bond with and without prior reduction of the

thiol linkers can be very helpful vis-�a-vis identification of

the cross-linked peptides (90). In many cases, however,

unambiguous assignment of cross-linked peptides requires

that MS/MS sequencing of the proteolytic fragments be

carried out (92,93). A nomenclature for MS/MS analysis of

cross-linked peptides introduced by Gibson and co-workers

(94) categorizes both different types of cross-linked pep-

tides (products of chemical cross-linking followed by pro-

teolysis) and gas-phase fragmentation patterns. Peptides are

classified according to the outcome of the cross-linking

reaction, assigning type 0 for the dead-end products (see

below), type 1 for internal cross-links, and type 2 for inter-

peptide cross-links (Fig. 4.13).

TheMS/MS analysis of the cross-linked species frequent-

ly provides advantages in speed, sensitivity, and capability of

handling largeprotein assemblies.However, heterogeneity of

the peptide mixture and relatively low yields of the cross-

linked products frequently make the detection and confident

assignment of the cross-linked peptides challenging (95).

Incorporation of affinity tags into cross-linking reagents (e.g.,

by utilizing trifunctional reagents, where one of the reactive

sites is conjugated to biotin) alleviates the problem related to

low yields of cross-linking reactions to a significant ex-

tent (80). However, many popular cross-linking reagents

(especially the ones targeting Lys side chains) are prone to

degradation via hydrolysis, leading to formation of dead-end

products (covalently attached to e-amine of one Lys residue,

but unable to bind a second amino group). Predominance of

these species among the cross-linking reaction products

cannot be dealt with using affinity tags alone, but can be

addressed by incorporating isotope tags into the cross-linking

reagents (96). Both the isotope and the affinity tags can be

combined in a single cross-linking reagent (95). In many

cases, isotope tagging not only simplifies the assignment of

the cross-linked residues in the MS/MS spectra (96), but also

improves the detection limits and even allows parallel use of

two cross-linkers of similar reactivity, but different spacer

length (97). Another approach to developing cross-linking

reagents that is particularly well suited to MS and MS/MS

makes use of signature ions, stable fragment ion markers that

are readily produced upon collisional activation of cross-

linked peptide ions (98).

Interpretation of the MS andMS/MS data on cross-linked

peptides is greatly simplified as the resolution and mass

accuracy of MS measurements increase (99). Identification

of cross-linked sites can also be facilitated by using diges-

tions by multiple protease in combination with MS and

Figure 4.11. Shortest solvent accessible surface distance (SASD)

path illustrated with human prothrombin. The Cb atoms of Lys-70

(orange sphere) and Lys-81 (green sphere) have a Euclidean

distance of 9.1 A
�
(yellow vector), which value would have been

in the cross-link range for DSS or BS3 (refer to Table 4.2 for

structures). However, the shortest path with an SASD of 59.2A
�

reveals that the Euclidean distance vector actually penetrates the

protein, leaving the only option to connect both amino acids via a

long detour over the protein surface (chain of spheres colored blue

to red for distances of 0 to 59A
�
, respectively). [Adapted with

permission from (84). Copyright� 2011 Oxford University Press.]

(See color version of the figure in Color Plate section)
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MS/MS analysis of the proteolytic fragments (100). Finally,

rapid proliferation of MS instruments capable of carrying

out electron-based fragmentation (ETD or ECD) has also

benefited the field. In many cases, ECD and ETD provide

more complete sequence coverage of cross-linked peptides,

allowing the modified residues to be localized with higher

precision. Additional benefits can be provided by utilization

of specialty cross-linking reagents, such as 1,3-diformyl-5-

ethynylbenzene, (DEB), which converts e-amino groups of

Lys residues to secondary amines (101). Unlike conven-

tional reagents, DEB does not eliminate the ability of

modified Lys residues to carry protons, thereby increasing

the charge state of the cross-linked peptide and enhancing

its ETD efficiency, and also allowing the selection of

cross-linked peptides to be made based on the charge state.

In addition to facile backbone cleavage, ETD of peptide--

DEB--peptide conjugates produces diagnostic ions that re-

veal the identity of the unmodified peptides (101).

As the amount of information deduced from cross-linking

experiments increases, so does the complexity of data inter-

pretation, and the tools of bioinformatics become absolutely

essential for interpretation of the results of cross-linking

experiments (102). The task of assigning the cross-linked

peptides and localizing the modification sites can be greatly

assisted by a variety of automated algorithms that use MS or

MS/MSdata as input (86,102).Thedatabaseminingapproach

to identification of cross-linked peptidesmentioned earlier in

this section (85) can be used even in a situation when the

protein complex composition is not known a priori (103).

More sophisticated approaches, such as Xlink-Identifier

(104), allow the cross-linking sites to be localized with high

precision by identifying inter- and intra-peptide cross-links
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Figure 4.12. A schematic diagram of workflow of cross-linking a multiprotein complex and

integrating the levels of information into a 3D model of the structure. [Re-printed from (86).

Copyright � 2003 with permission from Elsevier Ltd.]

CHEMICAL CROSS-LINKING FOR CHARACTERIZATION OF BIOMOLECULAR TOPOGRAPHY 107



in addition to dead-end products and underivatized peptides.

Another comprehensive cross-linking data analysis platform

is MS-Bridge (105), which is part of the Protein Prospector

MSdata analysis suite.While theseplatformsweredeveloped

to support label-free analyses, several other algorithms have

been developed to take advantage of isotopically tagged

cross-linkers (106–109). A comprehensive list of data anal-

ysis programs developed for interpretation of the results of

cross-linking experiments can be found in a recent review

article (87).

4.2.4. Intrinsic Cross-Linkers: Methods to Determine

Disulfide Connectivity Patterns in Proteins

While the thiol groups of cysteine residues in cellular redox-

active proteins undergo frequent oxidation and reduction

based on their functional state (110), disulfide patterns in

most other proteins are highly conserved. These natural

cross-links serve the purpose of reinforcing the tertiary and,

in some cases, quaternary structure of a large number of

proteins, and any change in the thiol--thiol connectivity

pattern (commonly referred to as disulfide scrambling)

almost always leads to conformational changes. Therefore,

disulfide patterns can serve as reporters of integrity of the

higher order structure of proteins. The intimate involvement

of disulfide bonds in maintaining conformation has also led

to suggestions that connectivity patterns of cysteine residues

can be used to identify protein homologues that are other-

wise undetectable (111), and can even aid in prediction of

the higher order structure of disulfide-rich polypeptides in

the absence of structural homologues (112). Since these

predictive algorithms are still in their infancy, this section

will focus our attention on using disulfide mapping to

monitor protein conformational integrity.

Although the protein mass remains unchanged as a result

of disulfide scrambling, a combination of liquid chroma-

tography (LC) and MS may allow the alteration of cysteine

linkage patterns to be detected by observing multiple LC

peaks, each corresponding to the same protein mass (113).

Rearrangement of disulfide bonds in a protein may also

result in significant changes of its conformation in the gas

phase, which in some cases can be detected using ion

mobility MS (114). Localization of scrambled disulfides

usually requires a significant effort, particularly in cysteine-

rich proteins, and peptide mapping typically must be com-

plemented by tandem MS analysis. Since CAD in the

positive ion mode leaves thiol--thiol linkages in peptides

intact, other ion activation methods are frequently em-

ployed. Electron capture dissociation (ECD) and negative

ion CAD (115–117) are particularly useful, since they both

have the ability to cleave disulfide bonds. The latter tech-

nique is particularly appealing, since it results in very

inefficient backbone cleavage, thereby allowing the disul-

fide-linked peptide dimers to be identified in complex

mixtures (118). Determination of disulfide patterns in cel-

lular redox-active proteins is more difficult, as it requires

that special care be taken not to upset the delicate balance

among various oxidation states of cysteine, which is reflec-

tive of a particular functional state.

In addition to disulfide scrambling, there is another, less

frequently occurring covalent modification that involves

cystine--cystine bonds. The so-called trisulfides are formed

by insertion of a sulfur atom into a disulfide bond (119).

Trisulfide formation appears to be a common modification

N

CN

C

Type 2,0:

N

CN

C

Type 2,1:

(a)

Type 0,1:

Type 2,2:

N C

N

CN

C

N C

Type 0,0: N C

(α)

(α)

(β)

(β)

(γ)

(α)

(β)

Multiple modifications

N

C

N C

N C

N

C

Type 0
‘deadend’

Type 1
‘intrapeptide’

Type 2
‘interpeptide’

(α)

(β)

Single modifications

Figure 4.13. Classification of cross-linked peptides and nomen-

clature of fragment ions derived from the cross-linked peptides. (a)

Classification of cross-linked peptides into type 0, type 1, and type

2 outcomes and an extension of this nomenclature to combinations

of two outcomes for cases of multiple cross-linking and/or mod-

ification. Chain length or mass (a> b) and sequence position (N-

to C-terminus) determine the order of the two numbers that

designate the type of a cross-link). (b) examples of fragmentation

of the type 1 peptide involving a y, b-cleavage (e.g., y6b6) or

alternatively, the loss of an amino acid from the cyclic portion of

the cross-linked peptide (e.g., -AA4 or y3b3 cleavage reaction). (c)

examples of fragmentation of the type 2 peptides. [Adapted with

permission from (94). Copyright� 2003American Society forMass

Spectrometry.]
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in many natural and recombinant antibodies, where it occurs

onlyininterchain linkages(120),althoughseveral instancesof

conversion of internal disulfide bonds to trisulfides have also

been documented formonomeric proteins (119).Detection of

these modifications is relatively straightforward, as trisulfide

formation results in a noticeable mass increase not only at

thepeptide level (120),butalsoat theprotein level (121).More

information on various MS based methods to map disulfide

bonds can be found in a recent review on the subject (122).

4.2.5. Other Intrinsic Cross-Linkers: Oxidative

Cross-Linking of Tyrosine Side Chains

Finally, a very interesting approach to carrying out cross-

linking experiments utilizes a minimally invasive procedure

that makes use of intrinsic reactivity of side chains of amino

acids other than cysteine. For example, a dityrosine cross-

link is frequently encountered in nature (particularly in

structural proteins e.g., elastin and silk), where its formation
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Figure 4.13. (Continued)
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is catalyzed by certain metalloenzymes. However, dityro-

sine formation can also occur in vitro, where it is catalyzed

by metal--peptide complexes (123). This feature was

exploited by Craik and co-workers (124), who suggested

using the short nickel-binding peptide GGH as an intrinsic

reagent that can be expressed as part of a protein (124,125).

In the presence of Ni2þ salts and oxidants (e.g., oxone and

monoperoxyphthalic acid) this peptide supported cross-

linking of the two subunits of a homodimeric enzyme with

no observable protein degradation, and could also cross-link

the enzyme to its physiological targets. The yields of the

cross-linking reaction, which was presumed to proceed via

formation of bityrosyl cross-links appeared to be sensitive to

the inter-tyrosine distance in the protein structure (125).

However, later studies revealed that this cross-linking

reaction does not necessarily proceed via forming a covalent

linkage between two tyrosine residues, and may in fact be

relatively nonspecific (100). Subsequently, most recent stud-

ies exploiting tyrosine reactivity have reverted to a strategy

where the Ni-binding peptide is not a part of the protein

sequence, but is introduced into the system alongside other

reagents. This latter approach was used successfully (in

parallel with photocross-linking) to probe quaternary struc-

ture of cowpea mosaic virus capsid, which is composed of

60 identical copies of a two-subunit protein (126). Nickel-

catalyzed intersubunit cross-linking in this study was found

to occur exclusively at adjacent tyrosine residues, as pre-

dicted from the X-ray crystal structure of the capsid. (126).

4.3. MAPPING SOLVENT-ACCESSIBLE

AREAS WITH CHEMICAL LABELING AND

FOOTPRINTING METHODS

4.3.1. Selective Chemical Labeling

Selective chemical modification (127) is another technique

that has enjoyed increasing popularity in a variety of

biophysical studies. Although initially developed primarily

as a tool to modulate enzymatic activity (128–130), its

utility for studying protein--protein interactions by mapping

contact interfaces was recognized early on (131). However,

it was not until Fenselau and co-workers (132) demonstrated

the power of MS as a means of localizing both shielded and

modified residues that this technique became an efficient

probe of higher order macromolecular structure. The extent

of chemical modification of a certain amino acid residue is

used to determine its solvent accessibility. When collected

in a residue-specific fashion, such information can be used

to map solvent-exposed areas of the protein (Fig. 4.14).

The most popular amino acid-specific modifiers are shown

in Table 4.3, and a larger list of reagents used in selective

chemical labeling experiments can be found in an excellent

review by Mendoza and Vachet (133). Any chemical mod-

ification of an amino acid side chain alters the protein mass,

hence the appeal of MS as a readout tool for the outcome of

such experiments. Interpretation of the MS and MS/MS data

on chemically modified proteins is usually relatively

straightforward (as compared to the analysis of cross-linked

proteins) and greatly benefits from a vast arsenal of exper-

imental tools developed to analyze post-translational mod-

ifications of proteins.

In a typical experiment, modified proteins are processed

with a suitable proteolytic enzyme, followed by mass

mapping of the fragment peptides. The position(s) of the

modified residue(s) within each proteolytic fragment can be

reliably established using MS/MS, as the presence of chem-

ical modification manifests itself as a break or a shift in the

ladder of the expected fragment ions. Intersubunit binding

topology is usually determined by comparing modification

patterns of the protein obtained in the presence and in the

absence of its binding partner (134), although the two

experiments can be combined if the labeling agent contains

a stable isotope tag (135). An added benefit of using isotope

tags is the easy recognition and quantitation of label-

containing peptides and their fragments in MS and MS/MS

spectra. Finally, incorporation of a chromophore into a

proteolysis,

LC/MS

MS/MS

Figure 4.14. Mapping solvent accessible areas of protein using selective chemical modification.
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reagent provides a parallel route of detection of the chem-

ically modified species, which can be used to monitor the

progress of selective chemical modification, as well as to

quickly identify label-carrying fragments following proteo-

lytic digestion of the modified protein (136).

Although generally regarded as a low-resolution tech-

nique, selective chemical modification can sometimes pro-

vide structural information at surprisingly high resolution.

One particularly intriguing example was reported by Hager-

Braun and Tomer, (134) who used a combination of selec-

tive chemical modification, proteolysis, LC, and MS/MS

to study interaction between the full-length human immu-

nodeficiency virus (HIV) gp120 protein and a soluble

segment of human CD4 (134), a receptor playing an inti-

mate role in granting HIV access into T cells. Of the two

adjacent Arg residues located at the CD4--gp120 interface

(Arg58 and Arg59), only the latter becomes shielded from the

solvent in the presence of gp120, while both residues

react with hydroxyphenylglyoxal (HPG) in the absence of

the viral protein (Fig. 4.15). Therefore, only Arg59 (but not

its nearest neighbor) was established as a part of the

CD4--gp120 interaction site.
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Figure 4.15. (a) interaction site of CD4 (ribbon) with a truncated HIV envelope protein gp120

(surface) derived from the crystal structure. The Arg59 of CD4 interacts with gp120, while Arg58

does not (both arginine residues depicted as sticks). (b) The MALDI mass spectra of proteolytic

peptides (AspN) derived from CD4 modified with HPG in the absence (top) and in the presence

of gp120 (bottom). (c) Localization of the modified arginine residue within the proteolytic

peptide (56–62) using MS/MS. [Reprinted from (134).]
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An even more intriguing suggestion regarding further

improvements in spatial resolution in chemical modification

experiments was made by Pucci and co-workers (137). They

argued that modification of tyrosine residues with reagents

targeting different functional groups (i.e., O--acetylation of

the hydroxyl group with N-acetyl imidazole (138) and

modification of the aromatic ring with tetranitromethane

(TNM) (139,140) may provide information on the micro-

environments of these functional groups, thereby extending

the spatial resolution beyond the level of a single amino

acid. When the two reagents were used to probe solvent

accessibility of six Tyr residues of Minibody (a small de

novo designed b-protein), only three were modified by N-

acetyl imidazole, while five were reactive toward

TNM (137). These observations led to a conclusion that

the two extra Tyr residues (the ones that can be modified

only by TNM) are only partially accessible to the solvent,

with their phenolic hydroxyl groups being involved in

hydrogen bonds (137). However, any conclusion based

solely on the outcome of chemical modification of the

protein with N-acetyl imidazole should be met with certain

skepticism, as Tyr acetylation experiments are known to be

rather uninformative as far as position of the phenolic

hydroxyl groups (see below).

Although the interpretation of the results of chemical

modification experiments is often based on the assumption

that reactivity of side chains is correlated to their location

within the protein, this is not universally true. Soon after the

first high-resolution structures of several proteins became

available, it became clear that assignment of buried and

exposed groups within a native protein based solely upon

chemical modification data may be incorrect in any given

instance (141). Acetylation of Tyr with N-acetyl imidazole

mentioned in the previous paragraph seems to be a partic-

ularly tricky case, since the solvent-exposed residues often

show little or no reactivity [a review of such cases is

presented in (141)]. Obviously, functional groups can re-

main sterically hindered even at the surface of the protein.

For example, Liu and Reilly (142) recently demonstrated

that Lys residues located on the protein surface remain

unlabeled if they are proximal to acidic residues, most

likely due to formation of salt bridges that prevent their

chemical modification.

Other factors may also play an important (and sometimes

even decisive) role in modulating reactivity of amino acid

side chains. One particularly interesting example is modi-

fication of Arg side chains with 1,2-cyclohexanedione,

CHD (143,144). Differential reactivity of Arg residues

toward CHD is often interpreted as resulting from varying

solvent accessibility (145). However, Przybylski and co-

workers (146) used a model protein lysozyme to demon-

strate that the reactivity of Arg residues toward CHD did not

correlate with their solvent accessibility. In fact, these

experiments showed an inverse correlation, with the two

most reactive Arg residues having the lowest solvent

accessibility factors. Interestingly, acetylation of Lys resi-

dues carried out on the same protein yielded a more intuitive

reactivity order in agreement with the solvent accessibility

factors calculated based on the known crystal structure of

the protein. This intriguing observation has been explained

in terms of intramolecular catalysis (by a nearby proton

acceptor group) as being a prerequisite for a successful

modification of the guanidine group. Such apparent impor-

tance of chemical microenvironment on the efficiency of

modification reactions highlights difficulties associated with

interpretation of the experimental results.

In many other cases, reasons why a certain functional

group fails to react with its specific reagents are more

obscure. Furthermore, a surprisingly high reactivity is some-

times displayed by buried side chains, which are sequestered

from the solvent according to crystal structures. Such anom-

aly can be caused by a variety of factors, including significant

alteration of the side chain pKa in the protein interior,

catalytic effect of neighboring groups (as discussed above),

efficient trapping (binding) of the reagent inside the protein

in close proximity to the modification site, or highly dynamic

character of the protein segment in question. This latter point

is best illustrated with our own recent work, where modi-

fication of interferon-b1a with N-ethylmaleimide (NEM)

results in efficient labeling of a Cys residue that resides in

the protein interior (147). Subsequent studies of protein

dynamics with hydrogen--deuterium exchange demonstrated

that the segment containing the buried Cys residue is highly

dynamic, suggesting that its modification can occur during

transient exposure of the thiol group to solvent (147).

Finally, an important consideration that must be kept in

mind when designing or interpreting the results of selective

chemical-labeling experiments relates to the fact that struc-

tural information derived from such measurements is reli-

able only if the protein maintains its conformation during

the experiment (133). Most chemical modifications result in

changing the charge of the labeled amino acid residue, and

significant alteration of the protein surface charge distribu-

tion may obviously result in conformational change. Even

the sheer size of many groups used as covalent labels may

interfere with the protein’s ability to maintain its con-

formation by creating steric constraints: in the example

mentioned above, modification of interferon-b1a with a

single NEM group resulted in significant destabilization of

tertiary structure and�90% loss of biological activity (147).

Despite the extreme seriousness of this concern, less than

one-half of all studies utilizing selective chemical labeling

that were conducted in the past decade employed any means

of ensuring the integrity of protein higher order structure

during the experiments (133).

Artifacts associated with the influence of chemical mod-

ifications on the protein conformation can be avoided by

limiting the number of modifications to one per protein
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molecule. In this way, reactivity of any amino acid side

chain is determined only by the unperturbed protein struc-

ture (133). However, even though this approach can be

implemented in the case of oxidative labeling (discussed

in Section 4.3.2), often it is unpractical when dealing with

selective chemical labeling, as this would result in very low

yields of chemical modification products. Awareness of the

problems that may arise in the course of selective chemical

modification studies is essential. However, the usefulness of

such studies in assessing protein higher order structure is

unquestionable.

4.3.2. Nonspecific Chemical Labeling

While chemical modification studies employing selective

(amino acid specific) reagents continue to be used in

structural studies, approaches utilizing nonspecific labeling

have seen a truly dramatic surge of popularity in recent

years. A significant advantage offered by this approach is

universality, that is, the ability to determine the solvent

exposure of several types of amino acids simultaneously in a

single experiment. So far, hydroxyl radical HO
.
is the most

popular nonspecific modifier, due to its ability to induce

side-chain oxidation for a variety of amino acids, and the

relative ease of its generation in solution. The HO
.
radical

can be generated chemically (148–150), electrochemically

(151), photochemically (152) or radiolytically (153–155).

The hydroxyl radical is relatively nondiscriminatory, and

can modify virtually all types of amino acid side chains,

including aliphatic (via direct insertion of a hydroxyl

group), aromatic (e.g., via direct insertion of a hydroxyl

group into the aromatic ring of Tyr and Trp), basic (e.g., by

replacing the guanidine group with an aldehyde group in

arginine and converting lysine to hydroxylysine), and acidic

via decarboxylation (156). However, the most susceptible to

HO
.
attack are side chains containing sulfur atoms (Cys and

Met), including disulfide-bonded Cys residues. The least

susceptible to HO
.
attack are Gly, Asn, Asp, and Ala, whose

reactivity is three orders of magnitude lower than that of

Cys. Although side chains are the prime targets of attack by

hydroxyl radicals, main chain cleavage may also oc-

cur (156). The great variety of HO
.
induced oxidation

products and the large number of potential targets places

a premium on the ability to detect and identify the modi-

fication sites. Usually, proteolytic degradation of the mod-

ified protein followed by LC--MS and MS/MS analyses is

needed in order to achieve reliable identification of oxida-

tively labeled amino acid side chains (156–158).

Although oxidative labeling is nonspecific, the signifi-

cant range of HO
.
radical reactivity to different side chains

inevitably limits the ability to observe oxidation of certain

residues (e.g., Gly, Asn, Asp, and Ala mentioned above).

Additional complication arises due to the prevalence of

multiple oxidation products for several amino acids, which

further reduces the sensitivity of the analysis. Kiselar and

Chance (159) note that only about one-half of naturally

occurring amino acids are used routinely as probes in

oxidative labeling experiments, which obviously has a

negative impact on the spatial resolution afforded by such

measurements. However, this problem can be circumvented

to some degree by using the knowledge of modification

chemistry to predict the LC elution time of modified pep-

tides, and advanced MS/MS methods, such as selected

reaction monitoring (159). As is the case with the analysis

of the results of chemical cross-linking experiments, ex-

tracting useful information from the covalent labeling ex-

perimental data greatly benefits from automation. Chance

and co-workers (160) recently introduced ProtMapMS, a

suite of algorithms developed specifically for the compre-

hensive automatic analysis of MS data obtained for protein

structure studies using covalent labeling. The functions of

ProtMapMS include data format conversion, MS data in-

terpretation, detection and verification of all peptide species,

confirmation of the modified peptide products, and quanti-

fication of the extent of peptide modification.

In Section 4.3.1, we mentioned that selective chemical

labeling can result in artifacts, since progressive decoration

of the protein with chemical labels will eventually lead to

conformational changes. The same is true for oxidative

labeling; in fact, HO
.
induced modifications have been

shown in many cases to trigger changes in protein higher

order structure, as reviewed in (157). Therefore, it is desir-

able to keep the extent of protein modification low to

minimize conformational perturbation (157), although this

inevitably has a negative impact on the sensitivity of the

measurements. A very elegant solution to this problem was

proposed by Hambly and Gross (161), who noted that the

extent of artifacts introduced by chemical labeling depends

not only on the extent of protein oxidation, but also on the

time frame of oxidation. Should this reaction time window

be significantly narrow compared to the submillisecond time

scale of conformational changes, the labeling pattern would

reflect only the native structure of the protein, even if the

number of modified sites on each protein is significant.

These considerations form the basis of a highly successful

technique called fast photochemical oxidation of proteins

(FPOP), where solvent-exposed amino-acid residues are

oxidized by HO
.
radicals produced by the photolysis of

H2O2. FPOP is designed to limit protein exposure to radicals

to < 1ms by employing a pulsed laser for initiation to

produce the radicals and a radical-scavenger to limit their

lifetimes (152).

While most nonselective chemical labeling studies utilize

the HO. radical, other probes can be used as well. For

example, it was shown recently that the FPOP scheme can

accommodate SO4
.-(generated by 248 nm homolysis of

persulfate) as a radical reactant. Another popular photo-

activated nonspecific labeling reagent that is frequently used
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in structural studies is diazirine, CH2N2, which generates

highly reactive methylene carbene upon photolysis (162–

165), as well as other diazirine-based modifiers (166).

4.4. HYDROGEN EXCHANGE

4.4.1. Hydrogen Exchange in Peptides and Proteins:
General Considerations

Hydrogen--deuterium exchange (HDX) is a general experi-

mental technique that detects the presence or absence of

hydrogen bonding within a protein in solution (167). The

analytical valueofHDXas a tool for probingmacromolecular

structure was recognized almost immediately after the dis-

coveryofdeuterium (168) and subsequent development of the

methods of production of heavywater (169). Initial studies of

the exchange reactions between organicmolecules and 2H2O

carried out by Bonhoeffer and Klar (170) indicated that that

the exchange rate is very high for heteroatoms (e.g., �OH

groups), while the hydrogen atoms attached to carbon atoms

(e.g., �CH3 groups) do not undergo exchange. Hvidt and

Linderstrøm-Lang (74,75) later used HDX to measure sol-

vent accessibility of labile hydrogen atoms as a probe of

polypeptide structure.While thisworkwas the first attempt to

use HDX to probe protein structure in solution, the early

studies of hydrogen-exchange reactions between water and

biopolymers preceded this work bymore than 15 years (177).

Burley et al. (172) suggested that the extent of 2H incorpo-

ration into a proteinmolecule can bemeasured bymonitoring

its mass increase. However, it was not until several decades

later that MS was used to determine the number of labile

hydrogen atoms within a polypeptide (173). The advent of

ESI and MALDI MS dramatically expanded the range of

biopolymers for which the extent of 2H incorporation could

be measured directly under a variety of conditions (174).

As a result, HDX MS has now become a powerful experi-

mental tool for probing protein higher order structure.

HDX targets all labile hydrogen atoms (i.e., those at-

tached to nitrogen atoms at the backbone amides and

heteroatoms at polar/charged side chains). Therefore, HDX

may be viewed as a nonselective chemical modification

technique, whose major difference from those discussed in

the preceding sections is the reversible character of mod-

ification. Protein HDX involves two different types of

reactions: (1) reversible protein unfolding that disrupts the

hydrogen-bonding network and/or exposes buried segments

to solvent, and (2) isotope exchange at individual unpro-

tected amides or side chain heteroatoms. As a result, the

overall HDX kinetics may be very complicated and will be

discussed in detail in Chapter 5. An important feature of

HDX that is particularly relevant within the context of this

chapter is that the exchange rate of labile protons that are

inaccessible to solvent is usually very slow. This feature has

been used widely in recent years to probe protein confor-

mation and identify binding interfaces in protein--protein

complexes [reviewed in (175–179)]. The basic premise of

the analysis is that HDX rate reduction for labile hydrogen

atoms in a given protein segment within a complex indicates

that this segment is located at the protein-protein binding

interface. Analogously, HDX can be used to identify

changes in protein tertiary structure induced by small ligand

binding (180).

4.4.2. Probing Exchange Patterns with HDX MS at the

Local Level

Replacement of each proton with a deuteron (or vice versa)

results in a protein mass change of� 1Da, which makes MS

a very sensitive and reliable detector of the progress of

protein HDX reactions. Mass measurements of proteins

undergoing HDX are usually carried out following rapid

acidification of the protein solution to pH 2.5--3 and low-

ering the temperature to 0--4�C, which results in significant

deceleration of the chemical (intrinsic) exchange rates of

backbone amide hydrogen atoms (see Chapter 5 for more

detail). These conditions, known as “HDX quenching” or

“slow exchange conditions”, also result in unfolding of most

proteins. Since the intrinsic exchange rates of labile side-

chain hydrogen atoms are not decelerated as significantly as

those for backbone amides (181), all information on the side

chain protection is generally lost during this step, leaving a

single HDX reporter for each amino acid residue (with the

exception of proline, the only natural amino acid lacking a

backbone amide hydrogen atom). Another fortunate conse-

quence of quench-induced protein denaturation is dissoci-

ation of all noncovalently bound ligands (ranging from

metal cations and small organic molecules to other biopo-

lymers) from the protein. Therefore, measuring the protein

mass under these conditions provides information only on

the protein conformation and stability, rather than compo-

sition of noncovalent complexes formed by the protein and

its ligands. In addition to characterizing protein conforma-

tion and stability globally, the protein can be digested with

an acidic protease (e.g., pepsin) under the slow exchange

conditions, and MS (alone or in combination with LC

separation) can be used to measure the deuterium content

of each proteolytic fragment. This produces information on

protein conformation and dynamics at the local level. A

typical workflow diagram of an HDX MS experiment is

shown in Figure 4.16.

Spatial resolution offered by HDX MS is usually limited

only by the extent of proteolysis, which (along with other

sample-handling steps) must be performed relatively quickly

after quenching to avoid occurrence of significant back-

exchange prior to MS measurements of the deuterium con-

tent of individual peptide fragments. In general, a large

number of fragments, particularly overlapping ones, would
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lead to greater spatial resolution, and hence more precise

localization of the structural regions that have undergone

exchange. In some cases, this may allow the backbone amide

protection patterns to be determined at single-residue reso-

lution (183), although such instances are very rare.

Supplementation of enzymatic digestion with peptide ion

fragmentation in the gas phase may also enhance the spatial

resolution of HDX MS measurements (184), but this tech-

nique has yet to be commonly accepted due to concerns

over the possibility of introducing gas-phase artifacts (185).

(see Chapter 5 for a more detailed discussion). In addition

to limited spatial resolution, HDX MS measurements

frequently suffer from incomplete sequence coverage, espe-

cially when applied to larger and extensively glycosylated

proteins. Proteins with multiple disulfide bonds constitute

another class of targets for which adequate sequence cover-

age is difficult to achieve, although certain changes in

experimental protocol can alleviate this problem, at least for

smaller proteins (186). Typically, an 80% level of sequence

coverage is considered good, although significantly lower

levels may also be adequate, depending on the context of

the study.

Back-exchange, mentioned in the previous paragraph, is

another pitfall of HDX MS measurements. Unfortunately,

while undesirable, this is unavoidable even under controlled

conditions, and in fact may be accelerated during various

stages of protein processing, for example, during chro-

matographic separation of peptides (187). Although back-

exchange was frequently evaluated in the past using un-

structured model peptides, the utility of this procedure is

questionable, since the intrinsic exchange rates are highly

sequence-dependent. In many instances, back-exchange

may be estimated using algorithms based on context-spe-

cific kinetics data (e.g., available at http://hx2.med.upenn.

edu/download.html); it may also be determined experimen-

tally for each proteolytic fragment by processing a fully

labeled protein using a series of steps that precisely repro-

duce those used in HDX MS measurements (148). Typical

back-exchange levels reported in the recent literature range

from 10 to 50%, although significantly higher numbers have

Figure 4.16. Schematic representation of HDX MS work flow to examine protein higher order

structure and conformational dynamics. The exchange is initiated by placing the unlabeled protein

into a D2O--based solvent system (e.g., by a rapid dilution). Unstructured and highly dynamic protein

segments undergo fast exchange (blue and red colors represent protons and deuterons, respectively).

Following the quench step (rapid solution acidification and temperature drop), the protein loses its

native conformation, but the spatial distribution of backbone amide protons and deuterons across the

backbone is preserved (all labile hydrogen atoms at side chains undergo fast back-exchange at this

step). Rapid clean-up followed by MS measurement of the protein mass reports the total number of

backbone amide hydrogen atoms exchanged under native conditions (a global measure of the protein

stability under native conditions), as long as the quench conditions are maintained during the sample

work-up and measurement. Alternatively, the protein can be digested under the quench conditions

using acid-stable protease(s), and LC--MS analysis of masses of individual proteolytic fragments will

provide information on the backbone protection of corresponding protein segments under the native

conditions. [Reprinted with permission from (182). Copyright� 2011 Bentham Science Publishers.]

(See color version of the figure in Color Plate section)
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also been reported. Even if back-exchange can be accounted

for, it nonetheless has a very detrimental influence on the

quality of HDXMSmeasurements by reducing the available

dynamic range. Unlike chemical cross-linking and oxidative

labeling, data analysis itself does not appear to be a sig-

nificant problem in HDX MS work. Once all relevant peptic

fragments are identified and back-exchange levels measured

for all of them, calculation of local protection levels is

relatively straightforward. Nonetheless, this task is very

time consuming and can be streamlined by automated HDX

MS data processing algorithms, especially for large proteins

and in situations where multiple exchange data points are

acquired (188–190).

An example of using HDX MS to identify interface

regions in protein complexes is shown in Figure 4.17, where

hydrogen-exchange kinetics are measured for a diferric

form of human serum transferrin (Fe2Tf) alone and when

complexed to its cognate receptor. Both Tf--metal and

Tf--receptor complexes dissociate under the slow exchange

conditions prior to MS analysis; therefore, the protein mass

evolution in each case reflects solely deuterium uptake in

the course of exchange in solution. The extra protection

afforded by the receptor binding to Tf persists over an

extended period of time, and it may be tempting to assign

it to shieldingof labilehydrogenatomsat theprotein--receptor

interface. However, this view is overly simplistic, as the

conformational effects of protein binding are frequently felt

well beyond the interface region. The difference in the

backbone protection levels of receptor-free and receptor-

bound forms of Fe2Tf appears to grow during the initial hour

of exchange (Fig. 4.17a), reflecting significant stabilizationof

Fe2Tf higher order structure by the bound receptor. Indeed,

while the fast phase of HDX is typically ascribed to frequent

local fluctuations (transient perturbations of higher order

structure) affecting relatively small protein segments, the

slower phases of HDX usually reflect relatively rare, large-

scale conformational transitions (transient partial or

complete unfolding). This explains why global HDX MS

Figure 4.17. Localization of the receptor binding interface on the surface of human serum transferrin

(Tf) with HDX MS. (a) The HDX MS of Tf (global exchange) in the presence (blue) and the absence

(red) of the receptor. The exchange was carried out by diluting the protein stock solution 1:10 in

exchange solution (100 mMNH4HCO3 in D2O, pH adjusted to 7.4) and incubating for a certain period

of time as indicated on each diagram followed by rapid quenching (lowering pH to 2.5 and

temperature to near 0�C). The black trace shows unlabeled protein. (b) Isotopic distributions of

representative peptic fragments derived from Tf subjected to HDX in the presence (blue) and the

absence (red) of the receptor and followed by rapid quenching, proteolysis and LC MS analysis.

Dotted lines indicate average masses of unlabeled and fully exchanged peptide ions. Colored segments

within the Tf--receptor complex show localization of these peptic fragments [based on the low-

resolution structure of the complex (190)]. [Adapted with permission from (185). Copyright � 2009

American Chemical Society.] (See color version of the figure in Color Plate section)
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measurements similar to thosepresented inFigure 4.17canbe

used to obtain quantitative thermodynamic characteristics

for protein interaction with a variety of ligands, which will

be considered in greater detail in Chapter 7. Evolution of

deuterium content of various peptic fragments of Fe2Tf

(Fig. 4.17b) reveals a wide spectrum of protection, which is

distributed very unevenly across the protein sequence.While

some peptides exhibit nearly complete protection of back-

bone amides (e.g., segment [396--408] sequestered in the core

of the protein C-lobe), exchange in many others is fast (e.g.,

peptide [612--621] in the solvent-exposed loop of theC-lobe).

The influence of receptor binding on backbone protection is

also highly localized. While most segments appear to be

unaffected by the receptor binding, there are several regions

where exchange kinetics are noticeably decelerated (e.g.,

segment [71--81] of theN-lobe, which contains several amino

acid residues that form Tf--receptor interface according to

the available model of the complex based on low-resolution

cryo-EM data (191)).

Although HDX MS measurements alone are usually

insufficient to determine protein conformation or quaternary

structure of multiunit assemblies, combining it with other

biophysical tools may lead to significant advances in struc-

ture characterization. This was demonstrated recently by

Komives and co-workers (192), who used a combination of

HDX MS and crystallography to establish differences and

similarities among various forms of a viral capsid. The

HDX MS data can also aid in building high-resolution

quaternary structures of protein assemblies from subunits

whose monomeric structures are known, by providing a

filter for a vast array of suboptimal candidate structures

produced by computational docking (193). Finally, HDX

MS has been extremely helpful in mapping intersubunit

interfaces in large protein aggregates and amyloid forma-

tions (183,194–196), which are notoriously difficult to

analyze using traditional experimental approaches. These

studies will be discussed in more detail in Chapter 9.

Although the focus of this chapter is on characterizing

native protein structures, the experimental methods pre-

sented here can be used to probe dynamic features of

biomolecules as well. In the following chapters, we will

discuss applications of both chemical cross-linking and

HDX to characterize the structure of various non-native

states of proteins that become populated under denaturing

conditions (Chapter 5). Wewill also consider various uses of

HDX MS and oxidative chemical labeling to probe the

transient protein states that play important roles in folding

processes (Chapter 6).
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5
MASS SPECTROMETRY BASED APPROACHES
TO STUDY BIOMOLECULAR DYNAMICS:
EQUILIBRIUM INTERMEDIATES

In Chapter 4, we surveyed various mass spectrometry based

approaches to study the higher order structure of proteins

under native conditions. For many decades, such well-

defined and highly organized structures were thought of

as the most important (if not the only) determinants of

protein function. Protein folding had been considered a

linear process leading from fully unstructured (and, there-

fore, dysfunctional) states to the highly organized native

(functionally competent) state. The advent of nuclear mag-

netic resonance changed our perception of what functional

protein states are, with the realization that native proteins

are very dynamic species. Perhaps the most illustrious

examples of the intimate link between protein dynamics

and function are found in enzyme catalysis, where the

chemical conversion of substrate to product is often driven

by relatively small-scale dynamic events within (and often

beyond) the active site. It has become clear in recent years

that large-scale macromolecular dynamics may also be an

important determinant of protein function. A growing

number of proteins are found to be either partially or fully

unstructured under native conditions, and such flexibility

(intrinsic disorder) appears to be vital for their function.

Proteins that do have native folds under physiological

conditions can also exhibit dynamic behavior via local

structural fluctuations or by transiently sampling alterna-

tive (higher energy or activated) conformations. In many

cases, such activated (non-native) states are functionally

important despite their low Boltzmann weight. Realization

of the importance of transient non-native protein structures

for their function has not only greatly advanced our un-

derstanding of processes as diverse as recognition, signaling,

and transport, but has also had profound practical impli-

cations, particularly for the design of drugs targeting

specific proteins. Because of their transient nature, these

non-native protein conformational states present a great

challenge vis-�a-vis detection and characterization. This

chapter presents a concise introduction to an array of

techniques that are used to study the structure and behavior

of these “equilibrium intermediate states”. We begin our

discussion by considering protein ion charge-state distribu-

tions in electrospray ionization mass spectra as indicators

of protein unfolding. We then proceed to various trapping

techniques that exploit protein reactivity to reveal struc-

tural details of various non-native states. We conclude this

chapter with a detailed discussion of hydrogen exchange,

arguably one of the most widely used methods to probe the

structure and dynamics of non-native (partially unstruc-

tured) protein states.

5.1. DIRECT METHODS OF MONITORING

EQUILIBRIUM INTERMEDIATES: PROTEIN ION

CHARGE--STATE DISTRIBUTIONS IN ESI MS

5.1.1. Protein Conformation as a Determinant of the

Extent of Multiple Charging in ESI MS

As discussed in Chapter 3, the idea of using the ESI process

as a means to generate (bio)polymer ions in a form suitable

for MS analysis, predates the triumphant entry of this ioniza-

tion technique into mainstream biological MS by some time.

One particular feature of ESI that seemed to be a major
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impediment for its application to macromolecules was

multiple charging, a phenomenon that seemingly compli-

cated the appearance of mass spectra by crowding them with

multiple ion peaks corresponding to the same analyte. In

retrospect, it seems almost ironic that the multiple charging

of macromolecules in ESI MS is now viewed not as a

liability, but as an extremely valuable asset, which provides

an important new dimension to the analysis of biopolymers.

In fact, it was not long after the acceptance of ESI MS as a

tool for measuring masses of macromolecular ions, that

observations were made linking the dramatic changes of

ionic charge-state distributions to protein denaturation in

solution. Chait and co-workers (1), and later Loo et al. (2),

observed dramatic changes in the charge-state distributions

of protein ions resulting from the changes in solvent com-

position that were known to induce protein denaturation.

Natively folded proteins, by definition, have stable com-

pact cores sequestered from the solvent, and undergo ESI to

produce ions carrying a relatively small number of charges.

This occurs because the compact shape of a tightly folded

polypeptide chain in solution does not allow the accommo-

dation of a significant number of protons on its surface upon

transition from solution to the gas phase. For this reason, ion

peaks in the ESI mass spectra of proteins in aqueous

solutions at a neutral pH typically dominate the high m/z

regions of the spectra and are almost always characterized

by having a narrow distribution of charge states (Fig. 5.1a).

Unlike folded proteins, conformers that are either partially

or fully unfolded in solution give rise to ions carrying a

larger number of charges and their charge-state distributions

are significantly broader (e.g., ion peaks labeled with open

circles in Figure 5.1b and c). This occurs because once a

protein loses its compactness upon denaturation (or unfold-

ing), a significantly larger number of charges can be ac-

commodated on its surface. Native and non-native protein

states often coexist at equilibrium under mildly denaturing

conditions. In such situations, protein ion charge-state dis-

tributions become bimodal, reflecting the presence of both

native and denatured states. Dramatic changes of protein

charge-state distributions therefore often serve as gauges of

large-scale conformational changes (3).

Evolution of the protein ion charge-state distributions,

shown in Figure 5.1, reflects conformational changes caused

by the protein environment. However, there are many other

situations when charge-state distributions reveal conforma-

tional transitions. Soon after the initial reports by Chait

and co-workers (1) and Loo et al. (2), Fenselau and co-

workers (4) demonstrated that protein ion charge-state

distributions also provide information on protein conforma-

tional changes in solution induced by cofactors (e.g., metal

ions) under near-native conditions. In these experiments,

addition of divalent metals (Zn2þ or Cd2þ) to a solution of a
small protein, apo-metallothionein, not only resulted in

increases of the measured masses of the protein ions

[consistent with binding of a requisite number of (up to

seven) metal cations to the protein], but also induced

noticeable shifts in their charge-state distributions. The

latter were interpreted as a manifestation of formation of

a compact protein structure cemented by coordination of the

metal ions by distant cysteine residues (4).

5.1.2. Detection and Characterization of Large-Scale

Conformational Transitions by Monitoring Protein

Ion Charge-State Distributions in ESI MS

The ability of these relatively simple measurements to probe

conformational changes in proteins has been utilized exten-

sively in the past two decades to study protein unfolding and

conformational heterogeneity, as well as monitoring large-

scale conformational changes within proteins in solution.

Protein ion charge-state distributions provide an effective

means of monitoring changes in protein conformation in-

duced by changing solvent pH and composition (5–10), as

well as solution temperature (11). This approach can also be

used to study the effect of metal ion (12–19) and small

organic ligand (20) binding on protein conformational sta-

bility. Likewise, influence of conformational heterogeneity

on protein--protein (21,22) and protein--DNA (23) binding
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Figure 5.1. The ESI mass spectra of ubiquitin acquired under

near-native (a, 10-mM CH3CO2NH4, pH adjusted to 7) and

denaturing conditions (b, 10-mM CH3CO2NH4, pH adjusted to

2.5 with CH3CO2H; (c), low ionic strength, pH 2.0, 60% CH3OH

(methanol). Protein ions corresponding to the “native” and “non-

native” (denatured) states of the protein are labeled with shaded

and open circles, respectively.
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can similarly be evaluated by monitoring protein ion charge-

state distributions. Analysis of protein ion charge state dis-

tributions in ESI MS has also been used to determine the

influence of mutations (24) and chemical modifica-

tions (25,26) on protein stability. Changes in the protein ion

charge-state distributions can also be used to detect the

“loosening” of the protein tertiary structure in solution

following reduction of disulfide bonds (27).

This tool is now being actively evaluated in the bio-

pharmaceutical sector, where it has been shown to be able

to discriminate among monoclonal antibodies produced

by different cell lines (28), as well as to detect loss of

conformational stability in protein drugs triggered by

non-enzymatic post-translational modifications (29,30).

An example of such work is shown in Figure 5.2, where

alkylation of a single free cysteine residue in interferon-

b1a (IFN) leads to the appearance of high charge-density

protein ions in ESI mass spectrum acquired under near-

native conditions, while only low charge-density species

could be observed for the intact protein. This example

highlights the unique advantage of protein conformation

analysis by ESI MS, which produces two independent

readouts in a single measurement: mass, which can be

used to make a distinction among various species present

in solution, and ionic charge distributions, which are used

to assess the integrity of protein conformation. This also

Figure 5.2. The ESI MS of intact (gray trace) and NEM alkylated interferon-b1a (black) in 100 mM

ammonium acetate. The inset shows limited heterogeneity of interferon-b1a due to the presence of

several glycoforms. The light gray trace shows an ESI mass spectrum of intact IFN acquired under

strongly denaturing conditions. The two structures show (a) the native conformation of the protein

and (b) the proposed destabilized form where covalent modification of a free Cys residue (shown as a

stick model) results in melting of a helix. [Adopted with permission from (32). Copyright � 2010

American Society for Mass Spectrometry].
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allows the protein ion charge-state distribution analysis to

be used in complex multicomponent systems (21,22,31).

While conformational integrity is clearly compromised

in the modified form of interferon-b1a, shown in Figure 5.2,
a significant proportion of protein molecules appear to

maintain compact conformation (represented by charge

states 8þ through 10þ). The rest of the modified protein

molecules are less compact (11þ through 14þ), but even

they retain at least some residual structure. Indeed, acid

unfolding of the intact protein leads to the appearance of

ionic species in ESI MS, whose charge density is noticeably

higher than that of the modified protein ions. Charge-state

distributions representing the unfolded protein (light gray

trace in Fig. 5.2) and the partially structured conformation

(black trace, charge states 11þ through 14þ) have a signi-

ficant overlap. In this particular case, a distinction between

the two states can be easily made based on the mass dif-

ference between the two forms of the protein. However, if

the two non-native forms of the same protein were present in

solution simultaneously, it would be very difficult to tease

apart contributions made by each species to the total ionic

signal.

Interferon, of course, is not the only protein having

partially structured non-native states. In fact, most proteins

have multiple non-native states, not just folded and unfolded

conformations. Although in some cases the existence of

at least one intermediate state (here we will use this term

as a general descriptor of any non-native partially structured

protein conformation) can be inferred from the charge-state

distributions (33), it is possible to have multiple interme-

diate states coexisting in solution under equilibrium, some

of which may have only minor structural differences. In

most cases, such subtle conformational changes do not

lead to significant variations in the overall shape of the

protein and, therefore, in the average number of charges

accommodated by the protein ion upon its desorption from

solution. As a result, the charge-state distributions corre-

sponding to various protein conformational isomers may be

unresolved or poorly resolved (i.e., two or more different

conformers may give rise to ions carrying the same number

of charges). An important exception is the native confor-

mation, whose ionic signal in most cases can be distin-

guished with relative ease from that of non-native states.

Therefore, changes in the protein ion charge-state distribu-

tions are frequently regarded as qualitative indicators of

re- or denaturation that cannot provide much information

beyond gain or loss of the native fold.

This problem can be addressed, at least in some cases,

using a procedure that utilizes chemometric tools to extract

semiquantitative data on multiple protein conformational

isomers coexisting in solution under equilibrium (34,35).

Experiments are carried out by acquiring an array of spectra

over a range of both near-native and denaturing conditions

to ensure adequate sampling of various protein states and

significant variation of their populations within the range of

experimental conditions. The total number of protein con-

formers sampled in the course of the experiment can be

determined by subjecting the set of collected spectra to

singular value decomposition, SVD (36). The ionic con-

tributions of each conformer to the total signal can then be

determined by using a supervised minimization routine

(Fig 5.3). Application of this method to several small model

proteins has yielded a picture of protein behavior consistent

with that based on the results of earlier studies that utilized a

variety of biophysical techniques (35). More recently, this

technique was used successfully to uncover copopulated

non-native states of b2-microglobulin (8), as well as con-

formational heterogeneity of several intrinsically disordered

proteins (17,37-39).

One needs to be aware, however, that protein shape

(compactness) is not the only factor that determines the

appearance of charge-state distributions in the ESI mass

spectra. Any factor that affects either the desorption process

or the gas-phase ion chemistry may have a profound effect

on the appearance of the spectra. Solvent composition is

perhaps the most important parameter that can affect protein

charge-state distributions, by either altering the conditions

of ion desorption (by altering solvent dielectric constant,

surface tension, etc.) (40,41) or by supplying proton transfer

reagents to the gas phase (40,42). Changes in solvent

composition may also indirectly affect charge-state distri-

butions, for example, via formation of protein--anion ad-

ducts in solution that dissociate in the gas phase without

charge partitioning, resulting in apparent charge-state re-

duction (43). Care must be exercised, therefore, in order to

avoid overinterpretation of the experimental data based on

measurements of protein ion charge state distributions. In

many cases, it is possible to judiciously select a range of

solution conditions that introduce no variation in the protein

ion charge-state distributions other than those related to

shifts of equilibria among various protein conformers.

5.1.3. Detection of Small-Scale Conformational

Transitions by Monitoring Protein Ion Charge-State

Distributions

Unlike large-scale unfolding, small-scale conformational

transitions are much more difficult to detect, as they result

in much more subtle changes of protein ion charge-state

distributions. The resulting changes of the extent of mul-

tiple charging in this case could be smaller than the charge-

state shifts caused by other external factors discussed in

Section 5.1.2. Nevertheless, it is possible to choose ex-

perimental conditions in such a way that the influence of

gas-phase ion chemistry on protein ion charge-state dis-

tributions would remain near constant over the entire range

of conditions used in ESI MS experiments. For example,

if the objective of a study is to assess conformational
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heterogeneity of a protein over a wide pH range, electro-

lyte selection for the protein solution becomes critically

important. In a common situation, when aqueous A�BHþ

solution is acidified by incremental additions of AH, the

pH should not be lowered below the pKa of AH (43). This

places nearly inhibitive restrictions on the studies of acid-

induced unfolding when employing two of the most pop-

ular “native” ESI MS solvent systems, namely, ammonium

bicarbonate (pKa1¼ 6.4) and ammonium acetate (pKa¼
4.7). To expand the pH range over which studies of confor-

mational dynamics can be carried out, the traditional

acetate- or bicarbonate-based solvent systems can be re-

placed with those that have a very weak basic component

A� (i.e., whose conjugate acid AH is rather strong). For

example, replacing ammonium acetate with ammonium

formate lowers the pH at which the apparent charge

reduction occurs by one pH unit (pKa of HCO2H is 3.7).

The pH limit in the studies of acid-induced conformational

changes could be pushed much lower, down to pH 1,

should the ESI MS measurements be carried out using

ammonium trifluoroacetate (CF3CO2NH4) solutions,

whose pH is adjusted with an acid.

We have used this approach to study the pH dependent

inactivation of pepsin (44), an acidic protease, which starts

to lose its enzymatic activity at pH > 2, in a process that

involves a relatively small-scale conformational transi-

tion (45,46). Although two conformational transitions at

pH 2.5 and 7.5 are readily revealed in fluorescence experi-

ments (Fig. 5.4b), high charge-density ions of pepsin appear

in ESI MS only at pH 7.5 (Fig. 5.4a). This suggests that the

first transition is not accompanied by global unfolding of the

protein; indeed, other spectroscopic measurements suggest

the protein remains compact at pH < 7 (44). Despite the

absence of high-charge-density pepsin ions in this pH range,
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Figure 5.3. Factor analysis of an array of ESI mass spectra recorded at various stages of acid- and

alcohol-induced unfolding of ubiquitin (representative raw data are shown in Fig. 5.1). The total

number of protein states is determined by a singular value decomposition of the entire data matrix of

dimension N�K (charge state � experiment number). While SVD produces a total of 10 singular

values, only the first three are required to account for 95% of variation exhibited in the spectra within

the entire range of conditions (a). “Abstract” solutions corresponding to these three “significant”

singular values show consistent behavior throughout the entire range of conditions (b), while the

“insignificant” singular values randomly oscillate around zero (an example is shown on panel c).

Contributions of the three protein states (assigned as Native, A-state and fully Unfolded) to the total
ion current are determined using supervised optimization (three examples are shown on d--f ).

[Adapted with permission from (35). Copyright � 2003 American Chemical Society.]
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the charge-state distribution clearly evolves, suggesting the

presence of two compact species in solution. Careful anal-

ysis of pepsin ion charge-state distribution reveals the

presence of two transitions, in excellent agreement with

the fluorescence data (e.g., compare the average ionic

charge and lmax curves in Fig. 5.4b).

When executed with due care, ESI MS experiments

provide a means to observe small-scale conformational

transitions that do not result in significant loss of higher

order structure. In Chapter 9, we will consider another

example of using ESI MS to detect small-scale conforma-

tional changes that trigger protein aggregation. An intriguing

question that might be asked here relates to the possibility of

extracting even more information from the analysis of pro-

tein ion charge-state distributions. In Chapter 4, we already

discussed the possibility of obtaining estimates of solvent-

exposed surface areas of natively folded proteins based on

the extent of their multiple charging in ESI MS. Since

deconvolution of charge-state distributions discussed in this

and the preceding sections also provides an opportunity to

determine average ionic charges corresponding to non-native

conformers, could it be used to determine their physical

dimensions in solution in a fashion similar to that used for

natively folded proteins (47)? A recent analysis of literature

data by Grandori and co-workers (48) suggests that a cor-

relation exists between the extent of multiple charging of

fully unstructured proteins and their calculated surface areas

in solution (Fig. 5.5), and the form of this relationship is very

similar to (but not exactly the same as) that for natively

folded proteins. Clearly, more work is needed in order to

establish with certainty the existence of a universal charge/

surface relationship. If such a relationship does indeed exist,

analysis of protein ion charge-state distributions will provide

new and important dimension in characterizing non-native

protein states by allowing estimates of their physical dimen-

sions to be deduced directly from the ESI MSmeasurements.
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Figure 5.4. (a) Representative ESI mass spectra of pepsin acquired in 10-mM CF3CO2NH4

solutions whose pH levels were adjusted as indicated on the panels using HCO2H or NH4OH.

The boxed insets show the results of fitting the intensity distributions of low charge density pepsin

ions with two basis functions (Gaussian curves), representing active (dark gray) and compact

inactive (light gray) conformations of the protein. (b) Evolution of the maximum fluorescence

wavelength of pepsin in solution and the average charge of low charge density pepsin ions in ESI MS

as a function of pH (the two ESI data sets were acquired on different days). [Reproduced with

permission from (44). Copyright � 2007 American Chemical Society].

132 MASS SPECTROMETRY BASED APPROACHES TO STUDY BIOMOLECULAR DYNAMICS: EQUILIBRIUM INTERMEDIATES



5.1.4. Pitfalls and Limitations of Protein Ion

Charge-State Distribution Analysis

This section would be incomplete without considering the

limitations of charge-state distribution analysis, as well as

common pitfalls that are associated with experimental work

using this technique. We already mentioned the potential

influence of gas-phase processes on the ionic charges. An-

other interesting phenomenon that may complicate the anal-

ysis of protein conformational heterogeneity based on the

appearance of ionic charge-state distributions in ESI MS is

the artificial enhancement of the ionic signal of (partially)

unfolded protein species in ESI MS, which may give rise to

false-positive signals of protein unfolding (49). This phe-

nomenon is observed when significant quantities of protein

complexes or aggregates exist in solution. As already dis-

cussed in Chapter 4, dissociation of such complexes in the gas

phase usually proceeds via asymmetric charge partitioning,

where a single polypeptide chain is ejected from a metastable

complex and carries a disproportionately high number of

charges (50). An example of such a process was shown in

Figure 4.4, where mild collisional activation of the 14-meric

protein complex GroEL in the ESI interface resulted in

ejection of a highly charged monomeric ion from the com-

plex. The monomeric products of dissociation populate the

low end of the m/z scale (average charge 29þ), and their

presence in the mass spectrum alongside the low-charge-

density monomeric ions (average charge 16þ) falsely sug-

gests the existence of unstructured monomers in solution at

equilibrium with the natively folded species.

Above and beyond ion molecule charge transfer and ion

dissociation reactions, even selection of data acquisition

parameters in ESI MS may (and almost always does) intro-

duce bias in the ionic charge-state distributions by altering

the transmission/detection efficiency as a function of m/z.

Obviously, analysis of charge-state distributions of protein

ions in ESI MS provides reliable information on protein

conformational dynamics only if the observed changes in the

extent of multiple charging are due to changes of protein

compactness in solution. Protein ion charge-state distribu-

tions are also very sensitive to the way that the ions are

produced (51), hence the frequently observed variations, not

only across various instrumental platforms, but even with a

single mass spectrometer based on specific physical para-

meters employed to generate an ESI signal.

The unique ability of ESI MS to visualize individual

conformers often leads to a temptation to determine the

relative abundance of various protein states in solution

based on ESI MS data, but are these fractional concentra-

tions of various protein states in solution proportional to the

signal intensity of ions representing these conformers in

ESI MS? Many early studies implicitly assumed that the

answer to this question is “yes”, although some reservations

were also expressed (34). A recent study by Kuprowski and

Konermann (52) explored the relationship between the

fractional concentrations of different conformers and their

respective ionic signals. Convincing evidence was pre-

sented that non-native polypeptide chains generate higher

signal response compared to the natively folded species. In

some unfavorable cases, the ionic intensity ratios may

deviate from the actual concentration ratios by as much as

two orders ofmagnitude. The higher ionization efficiency of

unfolded proteins is attributed to their increased hydropho-

bicity, which increases their surface activity. Consequently,
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Figure 5.5. Charge-to-surface correlation for denatured globular proteins and intrinsically disor-

dered proteins (IDPs) in ESI MS (literature compilation). The logarithm of the experimental average

charge in the positive-ion mode is plotted against the logarithm of the solvent-accessible surface area

calculated by ProtSA (circles, IDPs under denaturing conditions; triangles, globular proteins under

denaturing conditions; squares, IDPs under nondenaturing conditions) and the best linear fit (solid

line). The dashed line shows the result of a similar analysis for globular proteins under nondenaturing

conditions (data points not shown). [Adapted with permission from (48). Copyright � 2011

American Chemical Society.]
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these species are much more likely to be located at the

solvent--air interface in the charged droplets produced by

electrospray and will have a much higher probability to be

transferred to the ion-producing progeny droplets during

Coulombic explosion events. Fortunately, the study also

found that suppression of the ionic signal corresponding to

the natively folded protein species can be minimized if the

experiments are carried out in a charge-surplus regime, that

is, at relatively low-protein concentrations (52).

Finally, it should be noted that not all concerns that are

frequently expressed over the validity of protein conforma-

tional analysis based on charge-state distributions are well

founded; in fact, some of the perceived limitations of this

technique are imaginary. For example, it was (and still is)

not uncommon to hear an argument that the extent of

multiple charging of unfolded polypeptides in ESI MS must

be limited by the number of available ionizable sites. As

discussed in Chapter 3, multiple charging of proteins in ESI

MS most commonly occurs in the positive-ion mode in the

form of protonation (the attachment of multiple protons,

Hþ), although other types of polycation formation can also

occur. Formation of polyanionic species in negative ion ESI

MS usually proceeds via deprotonation of polypeptides. It is

the intimate involvement of protons in generating multiply

charged ions of biopolymers that led to suggestions that the

charge-state distributions observed in ESI MS must reflect

the cumulative charge on the acidic and basic residues in

solution (53,54). In this view, the large-scale conformational

dynamics of the polypeptide chains in solution influenced

the charge-state distributions indirectly, by modulating the

pKa values of individual amino acid residues.

Although the acid--base paradigm is a convenient way of

thinking of protein ions in solution, it is a very poor

predictor of the extent of multiple charging of proteins in

ESI MS. Fenselau and co-workers (55) demonstrated that

both polycationic and polyanionic species could be gener-

ated from a protein solution at any given pH, proving that

evolution of the charge distribution reflects conformational

transitions, rather than titration of basic or acidic side

chains. The notion of solution-phase acid--base chemistry

as a determinant of the extent of multiple charging in ESI

MS was abandoned a long time ago; however, acid--base

chemistry is still frequently invoked as a factor influencing

protein ion charge-state distributions. For example, it is

often argued that the extent of multiple protonation of an

unstructured polypeptide chain should be limited by the

number of basic residues in its sequence (56). Specifically,

proton affinity of the solvent molecules is suggested to

provide a cut-off level for amino acid residues that can be

protonated in the gas phase (42). Pepsin, mentioned in

Section 5.1.3, is an ideal system to test these assumptions.

It contains 41 acidic, but only four basic residues, so it

would be tempting to argue that there are simply not enough

basic sites in this protein to afford adequate protonation of

the unfolded polypeptide chain in the gas phase. Despite the

small number of basic sites, it is evident from Figure 5.4 that

pepsin ions accumulate up to 11 positive charges when

desorbed from aqueous solutions at near-native pH 2 (the

native environment of pepsin, gastric juice, is extremely

acidic).

Large-scale unfolding of pepsin occurs in neutral and

basic solutions. Therefore, it is not surprising to observe a

bimodal charge-state distribution of pepsin ions in ESI MS

acquired under these conditions (Fig. 5.6). Importantly, the

most abundant ion peak in the mass spectrum corresponds to

a protein molecule accommodating 31 protons, more than

six times the number of basic sites on the polypeptide chain!

It is quite remarkable that a polypeptide chain, which

contains only four basic residues, can accommodate so

many protons. It is perhaps even more surprising that the

extent of multiple charging of pepsin polyanions (in neg-

ative ion ESI MS) is very similar to that of multiply

protonated species in positive ion ESI MS (cf. the two

traces in Fig. 5.6), despite more than a 10-fold excess of

acidic residues in this protein. The fact that the polycationic

charge-state distribution of pepsin closely mirrors that of the

polyanionic species (despite the abundance of acidic resi-

dues and the extreme deficiency of basic ones) strongly

suggests that the extent of multiple charging is indeed

determined by the protein geometry in solution, not the

number of available basic sites.
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Figure 5.6. The ESI mass spectra of porcine pepsin acquired

under denaturing conditions (20mM ammonium acetate, pH

adjusted to 9.5, 50% CH3OH by volume) acquired in the positive

(black trace) and negative (gray trace) ion modes. [Adapted with

permission from (33). Copyright � 2008 American Society for

Mass Spectrometry.]
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5.2. CHEMICAL LABELING AND TRAPPING
EQUILIBRIUM STATES IN UNFOLDING

EXPERIMENTS

5.2.1. Characterization of Solvent-Exposed
Surfaces with Chemical Labeling

Although chemical cross-linking and selective chemical

modifications are typically used to assess native protein

structures, the same approaches can be used in principle to

characterize nonhomogeneous protein structures (e.g.,

equilibrium intermediate states). There are, however, very

few examples of using either chemical cross-linking or

selective labeling in conjunction with MS to characterize

protein conformational heterogeneity under equilibrium.

One possible reason is that the structural information

obtained in such experiments is ensemble-averaged, which

often makes data interpretation rather difficult. This was

exemplified by Craig et al., (57) who used a photochemical

reagent to characterize the degree of unfolding of a small

protein a-lactalbumin. The urea-unfolded state of the

protein was labeled 25--30% more than the native state due

to an apparent increase of the solvent-accessible surface

area. However, such an increase is still below the increment

expected from the theoretical estimates of the solvent-

accessible surface area of the random coil (100% was

predicted based on theoretical calculations). This discrep-

ancy was attributed to “residual structure” in the unfolded

state. Another possible explanation would be presence of a

partially structured intermediate state (e.g., a molten glob-

ular state) alongside the random coil, with the experiments

providing the solvent-accessibility patterns averaged across

the entire protein population.

More recently equally suspicious results were obtained

with this technique, when diazirine (DZN) was used as a

photochemical probe of structure of the acid-induced mol-

ten globular state of a-lactalbumin (58). Although the extent

of labeling in this protein under acidic conditions was higher

than that under native conditions (consistent with loss of

structure), it also exceeded the level of :CH2 tagging

observed under conditions favoring complete loss of struc-

ture. Although the extent of the labeling increase was

uneven across various protein segments, all of them showed

an increase in reactivity (Fig. 5.7). This observation seems

counterintuitive, as residual structure in the molten globular

Figure 5.7. (a) Regiospecific :CH2 labeling pattern of the acid-stabilized molten globule (A-state)

of bovine a-lactalbumin relative to that of the unfolded protein (U-state). The A/U labeling ratio for

each tryptic peptide was measured as the :CH2 labeling yield of a sample modified in the A-state

relative to the corresponding value for a sample of equivalent mass modified in the U-state.

(b) a-Lactalbumin backbone colored according to the :CH2 labeling change in the A-state relative to

the U-state. Tryptic peptides showing the highest labeling enhancement (A/U values in the range

1.8--2.1) are shown in red (residues 17--31, 80--93, and 95--98); those showing intermediate values

(in the range 1.5--1.6) are shown in cyan (residues 1 -- 5þ 109--114 and 115--122); those presenting

minimal enhancements (A/U values <1.4) are shown in blue (residues 6--10, 32--58, 59--62, 63--79,

and 99--108). The disulfide bridges are shown in green. [Reproduced with permission from (58).

Copyright � 2009 Elsevier Ltd.] (See color version of the figure in Color Plate section)
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state would be expected to decrease the reactivity of the

polypeptide chain toward :CH2, opposite to what was

observed. This phenomenon was rationalized in terms of

the ability of the hydrophobic core of the molten globular

state to effectively partition the nonpolar DZN, thereby

increasing its local concentration (58). This example clearly

shows that the structure--reactivity relationship is far from

straightforward, and care needs to be exercised when de-

signing such experiments and interpreting their results.

An additional disadvantage of chemical labeling as a

technique to study dynamic protein structures is that slow

diffusion of a bulky labeling reagent to its target site may

prevent efficient labeling. Even if the kinetics of the labeling

reaction itself are very fast, the efficiency of a trapping

reaction will be significantly limited by the slow diffusion of

reactant (covalent modifier) through the protein solution to

the transiently exposed reactive site on the protein. How-

ever, there are several notable exceptions to this rule, where

the diffusion limit can be defeated and chemical modifica-

tions can be used to study conformational dynamics. The

first two employ an omnipresent modifier (solvent), which

either reacts selectively with non-native protein states, but is

inert toward the native state, or else is totally unreactive in

its ground state, but can be activated on a very short time

scale. The former is, of course, the well-known and ex-

tremely popular technique of hydrogen--deuterium ex-

change (HDX), which will be discussed in Section 5.3.

The latter is fast nonspecific labeling, whose applications

to characterization of static protein structures have been

discussed already in Chapter 4. While laser-induced water

photolysis appears to be the most popular way to generate

HO
.
radicals within a very narrow time window suitable for

probing the structure of transiently populated intermediate

states (59,60), time-resolved radiolytic footprinting can also

be used for this purpose [reviewed in (61)]. These methods,

as well as a recently introduced g-ray mediated oxidative

labeling (62) can also be used to characterize equilibrium

intermediate states, as less structured conformers exhibit

higher labeling levels than tightly folded species (62–64).

However, it should be noted that the outcome of such

measurements frequently depends not only on the protein

conformation, but also on the solvent system used in the

experiments. Indeed, many popular chaotropic agents are

efficient radical scavengers, and therefore modulate the

extent of protein oxidative labeling (62). Applications of

these techniques to investigate kinetics of protein folding

and assembly are discussed in Chapter 6.

5.2.2. Exploiting Intrinsic Protein Reactivity:

Disulfide Scrambling and Protein Misfolding

Another approach that can be used to probe the structure of

non-native states without the need for external covalent

modifiers relies on the internal chemically active groups

within the protein. As already discussed in Chapter 4,

cysteine residues have an intrinsic propensity to form stable

bonds in the native conformation (65,66), and monitoring

disulfide-bond formation reactions can also be used to study

protein conformation and dynamics. The reactions include

oxidation, reduction, and reshuffling, which are all based on

thiol—disulfide exchange, in which the thiolate anion R1S
�

displaces one sulfur of the disulfide bond R2SSR3 (65).

Thiol–disulfide exchange reactions are attenuated by a

variety of factors, including local electrostatic interactions

and structural propensities. Stable tertiary structure is an-

other important determinant, as it locks in the native disul-

fide bonds. Thus, regeneration of the disulfide bond pattern

is often used to monitor the progress of protein folding (67).

Traditional techniques of determining the disulfide bond

pattern rely on proteases to cleave the polypeptide backbone

between the cysteine residues. In some cases, the disulfide

bond pattern within trapped folding intermediates can be

determined using a combination of proteolysis and MS

analysis (68). However, application of this procedure to

proteins containing a large number of cysteine residues can

be a very challenging task, particularly when the cysteine

residues are located close to each other in the sequence.

We discussed some approaches to mapping disulfide

bonds in natively folded proteins in Chapter 4; many of

these same procedures can be used to obtain non-native

disulfide patterns. In addition, the disulfide bond pattern in

partially reduced proteins can be obtained using cyanylation,

which induces specific backbone cleavages at the N-terminal

side of modified (S-cyano-cysteine) residues (69–71).

The backbone cleavage step is followed by complete disulfide

reduction of the peptide mixture. The reduced peptides are

separatedbyhigh-performanceliquidchromatography(HPLC)

and analyzed by matrix-assisted laser desorption--ioniza-

tion (MALDI) or ESI MS. This procedure can be applied

readily to study late protein-folding intermediates by

quenching folding and trapping the disulfide intermediates

under conditions that minimize disulfide scrambling (i.e.,

sulfhydryl--disulfide exchange) in solution (72,73). An

alternative procedure for mapping proximal cysteine re-

sidues in partially unstructured proteins utilizes bis-thiol

reagents (derivatives of arsenous acid, e.g., melarsen oxide

and pyridinyl-3-arsonous acid) to link neighboring cysteine

residues in reduced proteins (74,75). Bis-thiol selective

derivatization of intermediate states is principally different

from mono-thiol trapping strategies, since bis-thiol mod-

ifications actually cross-link closely spaced cysteine resi-

dues pairwise. As a result, chemical reduction does not

result in protein unfolding. Two additional advantages of

this experimental strategy are (1) relatively large protein

mass increase upon single modification and (2) absence of

any side reactions even with a high molar excess of the

reagent. As is the case with other chemical-labeling

techniques, the identity of the modified residues can be
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established using a combination of proteolysis, separation

and MS analysis. Among the more recent developments in

this field, we note a successful application of electron-

based ion-dissociation techniques to obtain non-native

disulfide patterns in large proteins, such as monoclonal

antibodies and antibody-based fusion proteins (76).

5.3. STRUCTURE AND DYNAMICS OF

INTERMEDIATE EQUILIBRIUM STATES

BY HYDROGEN EXCHANGE

5.3.1. Protein Dynamics and Hydrogen Exchange

Perhaps the major disadvantage of the experimental meth-

ods presented thus far is their inability to detect small-scale

and/or rare dynamic events in solution. Here we use the term

“small-scale dynamic events” as a general descriptor of

local protein motions that alter structure of a small portion

of the protein without affecting the rest. An example of such

an event would be a local conformational fluctuation.

As discussed in Chapter 1, even under native or near-native

conditions, proteins sample non-native states via either

transient fluctuations or even large-scale unfolding events.

Such large-scale motions (partial or complete loss of the

native protein structure) are very rare events, unless, of

course, the protein under consideration is an intrinsically

unstructured one. The small-scale events do not alter the

overall structure enough to induce changes in the charge-

state distributions, while their transient nature prevents

efficient chemical trapping. Furthermore, if the Boltzmann

weight of the putative non-native states is negligible, as is

often the case under native conditions, they would not be

detectable using either protein ion charge-state distributions

or chemical-labeling techniques.

One of the potent experimental tools that has beenwidely

used to study protein dynamics is hydrogen–deuterium

exchange (HDX) (77). These measurements detect little or

no contribution from the protein molecules in the ground

state, providing an effective means to visualize transiently

populated activated states (78,79). The pioneering work of

Katta andChait (80) first demonstrated the great potential of

the HDX--ESI MS combination as a tool to probe confor-

mational dynamics of small proteins. In the following years,

the number and scope of applications of the HDX--ESI MS

(and, more recently, HDX--MALDI MS) methodology to

probe dynamics of biomolecules has expanded dramatical-

ly, catalyzed by spectacular technological improvements in

soft ionization methods. ESI MS offers several important

advantages over NMR, namely, faster time scale, tolerance

to high-spin ligands and co-factors, ability to monitor the

exchange in a conformer-specific fashion, as well as much

more forgiving molecular weight limitations. The ability of

ESI MS to handle larger proteins and their complexes is

particularly important when compared to high-field NMR,

which still has limited application for proteins larger than

�30 kDa. The practical upper mass limit of ESI MS, on the

other hand, has yet to be established, as the bar is being

continuously raised (81). Another significant advantage

offered by ESI MS is its superior sensitivity, which allows

many experiments to be carried out using only minute

quantities of proteins. In many cases, this enables the

studies of protein behavior at, or even below, endogenous

levels. Importantly, because of the ability of ESI MS to

desorb biomolecular species directly from aqueous solu-

tions, as well as high data acquisition rates afforded bymost

mass analyzers, HDX--ESI MS measurements can often be

carried out online, enabling in many cases real-time mon-

itoring of protein dynamics.

In Chapter 4, we discussed briefly some basic aspects of

HDX experiments relevant to probing “static” structures

of proteins and protein assemblies. We noted that protein

HDX involves two different types of reactions: (1) revers-

ible protein unfolding that disrupts the hydrogen-bonding

network, and (2) isotope exchange at individual unprotected

amides. Since protein unfolding (either local or global)

is a prerequisite for exchange at the sites that are protected

in the native conformation, HDX reactions serve as a

reliable and sensitive indicator of the unfolding events.

“Protection” here means either involvement in the hydro-

gen-bonding network or sequestration from solvent in the

core of the protein. However, it is important to remember

that the organization and dynamic features of the hydrogen-

bonding network are not the only determinants of the HDX

kinetics. Even in the absence of any protection, the ex-

change kinetics of any labile hydrogen atom will strongly

depend on the nature of the functional group. Thus, solvent-

exposed h-hydrogen atoms of the Arg guanidine group

would have the fastest exchange rates at neutral pH, ex-

ceeding those of backbone amide and Trp indole hydrogen

atoms by more than an order of magnitude and almost

three orders of magnitude, respectively. The pH dependen-

cies of the cumulative intrinsic exchange rates for several

types of labile hydrogen atoms, calculated based on the

data compiled byDempsey (82), are presented in Figure 5.8.

The exchange rates are also influenced by sequence-neigh-

boring residues via both inductive and steric blocking

effects (84). Furthermore, since hydrogen exchange at

unprotected sites is both acid and base catalyzed, the overall

exchange rate constant will depend on solution pH.

Exchange through catalysis bywater has also been reported,

and the “intrinsic exchange” rate constant is usually pre-

sented as (82):

kint ¼ kacid½Hþ�þkbase½OH��þkW ð5-3-1Þ

For most labile hydrogen atoms, base catalysis is more

effective, exceeding the acid-catalyzed rate constant by four

to eight orders of magnitude (82). Isotopic composition of
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both solvent and the protein also exerts a certain influence on

the intrinsic exchange rates. Rate constants for the acid-

catalyzed exchange of amide groups NH, ND (N2H), and

NT (N3H) in 1H2O are essentially identical, but a solvent

isotope effect doubles the acid-catalyzed rate in D2O (83).

Intrinsic exchange rate constants for base-catalyzed exchange

in H2O decrease slowly in the order NH > ND > NT, while

the alkaline rate constant in D2O appears to be very close

to that in H2O after making corrections for glass electrode

pH artifacts and differences in water auto-protolysis con-

stant (83). The presence of small exchange catalysts (e.g.,

phosphate, carbonate), as well small organic molecules with

carboxyl and/or amino groups typically increases hydrogen-

exchange rates from both the hydroxyl and amino groups of

polypeptides (85). The presence of organic cosolvents also

influences the intrinsic exchange rates, although this subject

has not received much attention (82).

5.3.2. Global Exchange Kinetics in the Presence of
Non-Native States: EX1, EX2, and EXX Exchange

Regimes in a Simplified Two-State Model System

Backbone amide hydrogen atoms constitute a particularly

interesting class of labile hydrogen atoms due to their

uniform distribution throughout the protein sequence, which

makes them very convenient reporters of protein dynamics

at the amino acid residue level (proline is the only naturally

occurring amino acid lacking an amide hydrogen atom).

Therefore, it is not surprising that the majority of HDX

experiments are concerned with the exchange of backbone

amide hydrogen atoms. The mathematical formalism that is

often used to describe HDX kinetics of backbone amides

was introduced several decades ago and is based upon a

simple two-state kinetic model (86):

NDðincompetentÞÐ
kop

kcl
NDðcompetentÞ�!kint NHðcompetentÞ

>NHðincompetentÞ
ð5-3-2Þ

where kop and kcl are the rate constants for the opening

(unfolding) and closing (refolding) events that expose/

protect a particular amide hydrogen to/from exchange with

the solvent. Most of the data presented in this chapter will

have a fully deuterated protein as a starting point of the

exchange reaction, and HDX reactions are initiated

by placing such a protein into a protiated buffer solution;

therefore, we modified the original presentation of Eq. 5-3-2

by Hvidt and Nielsen (86), who used a fully protiated

protein as a starting point. The intrinsic exchange rate

constants of amide hydrogen atoms from the exchange-

competent state kint can be estimated using short unstruc-

tured peptides (87). The ND ! NH transition is essentially

irreversible, as HDX experiments are carried out in signif-

icant excess (typically 10--100-fold) of exchange buffer.

In most HDX studies, the exchange-incompetent state of

the protein is considered to be its native state. The ex-

change-competent state is thought of as a non-native struc-

ture, which can be either fully unfolded (random coil) or

partially unfolded (intermediate states). Alternatively, it can

represent a structural fluctuation within the native confor-

mation, which exposes an otherwise protected amide hy-

drogen to solvent transiently through local unfolding or

structural breathing without unfolding (88,89). Transitions

between different non-native states under equilibrium con-

ditions are usually ignored in mathematical treatments of

HDX. One of the reasons is that the majority of HDX

measurements are carried out under native or near-native

conditions. The Boltzmann weight of non-native states for

most proteins under these conditions is very low and the

transitions among such states do not make any detectable

contribution to the overall HDX kinetics. Non-native HDX

is now also experiencing a surge in popularity due to

renewed interest in the structure and dynamics of interme-

diate protein states. An important advantage offered by ESI

MS is its ability to directly visualize various protein states

based on the difference in deuterium incorporation. As we

will see below, a clear distinction between a native confor-

mation and a (partially) unstructured state can be made

under certain mildly denaturing conditions.

Unlike HDX NMR measurements, a typical HDX MS

experiment provides information on global protection pat-

terns by measuring the isotope content of the entire protein,

rather than the exchange kinetics of individual amide hydro-

gen atoms. Nevertheless, interpretation of HDX MS data
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Figure 5.8. Intrinsic exchange rates of several types of labile

hydrogen atoms as functions of solution pH calculated based on

the data compiled in (83). Black line represents backbone amide

hydrogen atoms.

138 MASS SPECTROMETRY BASED APPROACHES TO STUDY BIOMOLECULAR DYNAMICS: EQUILIBRIUM INTERMEDIATES



often utilizes the kinetic model (Eq. 5-3-2) by making an

implicit assumption that ND(incompetent) and ND(compe-

tent) represent groups of amides, rather than individual

amides that become unprotected upon transition from one

state to another. This simplistic view of protein behavior is

illustrated in Figure 5.9, where the global energy minima

(narrow deep potential wells) represent native protein con-

formations, while the diffuse shallow local minima represent

the unstructured (exchange-competent) states. The potential

wells representing global minima are narrow, allowing

no conformational freedom for the protein (exchange-

incompetent state). An exchange event can only occur if the

protein molecule escapes the potential well corresponding to

the native (exchange-incompetent) state and spends some

time in the local minimum basin, which is comprised of

various microstates representing a random coil state of the

protein. If the reverse activation energy barrier (separating the

local free energy minimum from the global one) is low, the

protein will sample the unstructured state only transiently

before returning back to the native state (Fig. 5.9a). As a

result, only a small fraction of all labile hydrogen atoms will

be exchanged upon a single unfolding event. An additional

complication, which will be ignored here arises from the fact

that manymicrostates of a random coil state can have residual

protection,making certain amides unavailable to exchange. In

this case, the complete exchange will require adequate sam-

pling of all microstates within the basin.

Such a scenario, which is commonly referred to as theEX2

exchange mechanism, is realized if the residence time in the

local minimum basin (1/kcl) is much shorter than the char-

acteristic time of exchange of an unprotected labile hydrogen

atom (1/kint). In this case, the probability of exchange for even

a single amide during an unfolding event will be significantly

� 1. The overall rate of exchange will be defined by both the

frequency of unfolding events (kop) and the probability of

exchange during a single opening event:

kHDX ¼ kopðkint=kclÞ ð5-3-3Þ

or, after regrouping,

kHDX ¼ kint K ð5-3-4Þ

where K is an effective equilibrium constant for the unfolding

reaction and is determined by the free energy difference

between the two states of the protein.While inNMRmeasure-

ments, kHDX is simply a rate of depletion of a number of

proteinmolecules labeledwithDat a specific amide,HDXMS

measurements would regard this rate constant as a cumulative

rate of exchange. In other words, kHDX is an ensemble-

averaged rate of loss of the entire D content (for all amides

combined). It can be shown that under these conditions both

rate constants (measured by NMR and MS) would be numer-

ically equal, although they actually have different meanings.

ΔGN-U

ΔGU-N

ΔGN-U

ΔGU-N

N

U

N

U

(a) (b)

Figure 5.9. Minimalistic representations of a two-state protein system. The global energy minimum

corresponds to an exchange-incompetent (native) state of the protein. The diffuse local minima

(concentric to the potential well of the “native” state) represent an exchange-competent state

(random coil). The excursions from the global minimum are rare due to the significant difference in

energy (Boltzmann statistics) and very short-lived when the reverse activation energy barrier

separating the local minima basin from the “native” potential is low (a). The protein molecules

may become trapped in the “random coil” state for prolonged periods of time if the reverse activation

energy barrier is significant (b).
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Figure 5.10a shows a simulated pattern of HDX under these

conditions (EX2 limit for a two-state systemwith 55 identical

amide hydrogen atoms).

Raising the reverse-activation energy barrier separating

the local minimum basin from the potential well represent-

ing the global energy minimum will decrease the refolding

rate kcl, leading to an increased residency time of the protein

in the exchange-competent state (Fig. 5.9b). This, of course,

will lead to an increase of the exchange probability for each

labile hydrogen atom during a single unfolding event, unless

the intrinsic exchange rate also decreases substantially.

If the barrier is sufficiently high (so that kint >> kcl), the

protein will become trapped in the unfolded state long

enough to allow all labile hydrogen atoms to be exchanged

during a single unfolding event. In this case (commonly

referred to as the EX1 exchange limit) the exchange rate will

be determined simply by the rate of protein unfolding:

kHDX ¼ kop ð5-3-5Þ

A pattern of HDX MS simulated under these conditions is

presented in Figure 5.10b, which clearly shows distinct

contributions from both states of the protein. In this situation

the rate constant kHDX defined by Eq. 5-3-5, is simply a

depletion rate of the number of D-labeled protein molecules.

Therefore, the physical meaning of the MS-measured ex-

change rate in the EX1 regime is identical to that derived

from HDX NMR experiments.

Finally, in the intermediate-exchange regime (when the

values of kint and kcl are comparable) the residency time in

the exchange-competent state is long enough to have one or

more protons exchanged during each unfolding event, but

too short to have the entire set of all labile hydrogen atoms

exchanged at once. The kHDX rate constant, as measured by

NMR, will reflect a gradual decrease of the protein popu-

lation with a certain amide retaining its D label:

kHDX ¼ kopðkint=kintþkclÞ ð5-3-6Þ

The situationwith theHDXMSmeasurements under the same

conditions will be much more complicated, as suggested by a

convoluted appearance of the exchange pattern simulated

under these conditions (Fig. 5.10c). While the isotopic distri-

bution is expected to exhibit a bimodal character, the distance

(or mass difference) between the two clusters increases as the

exchange progresses. As a result, two apparent rate constants
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Figure 5.10. Simulated HDX MS patterns for mimimalistic models of two-state protein systems

whose energy surfaces are depicted on Figure 5.9. Proteins are assumed to be fully deuterated prior to

exchange (infinite dilution in a protiated buffer solution). Simulation parameters correspond to

(a) EX2, (b) EX1, and (c) intermediate (kint/kcl¼ 0.5) EXX conditions.
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will be measured in a single experiment, one describing the

changes in the relative abundance of the two clusters and other

one related to the shift of the lower m/z isotopic cluster. The

former rate constant is determined solely by the protein

unfolding rate, as is the case under EX1 exchange conditions

(Eq. 5-3-5). The second rate constant depends on both kint and

kcl, aswell as the frequencyofunfolding eventskop in a fashion

similar to (Eq. 5-3-3). In this case, the second “apparent” rate

constant should bedefined asa rateof shift of themonoisotopic

peak in the low m/z cluster. Therefore, if the value of kint is

known, HDX MS measurements carried out under the inter-

mediate conditions (for lack of a better term, wewill use EXX

throughout this chapter) may allow the values of both kop and

kcl to be determined in a single experiment. This contrastswith

measurements conducted under the EX1 and EX2 conditions,

which provide information only on kop (EX1 regime) or the

kop/kcl ratio (EX2 regime).

The simplistic two-state model considered in this section

is, of course, an overly idealistic representation of the

protein dynamics, although it provides a good start in our

discussion of how the dynamics of real protein systems are

reflected in their HDX profiles. The following sections

present a more detailed discussion of the HDX measure-

ments carried out under the EX1 and EX2 exchange con-

ditions as applied to more sophisticated systems.

5.3.3. A More Realistic Two-State Model System: Effect

of Local Fluctuations on the Global Exchange Pattern

Under EX2 Conditions

HDX of most proteins under near-native conditions (aque-

ous solutions maintained at or near neutral pH, moderate

temperatures, and reasonable ionic strengths in the absence

of denaturants) almost always follows EX2-type kinetics,

since the refolding rates are very high. These conditions

favor the natively folded protein conformation very strongly

and the non-native states become populated only transiently.

An example of such behavior is presented in Figure 5.11.

However, EX2-type exchange can also be observed under

denaturing conditions, as long as the intrinsic exchange rate

is significantly lower than the refolding rate, which can be

achieved, for example, under mildly acidic conditions.

Analysis of the HDX MS profiles recorded under near-

native conditions reveals that real proteins almost never

exhibit a simple single-exponential kinetics, as could have

been expected based on our consideration of a two-state

model (Fig. 5.10a). Even in the case of two-state protein

systems [e.g., chymotrypsin inhibitor 2 (CI2)], the exchange

follows biphasic exponential kinetics (Fig. 5.12). The HDX

MS measurements detect significantly higher initial protec-

tion compared to HDX NMR experiments carried out under

similar conditions (90), as several amides (within the fast

phase) exchange too fast to be measured on the time scale of

a typical HDX NMR experiment. Increasing the solution

temperature obviously accelerates the exchange kinetics due

to increase of both kint and kop, while keeping it biphasic

(Fig. 5.12). Further increase of the solution temperature
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Figure 5.11. The HDX of Chymotrypsin Inhibitor 2 under con-

ditions favoring the EX2 exchange mechanism (the refolding rates

are high, while the intrinsic exchange rates are moderate). The

exchange was initiated by diluting a fully deuterated protein in a

protiated solution (10 mM CH3CO2NH4, pH adjusted to 7.0,

temperature 23�C; a 1:20 dilution, v:v). The position of the

exchange “end-point” is indicated with a dotted line.
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Figure 5.12. Hydrogen-exchange kinetics of CI2 measured by

HDX MS at different solution temperatures under “near-native”

conditions (10 mM CH3CO2NH4, pH adjusted to 7.0). Total

number of amide hydrogen atoms is 59, only 30 of which are

protected on the time scale of 1H NMR experiments (90).
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(to 60�C) results in collapse to monoexponential HDX

kinetics with a single apparent rate constant. However, in

this case the fast exchange phase is simply too fast to be

detected by MS without using more sophisticated time-

resolved techniques. A detailed discussion of HDX MS

measurements on the sub-second time scale will be pre-

sented in Chapter 6.

The most glaring deficiency of the simplistic two-state

model discussed in Section 5.3.2 is that it assigns zero

conformational freedom to the protein in its native state (N).

As seen in Chapter 1, this assumption ignores the dynamic

character of native conformations. It is now commonly

accepted that native protein conformations in solution are

not static structures, but rather continuously sample various

microstates. Although the N > U transitions discussed

above are important contributors to such dynamics, they

are very rare (particularly under native conditions). Much

more frequent dynamic events are “local fluctuations”,

dynamic processes that result in transient (and localized)

amide deprotection that appears to be uncooperative and

denaturant-independent (91). Such amides usually exhibit

fast, denaturant-independent exchange and typically reside

at or near the protein surface. Therefore a solvent-penetration

model can also be invoked to explain this behavior (92).

Our view of local fluctuations invokes the notion of an

activated state N�, which is a collection of microstates, each

having a structure (or, more precisely, amide protection

pattern) identical to that of the native conformation with the

exception of one (or several) amides at the protein surface.

The reverse activation energy barrier separating this activated

state from the ground-state DGz
N� !N is close to zero, so that

any transition from N to N� would be very short lived. The

energy of this activated state,DGN�, is significantly lower than

the activation energy for the N ! U transition, so that the

fluctuations occur much more frequently than the global

unfolding events. In most cases, however, there would be a

set of amides that would never become accessible to solvent

via a local fluctuation event, hence the limited amplitude of

the exchange in the fast phase. Labile hydrogen atoms that

remain protected during local fluctuations could only be

exchanged via a global unfolding event (in the case of a

two-state protein e.g., CI2, it would be an N ! U transition).

It is these rare events that give rise to a slow exchange phase.

Figure 5.13a shows a simulated HDX MS pattern of a two-

state model protein under EX2 conditions that takes into

account local structural fluctuations in the native state.
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Figure 5.13. Simulated HDX MS patterns for a two-state protein model that accounts for transient

local fluctuations (limited exchange competence is assigned to the native state). Proteins are assumed

to be fully deuterated prior to exchange (infinite dilution in a protiated buffer solution). Simulation

parameters correspond to (a) EX2, (b) EX1, and (c) intermediate (kint/kcl¼ 0.5) EXX conditions.
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To allow limited conformational freedomwithin the native

state N, we consider an activated state N� whose structure and
energetics are defined as follows. We assume N� to be a

heterogeneous state comprised of a large number of equiener-

getic structures, with a total number of amides exchangeable

from N� being L. The free energy of this state is significantly
lower than that of the globally unfolded state (i.e., DGU >>
DGN� >> DGN), while the reverse activation energy barrier

DGz
N� !N is zero or very close to zero. The former feature

ensures that N� is sampled by a protein molecule much more

often than the globally unfolded state. The latter feature

ensures that such excursions are very short (e.g., these states

are transient). Therefore, even though N� is allowed to have

certain conformational freedom, the probability of exchang-

ing even a single amide from N� during its lifetime would be

very small. As a result, the N > N� transitions will all have
characteristics of local structural fluctuations, despite the fact

that N� is formally introduced as a third state of the protein

with limited exchange competence. Such presentation of local

fluctuations differs from a traditional view, which assumes

that every local fluctuation leads to a unique conformation (i.

e., such local minima are separated from one another by

significant barriers, so that these microstates cannot be

grouped together). The reverse activation energy barriers

separating each of these states from the exchange-incompe-

tent state may also be significant, in which case the exchange

will actually proceed through an EX1mechanism. It is easy to

show, however, that the HDX patterns produced by the two

systemswould be identical, and the fast phase of the exchange

would still have all the characteristics of EX2 type kinetics

(uncorrelated exchange). Since the exchange of all labile

amide hydrogen atoms is now accomplished in two steps,

broadening of the isotopic cluster, which was so evident in

Figure 5.10a, becomes much less significant.

Local structural fluctuations in real proteins are not all

identical, as the protection factors exhibit significant vari-

ation among various sites. The primary determinants are

the “rigidity” of local structure (b-sheets > a-helices >
W-loops), the degree of burial (88), as well as the presence

of stabilizing tertiary contacts. In many cases, however,

structural fluctuations giving rise to exchange with similar

kinetic characteristics can be grouped together, giving rise

to a hierarchy of local fluctuations.

5.3.4. Effects of Local Fluctuations on the Global

Exchange Pattern Under EX1 and Mixed (EXX)

Conditions

Increasing the lifetime of the globally unfolded state U of

CI2 (e.g., by selecting mildly denaturing conditions and/or

increasing the intrinsic exchange rate) leads to switching

the HDX kinetics to the EX1 regime, as suggested by the

bimodal appearance of the isotopic cluster (Fig. 5.14). Note,

however, that there is an important difference between the

experimentally measured HDX profile and the one simu-

lated for a simplistic two-state system (Fig. 5.10b). While

both isotopic clusters are static (vis-�a-vis their position on

the m/z scale) in the simulated spectra, there is clearly a

noticeable shift of the higher m/z cluster (corresponding to

the native conformation) in the experimentally obtained

HDX MS profiles of CI2. It seems natural to assume that

the local conformational fluctuations affect protein dynam-

ics under these mildly denaturing conditions as well, giving

rise to the partial EX2 type character of the exchange

reactions. The simulated HDX MS pattern that takes into

account a possibility of local structural fluctuations

(Fig. 5.13b) is fully consistent with the experimentally

measured HDX kinetics of CI2.
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Figure 5.14. The HDX of chymotrypsin inhibitor 2 under conditions favoring the EX1 exchange

mechanism (the refolding rates are low compared to the intrinsic exchange rates). The exchange was

initiated by diluting a fully deuterated protein in a protiated solution (10 mM CH3CO2NH4, pH

adjusted to 11.0 with NH4OH, 60% CH3OH). Solution temperature is 8�C (a) and 35�C (b).
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We have already seen in Eq. 5-3-5 that the rate of

disappearance of the ionic signal representing the native

state under EX1 conditions is in fact the rate of protein

unfolding kop (an N ! U transition). Another quantitative

characteristic of protein dynamics that can be extracted

from these data relates to the local structural fluctuations

within the native conformation (the rate of the gradual

mass shift of the higher m/z cluster will be determined by

Eq. 5-3-3, although kop and kcl in this case relate to local

dynamic events, rather than to global unfolding). The

kinetics of both processes is greatly influenced by solution

temperature (Fig. 5.15), which may allow some useful

thermodynamic data (e.g., unfolding entropy) to be ex-

tracted from such measurements.

The most complicated exchange pattern is observed in

this two-state protein when the experiment is carried out

under the intermediate (EXX) exchange conditions. Three

distinct features are evident in both experimentally mea-

sured (Fig. 5.16a) and simulated (Fig. 5.13c) HDX MS

profiles. These are the global unfolding and local fluctua-

tions within the native state, which manifest themselves

in the same ways as under the EX1 regime. Additionally, a

gradual mass shift of the lower m/z isotopic cluster is an

indicator of the EXX regime, as discussed earlier (incom-

plete exchange during each global unfolding event). In

principle, exchange under these conditions may provide a

wealth of information on protein dynamics at all levels: kop
(N ! U) from changes in the relative abundance of the two

isotopic clusters, K� ¼ kop
�/kcl� (local fluctuations within

the native state) from the mass shift of the higher m/z

isotopic cluster, and K¼ kop/kcl (N ! U) from the mass

shift of the lower m/z isotopic cluster (Fig. 5.16b--d). A

more detailed analysis of HDX MS patterns in a two-state

system, as well as details of modeling can be found

in (93,94).

5.3.5. Exchange in Multistate Protein Systems:

Superposition of EX1 and EX2 Processes and Mixed-

Exchange Kinetics

Most proteins are not simple two-state systems, but possess

one or more “intermediate” states that are usually only

partially structured or else their structure may exhibit a

significant degree of flexibility. The presence of such inter-

mediate states can be detected only indirectly by HDX MS

under EX2 conditions (as an intermediate phase in the overall

exchange kinetics, which is faster than global unfolding but

slower than the local fluctuations). These intermediate states

can be observed distinctly (at least, in principle) under EX1

conditions. However, this can only be achieved if the amide

protectionwithin the intermediate state is significant (tomake

it distinct from the fully unfolded state), but noticeably

different from that of the native state. Another important

requirement is that all state-to-state transitions in this system

follow the EX1 mechanism. This latter requirement is not

satisfied in many practically interesting cases (e.g., pH or

alcohol induced). As a result, some states can escape direct

detection (or else their residual protection can bemisread) in a

straightforward HDXMS experiment. One interesting exam-

ple is presented in Figure 5.17, where the HDX of a small

protein ubiquitin (Ub) is carried out under conditions known

to cause a fraction of the proteinmolecules to assume amolten

globular conformation (A-state), as well as a fully unstruc-

tured state (U) in addition to an abundant native conformation

(N). However, the HDX profiles measured under such con-

ditions are only bimodal (the fully unfolded state U escapes

direct detection). The reason for such behavior is that while

theN ! Atransition under these conditions appears to follow

the EX1 exchangemechanism, sampling of theU-state occurs

primarily through structural fluctuations of the A-state (direct

N ! U transitions are very rare), leading to an apparent EX2
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Figure 5.15. Hydrogen-exchange kinetics of CI2 measured by

HDX MS at different solution temperatures (8�C, white; 23�C,
gray; and 35�C, black) under conditions favoring EX1 exchange

mechanism (see Fig. 5.14 for details). (a): Changes in relative

abundance of isotopic clusters corresponding to “protected”

(circles) and “fully exchanged” (squares) protein molecules. (b)

The EX2-type kinetics reflecting local fluctuations within the

“protected” conformation.
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type exchange in the U-state. Such behavior is illustratedwith

a three-state energy diagram presented in Figure 5.18. The

reverse activation energy barrier separating the A-state from

the native conformation is sufficiently high, such that each N

! A transition lasts long enough to allow full exchange of all

amides unprotected in the A-state. At the same time, the

barrier separating the U-state from the A-state is very low, so

that theU-state becomes populated only transiently, hence the

EX2 character of the exchange kinetics corresponding to the

A ! U transition. A more detailed analysis of HDX MS

patterns in a three-state system can be found in (94,95).

Despite the limitations discussed in this section, it is

possible in some cases to observe truly multimodal isotopic

distributions indicative of the presence of multiple (three or

more) protein conformations in solution under equilibrium

(Fig. 5.19). More examples of detecting multiple (kinetic)

intermediate states will be presented and discussed in

Section 6.2. A final comment that should be made in

connection with our discussion of global HDX patterns

measured byMS relates to one particularly annoying artifact

that often complicates data interpretation. As mentioned in

Section 3.2.2, peptide and protein ions produced by ESI

often contain one or more Naþ and/or Kþ ions. These

adduct ion peaks may overlap with and obscure the details

of the convoluted bi- and multimodal isotopic distributions

observed in the course of HDX MS measurements. Fortu-

nately, high-resolution MS a offers an elegant way to solve

this problem. Both Na and K have single stable isotopes

with a negative mass defect. On the other hand, the mass

difference between 1H and 2H is þ1.00063 u. Therefore,

Naþ and Kþ adducts can often be resolved from their

deuterium-containing isobars (see, e.g., Fig. 5.17b).
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Figure 5.16. HDX of chymotrypsin inhibitor 2 under the intermediate exchange conditions (EXX

regime, the refolding rates are comparable to the intrinsic exchange rates). The exchange was

initiated by diluting a fully deuterated protein in a protiated solution (10 mM CH3CO2NH4,

pH adjusted to 10.0 with NH4OH, 70% CH3OH). (a) Evolution of the isotopic distribution as a

function of exchange time at solution temperature 8�C. (b) Changes in relative abundance of isotopic
clusters corresponding to “protected” (circles) and “unprotected” (squares) protein molecules.

(c) The EX2-type kinetics reflecting local fluctuations within the “protected” conformation.

(d) Mass shift of the isotopic cluster corresponding to the “unprotected” protein molecules. The

two data sets in panels (b--d) correspond to solution temperature of 8�C (white) and 23�C (black).
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The ability of HDX MS to reveal the presence and

characterize the behavior of distinct intermediate states is

quite unique, as all other techniques used to monitor the

progress of HDX reactions generate information averaged

across the entire ensemble of states, thus complicating the

detection of distinct conformations. Although in some in-

stances certain information about the intermediates may be

obtained by grouping amides with similar exchange kinetics

into cooperative unfolding--refolding units, or foldons (79),

this approach may result in artifacts (97,98).

5.4. MEASUREMENTS OF LOCAL PATTERNS OF

HYDROGEN EXCHANGE IN THE PRESENCE OF

NON-NATIVE STATES

5.4.1. Bottom-Up Approaches to Probing the Local
Structure of Intermediate States

Mass spectrometry is unrivaled as far as being able to

provide detailed information on the covalent structure of

proteins and peptides using only minute quantities of

analyte and, indeed, has become a primary experimental

tool in proteomics. However, using MS to localize labile 1H

(or 2H) atoms within a protein or a polypeptide is not a

trivial task. Proteolytic fragmentation and separation of the

fragments prior to MS analysis will inevitably alter both

the overall isotopic content and its distribution across the

polypeptide chain, even if carried out for short periods of

time. This problem can be at least partially remedied for one

particularly important class of labile hydrogen atoms, those

belonging to the backbone amide groups. It was realized a

quarter of a century ago that one ubiquitous proteolytic

enzyme, pepsin, is active within the pH range 2.5--3, under

which condition intrinsic amide exchange rates are typically

minimal, which makes it suitable for probing amide pro-

tection (99,100). All side-chain labile hydrogen atoms

exchange fast in this pH range (Fig. 5.8), and the commonly

used terms quenched exchange or slow exchange refer only

to backbone amides. Even the amide hydrogen atoms

continue to exchange under such slow exchange conditions,
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Figure 5.17. (a) HDX of ubiquitin under conditions favoring EX1 type exchange (pH 7.0, 60%

CH3OH). Only N ! A transition occurs under the EX1 regime, while the complete exchange occurs

via fluctuations of the A-state and has all characteristics of uncorrelated (EX2-type) exchange.

(b) Zoomed regions of the spectra show mass-resolved isobaric peaks (protonated and alkali metal

cationized ions having different 2H content).
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and the local exchange details can be maintained only if the

sample handling is relatively fast and is performed at low

solution temperature (typically 0--4�C).
Nearly two decades ago, Zhang and Smith (101) comple-

mented HDX with peptic digest of the protein carried out

under slow exchange conditions, followed by mass analysis.

The proteolytic fragmentation of the protein was carried out

by incubating it in pepsin solution at 0�C for 10min, followed

by mass analysis of peptic fragments using MS. This proce-

dure is still frequently used today [with the exception of fast-

atom bombardment (FAB) MS initially employed by Smith

being now almost universally substituted with LC--ESI MS],

although the large quantity of pepsin required for rapid

digestion and its autolysis products can interfere with the

chromatographic step, adversely affect the ESI process and

complicate data analysis (102). These problems can be re-

medied by utilizing an online approach (102,103), which

makes use of an immobilized pepsin column in tandem with

an HPLC column to carry out fast and efficient digestion and

desalting--preconcentration-- separation of peptic fragments

prior to their mass analysis (Fig. 5.20). Mammalian pepsin

remains the most popular proteolytic enzyme suitable for

HDXMSwork, although the search for a suitable alternatives

continues (104). Perhaps the most successful complement to

pepsin in HDX MS work reported to date are proteases from

Aspergillus satoi (Type XIII) and Rhizopus sp. (Type

XVIII) (105). Like pepsin, neither of these proteases is

specific, but there is good reproducibility in the protein

digestion patterns. The search for other acidic proteases that

could be used in HDX MS work continues (106,107).

In some cases, the separation step can be bypassed, as

utilization of high-resolution mass analyzers allows differ-

ent peptic fragments to be resolved even if their peaks in the

mass spectra partially overlap. This approach, however, is

not frequently used due to the concerns that elimination of

peptic fragment separation prior to MS measurements will

result in significant signal suppression and reduce the

number of peptides that can be identified and subsequently

used in the analysis of HDX MS data.

An example of using local HDX MS measurements to

detect and characterize non-native protein states is shown in

Figure 5.21, where it is used to investigate partial unfolding

of interferon-b1a triggered by alkylation of its single free

cysteine residue (30). Earlier in this chapter, we saw that

the partial loss of structure is readily revealed by the

analysis of ionic charge-state distributions of intact and

alkylated forms of this protein under native conditions (see

Fig. 5.2), although it does not provide any information that

would allow the specific unfolding events to be localized

within the protein structure. This gap is easily filled by local

HDX MS, which provides information on backbone pro-

tection patterns for both forms of this protein (30). The

HDX MS identifies several segments in the alkylated form

whose stability is greatly compromised by alkylation. One

example is shown in Figure 5.21, where the evolution of the

isotopic distribution of a peptic fragment [L88 -- L102] is

traced over the first 120 s. of exchange in solution. Very

slow uptake of deuterium is exhibited by the fragment

derived from intact IFN, while protein alkylation results in

a dramatic acceleration of the exchange kinetics of this

segment. The presence of several such segments whose

exchange kinetics is significantly altered by the alkylation

event, clearly indicates a change in conformation and/or

dynamics induced by the alkylation. The detailed informa-

tion on the backbone protection of intact and modified IFN

provided by HDX MS measurements allows the conforma-

tional properties of the two forms of the protein to be

compared directly (30,32). Perhaps the most important

conclusion derived from the HDX MS work is the dramatic

destabilization of one of the helices in the partially unstruc-

tured IFN (see the structure in Fig. 5.2b). As we will see in

Chapter 7, such observations allow predictions to be made

regarding the influence exerted by the structural changes on

the protein function.

N

U, A*
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0 N (max)N (max)
number of "exposed" amides

Figure 5.18. Aminimalistic representation of a three-state protein

system. Transition from the N-state (global energy minimum) to a

partially structured molten globule-like A-state occurs under

EX1 conditions. Transition from the A-state to a fully unstructured

U-state occurs under EX2 conditions.
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The data presented in Figure 5.21 are noteworthy for

another reason. The light-gray trace shown on the back-

ground represents the experimental end-point of the ex-

change reaction for peptic fragment [L88--L102], that is,

isotopic distribution of this peptide derived from the fully

denatured protein that was exposed to the exchange buffer

for several hours to allow for complete exchange of all labile

hydrogen atoms, and then subjected to the same experi-

mental procedure as the proteins undergoing HDX for fixed

periods of time (represented by other traces in that same

figure). Under these conditions, all of the backbone amides

should have been exchanged. To be, more precise, the

fraction of retained 1H atoms should match the proportion

of these isotopes in the exchange buffer, which ranges

1480 1490 1500 1510 1520 1530 (m/z)

0 min

5 min

15 min

30 min

60 min

+66  2H
F/I1

+36 2H I2

Figure 5.19. The HDX of pseudo-wild type cellular retinoic acid binding protein I under conditions

favoring EX1 exchange regime (acid-catalyzed exchange). Time evolution of a 12þ ion peak profile

throughout the course of the exchange reaction clearly shows presence of at least three states under

equilibrium differing by the degree of backbone protection. The dashed line on the left indicates the

position of the fully exchanged protein ion peak. Reproduced with permission from (96).
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Figure 5.20. Schematic representation of HDX MS set-up utilizing online proteolysis and sample

clean-up prior to MS analysis.
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between 1 and 10% depending on the specific D2O/H2O

dilution ratio used in the experiment. However, an attentive

reader will notice that the actual level of deuteration of the

backbone amides in this peptide is noticeably < 90%; in

fact, the position of the light-gray isotopic distribution on

the m/z scale indicates inclusion of only 11 2H atoms in the

peptide having 14 backbone amides. The lower than ex-

pected apparent level of deuteration of peptic fragments at

the endpoint of the exchange reaction is caused by the

relatively inefficient exchange of the completely labeled

peptide with the solvent during sample processing under

slow exchange conditions. This phenomenon, known as

back-exchange, may be accelerated during various stages

of protein processing, [e.g., during the chromatographic

step (108)].

Although back-exchange was frequently evaluated in

early HDX MS studies using unstructured model peptides,

the utility of this procedure is questionable, since the intrinsic

exchange rates are highly sequence-dependent. In many

instances, back-exchangemay be estimated using algorithms

based on context-specific kinetics data (109).� Inmany cases,

it can be determined experimentally for each proteolytic

fragment by processing a fully labeled protein using a series

of steps that precisely reproduce those used in HDX MS

measurements, as shown in the example considered in the

previous paragraph. Typical back-exchange levels reported

in the recent literature range from 10 to 50%, although

significantly higher numbers have also been reported. Even

if back-exchange can be accounted for, it nonetheless has a

detrimental influence on the quality of HDX MS measure-

ments by reducing the available dynamic range.

Two other factors that must be considered in evaluating

the quality of bottom-up HDX MS measurements are the

extent of sequence coverage and the spatial resolution.

The first relates to the fact that in many cases it is impossible

to have a complete coverage of the protein sequence with

peptic fragments. This could be caused by a variety of

factors, most notable of which is probably the suboptimal

efficiency of proteolysis under the conditions that minimize

back-exchange. Ironically, very high efficiency may also be

detrimental, as it would generate very small peptide frag-

ments that would be eluted with the solvent front in LC and

evade detection by MS, or that may lack unique sequence

information. A structural feature whose presence in proteins

has a negative impact on the spatial resolution achievable

in HDX MS measurements is disulfide bonding. Apart

from limiting the efficiency of proteolysis, it also prevents

physical separation of peptic fragments connected by the

cystine--cystine bridges even if the enzymatic reaction is

successful. Common disulfide-reducing agents, (e.g., dithio-

threitol) are inactivated at acidic pH and, therefore, cannot

be used under slow exchange conditions. The task of

reducing disulfides under such conditions can be success-

fully carried out in many cases by an alternative reagent, tris

(2-carboxyethyl)phosphine (TCEP), which retains its disul-

fide-reducing capacity under slow exchange condi-

tions (110). Complete reduction of disulfide bonds may

be difficult to achieve even with TCEP, particularly in

disulfide-rich proteins, although certain changes in exper-

imental protocol can alleviate this problem, at least for

smaller proteins (111). Another structural feature that dra-

matically reduces protein susceptibility to proteolysis in

HDXMS experiments is high aggregation propensity. These

types of proteins sometimes can be dealt with using high-

pressure digestion systems (112).
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Figure 5.21. Evolution of isotopic distributions of peptic fragments (88–102) derived from intact

(dark gray) and NEM alkylated (black) interferon-b1a throughout the course of HDX. The endpoint of
the exchange reaction is indicated with a light gray trace (isotopic distribution of a fully exchanged

peptide). Location of this peptide within the amino acid sequence of IFN is shown on the right.

[Adapted with permission from (32). Copyright � 2010 American Society for Mass Spectrometry.]

� Available at http://hx2.med.upenn.edu/download.html.
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Less than desirable sequence coverage in HDX MS is

related to the nonspecificity of pepsin under slow-exchange

conditions. This prevents prediction a priori of the expected

cleavage sites, making the task of identifying all peptic

fragments more difficult. Typically, this is not a big problem

for smaller proteins, where most peptide fragments can be

confidently identified by mass using various search engines.

However, certain structural features, such as extensive

glycosylation and/or the presence of unreduced disulfide

bonds, as well as large protein size, may complicate the task

of identifying proteolytic fragments by dramatically ex-

panding the sheer number of potential isobaric fragments

that can be derived from the protein in question. Tandem

mass spectrometry and high-resolution mass measurements

become invaluable in many such cases.

The second factor that often limits the quality and

usefulness of HDXMS data is inadequate spatial resolution.

Longer peptic fragments may span several distinct structural

regions, and the protection level averaged across the entire

peptide length (as reported by HDX MS) may be meaning-

less. In general, a large number of fragments, particularly

overlapping ones, would lead to greater spatial resolution,

and hence more precise localization of the structural regions

that have undergone exchange. In some favorable cases,

spatial resolution in HDX MS of small proteins (<15 kDa)

may be enhanced up to the single residue level by analyzing

deuterium content of a set of overlapping proteolytic frag-

ments (113). Single-residue resolution has yet to be dem-

onstrated in HDX MS studies of larger proteins, although

overlapping peptic fragments frequently provide at least

moderate improvement of spatial resolution.

Potentially, spatial resolution can be further improved by

introducing a gas phase fragmentation step during mass

analysis (e.g., MS/MS). This approach was initially tested

by Smith and co-workers (114) and Deinzer and co-workers

(115), who implemented HDX MS/MS schemes using col-

lisional activation (CID) of peptic fragments in the gas phase.

These studies, however, yieldedmixed results due to apparent

scrambling in some (but not all) fragment ions (see Sec-

tion 5.4.2 for a more detailed discussion of hydrogen scram-

bling). Later reports showed even more extensive scrambling

in small peptide ions subjected to collisional activation (116),

an obvious anathema to the proposed marriage of CID and

bottom-upHDXMS.Nonetheless, the continuing search for a

scrambling-free solution to this problem has yielded very

encouraging results, with electron-based ion dissociation

methods showing minimal scrambling when applied to short

peptides under carefully controlled conditions (117,118). The

feasibility of supplementing proteolytic fragmentation in

solution with electron transfer dissociation (ETD) in the gas

phase was recently demonstrated using a small model poly-

peptide (119). At the time of writing, several groups are

actively involved in developing various HDX MS/MS

schemes using ETD or electron capture dissociation (ECD)

on a variety of commercially availableMS platforms. It is not

inconceivable that by the time this book goes to press, wewill

have a tool to produce truly high-resolution HDXMS data for

proteins that are beyond the reach of high-resolution NMR.

In conclusion, note that although ESI MS is the most

popular detection technique used in HDX MS measure-

ments, MALDI MS can also be employed. Komives and co-

workers (120) first demonstrated that the standard HDX MS

protocol (exchange-quench-proteolysis) can be implemen-

ted using MALDIMS to monitor deuterium incorporation in

a site-specific fashion (120). Only minor modifications of

established MALDI sample preparation protocols are re-

quired to carry out such experiments. Quenching the amide

HDX and peptic digest are followed by chilled, rapid drying

of the samples mixed with a matrix solution whose pH is

adjusted to 2.5 on the MALDI target to ensure minimal loss

of deuterons from peptide amide groups. Use of MALDI

offers superior sensitivity (at subpicomolar level) and

eliminates the need for preconcentration and separation

steps prior to MS analysis of the deuterium content of

peptic fragments. This, however, come at a price, since the

presence of a large number of peptic fragments in a single

spot is likely to lead to signal suppression and, subsequently,

loss of sequence coverage.

5.4.2. Top-Down Approaches to Probing the Local
Structure of Intermediate States

A method to probe HDX kinetics locally with ESI MS

without the need for proteolytic fragmentation was intro-

duced by Anderegg et al. (121) nearly two decades ago. The

method relied on the ability of mass spectrometers to

produce a wealth of structural information in MS/MS

experiments. In this scheme, CID was employed to fragment

relatively short polypeptides (< 4 kDa) in the gas phase in

order to obtain residue-specific information on the location

of labile hydrogen atoms. This initial report was followed by

several others (122–125), where a similar approach was

used to obtain protection patterns for short polypeptides.

Adaptation of this approach for protein studies only became

possible (96) following improvements in Fourier transform

(FT) MS and hybrid time-of-flight (TOF) analyzers in the

late 1990s, which resulted in a dramatic expansion of the

range of proteins for which rich gas-phase fragmentation

patterns could be obtained.

A schematic diagram of a typical top-down HDX MS

experimental workflow is shown in Figure 5.22. The protein

solution is infused directly into the ESI source, where intact

protein ions are produced. The infusion may or may not be

preceded by quenching the exchange reaction, depending on

the specific experimental setup (e.g., if the exchange is fast,

quenching may be needed in order to avoid changing the

protein deuteration level during the time course of the

measurement). Dissociation of the protein ions in the gas
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phase will generate a series of fragment ions whose mass

would reflect the number of D atoms contained within the

corresponding protein segments. This is best done by com-

paring the fragment ion mass at a certain point of HDX

reaction to that at the exchange reaction endpoint. Average

masses of adjacent fragment ions (e.g., y14
2þ and y18

2þ

in Fig. 5.22) would then provide an average deuteration

level for a short protein segment by a simple subtraction

(y18 - y14). In a situation where the isotopic distributions of

fragment ions are not symmetrical, a more sophisticated

deconvolution procedure should be used, which provides an

ensemble distribution of the number of D atoms within the

segment in question across the entire population of protein

molecules (128).

One unique advantage of top-down HDX MS measure-

ments that cannot be matched by the classic bottom-up type

experiments is the ability to obtain protection patterns in a

conformer-specific fashion, which is illustrated in Fig-

ure 5.23. The isotopic profile of a fully deuterated 18 kDa

protein wt�-CRABP I is recorded following its brief expo-

sure to the 1H-based exchange buffer, and the bimodal

appearance of the isotopic distribution of the molecular ion

(top trace in Fig. 5.23a) clearly indicates the presence of at

least two conformers with different levels of backbone

protection. Collisional activation of the entire protein ion

population generates a set of fragment ions with convoluted

isotopic distributions (top trace in Fig. 5.23b). However,

mass selection of precursor ions with a specific level of

Figure 5.22. A flow-chart diagram of the top-down HDXMS (HDXMS/MS) measurements (a) and

the steps involved in data processing (b). The data represent HDXMS/MS measurements of pseudo-

wild-type(wt�) cellular retinoic acid binding protein I under mildly denaturing conditions. The

existence of multiple protein conformers is evident from the convoluted appearance of the isotopic

distribution of the intact protein ion). Protection in the C-terminal protein segments can be deduced

from the isotopic distributions of corresponding y-fragments (gray traces show the endpoints of the

exchange reaction). Adjacent fragment ions are used to determine deuterium content within shorter

protein segments. Adapted with permission from (127) Copyright � 2009 American Chemical

Society and (128) Copyright � 2009 American Society for Mass Spectrometry.]
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deuterium content allows the top-down HDX MS measure-

ments to be carried out in a conformation-specific fashion,

taking full advantage of the ability of HDX MS to detect

distinct conformers. For example, selective fragmentation of

protein ions representing a highly protected conformation is

achieved by mass-selecting a narrow population of intact

protein ions with a high level of retained deuterium (the

second trace in Fig. 5.23a). Mass-selection and subsequent

fragmentation of a narrow population of protein ions with

significantly lower deuterium content (the third trace in

Fig. 23a) generates a set of fragment ions whose isotopic

distributions provide information on backbone protection

within non-native protein states. For example, the data

presented in Figure 5.23b clearly indicate that the C-termi-

nal segment of the protein represented by the y17
2þ ions

retains significant structure even within the partially un-

folded conformers: The amount of retained deuterium atoms

reduces by only 30% as a result of switching from the

precursor ion of highly protected (second trace) to less

protected (third trace) populations. At the same time, se-

lection of the precursor ion has a much more dramatic effect

on the protection levels exhibited by the N-terminal segment

(represented by the b42
5þ ion), where more than a twofold

decrease in the amount of retained deuterium atoms is

observed. Extending this analysis to other protein fragments

may allow detailed backbone protection maps to be created

for each protein conformer. A similar approach recently has

been used by Konermann and co-workers to study the

solution-phase structure of Ab(1–42) amyloid peptide in

a conformer-specific fashion (129). In addition to equilib-

rium intermediates, top-down HDX MS can also be used to

study transiently populated intermediate states (130).

Despite the great promise of top-down HDX MS dem-

onstrated by the studies discussed above, applications of

this technique have been limited so far due to concerns

over the possibility of hydrogen scrambling accompanying

dissociation of protein ions in the gas phase. Indeed,

several reports have pointed out that proton mobility in

the gas phase may, under certain conditions, influence the

outcome of top-down HDX MS measurements when col-

lisional activation is employed to fragment protein

ions (131,132). The occurrence (or absence) of hydrogen

scrambling in the gas phase can be reliably detected by

using built-in scrambling indicators. One particularly con-

venient indicator is a His-tag, a histidine-rich segment

appended to wild-type sequences to facilitate protein

purification on metal affinity columns. Such segments

are fully unstructured in solution and, therefore, should

lack any backbone protection (133). Alternatively, intrinsic

scrambling indicators (e.g., internal flexible loops (132)),

as well as other approaches (131) can be used to detect

occurrence of scrambling. The available experimental

evidence suggests that slow protein ion activation [e.g.,

sustained off-resonance radiation collisionally activated

dissociation (SORI CAD)] always leads to hydrogen

scrambling, while fast activation allows it to be minimized

1190 1195 1200 1205 1210 (m/z)

unbiased isotopic
profile of an intact 
protein ion following
10 min of exchage

selection of a highly
protected precursor

selec�on of a less
protected precursor

end-point of the
exchange reac�on

980 985 980 985  (m/z)

x2.5 b42
5+

y17
2+

(a) (b)

M15+

Figure 5.23. Characterization of local dynamics in wt�-CRABP I in a conformer-specific fashion

using top-down HDX MS (fully deuterated protein was exposed to 1H2O=CH3CO2N
1H4 at pH 3.1

for 10min; the gray trace at the bottom corresponds to HDX end-point). (a) Mass selection of

precursor ions for subsequent CAD (from top to bottom): broad-band selection of the entire ionic

population (not conformer-specific); highly protected conformers; narrow population of less

protected conformers; HDX endpoint. (b) Isotopic distributions of two representative fragment

ions generated by CID of precursor ions shown in a. Selection of different ion populations as

precursor ions for subsequent fragmentation was achieved by varying the width of a mass selection

window of a quadrupole filter (Q) in a hybrid quadrupole/TOF mass spectrometer (Qq TOF MS).

[Adapted with permission from (127). Copyright � 2009 American Chemical Society.]
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or eliminated in top-down HDX MS experiments (132).

Selection of highly charged precursor ions for CID has

also been shown to either eliminate or minimize hydrogen

scrambling (134).

Some time ago we suggested that the specter of hydrogen

scrambling in top-down HDX MS measurements may be

alleviated by using electron-based fragmentation processes

instead of collisional activation (135). Several recent studies

demonstrated that the extent of scrambling is indeed negli-

gible when ECD (136) or ETD (137) is used as a means to

obtain fragment ions in top-down HDX MS experiments. In

addition to allowing scrambling to be easily eliminated in

top-down HDX MS experiments, both ECD and ETD appear

to be superior to CID in terms of sequence coverage, at least

for proteins in the 20 kDa range. Unlike CID, protein

backbone cleavage in ECD and ETD is less specific (138)

leading to a higher number of fragment ions. This translates

not only to improved sequence coverage, but also to enhanced

spatial resolution. In fact, in some cases it becomes possible

to generate patterns of deuterium distribution across the

protein backbone down to the single-residue level (136,139),

whereas our earlier attempts to improve sequence coverage in

top-down HDX MS experiments using CID by employing

multistage fragmentation (MSn) were unsuccessful due to

massive hydrogen scrambling exhibited by the second gen-

eration of fragment ions (134).

5.4.3. Further Modifications and Improvements of HDX
MS in Conformationally Heterogeneous Systems

One other difficulty facing HDX MS measurements in

general (both “global” and “local” measurements) is that

even under EX1 exchange conditions, the isotopic clusters

corresponding to different intermediate states can overlap.

This overlap would be particularly significant if the extent of

protection does not differ greatly among the intermediate

states involved. Structural fluctuations within these inter-

mediate states would result in a partial EX2-like exchange

component of the observed HDX pattern (see above), thus

broadening the isotopic clusters and further exacerbating the

problem. Even without any exchange the isotopic clusters of

protein ions have substantial width due to the contributions

of naturally occurring “minor” isotopes of carbon, nitrogen,

oxygen, and sulfur (i.e., 13C, 15N, 18O, 33S, and 34S), while

the contribution from naturally occurring 2H is negligible

and can be safely ignored despite the large number of

hydrogen atoms in a typical protein. The problem of isotopic

broadening can be addressed by removing the background

isotopic distributions. Depletion of 13C alone is expected

to give a narrower isotopic cluster for protein ions even of

modest size (Fig. 5.24a). This can be achieved by expressing

the proteins in cells grown on isotopically depleted media.

An example of the isotopic distribution for an 18 kDa

protein grown on 99.9% 12C glucose is shown in

Figure 5.24b. In addition to collapsing the broad natural

distribution to a few isotopic peaks, one can also clearly see

the monoisotopic peak of the intact protein ion. This allows

the interpretation of the mass spectrum to be dramatically

simplified (141), and should enable more precise local

measurements of deuterium occupancies in the HDX MS

experiments that utilize either proteolytic or gas-phase

protein fragmentation prior to mass analysis.

Alternatively, the convoluted isotopic distributions in

some cases can be decomposed to yield contributions from

each protein conformation (142). Perhaps it will be possible

in the future to streamline such deconvolution by using

various chemometric techniques. Another important mod-

ification of HDX MS measurements that greatly improves

the temporal resolution afforded by the technique utilizes a

rapid mixing apparatus (143) interfaced to the ESI source

and will be discussed in Chapter 6.
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6
KINETIC STUDIES BY MASS SPECTROMETRY

In Chapter 5, we demonstrated the power of mass spec-

trometry (MS) for the study of biomolecules at equilibrium.

We can allow a sample to equilibrate in the solution

conditions of choice and then acquire a spectrum at leisure,

which will reveal the presence of non-native states and/or

provide their thermodynamic or structural characteristics.

Intermediate states can also be populated transiently in a

variety of processes ranging from protein folding to enzyme

catalysis. However, their detection and characterization,

the prime targets of kinetic studies, are usually much more

challenging due to their fleeting nature. Kinetic studies are

crucial to a complete understanding of biochemical reac-

tion mechanisms, including protein folding, protein assem-

bly, and enzyme function. Kinetic investigations enable rate

constants and activation energies to be derived, and by

monitoring the progress of the reaction it may be possible

to observe transient intermediates that give key mechanis-

tic information. Transient intermediates detected during

protein folding can provide insight into the dominant

pathway of folding; likewise short-lived intermediate spe-

cies detected during the catalytic cycle of enzyme activity

give valuable information about the reaction mechanism.

However, these intermediates are, by their very nature,

short-lived so, unlike equilibrium measurements, there is

the added challenge of time scale. Once a reaction is

initiated it must be rapidly transferred to an observation

point in order to be followed kinetically. In this chapter, we

will discuss some of the methodologies developed to study

these kinetic events.

6.1. KINETICS OF PROTEIN FOLDING

Perhaps the simplest way tomeasure the kinetics of a reaction

is to mix the reactants and then monitor change with time of

a spectroscopic signal. In the case of protein folding, this

involves removing chemical denaturant by dilution into

conditions permissive for refolding, or adjustment of pH, for

instance. Proteins fold to their native state rapidly under

refolding conditions, generally on the order of only a few

seconds. Thus a method is needed that can monitor this

reaction on a relatively short time scale. Instrumentation for

continuous-flow and stopped-flow measurement of enzyme

kinetics was originally developed in the 1930s (1,2).

6.1.1. Stopped-Flow Measurement of Kinetics

The basic stopped-flow experiment involves rapid mixing of

reactants in a controlled ratio with subsequent placement

of the reaction mixture in a flow cell, allowing the reaction

to be monitored by optical methods. In the simplest folding

experiment, a syringe is loaded with protein denatured

chemically by a high concentration of chaotrope. A second

syringe contains buffer and the two are connected to a

mixing device (Fig. 6.1a). Upon activation of the two

syringes, denatured protein is mixed with refolding buffer,

diluting the denaturant such that the protein begins to fold.

The reaction mixture then flows through to an observation

cell and the flow is stopped, such that the progress of the

reaction can be monitored as a function of time by a variety

Mass Spectrometry in Structural Biology and Biophysics: Architecture, Dynamics, and Interaction of Biomolecules, Second Edition.
Igor A. Kaltashov and Stephen J. Eyles.
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of spectroscopic methods (see Chapter 2), each of which

monitors different properties of the folding protein.

Commonly, circular dichroism (CD) is employed to track

secondary [in the far-ultraviolet (UV) wavelength region] or

tertiary (near-UV) structure formation; fluorescence is

employed to measure the environment of tryptophan resi-

dues or extrinsic fluorophores; optical absorption measure-

ments can be used at a wavelength where there is a change in

extinction coefficient upon folding.

Commercial stopped-flow instrumentation that ensures

accurate mixing ratios by employing syringes controlled by

stepping motors or pneumatic drive systems has been

available for some time. Dead times are minimized by use

of high-efficiency mixers that provide turbulent flow and

minimal flow paths between mixer and observation cell.

Additionally, stop syringes or valves provide a precise stop

of the flow within the cell so that turbulence effects during

observation are minimized. Typically, dead times in the

millisecond range are readily achievable, enabling folding

reactions that typically have time scales from several milli-

seconds to several seconds to be monitored. Even more

rapid folding kinetics can be measured using high efficiency

mixers coupled to continuous-flowmeasurement devices (3),

as described in Section 6.2.2.

Stopped-flow measurements by optical spectroscopy

require the presence of a chromophore whose properties

change as the reaction occurs (see Chapter 2). An alternative

and, in some cases, much more tractable technique involves

quenching the reaction at some point during its progress,

followed by offline analysis of the species present in the

quenched mixture. Analysis can then be carried out using a

variety of different methods that are not dependent on a

chromophore. This effectively allows a snapshot to be taken

of the species present at that precise time. While this does

not allow kinetics to be measured directly, a kinetic curve

can be produced by determining the species present in the

quenched reaction at different time points. A quenched-flow

apparatus involves not one but two mixing chambers linked

by a delay loop (Fig. 6.1b). Reactants are introduced into the

first mixing chamber (M1) and the reaction is allowed to

occur in the delay line for a variable time period, followed

by quenching of the reaction by mixing in the second

chamber (M2). Alternatively, the reaction can be quenched

by injecting the reaction mixture into liquid nitrogen.

The species present at that time point can then be measured

at leisure under conditions where no further reaction occurs.

By varying the flow rate and/or volume of the delay loop,

the reaction time allowed before quenching can be adjusted,

enabling a kinetic time course to be reconstructed from

individual reaction time points.

This typeofmethodology(normallyemployedoveralonger

time scale) has been employed for many decades to study

enzymatic reactions by using, for instance, radio-labeled re-

agents in the initial mix followed by quenching with an excess

of the unlabeled analogue. An example is the classic pulse

chase experiment, which can be used for a variety of biochem-

ical studies from localization of proteins within cells to inves-

tigation of protein translation on the ribosome, or to determine

howmetabolites are processed in response to different external

factors (4–6). For example, protein synthesis under a certain

cellular condition can be monitored by allowing cells to

incubate for varying periods of time in the presence of
35S-methionine, incorporating this radioisotope into newly

translated peptide chains. After the “pulse” period the

labeled amino acid is rinsed out and replaced by a “chase”

buffer containing an excess of unlabeled methionine, ef-

fectively preventing further incorporation of radio-label

into proteins translated beyond that point. Subsequent

separation of the cellular components allows the identifi-

cation and localization of those proteins produced during

the labeling pulse by detection of radioactivity.

M1

observation

M1 M2
τ

(a)

(b)

observe
or collect

S1 S2

S1

S2

S3

Figure 6.1. (a) Schematic diagram of a stopped flow device.

Reactants contained in the two drive syringes (S1 and S2) are mixed

in mixer M1 when the syringes are activated, and the reaction

mixture is then transferred to an observation cell where the reaction

kinetics can be monitored in real-time spectroscopically. (b) In a

quench flow device the reaction mixture emerging from M1 is

allowed to react for a variable time period, t, before quenching by

mixing at M2 with either a quenching agent or by injecting into

liquid nitrogen.
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6.1.2. Kinetic Measurements with Hydrogen Exchange

The methods of isotope exchange at labile sites on proteins

have been used for many years to investigate protein

structure. From the previous chapters, we saw that labile

protons (particularly backbone amides) are useful probes of

structure and dynamics, since those that are buried or

involved in hydrogen-bonding exchange more slowly with

solvent than those that are exposed. Hydrogen--deuterium

exchange (HDX) labeling has proven extremely powerful

for studying the kinetics of protein folding (7,8). As an

unfolded polypeptide forms structure during the folding

reaction, labile amide protons become protected against

exchange with bulk solvent due to burial or formation of

intramolecular hydrogen bonds (i.e., as part of secondary

structure). In a competition experiment, unfolded protein

with all amides protiated is allowed to refold by rapid

dilution into deuterated buffer. During this time, amides

that are rapidly protected against exchange will remain

protiated, whereas those that remain exposed to solvent

will exchange with the buffer deuterons. After a certain

time period, the reaction may be quenched by dropping the

pH to a level where the intrinsic exchange rate is minimal

(pH 2.5--3) and by reducing the temperature to 0�C.
Refolding then continues under quenched conditions, where

no further labeling can occur, thus enabling the regions of

structure that become protected to be probed. In practice, it

is a simpler matter to adjust the pH for the labeling reaction

and allow for competition between folding and exchange

rather than controlling the time of exposure to the labeling

buffer. Since the intrinsic exchange rate changes, as a rule of

thumb, by an order of magnitude for every pH unit (see Fig.

5.8), varying the pH of the labeling buffer during the folding

reaction allows one to probe a variety of folding rates. As

already discussed in the preceding chapters, the exchange

process of labile protons with solvent is catalyzed by acid,

base, and water, with the overall intrinsic rate given by

kint¼ ka[H
þ]þ kb[OH

�]þ kw[H2O], so that the intrinsic

rate kint can be calculated at a given pH (e.g., t1/2¼ 1/

kint� 1ms at pH 9.5, 25�C). In this manner, no special

equipment is required, since the intrinsic rate of exchange

can be matched to the folding rate, provided that the native

structure is protected against exchange and folded regions in

intermediate states are sufficiently stable at the chosen pH

such that no further exchange occurs from these states.

The folding reaction can be allowed to go more or less to

completion before quenching and subsequent sample work-

up for analysis.

To add a further level of complexity and even more

power to probe folding pathways and kinetics, the pulse-

labeling experiment employs a short labeling pulse after a

variable refolding reaction time, followed by a third mixing

step to quench exchange. This prevents further labeling, so

that even marginally stable intermediates remain protected,

and allows folding to continue to completion (Fig. 6.2). This

method enables labeling to occur at given points during the

reaction rather than continuously from initiation. The setup

has become extremely popular as a tool for measuring

protein-folding kinetics by hydrogen--deuterium labeling,

taking advantage of the fact that exchange of labile hydro-

gens within proteins is extremely sensitive to pH. A high pH

pulse will rapidly exchange all exposed amides, while if the

labeling pulse is kept short, it generally has no significant

effect on folding kinetics. At low pH, the intrinsic exchange

rate is minimal, such that over the course of a folding

reaction no significant further exchange with bulk solvent

occurs at amide hydrogens on the time scale of minutes and

tens of minutes, whereas in mildly basic solutions (pH > 9.5)
the half-time for exchange is on the order of 1ms.

Denatured protiated protein is first diluted by mixing

with renaturation buffer at a pH where folding can occur.

Refolding is allowed to proceed for a time t1, governed by

the first delay loop (generally this delay can be varied from a

few ms up to several s), followed by a short isotope-labeling

pulse (t2) with a deuterated buffer at high pH. This pulse is

used to label any amides with deuterium that are not

sequestered from the solvent by burial or hydrogen bonding

in the secondary structure. A 10 ms labeling pulse at pH 9.5

is equivalent to 10 half-lives of exchange so it is sufficient to

completely label all exposed labile sites. The length of time

for the labeling pulse is controlled by the second delay loop.

This is followed by quenching in the third mixing chamber

of any further HDX by reducing the pH to a level close to the

minimum for intrinsic exchange (pH 2.5--3). By varying t1,
a kinetic picture can be built up of the folding process based

on the regions of structure that become protected against

exchange.

The most common modern method to monitor deuterium

incorporation from the pulse-labeling experiment described

above is nuclear magnetic resonance (NMR), from which

collect
M1 M2 M3

τ 1 τ 2

S2

S1

S4S3

Figure 6.2. In the pulse-labeling refolding experiment, reactants

from S1 and S2 are mixed to initiate the folding reaction for time

t1. The labeling reagent from S3 is injected and reacted for time t2
before quenching in M3. The quenched reaction mixture is then

collected for offline measurement.
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the average proton occupancy at each amino acid can be

measured as a function of time t1 during the folding process.
By measuring peak intensities, a kinetic curve can be

constructed for each residue, and the structural details of

folding intermediates can be inferred from correlation of

amides with similar protection rates. Over the past decades,

this method has been applied extensively to mechanistic

studies of the folding of a number of small proteins (8–10).

The technique is limited, however, by the requirement for

assignment of the NMR resonances in order to obtain

meaningful structural information (see Section 2.3).

Another significant limitation arises from the fact that

each NMR signal from a native protein sample corresponds

to the sum of resonances from each molecule in the sample.

For instance, the peak corresponding to the amide at posi-

tion x in a protein sequence is the summation of resonance

intensities of every amide at position x in every protein

molecule in the NMR tube. In the case of a 0.5 mL sample

containing 1 mM protein, this corresponds to � 3� 1017

molecules! Thus, for an HDX experiment the measured

NMR resonance intensity corresponds only to the average

proton occupancy within the sample. As pointed out by

Miranker et al. (11), NMR cannot distinguish between the

different populations of amide protection present in a

solution of native protein (Fig. 6.3). For instance, a sample

containing molecules in which 50% are fully protonated

and the remaining 50% are fully deuterated cannot be

distinguished from a sample in which all the molecules in

the sample are 50% randomly deuterated. In both cases, the

NMR peak for a given amide would simply appear to have

one-half of the intensity as that of the control protonated

sample. This problem can be elegantly solved by using MS

as the detection device. As is the case for coexisting

equilibrium states (see Chapter 5), the differences in proton

occupancy are easily resolved by their differences in mo-

lecular mass. In the former case, two peaks would be

observable in the mass spectrum, one at the fully protonated

mass (m0), the other at the fully deuterated (m0þ n). In the

case of 50% random deuteration, a single peak would be

observed centered at m0þ 0.5n, as illustrated in Figure 6.3.

6.2. KINETICS BY MASS SPECTROMETRY

6.2.1. Pulse Labeling Mass Spectrometry

Since the pioneering work of Katta and Chait (12) demon-

strated that differences in deuterium content could be mea-

sured in intact proteins by MS, there has been an upsurge in

the use of electrospray ionization (ESI) MS in the study of

protein-folding kinetics. The beauty of the technique and

what makes it complementary to the information obtained by

NMR methods is that individual populations with differing

deuterium contents can be distinguished using MS by virtue
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Figure 6.3. Distinguishing exchanging populations by MS. Simulated mass spectra and NMR

spectra for a population of n amides with average 50% H/D exchange. (a) In 50% of the sample

population, exchange for deuterium is complete, whereas for the remaining 50% no exchange has

occurred (EX1 mechanism). The mass spectrum shows two peaks representing exchanged and

unexchanged, and NMR shows 50% exchange at all amide sites. (b) 50% random exchange at each

amide site (EX2 mechanism) produces an identical NMR spectrum, whereas MS now exhibits a

single broad peak a average mass representing 50% H/D exchange. [Reproduced with permission

from (11). Copyright � 1993 American Association for the Advancement of Science.]
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of the differences in molecular weight. This was first dem-

onstrated byMiranker et al. (11) for the protein hen egg white

lysozyme. Prior studies of this small protein using kinetic

methods showed that a transient intermediate state populates

during refolding under the conditions employed (10). Pulse

labeling experiments revealed that residues in the a-helical
domain become protectedmore rapidly during folding than in

the b-sheet domain, but also, more interestingly, the kinetic

traces for all of the amides monitored by NMR exhibited

biphasic kinetics, with a fast phase rate constant similar for all

probed amides. This suggested that there might be an alter-

native pathway of folding that rapidly protects the entire

structure against exchange, effectively bypassing the inter-

mediate. By adjusting the intensity (labeling time or pH) of

the labeling pulse, the authors inferred the presence of parallel

folding pathways, but no direct evidence could be obtained by

NMR alone due to the aforementioned sample averaging of

cross-peak intensities.

Mass spectrometry, on the other hand, can clearly dis-

tinguish these parallel folding events. If a population of

folding molecules attains native-like structure, and hence

complete protection against exchange, then it will have a

different molecular weight from the unfolded state that

becomes fully exchanged during the labeling pulse, or

indeed any partially folded intermediate states. In the

case of lysozyme refolding in a pulse labeling experiment,

deuterated unfolded protein was allowed to refold for

varying times before labeling with a 1H2O pulse. As shown

in Fig. 6.4, even after only 20ms of folding three peaks were

observable in the mass spectrum corresponding to different

degrees of exchange in the folding population. The low mass

peak represents protein that remains unfolded and thus all

labile sites were exchanged with protons. The two other

peaks correspond to populations that have 22 and 50 amides

protected, the former representing the folding intermediate

while the latter arises from a parallel folding population in

which complete protection is afforded to the entire mole-

cule. At longer refolding times, as folding continues, the

populations of the unfolded and intermediate states diminish

as they are converted to native protected protein.

These elegant experiments demonstrate the power of MS

to distinguish populations based on isotope incorporation

during refolding. While unable to give high-resolution

information as to the structural regions of the protein that

become protected first, MS is unique in its ability to identify

parallel folding pathways and other details about popula-

tions in an HDX sample that would be unattainable by

NMR. Another huge advantage of ESI MS over NMR is

that very little protein is required (routinely < 1% of that

needed for NMR). In fact, the low concentration require-

ments (< 10mM) for ESI MS would, in principle, allow

pulse-labeled samples to be directly infused into the mass

spectrometer without further concentration provided that the

buffers used to effect the pH changes are compatible.

14,300 14,350

Mass (Da)

2000 ms

250 ms

108 ms

20 ms

11 ms

0 ms

14,250 14,400

Figure 6.4. Time course for refolding of hen lysozyme measured

by pulse labeling HDX MS. At the earliest labeling time point

(0ms), no protection exists so all protein molecules are fully

labeled with 1H. By contrast, after long refolding time (2000ms)

the protein becomes fully protected before the labeling pulse, so it

remains fully deuterated. At intermediate time points, several

conformational populations coexist, including fully protected and

fully unprotected states, and a conformation with intermediate

protection (degree of exchange). [Adapted with permission

from (11). Copyright � 1993 American Association for the

Advancement of Science.]
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Alternatively, rapid column desalting could be used, in any

case drastically reducing the time for workup and measure-

ment, and thus minimizing the possible problems of back-

exchange.

An interesting aspect of pulse labeling in combination

with MS is the ability to distinguish not only different

folding populations, but also altered kinetics in different

proteins, if they are sufficiently different in mass that there is

no overlap of peaks. Site-directed mutagenesis is often used

to probe the influence of single amino acid residues on the

folding and stability of proteins, but it can often be quite

difficult to ensure absolutely identical refolding conditions

are employed for each individual protein. Hooke et al. (13)

noted that hen and human lysozyme, which have highly

homologous amino acid sequences, but apparently quite

different folding kinetics, could be refolded together as a

mixture and then their HDX behavior monitored in the same

experiment. This technique avoids the potential ambiguities

that could arise from slightly different denaturation con-

centrations or mixing ratios during the refolding experi-

ments, and allows very small changes in folding behavior to

be assigned unequivocally. Of course, this option is not

available to standard stopped-flow optical techniques unless

extrinsic chromophores are added to the protein in order to

distinguish them spectroscopically.

More recent studies have employed the HDX labeling

strategy in conjunction with ESI MS to investigate the

controversies of parallel pathways during protein folding.

In many cases, experimental folding studies have clearly

demonstrated the existence of intermediate species during

the renaturation reactions for many proteins (14–18). For

many years, it was assumed that intermediates might be

essential precursors to the native structure. Characterization

of these states has thus for some time been considered

a key aspect for the better understanding of the processes

by which a protein folds. Theoretical treatments and the

development of the protein folding process in terms of

the “new view” or landscape model have since, however,

brought into question the relevance of these transient

states. It has been suggested that these partially folded

states may in fact merely be nonproductive kinetic traps

that are off-pathway and not important to the folding

process to the native state (19,20). A number of small

proteins have been identified that appear to fold via a

pure two-state mechanism involving no observable inter-

mediates, suggesting that folding is a much more con-

certed process (21–25). In fact, experimental data for

proteins that previously had been shown to have well-

characterized intermediates have since suggested that pro-

teins such as lysozyme or cytochrome c may in fact fold

without kinetically detected intermediates under certain

conditions (26,27).

The protein interleukin-1b is a small all b-sheet protein
that folds very slowly (9), making it readily amenable to

hydrogen-exchange studies. The protein refolds via a well-

characterized intermediate based on HDX NMR and

stopped-flow optical methods. However the question of

whether this intermediate is an essential step during the

folding of this protein was answered recently using MS (28).

Pulse labeling HDX experiments measured by ESI MS

demonstrated that there was no evidence for formation of

any folded structure with native state protection at early time

points. These experiments clearly showed that, for this

protein at least, the native state does not become directly

populated. Instead, there is a lag phase during which an

intermediate species forms before formation of the native

folded structure can occur. These mass spectrometric data

suggest that, even in the landscape view of protein folding,

there may be a preferred pathway of folding. Although the

unfolded state samples a large amount of conformational

space, there are only a limited number of ways to get to the

native structure, and the intermediate structure detected is

obligatory for correct folding.

A similar study was performed to investigate the folding

of another small protein, apomyoglobin. This helical pro-

tein has been the subject ofmany folding studies by a variety

of biophysical methods. The general consensus is that an

intermediate state forms during folding, in which three

of the native a-helices (the N-terminal A helix, and the

two C-terminal G and H helices) fold and dock together

prior to formation of the native structure. Once again, pulse

labeling HDX experiments coupled to ESI MS analysis

showed that no alternative route to the native state was

observed (29). In fact, for this protein, within the first

measured time point (6 ms), no unfolded protein was de-

tected, but it had all been converted to an intermediate.

Only at later time points was a mass spectral signal corre-

sponding to fully protected native protein detectable. It has

been suggested that partially folded states may not be on

the preferred folding pathway, but are instead kinetic

traps (27). If this were the case, one would expect to see

formation of the native state in parallel with any nonpro-

ductive intermediates. In both of the above studies, this

is not in fact the case, providing some evidence that, at

least for these examples, intermediates are necessary and on

the pathway of productive folding. In fact, for the globin

family of proteins, despite diverse sequence differences,

this folding mechanism may be conserved, as observed by

Nishimura et al. (30).

In the case of lysozyme and interleukin-1b described

above, the deuterium-labeled masses of the intermediate

states are sufficiently different from those of either the

native or unfolded states that they can be readily resolved

in the mass spectra. In the experiments performed on

myoglobin, however, the rapidly formed intermediate could

not be completely resolved (29,31). In this case, the data

were fit to a sum of Gaussian curves representing contribu-

tions from each of the three states (native, N, intermediate,
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I, and unfolded, U), based on complementary data from

NMR experiments (32–34). It was found that satisfactory

fits could be achieved for data at all time points, from which

the time course of evolution of the intermediate and

native states could be obtained (Fig. 6.5). Interestingly, the

centroid masses and widths of the Gaussians were kept

constant to fit the data at each time point. This result

suggests a remarkable homogeneity and stability in protec-

tion of the intermediate state throughout the time course of

the folding reaction, since no further changes in the ex-

change profile of this species were detectable, at least by the

fitting procedure employed. More recent studies by NMR

have sought to further investigate structure in the kinetic

intermediate, and suggest a more heterogeneous ensemble

that may be masked by back-exchange during the labeling

pulse (35).

As mentioned above, one of the assumptions of the pulse

labeling technique is that the folding pathway is not altered

by the high pH labeling pulse. Marginally stable regions may

well be destabilized to a sufficient extent that they too

become labeled, and are hence not detected. Alternatively,

if the folding rate is altered by a pH change, then this may

give rise to incorrect apparent protection rates due to incom-

plete labeling (36). Thus, a great deal of care must be

exercised in the interpretation of pulse labeling experiments.

However, if adequate controls are performed and all factors

are taken into consideration, the effects of varying pulse

length and pulse pH can be valuably applied to investigate

the conformational stability of partially folded intermediate

species (8,37,38). A potential solution to the inherent diffi-

culties has been provided by using continuous flowMS ((39),

and Section 6.2.2).

A further enhancement of the pulse labeling method,

namely subsequent fragmentation of the labeled protein

prior to MS, enables more specific information to be ob-

tained about the regions of the polypeptide chain protected

during folding. The techniques of Yang and Smith (40)

described in Chapter 5 may be readily applied to pulse

labeled samples. After refolding, labeling, and quenching,

the reaction mixture is subjected to peptic digest and the

resulting proteolytic fragments are analyzed by high per-

formance liquid chromatography (HPLC) coupled to ESI

MS (Figure 6.6). This method was applied to samples of

cytochrome c labeled after varying refolding times (40).

The authors found that each peptic fragment was either

completely labeled or unlabeled, indicating that folding in

each segment was a highly cooperative process. The N- and

C- terminal regions, however, were formed into a stable

structure protective against exchange at earlier times than

the remainder of the molecule (Fig. 6.7). These results were

in accord with previous studies by NMR, but again MS

provided valuable information about structural heterogene-

ity in the folding intermediates from the measured isotope

pattern. In addition, this method could be extended to

proteins of higher molecular weight, beyond the current

capabilities of NMR methods.

An example of pulse labeling applied to the study of

larger proteins is the case of rabbit muscle aldolase.

Figure 6.5. The HDXMS traces for refolding of apomyoglobin. No early peak arises corresponding

to native-like protection suggesting an obligate intermediate species. In the case of apomyoglobin,

the intermediate state is fully populated within the dead time of measurement (6ms). Them/z values

for unfolded, intermediate, and native state protections are very close and not fully resolved, but

they can nevertheless be deconvoluted. [Reproduced with permission from (31). Copyright � 2003

Elsevier Ltd.]

166 KINETIC STUDIES BY MASS SPECTROMETRY



This a-/b- barrel protein forms a homotetramer of molec-

ular mass 157 kDa, far beyond the current capabilities

of NMR investigation. Pan and Smith (41) employed a

dialysis method to initiate refolding from the guanidine

hydrochloride denatured state of this protein followed by

pulse labeling of aliquots to study the refolding and

reconstitution of this protein as a function of time. With

the use of peptic digest to identify structural regions

protected against exchange, the authors were able to

delineate three structural domains, each consisting of

� 110 residues within each monomer, that folded sequen-

tially. This finding is consistent with the current notion

that larger proteins may fold initially to form subdomains

of approximately this size (42,43), although the folding

domains in this protein consist of noncontiguous segments.

Interestingly, the authors observed that the domains dif-

fered in the folding and unfolding directions, suggesting

that different intermediates might be more favored, al-

though they attributed this primarily to stabilizing quater-

nary interactions in the folded state that may locally

stabilize structural regions only in the unfolding pathway.

In principle, the top-down approaches discussed in

Section 5.4.2 should also be applicable to the structural

characterization of pulse labeled samples. Measurement of

deuterium content in the intact protein by MS could be

followed by subsequent localization to specific regions

using the gas-phase fragmentation methods previously de-

scribed. An important aspect of HDX studied by MS is that

the protein does not have to be in its native state for

measurement of deuteration by MS. For the NMR experi-

ments, generally only the native state resonance assign-

ments are available, so the final folded state must be formed

prior to subsequent analysis, and under conditions for which

NMR assignments have been made (NMR chemical shifts

are highly dependent on pH and temperature). On the other

hand, provided that the intrinsic exchange rate is minimal,

deuterium labeling can be measured by MS under any

conditions. Thus even though many proteins are only mar-

ginally stable at pH 2--3 they can be readily subjected to

mass spectrometric analysis. These conditions may in fact

be more favorable for promoting efficient gas-phase frag-

mentation, as a molecule with a higher charge state will have

a greater collision energy, giving rise to lower fragmentation

energy barriers.

There is a growing body of evidence that electron-based

top-down fragmentation methods (e.g., ETD and ECD,

described in Section 3.4.4) can be applied to measureFigure 6.6. Proteolytic digestion after pulse labeling enables

hydrogen-exchange protection information to be gleaned from the

separate fragments. For cytochrome c, the N-terminal fragment,

residues [1--21], becomes cooperatively protected during folding,

with 50% of the population completely protected in this region

within 30ms. [Adapted with permission from (40). Copyright �
1997 American Chemical Society.]

Figure 6.7. Time course of protection for various segments of

cytochrome c during folding. The N- and C- termini become

rapidly protected in the intermediate state encompassing the A,

G, and H helices. In contrast the [23--64] segment folds signifi-

cantly more slowly and the [66--82] region with kinetics between

the two. [Reproduced with permission from (40). Copyright �
1997 American Chemical Society.]
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deuterium content in a site-specific fashion without scram-

bling (44–46). The application of ECD to characterize

intermediates in the folding of myoglobin was recently

demonstrated by Pan et al. (47), who confirmed that the

protection seen early in folding was indeed localized pri-

marily to the G and H (and to a lesser extent A) helices. This

result also opens the way to the possibility of selecting

specific populations with different extents of deuterium

incorporation, using, for instance, the front-end quadrupole

of a hybrid Fourier transform ion cyclotron resonance (FT

ICR) instrument, and probing the level of exchange in a site-

specific fashion using gas-phase fragmentation techni-

ques (48). This would enable the characteristics of individ-

ual intermediate ensembles to be probed in much greater

detail than mass difference alone, opening the way to an

even more complete description of structural heterogeneity

in these states.

6.2.2. Continuous-Flow Mass Spectrometry

The beauty and relative simplicity of the pulse labeling

method is that all of the folding and labeling is performed

offline before introduction of the sample into the mass

spectrometer. Thus, in the absence of back-exchange pro-

cesses that can be relatively easily minimized by maintain-

ing samples frozen until used, samples can be analyzed at

leisure. However, even under carefully controlled conditions

some information about residues protected during folding

can be lost in the concentration and desalting processes due

to exchange with solvent. For this reason, alternative meth-

ods have been sought that enable direct interface to the ESI

source to enable monitoring of exchange online. In princi-

ple, this could not only improve the kinetic resolution, but

also allow more amide probes to be monitored, even those

that are only marginally stable under quench conditions.

The technique of time-resolved ESI MS was initially

developed by Henion and co-workers (49), who used man-

ual mixing followed by infusion of the reaction mixture into

the spectrometer, and Sam et al. (50,51), to study reactions

of small organic molecules. The latter setup is, in many

ways, similar to the stopped-flow device employed for

spectroscopic kinetic studies, except that the observation

cell is replaced by a connection to the ESI interface. Since

standard electrospray requires a continuous flow of analyte,

it is not possible to stop the flow of liquid for observation

(although see Section 6.2.3 for techniques in which this

effectively can be achieved). Instead, the syringes are

pushed continuously and the two reactants mix and then

pass into a delay line. The total flow rate from the two

syringes and the volume of the delay line between the mixer

and the tip of the electrospray needle determine the age of

the reaction as the mixture enters the mass spectrometer

(reaction time trxn¼volume/flow rate). Thus, in the contin-

uous flow experiment, the reaction mixture reaching the

electrospray emitter is of a constant age, enabling the

reaction composition at a specific time point to be inves-

tigated. In principle, this allows measurement of signal at a

specific reaction age indefinitely, or at least as long as the

reagent syringes contain the analyte. Adjustment of flow

rate or delay loop volume can then be used to monitor

different time points during the reaction.

Dramatic improvements in time resolution were achieved

by Konermann et al., (52), who used a miniaturized capil-

lary mixer system to achieve reaction times < 100ms. As

a model system, the authors used cytochrome c, and inves-

tigated the evolution of charge-state distributions in ESI MS

resulting from folding. Native proteins tend to exhibit

narrow distributions with a relatively low net charge, as a

result of burial of basic sites and/or low surface area (see

Section 5.1). In contrast, denatured proteins adopt signifi-

cantly more extended conformations and can thus accom-

modate many more charges. Unfolded-state mass spectra

are characterized by broad charge-state distributions cen-

tered around high charges. By acquiring data at each time

point and then plotting intensity of the signal from each

charge state as a function of time, one can construct a kinetic

profile (Fig. 6.8). In the case of cytochrome c, the disap-

pearance of the unfolded-state signal and concomitant

appearance of a signal at a lower charge state corresponding

to the native state, could be adequately fit to two time

constants indicating, in agreement with stopped-flow spec-

troscopic experiments, that � 90% of the population folds

fast with a 10% slow folding population rate limited by

proline cis--trans isomerization (53).

The continuous-flow method has also been applied to

study folding and reconstitution of myoglobin (39,54), and

also its unfolding under acidic conditions (55). In these

experiments, not only could the charge-state distributions

be followed to show loss of structure, but the change in mass

associated with loss of the noncovalently bound heme group

also served as a probe of unfolding upon acidification. Further

studies indicated that an intermediate could be detected

kinetically during unfolding, but only at low pH (56), whereas

at basic pH the unfolding reaction was highly cooperative.

Yet further improvements to this continuous-flow system

have led to an experimental design with a dead time of �
5ms (57). This setup involves a primary syringe containing

reactant, and an inner-capillary terminating at a mixer. This

is inserted into an outer capillary containing the second

reactant (e.g., refolding buffer). The two solutions meet and

combine at the mixer and then pass through a short capillary

reaction zone to the ESI emitter. By continuously stepping

the primary syringe and mixer assembly back from the

emitter, the reaction time can be increased stepwise to

access a wide range of reaction times in a single continu-

ous-flow experiment. This apparatus has been used success-

fully to monitor the unfolding kinetics of the dimeric

protein nitric oxide synthase (58), in which the first step
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in unfolding is acid-induced dimer dissociation, followed

by rapid unfolding with concomitant dissociation of the

noncovalently bound heme moiety. These processes can

be monitored simultaneously by continuous-flow MS and

kinetics constants determined for each (Fig. 6.9).

The HDX reactions can also be measured by continuous-

flow methods (39,59). In this experimental setup, the var-

iable delay loop is separated from the ESI needle by a

second mixing chamber. Protein folding is initiated by

mixing denatured protein with buffer and then passing it

through a delay loop to a second mixer, where the refolding

species are mixed with deuterated buffer that effects ex-

change at all unprotected sites. After mixing, the protein is

immediately injected online into the mass spectrometer,

where the extent of deuterium label incorporation is mea-

sured. The labeling time is controlled by the volume of the

transfer line from this second mixer to the ESI emitter, and

must be kept short to avoid exchanging amide sites that are

only marginally stable. Using the short dead time experi-

mental setup, Pan et al. (60) were able to measure folding

kinetics of ubiquitin, monitoring both evolution of charge-

state distributions and protection against hydrogen ex-

change. This allowed determination of the protection levels

of each charge state to be determined at each time point,

revealing the presence of folding intermediates. This online

tool is powerful, since samples are analyzed immediately

following the labeling pulse, which may allow hydrogen-

exchange information to be retained that would be lost

during sample workup.

6.2.3. Stopped-Flow Mass Spectrometry

An attractive experimental scheme for measuring protein

folding or enzymatic reaction kinetics is to directly measure

the folding reaction online, as can be achieved using optical

spectroscopy by stopped-flow methods. After rapid mixing

of reactants by turbulent flow, the reaction mixture is

physically brought to a halt in the observation cell of the

monitoring instrumentation. The obvious problem here is

that stopped flow is, by definition, not directly compatible

Figure 6.8. Time resolved refolding of cytochrome c by measuring changes in charge-state intensity.

The unfolded state at pH2.4 is characterized bymaximum intensity of the 16þ charge state (a), whereas

for the folded state the charge-state maximum is 9þ (b). During refolding the disappearance of the

unfolded state (c) and appearance of native state (d) peaks in the mass spectrum are measured.

[Reproduced with permission from (52). Copyright � 1997 American Chemical Society.]
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with the continuous infusion interface required for ESI.

Additionally, the very high flow rates generally used to

achieve efficient mixing and shortest dead times in a stopped

flow apparatus are generally incompatible with the ESI

source conditions. An interesting possibility of switching

flow rates has been developed for the measurement of

subfemtomolar quantities of analyte using nanoflow LC–

MS (61,62). With this technique, material is separated using

microcapillary columns equipped with nanospray emitters.

A switching valve allows the rate of infusion into the

spectrometer to be switched from high (120 nL/min) to

low (< 10 nL/min) flow by adjusting the split ratio of the

mobile phase between column and waste. This switch

effectively allows the chromatography to be paused in a

data-dependent manner when a peak of interest elutes from

the column, and enables the eluting compound to be ana-

lyzed for an extended period of time. This method of peak

parking is extremely useful for species at very low con-

centration that may otherwise be missed or insufficiently

sampled under normal flow conditions. This method has

proven extremely valuable for measuring low-abundance

species in proteomics, but may also find more widespread

usage for kinetic studies.

Kolakowski and co-workers (63,64) circumvented these

limitations by redesigning a stopped-flow setup in a manner

that first allows the reaction to be rapidly initiated, and

then infused into the source as a second step using a series

of valves and a third syringe. In the first stage, two syringes

are activated at high flow rate to mix the two reactants, to

flush old solution from the reaction chamber, and then to

deliver a fresh reaction mixture into the reaction tube. A

valve switching system then shuts-off flow from these

syringes and the reaction is delivered into the ESI source

by a third syringe running at a low flow rate compatible with

electrospray. Thus, relatively short dead times (100ms) are

achievable and the amount of reactant delivered corresponds

to an observation time window of � 40 s before dilution

artifacts lead to loss of signal. Careful optimization of the

wash phase and solvent flow rates ensures reproducibility

between stopped-flow “shots”.

In this manner the authors were able to monitor, in real

time using ESIMS, the acid induced unfolding of myoglobin,
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a process that is complete within 10 s (Fig. 6.10). Monitoring

the ion intensity of the 14þ charge state of holomyoglobin

resolved two kinetic phases with time constants of 0.29 and

2.8 s. These are in very good agreement with stopped-flow

optical measurements, and are thought to correspond to

unfolding of the holoprotein, with subsequent loss of the

noncovalent heme group in the slower phase.

Although development of chip-based devices and min-

iature ion sources has showed some promise for the mat-

uration of this technique (65,66), the development of ion

sources that can accommodate higher flow rates and the

need for improved signal-to-noise ratios (S/N) achievable

only by longer time data acquisition has led to more

favorable development of continuous-flow devices to

achieve a similar end result.

6.2.4. Kinetics of Disulfide Formation During Folding

An alternative to HDXMS as a probe of protein folding is to

monitor the change of other characteristics by MS. In the

case of proteins that contain disulfide bridges, the order of

their formation provides an indication of the folding path-

way (67,68). As secondary and tertiary structural elements

form, they orient cysteine residues correctly to enable

disulfide bond formation. An elegant study by Zhang et

al., (69) employed the combination of HDX MS with

measurement of disulfide bond formation and evolution of

charge-state distribution during the oxidative refolding of

the protein human macrophage colony stimulating factor

b (rhm-CSFb). This protein forms a homodimer containing

three intramolecular and three intersubunit disulfide bridges.

Dilution of the reduced denatured protein into buffer con-

taining a mixture of oxidized and reduced glutathione

enabled formation of the disulfide bridges as the protein

refolded. Aliquots of the refolding mixture were removed

at various time points during the reaction, and any free

cysteinyl residues not involved in disulfide bonds were

carboxyamidomethylated by reaction with iodoacetamide.

The mixture of partially refolded proteins was then sepa-

rated by chromatography, digested with pepsin, and then

analyzed by HPLC–ESI MS. Those fragments that con-

tained blocked cysteine residues were identified by the mass

difference resulting from alkylation. In the case of more

than one cysteine occurring in the same peptic fragment,

tandem MS (MS/MS) was employed to locate the modified

residue. In this manner, the authors were able to determine
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not only the order of formation of structure within the

monomeric subunits, but also the interactions that enable

formation of the homodimer.

In addition to mapping the location of disulfide bonds

described above, the partially refolded mixture was also

analyzed by ESI MS, taking advantage of the exquisite

sensitivity of ionic charge-state distributions to changes in

the solvent-exposed surface area of the protein. At the

earliest time points, only high charge states were detected,

indicating the presence of predominantly unstructured

chains. As oxidative refolding continued, the mass spectra

became more complex due to the presence of more compact

intermediate species, and eventually the formation of the

dimeric species (Fig. 6.11).

A technique involving chemical labeling has also been

employed in the past to study kinetics of disulfide formation

during protein folding. The groups of Russell, Baldwin and

their co-workers used a method termed pulsed-alkylation

mass spectrometry (PA--MS) as an attractive alternative to

HDX measurements (70–72). Alkylation has a significant

advantage over isotope exchange reactions in that it is

effectively irreversible, hence there is no possibility of

back-exchange. This method relies on the specific reactivity

of N-alkylmaleimides with free cysteine residues (i.e., those

that are not involved in disulfide linkages) that are exposed

to the reagent in the bulk solution. Bacterial luciferase is

a 76 kDa heterodimer that contains 14 cysteinyl residues

distributed throughout the a- and b- subunits, providing a

set of reporters of accessibility across the structure. The

authors used a pulse for 5 s with alkylating reagent followed

by quenching of the reaction by addition of b-mercaptoetha-

nol to scavenge any remaining reagent. The protein was then

digested with the proteolytic enzyme AspN and the resulting

fragments were identified using matrix-assisted laser de-

sorption/ionization--time-of-flight (MALDI TOF) MS. By

varying the solvent conditions, cysteine accessibility was

probed either in the native state or in a partially folded

species populated in 2 M urea (Fig. 6.12).

6.2.5. Irreversible Covalent Labeling As a Probe

of Protein Kinetics

The abovemethodworks specifically for proteins that contain

disulfide bridges. An alternative and more general approach,

more akin to HDX methodology, uses the approach of label-

ing residues that are accessible to solvent during folding, but
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Figure 6.11. Evolution of charge-state distribution during the oxidative refolding of rhm-CSFb. As
folding proceeds and native disulfide bonds form, the protein becomes more compact, and the charge

state shifts from unfolded to native-like with time. [Adapted with permission from (69). Copyright�
2002 American Chemical Society.]

172 KINETIC STUDIES BY MASS SPECTROMETRY



with irreversible chemistry. An approach similar to that

described above employs pulsed thiol labeling to probe

sequestration of cysteine side chains from access to bulk

solvent during folding. Site-directed mutagenesis was em-

ployed to introduce cysteine residues at 12 structural locations

throughout the protein barstar (73). The time at which each

position becomes buried during the folding reaction could be

probed by varying when the labeling alkylation pulse was

applied. This type of pulse labeling is possible using

other reagents that are specific for different residue types

(e.g., acetylation of lysine) (74), or have lower specificity

(e.g., diethylpyrocarbonate) (75). In all cases, the key re-

quirement is in order to obtain an accurate snapshot, labeling

must be very rapid and equally rapidly quenched. Neither

the reactive species nor the labeling process itself can affect

the kinetics of the reaction of interest, be it protein folding or

some other dynamic process.

A similar technique that has recently gained traction is

covalent labeling of solvent-exposed sites by hydroxyl

radicals. This again is an irreversible labeling method that

obviates the need for performing further analysis under

“quench” conditions, and also has the advantage of
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employing a small chemical probe, that one might expect

would act as a higher-resolution probe of surface acces-

sibility than larger modifying reagents. The most popular

of these methods involves oxidative labeling in a manner

akin to footprinting described in previous Chapters 4 and 5.

Oxidation leads to a mass difference of þ16Da that can be

readily resolved for small intact proteins. Classical meth-

ods of radical formation e.g., Fenton-type reactions (76)

require a metal center and produce only locally high

concentrations of reactive species. A variety of innovative

techniques have been developed to rapidly produce high

concentrations of hydroxyl radicals, ranging from chem-

ical sources to radical production by laser or radiolytic

photolysis. These techniques have advantages over many

of the other covalent labeling strategies described above, in

that they are somewhat more nonspecific so there is less

concern about the reactivity of individual side chains. As

already discussed, there are some side chains (e.g., Cys and

Met) that are nevertheless highly reactive (see Section 4.3

for a more detailed discussion of reactivity of various

amino acid residues), and reactivity is somewhat modu-

lated by the nature of neighboring residues, but the dis-

tribution of amino acids throughout the sequence and

tertiary structure of the protein means that there are

generally a wealth of modifiable sites. The extent of

labeling can be modified simply by altering the amount

of radical scavenger molecules present in the reaction

mixture, making the experimental setup as part of a

continuous-flow device compatible with online measure-

ments by MS. Examples of this technique in action to study

the kinetics and folding and unfolding of proteins are

described below.

The Gross (77,78) laboratory termed their design “fast

photochemical oxidation of proteins (FPOP)”. This ap-

proach involves flash photolysis of hydrogen peroxide with

a KrF excimer laser at 248 nm to form HO
.
radicals in high

concentration. Its appeal for kinetic studies stems from

the fact that the lifetime of hydroxyl radicals is restricted to

� 1ms by the presence of a radical scavenger (e.g.,

glutamine). Any protein side chains that are exposed to

solvent, however, have a high chance of becoming oxi-

dized, forming a enduring modification that acts as an

indicator of its exposure at that time point during protein

folding. If the excitation is pulsed at various times after the

initiation of protein refolding, then the labeling reaction

acts as a probe of protein conformation that can be used to

build up a picture of the topology of the folding reaction,

subject to the limitations of side chain reactivity mentioned

above. Alternatives to peroxide have also been investigated

that may give different modification specificity, such as the

sulfate radical anion (SO4
.- generated by photolysis of

persulfate), which appears to be more reactive and thus

may yield more rapid or more extensive modification

products (79).

A recent extension to this technique was designed to

bring even earlier protein-folding events into the detection

window of the FPOP method. Using a second laser emitting

in the infrared (IR) region of the spectrum (1900 nm), a very

rapid temperature jump can be achieved by heating the

aqueous solvent. Using barstar, a small protein that is

denatured at low temperature, a very short IR laser pulse

of only a few nanoseconds was sufficient to induce a 20�C
temperature jump in the reaction volume and to induce

protein refolding (Fig. 6.13). Subsequent photolysis of

endogenous peroxide in the refolding mixture at various

time points after initiation of folding enabled the probing of

submillisecond protein folding events (80). Although in this

study only the extent of oxidation of the whole protein was

monitored, in principle this could be extended to localize

sites of modification using standard top-down or bottom-up

approaches.

Similar experiments have been performed in the Koner-

mann laboratory, who have investigated the folding of

cytochrome c by pulsed oxidative labeling, again employing

laser flash photolysis of H2O2 as the source of hydroxyl

radicals (81). Short-lived structural intermediate species

were detected during the kinetic unfolding of myoglobin

by this methodology, following the pulsed oxidation step

with bottom-up analysis of tryptic digests. By measuring the

sites of oxidation as a function of time, the regions that

unfold at various time points and order of unfolding could

be determined (82). More recently, this approach has been

extended to more complex systems including measuring the

folding and assembly pathway of a 22 kDa dimeric protein

S100A11 (83), and even to address the folding of the

integral membrane protein rhodopsin in bicelles with and

without the presence of the cofactor retinal (84). Hydroxyl

radicals have advantages over some other labeling reagents

in that they may penetrate into the detergent bicelles, thus

potentially probing regions that would otherwise be inac-

cessible. Clearly, the diversity of systems that have already

been studied in a relatively short period of time suggests that

the versatility of this technique has still to be fully exploited.

For further details of the technique and its applications to

structural and dynamic studies of proteins, the reader is

directed to a number of excellent recent reviews (85–88).

6.3. KINETICS OF PROTEIN ASSEMBLY

With the advent of instrumentation capable not only of

retaining the structure of macromolecular complexes and

transferring them into the gas phase (ESI and nano-ESI), but

also of detecting large complexes that manifest at high m/z

(particularly hybrid ESI Q--TOF), there has been substantial

interest in obtaining structural information about large

macromolecules and molecular machines, as will be dis-

cussed further in Section 9.4. There has been significantly
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Figure 6.13. (a) Schematic of the FPOP experimental flow system intersected by two laser beams at

a window in the tube. The time between the two laser pulses is adjustable with the “delay circuit”.

(b) Representative mass spectra of the barstar post-FPOP as a function of the time between the

heating pulse and the FPOP probe. [Reproduced with permission from (80). Copyright � 2010

American Chemical Society.]
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less focus, however, on the kinetic processes of assembly

and disassembly of these species, whether they be homo-

oligomeric proteins (e.g., the GroEL chaperone) or heter-

omultimers (e.g., ribosome). For instance, the chaperone

GroEL is a 60 kDa protein, but the active form requires

oligomerization to form two seven-membered rings stacked

on top of each other, forming an 800 kDa homotetradeca-

mer. The kinetics and mechanism by which proteins assem-

ble to form multimeric complexes that represent the active

form is an important extension of the protein folding field.

In the simplest case, the assembly process can be mon-

itored in real time by adding the components together in

solution and continuously infusing the sample into the mass

spectrometer. As proteins form associations in solution,

their change in molecular mass can be directly read out

from the evolution of the mass spectrum. In practice, it may

be difficult to isolate the individual components initially, so

valuable information can be obtained from perturbation of

preformed complexes by instead measuring complex dis-

sociation. These types of experiments were pioneered by the

Robinson group and have provided valuable insight into the

assembly processes of large multiprotein complexes. One of

the first examples of kinetic measurement of the assembly

process was a study of the chaperone complexMtGimC (89).

The active form of this protein is a heterohexamer (a2b4)

formed from two subunits, MtGima and MtGimb.
The intact hexamer is 87 kDa and the charge states adopted

by the native state complex give rise to peaks in the range

4000--5000m/z. Using very gentle source conditions,

including elevated pressures within both the source and

analyzer regions of an ESI--TOF mass spectrometer, the

authors were able to observe the intact complex and various

partially dissociated species. Additionally, manual mixing

of the a- and b- subunits in a 1:2 ratio at 37�C followed by

infusion into the mass spectrometer allowed the assembly

process to be monitored in real time. Interestingly, the

assembly process appeared to be a highly cooperative event

involving no observable intermediates (Fig. 6.14). Over the

time course measured, only peaks corresponding to the

intact hexamer were detected, with consequent depletion

of the monomer populations. In contrast, controlled disso-

ciation revealed a variety of dimers, trimers, and tetramers,

all consistent with a (bab)2 architecture in which the

trimers appear to be linked primarily through the a-subunit.
An interesting example of protein disassembly under

mild conditions suggests that observed intermediates might

represent evolutionary intermediates. For instance, the

hexameric adenosine triphosphate (ATP) sulfurylase from

Penicillium chrysogenum is predicted to have evolved from

a dimeric ancestor, and these are, indeed, the dominant

species observed upon mild dissociation in the mass spec-

trometer, rather than alternative possibilities (e.g., trimer or

tetramer) (90). Assembly of the 20S proteasome has also

been investigated by real-time MS. This molecular machine

contains a- and b- subunits assembled to form a 28-mer

complex. Mixing the monomer units and observing the

evolution of mass spectral signals enabled observation of

the process occurring via formation of ab heterodimers, the

a7b7 14-mer, and finally the intact a14b14 proteasome over

the time course of 30min (91).

Another intriguing study of protein assembly by MS

involves the kinetics of subunit exchange in small heat-

shock proteins (sHSPs). This diverse family of proteins has

a common feature that, under heat-shock conditions, struc-

tural rearrangements occur such that the oligomeric species

can bind to unfolded or partially folded proteins and protect

them against aggregation. Early studies demonstrated that

the oligomeric state is highly dynamic, with polydisperse

oligomers forming that range in size from 9 to 24 monomer

subunits. The heterogeneous nature leads to difficulties in

crystallographic structure determination, or even character-

ization by electrophoresis. Once again the power of MS is

evident: using nano-ESI and measurement by TOF MS, the

polydispersity and dynamic nature of these species can be

probed. An artificial mixture of homologous sHSPs obtained

from different species (pea and wheat) were shown to

interact and form dynamic dodecamers (Fig. 6.15) By

observing the kinetics of subunit exchange (by virtue of

the mass difference between the homologous proteins), the

authors were able to determine that, although exchange is

relatively facile, the predominant exchanging species is a

dimer (92). A similar observation was made for subunit

exchange between pea sHSP18.1 and sHSP17.6, which exist

Figure 6.14. Assembly kinetics in MtGimC from subunits

MtGima and MtGimb. As time progresses peaks arise from the

intact complex and the monomer becomes depleted. [Reproduced

with permission from (89). Copyright � 2000 National Academy

of Sciences, USA.]
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predominantly as a dodecamer at physiological tempera-

tures, but are able to exchange dimer subunits on the time

scale of minutes (93). Interestingly, under heat-shock con-

ditions, rearrangement occurs to form larger oligomers that

are highly dynamic in nature, and the dynamic change in

mass of the various complexes could be observed directly by

ESI MS (Fig. 6.16) (94,95). This approach was extended to

measure kinetics of association of the chaperone oligomer

with a client protein luciferase, and since the resulting

spectra are complicated by heterogeneity, identification of

the many species present could be made by dissociating

individual complexes by MS/MS. Such structural plasticity

and reorganizational ability is presumably vital for the

chaperone action of these proteins. A similar approach of

monitoring exchange subunits was taken recently by Chev-

reux et al. (96), who mixed 14N- and 15N- labeled subunits

Figure 6.15. Subunit exchange in the sHSPs. Mixing PsHSP18.1 from pea with TaHSP16.9 from

wheat in different ratios allows subunit exchange between the two to occur, producing a variety of

different stoichiometries over time that can be characterized by MS. [Reproduced with permission

from (92). Copyright � 2002 American Society for Biochemistry and Molecular Biology.]
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of the protein glucosamine-6-phosphate synthase. By using

the changes in the mass of the complex, they were able to

monitor the kinetics of exchange of subunits in the dimer.

Real-time observation of protein complex assembly and

disassembly has been largely facilitated by the innovation

of automated microfluidics-based platforms for nano-ESI,

enabling highly reproducible results to be obtained without

the uncertainty of sample handling and human errors.

Systems, such as those developed by Henion and co-

workers (97) have revolutionized the field, and are now

commercially available. The ability to mix controlled small

volumes of reactant in a temperature-controlled environ-

ment and to deliver them to nano-ESI emitters, coupled

with the availability of reproducible emitters, makes it

possible to perform experiments under varying experimental

conditions, that are free of instrumental artifacts that could

affect the outcome.

A relative newcomer to the field of kinetic protein

assembly is ion mobility MS (IM–MS). This method has

the advantage of being able to separate species present in

complex mixtures based on their physical shape in the gas

phase and, hence, drift time. It has potential use for sim-

plifying the analysis of a complex mass spectrum containing

proteins of different mass, but is absolutely invaluable for

the differentiation of isobaric species that are conforma-

tionally different. Two recent studies used IM–MS for the

study of amyloid formation. In one case, the assembly of

amyloid protein Ab42 into oligomers was monitored using

ion mobility to separate oligomeric species based on their

shapes (98). From the combination of mass measurement to

determine the oligomeric state and drift time to infer the

organization of the oligomers (linear versus cyclic), a

mechanistic model of assembly could be suggested.

In another elegant study, subunit exchange was measured

between 14N- and 15N-labeled b2-microglobulin fibrils (99).

Although exchange occurred quite rapidly in small oligo-

mers, a difference in kinetics was observed between trimers

with different ion mobilities. This suggested that two trimer

structures exist, a more compact form with slow exchange

kinetics and a more dynamic extended species.

In this section, we highlighted just a few of the many

protein assembly studies that have been performed to date.

Investigation of protein assembly, stoichiometry, and dy-

namics is a rapidly evolving field in which MS is clearly

poised to play a very important role.

6.4. KINETICS OF ENZYME CATALYSIS

In Section 6.3, we saw some of the mass spectrometric

methods used to investigate the folding and unfolding

reactions of proteins. Armed with this information, we can

gain insight into how a protein achieves its native folded and

functional structure. Equally important though is an under-

standing of how the folded protein functions. In Chapter 5,

the importance of dynamics was discussed, and the many

ways we can look at the dynamic events occurring in the

native structure. One particular class of proteins is also

involved in the catalysis of complex chemical reactions;

namely, enzymes are capable of transforming reactants into
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Figure 6.16. Temperature-induced changes in HSP18.1 oligomerization. (a) nano-ESI mass spectra

of HSP18.1 obtained at temperatures from 22 to 46�C. (b) Plot of the relative amount of HSP18.1

subunits existing in different oligomeric states. (c) Abundance of the different species at 46�C shows

a clear preference for oligomers with an even number of subunits. (d) Differences in free energy

between a subunit free in solution or incorporated into either a dimer or dodecamer follow linear

trends, suggesting that neither undergo significant structural change upon thermal activation.

[Reproduced with permission from (94). Copyright � 2010 National Academy of Sciences, USA.]
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products in a highly efficient and specific manner. Biophy-

sicists are extremely interested in the kinetics of these

reactions and how nature has optimized the structure and

function of proteins to best achieve their genetically des-

tined goals. This section briefly discusses some of the mass

spectrometric approaches to study the kinetics of enzyme

catalysis.

Enzymes are extremely efficient biological machines,

converting substrates to products on time scales similar,

or often faster, than the process of protein folding. Their

action is catalytic, so they are capable of performing

multiple turnovers provided that there are sufficient reac-

tants present. For this reason, it is often easier to obtain at

least limited kinetic information about the reaction process,

since it is continuous. In the case of protein folding, once the

denatured protein is exposed to conditions that are permis-

sive for folding, the entire population proceeds to fold

toward the native state, albeit potentially at different rates

depending on the pathway(s) available. For enzyme catal-

ysis, one can employ a limiting concentration of catalyst

in the presence of excess substrate and observe the rate

of reaction.

The simplest method to measure enzyme kinetics is at

the so-called “steady state”. In an excess of substrate, a

rapid equilibrium is set up in which the concentration of

intermediate species builds up until they are effectively at

a steady state, being formed and depleted at the same rate.

Substrate is gradually depleted over time, but is present in

such excess that, for a sufficiently short-time window of

measurement, this too can be considered constant. Under

such conditions, the reaction rate is more or less constant

so that the rate of formation of products and the dissoci-

ation constant for enzyme--substrate complex can be

measured.

The theory of enzyme catalysis was developed and

proposed by Michaelis and Menten (100), based on the

formation of a noncovalent complex of enzyme (E) and

substrate (S), at equilibrium, from which the reaction is

catalyzed to yield product (P). The general reaction scheme

may be represented as:

Eþ SÐKs

ES�!kcat Eþ P ð6-4-1Þ

assuming substrate is present in vast excess over the enzyme

concentration. The equation KS¼ [ES]/[E][S] represents the

dissociation constant for the enzyme--substrate complex

(also known as Km, the Michaelis constant). The chemical

reaction that converts reactants to products then has a

reaction velocity v¼ kcat[ES], which leads to the classic

Michaelis--Menten equation:

v ¼ ½E�0½S�kcat
Km þ ½S� ð6-4-2Þ

This equation is valid with the assumption that substrate is

present in vast excess over the enzyme. Generally, kinetic

experiments are performed under conditions where the

substrate concentration is saturating, leading to a limiting

maximum reaction velocity, Vmax¼ kcat[E]0.

Traditionally, measurements of steady-state kinetics

were achieved spectroscopically using a chromogenic sub-

strate that undergoes a color change, thus enabling different

parts of the reaction to be probed using different artificial

substrates (101). However, this method is generally not

applicable to natural substrates and is thus necessarily

limited in scope. Another problem with modified substrates

is that the very presence of the chromophore may alter the

kinetics of catalysis (102). For this reason, there has been a

great deal of interest in using mass spectrometric methods

for the analysis of enzyme kinetics, since it effectively

serves as a “universal” detector (103). One of the great

powers of MS is that, with a sufficient time resolution, not

only can kinetics be monitored as the change in intensity of

spectral peaks, but also the intermediate species present can

be determined, provided the reaction gives rise to a resolv-

able change in mass. If the catalytic reaction occurs within a

time scale amenable to measurement online then one can

simultaneously monitor the kinetics of formation of pro-

ducts and infer mechanistic details from the detection of

intermediate species.

One of the earliest direct measurements of enzyme

catalysis was described by Smith and Caprioli (104,105),

who used fast atom bombardment (FAB) ionization to

measure the hydrolysis of peptides by trypsin. This method,

however, requires a high concentration of glycerol as liquid

matrix that can rapidly cause inactivation of enzymes.

Electrospray ionization provides a much more friendly

solvent environment, as shown by Lee et al. (49), who

employed continuous-flow MS to measure the kinetics of

a variety of enzymatic reactions, including the hydrolysis of

O-nitrophenyl b-D-galactopyranoside by lactase and the

proteolytic degradation of a short peptide, dynorphin 1--8,

by a-chymotrypsin. These reactions occurred on a suffi-

ciently slow time scale, such that manual mixing followed

by infusion into the mass spectrometer was sufficient to

enable reaction kinetics to be measured directly as depletion

of reactant and formation of product. Quantitation of kinetic

parameters can be achieved by use of internal standards,

and by separating various species by HPLC. This avoids

the potential problems of suppression of ionization that

would give rise to nonlinear concentration responses.

Henion and co-workers (106) demonstrated the applicability

of HPLC–MS to the measurement of kinetics of hydrolysis

by b-galactosidase of its cognate substrate lactose, using a

disaccharide as an internal standard for quantitation.

Steady-state kinetic measurement is a useful but limited

technique. While it can be used to directly measure the

overall rate of reaction (kcat) and the Michaelis constant
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(Km) for the reaction, it reveals very little mechanistic detail

about the reaction. Only by determining the rates of

formation and depletion of intermediate states can a full

description of the enzymatic reaction be made. Using MS,

it has proven possible to detect both covalently and

noncovalently bound intermediate enzyme--substrate com-

plexes that, when identified, can provide quite detailed

mechanistic information. In addition, with rapid mixing

and detection, determining the rates of the processes that

interconvert these intermediate species allows a more com-

plete kinetic description of the processes.

As with studies of protein folding, pushing the time

scales shorter and shorter can provide more useful details

about enzyme catalysis. For instance, the observation of

transient intermediate species can provide insight into the

mechanism of an enzymatic reaction and the species that

become populated during the process. Additionally, mea-

surement of the rates of formation of these species enables a

more complete kinetic picture to be drawn. Various ap-

proaches have been taken to address these questions using

MS, by employing many of the methodologies similar to

those described above for protein folding studies. Chemical

quench techniques followed by off-line detection using

radiolabeling techniques or NMR, for instance, can be used

to detect intermediate species, but only if they are stable to

the quench conditions employed (107–109). However, even

in the case where the transient intermediates are labile they

may be detectable using MS. Pulsed-flow mixing with

millisecond resolution enabled detection of a tetrahedral

intermediate in the conversion of shikimate-3-phosphate to

phosphoenol pyruvate by the enzyme 5-enoylpyruvyl-shi-

kimate-3-phosphate synthase by ESI MS (110). This setup

was effectively the same as a continuous flow mixing device

that was able to achieve a time resolution on the order of

50ms. Although no kinetic measurements were made, a

number of peaks corresponding to intermediates in the

reaction pathway of this enzyme were observed without

the need to quench the reaction before detection.

An elegant example of the application of MS to the study

of much more rapid enzyme kinetics was given by Li et

al. (111), who used a continuous-flow mixing device with

variable flow rates to monitor the reaction of 3-deoxy-D-

manno-2-octulosonate-8-phosphate (KDO8P) synthase.

This enzyme produces KDO8P by condensation of arabi-

nose-5-phosphate (A5P) with phosphoenol pyruvate (PEP).

Using ESI MS and flow rates that allowed a time resolution

from 7 to 160ms, the authors were able to detect a variety of

enzyme complexes not only with the substrate and the

product, but also with an intermediate species that had

previously only been postulated. Since each of these species

differs in mass, they could all readily be observed and

resolved from each other. With improved time resolution,

it is possible to extract kinetic constants and thus define the

catalytic reaction of this enzyme in more detail. The beauty

of this technique is the ability not only to monitor concen-

trations of reactant and product moieties, but also to detect

any intermediate species present as long as the reaction

involves a change in the molecular weight.

Continuous-flow MS may also be used to obtain kinetic

constants of an enzymatic reaction. If the time resolution

of the mixer and the interface to the mass spectrometer is

sufficient, then it becomes possible to measure directly

the rates of formation of enzyme intermediate species.

Pre-steady state kinetic measurements were performed on

a single point mutant of the protein xylanase, which hydro-

lyses b-1,4-glycosidic bonds in xylan to form disaccharides,

at a rate sufficiently slow to resolve transient glycosyl

enzyme intermediate species by continuous-flow MS. With

the use of an artificial substrate 2,5-dinitrophenyl b-xylo-
bioside (2,5-DNPX2), the authors were able to follow the

hydrolysis reaction photometrically from the release of 2,5-

dinitrophenol (2,5-DNP), and also mass spectrometrically

by observation of the intermediate E-X2 (112). Another

example employed the dual capillary system described in

Section 6.2.2 (57) to investigate in real time the proteolysis

of bradykinin by chymotrypsin (113).

Other studies have demonstrated the power of MS for the

identification of intermediate species and for mechanistic

clarification. One such study of TEM-2 b-lactamase, a well

studied enzyme, and its inhibition by clavulanic acid, called

into question the mechanism of inhibition proposed by

previous research (114). Previous studies had suggested

that a single serine (Ser70) was responsible for binding the

carboxylate group of the inhibitor, with subsequent opening

of the b-lactam ring. By observating time course inhibition,

proteolytic digestion of the enzyme--inhibitor complex, and

subsequent mass analysis of the digest products, the authors

were able to show that not only was Ser70 an important

binding residue, but also a second site, Ser130, was involved

in cross-linking to the inhibitor during the reaction.

A number of enzymatic processes have been described

recently whose mechanistic details were elucidated by

MS (115–118). The use of single-ion monitoring (SIM) of

substrate and/or product provides a high-sensitivity method

of quantitation. In some cases, the kinetic parameters ob-

tained led to mechanistic hypotheses. A particularly elegant

example is a study on the assembly during biosynthesis of

the natural product antibiotic novobiocin. This process

requires four different enzymes that act in sequence to

create the tripartite scaffold of the final product. Simulta-

neous quantitative measurement of the products of each

enzymatic reaction enabled the authors to build up a picture

of this complex assembly process (119), with the goal of a

robust assay that could be used to assess whether alternate

substrates could be employed to produce novel antibiotics in

this structural class.

MALDI TOF MS has become quite a routine tool for the

measurement of enzyme catalysis, and has also been used for
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the investigation of pre-steady state kinetics. For example,

quantitation of a phosphoenzyme intermediate as a function

of time during the dephosphorylation reaction of phospho-

tyrosine by protein tyrosine phosphatase provides both

kinetic information and mechanistic insight (120). A recent

exciting development in this field combines microfluidics

with laser ionization MS. Miniaturization of solvent flow

paths and an array of addressable electrodes enable single

solvent droplets containing reactants to be mixed, allowed to

react, and then quenched by a third droplet and mixed with

MALDI matrix (121). Alternatively, using a microfluidic

reactor fashioned from silicon, this in itself can be used

directly for laser desorption of small-molecule substrates and

products [desorption ionization on silicon, DIOS MS (122)].

Reaction kinetics of the conversion by the enzyme arginase

of arginine to ornithine were monitored by mixing reactants

and then, as the reaction mixture passed along the length of a

microfluidic channel, it deposited a residue whose contents

represented the substrate--product concentrations at that time

point. Reaction kinetics could be determined (121,123) by

measuring the DIOS MS signal for the substrate along the

length of the channel.

In the pharmaceutical industry and elsewhere, there is

increased emphasis on high-throughput applications and

this is especially true in the field of enzyme kinetics. Of

particular interest is the ability to screen a wide range of

inhibitors against an enzyme target. The use of online

desalting in a microfluidic device and SIM measurement

of substrate and/or product gives sufficiently high sensitivity

for a rapid assay that can be used to very quickly screen

compounds (124). The development of these MS-based

enzyme assays and adaptation to use in a high-throughput

environment is described in a recent review (125).

This chapter showed how kinetic measurements can be

employed to elucidate mechanistic details of protein folding

and function. Coupled with studies of dynamics at equilib-

rium in Chapter 5, this shows how MS is becoming an

extremely powerful tool in the biophysical arena.
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7
PROTEIN INTERACTIONS: A CLOSER LOOK AT THE
STRUCTURE--DYNAMICS--FUNCTION TRIAD

In Chapters 4--6, we discussed various mass spectrometry

(MS)-based techniques to study biomolecular higher or-

der structure and conformational dynamics under a va-

riety of conditions. Characterization of protein structure

and dynamics, including those of non-native states, is

often key to understanding how these macromolecules

carry out their “duties” via a sophisticated web of

interactions with other proteins, polysaccharides, nucleic

acids, and small molecule ligands. This chapter gives an

overview of some of the vast arsenal of experimental

techniques that can be used to extract both qualitative

and quantitative information on protein--ligand interac-

tion. The emphasis will be made on protein interactions

with their physiological partners and various therapeutic

molecules for which they are targets. We will first con-

sider several approaches to monitor protein--small ligand

interactions and measure their binding energy. Particular

attention will be paid to complexes that are unstable in

the gas phase. We will then proceed to discuss other

methods that are used to obtain quantitative information

on protein--protein interactions. Finally, we will consider

several examples where the ability to characterize protein

conformation and dynamics is critical to understanding

their functional properties.

7.1. DIRECT METHODS OF MONITORING

PROTEIN INTERACTIONS WITH THEIR

PHYSIOLOGICAL PARTNERS IN SOLUTION BY

ESI MS: FROM SMALL LIGANDS TO OTHER

BIOPOLYMERS

Although the earliest applications of electrospray ionization

(ESI) MS focused on measuring mass and obtaining se-

quence information of single-chain biopolymers, the soft

nature of this ionization technique prompted several re-

searchers to explore the possibility of maintaining the

structural integrity of protein--small ligand complexes

throughout the desorption process. In Section 4.1 we saw

that the gentle nature of the ESI process allows the qua-

ternary structure of proteins to be preserved in many cases,

but its ability to preserve other types of noncovalent com-

plexes in the gas phase also means that many other associa-

tions may be probed with this techniques. As early as 1991,

Ganem, Li, and Henion (1) observed intact complexes

formed by a small immunosuppressive binding protein and

small immunosuppressive agents (e.g., rapamycin and its

analogue). This report was soon followed by two other

important studies in which intact non-covalent complexes

of lysozyme and its natural hexasaccharide substrate (2), as

Mass Spectrometry in Structural Biology and Biophysics: Architecture, Dynamics, and Interaction of Biomolecules, Second Edition.
Igor A. Kaltashov and Stephen J. Eyles.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.
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well as of the myoglobin--heme group complex (3), were

observed. The list of ligands that bind to proteins strongly

enough to survive the transition from solution to the gas

phase has been expanded dramatically in the following

couple of years to include metal ions (4,5), nucleotides (6),

oligonucleotides (7,8), as well as peptides and proteins (9).

The basic principles of such measurements are very close

to those discussed in Section 4.1 when we considered

applications of native ESI MS to characterization of protein

quaternary structure, although there are several important

considerations that are specific to monitoring protein--small

ligand binding. First, such measurements typically require

better mass resolution and accuracy, especially when a

small-molecule ligand (e.g., a metal ion) is bound to a

relatively large protein. Second, in many cases multiple

ligands may be bound to the same protein, and their

cumulative mass alone may not be very informative. Finally,

protein--small ligand complexes are frequently more prone

to dissociation in the gas phase compared to protein--protein

associations due to the lower number of bonds that keep

them together in solution and that can survive transition to

the gas phase. Ironically, the experimental conditions that

may alleviate this latter problem (very gentle conditions in

the ESI interface) almost invariably result in poor protein

ion desolvation, making it difficult to attain high mass

accuracy in such measurements.

Nevertheless, in many cases it is possible to design an

experimental scheme, where all of the problems listed in the

previous paragraph can be successfully addressed, as illus-

trated in Figure 7.1 with a 37 kDa metalloprotein (N-lobe of

human serum transferrin, hTf/2N) as an example. This

protein binds a range of metal ions, most notably ferric

ion (Fe3þ) together with a synergistic anion (e.g., carbon-

ate), which participates in coordinating the metal ion.

Although ESI MS measurements produce a single mass

readout, corresponding to the combined mass of the protein,

metal ion, and the synergistic anion, manipulation of the

complex ion in the gas phase allows the masses of both

ligands to be measured. This is done by increasing the

internal energy of the complex ion in the gas phase in a

stepwise fashion via collisional activation in the ESI MS

interface, which leads to partial dissociation of the complex.

While the protein--metal binding is very strong and survives

significant collisional excitation, dissociation of the syner-

gistic anion is observed even following relatively modest

excitation (Fig. 7.1a). In contrast, very gentle conditions in

the ESI MS interface result in inefficient ion desolvation,

leading to formation of nonspecific adducts (e.g., attach-

ment of acetate to the ternary complex in Fig. 7.1f). There-

fore, confident identification of both small ligands cannot be

made in a single measurement, but requires a set of mass

spectra to be acquired under various conditions in the ESI

MS interface.

High mass accuracy is another important requirement

in such experiments, and the measurements presented in

Figure 7.1 provided mass accuracy better than 0.01%. Note

2750 2800 2850 2900 (m/z)

[M+13H+]13+

[M + Fe3++ 13H+]13+

[M + Fe3++ C2O4
-2+ 13H+]13+

[M + Fe3++ C2O4
-2+ CH3CO2

- + 13H+]13+

(a)

(b)

(c)

(d)

(e)

(f)

Figure 7.1. Dissociation of the ternary complex [hTf/2N�Fe3þ�C2O4
2�] in the gas phase: ion peaks of a

13þ charge state for control apo-hTf/2N in H2O/CH3OH/CH3CO2H (a) and holo-hTf/2N in 10 mM

NH4CH3CO2 (b--f). The efficiency of ion collisional activation decreases from (b) to (f) following

monotonic decrease of the skimmer potential and temperature in the ESI interface. The insets show the

crystal structure of hTf/2N serum transferrin (PDB accession number 1A8E) and the expanded view of

the iron-binding site (iron is shownas a black sphere, and the synergistic anion is representedwith a gray

space-filled model; the four side chains coordinating iron are represented with stick models). [Adapted

with permission from (10). Copyright � 2001 American Chemical Society.]
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that these high-accuracy measurements yielded a somewhat

unexpected result: it was found that the mass of the syn-

ergistic anion was 18 u higher than that expected for

carbonate binding (10). Instead, the mass matches that of

oxalate, a ubiquitous dianion. It seemed strange at the time

this work was carried out that oxalate, rather than carbonate,

should serve as a synergistic anion (the latter was present in

the protein solution in large excess, since all protein samples

were stored in ammonium bicarbonate solution, while their

exposure to oxalate was possible only during the expression

step, where oxalate was a minor component of culture

media). However, later studies revealed that oxalate was

bound much more strongly compared to carbonate (11),

providing an explanation as to why it remained bound to

hTf/2N, despite the presence of excess carbonate in the

protein solution.

While the work discussed above is a very nice illustration

of the power of MS in elucidating the nature of protein-

binding partners, remember that this level of detail might be

difficult, or indeed impossible, to achieve in many cases.

This point is illustrated in Figure 7.2, which shows the

results of ESI MS investigation of ibuprofen binding to a

66 kDa BSA, which acts as a scavenger in plasma and binds

a range of metals and small organic molecules while in

circulation. Although comparison of the mass spectra of

albumin acquired in the absence and in the presence of

ibuprofen in solution reveals an obvious mass shift, the

magnitude of this mass increase (�300Da) is not very

informative, as it does not match the mass of ibuprofen

(206Da). The situation is further exacerbated by the con-

voluted peak shapes of albumin ions, which probably

reflects both its scavenger function and the fact that it is

a common target of nonenzymatic post-translational mod-

ifications (e.g., glycation) (12). Nevertheless, even in this

case, careful analysis of the protein ion peak shapes reveals

mass increases of 206 and 412 Da (indicated with arrows in

Fig. 7.2), which are indicative of ibuprofen binding to

albumin in 1:1 and 2:1 stoichiometry, consistent with the

presence of two binding sites on the protein surface that can

accommodate this drug (13).

Finally, note that failure to observe a protein--small

ligand complex in the gas phase does not necessarily

indicate its absence in solution, particularly if the interaction

is primarily hydrophobic. We already saw in Section 4.1 that

gas-phase dissociation of macromolecular assemblies is fre-

quently encountered in the studies of quaternary structure of

proteins using native ESI MS, although these processes can

be easily identified in most cases, due to very unusual

multiple charging patterns of the fragmentation products.

It may seem counterintuitive that gas-phase dissociation of

protein--small ligand complexes presents a more significant

challenge vis-�a-vis assigning the origin of subcomplex ions,

when compared to the more substantial polypeptide assem-

blies already considered. If a departing ligand does not

possess sufficient physical dimensions to accommodate

multiple charges, its dissociation from the host protein

would not result in asymmetric charge partitioning com-

monly observed in dissociation of protein assemblies in ESI
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Figure 7.2. Binding of ibuprofen to serum albumin revealed by ESI MS under near-native

conditions. The black and gray traces represent mass spectra of bovine serum albumin (BSA)

alone and with significant molar excess of ibuprofen, respectively. The crystal structure of an

ibuprofen--albumin complex shows two drug molecules bound to the protein (the second one is

hidden from the view, as its binding site is located on the opposite side of the protein). [Data courtesy

of Dr. Agya Frimpong (UMass-Amherst).]
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MS. Therefore, the resulting gas-phase fragment ions might

not be easily distinguishable from those generated in solu-

tion. However, as long as at least one charge can be placed

on a ligand, its dissociation from the protein in the gas phase

will affect the charge-state distribution of the latter, pro-

viding a means to identify gas-phase dissociation products.

This is illustrated in Figure 7.3, which shows the ESI mass

spectrum of a mixture of pepsin with the peptide inhibitor

pepstatin, acquired under conditions when formation of the

enzyme--inhibitor complex in solution is highly favorable.

Although the peaks arising from the apoprotein are

prominent in this spectrum, a close examination of the

charge-state distribution of pepsin ions reveals a shift to

a lower number of charges when compared to the mass

spectrum of pepsin acquired in the absence of pepstatin.

This apparent charge reduction clearly indicates that the

ligand-free pepsin ions in the ESI mass spectrum of the

pepsin--pepstatin mixture are produced upon dissociation

of the enzyme--inhibitor complex in the gas phase, which

proceeds via energetically favorable charge separation.

Although reports of failure to observe noncovalent com-

plexes are unsurprisingly scarce in the current literature, it

remains a distinct possibility in practice, and researchers

need to be aware of it. Nevertheless, the ability of ESI MS

to detect protein interactions with a wide variety of partners

in solution is now indisputable, and this technique is now

rightly considered a routine tool for screening protein--

ligand interactions (15,16).

7.2. ASSESSMENT OF BINDING AFFINITY WITH

DIRECT ESI MS APPROACHES

The success of the early studies aimed at probing protein

interactions with their physiological partners provided

strong motivation for comprehensive exploration of the

utility of ESI MS for characterization of such interactions

in solution. Several groups evaluated the possibility to

correlate binding properties in solution and complex ion

stability in the gas phase for a variety of systems (17–19).

Although surprisingly good correlation was found to exist

between the solution- and gas-phase binding properties in

select cases (19), significant deviations were observed for

many other systems (20,21). These observations of frequent

deviation of binding characteristics in solution from those

in the gas phase indicated that it might be very dangerous to

simply equate the solution- and gas-phase properties of

noncovalent complexes. As noted by Ganem, Henion and

co-workers (22), “noncovalent binding of macromolecules

usually involves a broad range of weak interactions, ranging

from hydrogen bonding and electrostatic effects to . . .
p-stacking and hydrophobic effects [with] each type of

interaction responding differently to changes in solvation,

as would occur during ionspray or electrospray ionization”.

Apart from correlating the energetics of gas-phase non-

covalent complexes with binding energies in solution, mul-

tiple attempts had been made to determine KD values for

protein--ligand complexes in solution using intensities of
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Figure 7.3. The ESI mass spectrum of pepsin (P) acquired at pH 2.3 (black trace). The gray trace

shows a mass spectrum of pepsin incubated with excess of pepstatin (ps). Inset: CAD mass spectrum

of (ps�P)10þ ion suggests that enzyme--inhibitor complex dissociation in the gas phase proceeds via

charge separation. [Adapted with permission from (14)].
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ionic signals in ESI MS to calculate concentrations of com-

plexes and unbound species in solution. For example, Ganem

and co-workers (22) demonstrated that direct monitoring of

the relative abundance of complex ions formed by a model

glycopeptide and antibiotics from the vancomycin family

provided a correct order of magnitude for the peptide--drug

association constants. Similar conclusions have been reached

in a number of other studies, where MS was shown to be

capable of providing correct quantitative assessment of bind-

ing affinity in solution (23–26). Although this approach

continued to be used to evaluate the strength of protein--ligand

binding in solution, its limitations soon became apparent (27).

There are multiple reasons why the reports of measurements

using this approach are frequently met with at least some

skepticism. First, as we already discussed in the beginning of

this chapter, there is always a distinct possibility of the

protein--ligand complex dissociating in the gas phase. This

would obviously modulate the ionic signal for all players,

making it reflect not only the solution-phase equilibria, but

also stability of the protein--ligand complex in the gas phase.

Second, even though in many practical situations (i.e., if the

protein concentration is<10mM) the abundance of the ionic

signal is proportional to the species concentration in solu-

tion (28), the response factors vary across the analyte pool

and, in fact, depend on solution composition (due to

ion suppression). Obviously, this variation needs to be taken

into account when relating analyte signal intensity in ESI

MS to its concentration in solution (29–31). Finally, one

must be aware of the fact that the ESI process itself may

artificially enhance the apparent concentration of complexes

by ramping up the analyte concentration in the ESI-generated

droplets prior to ion generation (32).

An alternative approach to obtaining quantitative binding

information from direct ESI MS measurements exploits the

ability of this technique to monitor formation of multiple

protein--ligand complexes simultaneously when a range of

binding candidates are present in solution. Gao and co-

workers (33) used ESI MS to determine relative binding

affinities of a protein to a variety of ligands by measuring the

abundance of respective complex ions in mass spectra

generated from a solution containing the protein of interest

and a library of ligands (33,34). This formed the basis of the

“competitive binding” measurement of ligand binding by

ESI MS. Modifications of this method extended the scope of

its applications to protein--protein interactions, providing

very high precision in KD measurements (35), and allowing,

in some cases, relatively low affinities to be evaluated,

provided there is a set of reference binders with known

affinities (36). However, problems frequently arise when the

competitive binding approach is applied to a large hetero-

geneous protein and a set of relatively small binders. The

resolution in this case may not be sufficient to allow various

complexes to be distinguished from one another. For

example, looking at Figure 7.2, one could easily see that

this problem would likely be encountered if this method

were used to rank albumin affinities with a set of small

organic molecules the size of ibuprofen. An elegant solution

to this problem was offered by Zenobi and co-workers (37),

who ranked the binding affinities within a set of small

molecules by monitoring the signal intensity changes for

the unbound species, that is by following free ligand de-

pletion, rather than complex formation. More detailed dis-

cussion of various approaches utilizing direct ESI MS

measurements to quantify the strength of protein--ligand

complexes in solution can be found in a recent review by

Hannah et al. (16).

7.3. INDIRECT CHARACTERIZATION OF
NON-COVALENT INTERACTIONS UNDER

PHYSIOLOGICAL AND NEAR-PHYSIOLOGICAL

CONDITIONS

Hydrophobic interactions are often critical contributors to

protein--ligand interactions in solution but, as we have

already seen, they frequently do not survive transition to

the gas phase. Should this lead to dissociation of even a

fraction of the protein--ligand complexes in the gas phase,

the consequences would be dire for the affinity measure-

ments approaches using direct ESI MS discussed in Sec-

tion 7.2. This section presents several methods that were

designed to overcome this problem by probing noncovalent

interactions indirectly, that is to say, without relying on

survival of the protein--ligand complexes upon their transi-

tion from solution to the gas phase.

7.3.1. Assessment of Ligand Binding by Monitoring
Dynamics of “Native” Proteins with

Hydrogen--deuterium Exchange (HDX MS)

One interesting example of such an indirect approach to

evaluate protein--ligand binding properties in solution

comes from our own work with cellular retinoic acid

binding protein I (CRABP I), a transporter of all-trans

retinoic acid (RA), which is a major physiologically active

metabolite of vitamin A. The X-ray crystal structure sug-

gests that the RA--CRABP I complex is stabilized primarily

through a network of hydrophobic interactions, although

there is also an intermolecular salt bridge that makes a

significant contribution toward stability of this complex (KD

in the subnanomolar range). In addition to RA, CRABP I

also binds (albeit with significantly lower affinity) the 9-cis

and 13-cis stereoisomers of RA, which are considered to be

noncognate ligands for this protein. Although the ESI mass

spectra of the CRABP I--RA mixture acquired under mild

conditions in the ESI interface show prominent signals

corresponding to protein--ligand complex ions (Fig. 7.4),

their relative intensities do not agree with ranking of binding

affinities in solution (38).
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As already discussed in Chapter 1, it is now realized

that in many cases protein folding and function should

not be considered separately from each other. This notion

is often used when studying protein--protein interac-

tions (39,40), however, it can also be very useful when

considering protein interaction with small organic li-

gands. A common assumption here is that binding re-

duces flexibility, which has been proven experimentally

in the case of several retinoid carriers (41–43). Therefore,

changes in protein backbone dynamics upon ligand in-

troduction can be used as indicators of the protein--ligand

interaction. This hypothesis was tested by measuring the

HDX kinetics of CRABP I under near-native conditions

(Fig. 7.5). Under these conditions, HDX clearly follows

the EX2 regime (detailed discussion of HDX experiments

are presented in Chapter 5), and the overall kinetics

exhibits three phases (fast, intermediate, and slow). As

we discussed (Section 5.3), the slow exchange phase

usually corresponds to global unfolding events that occur

very rarely under native conditions. According to Eq. 5-

3-4, the apparent rate constant corresponding to this

phase would be related to both intrinsic exchange rate

kint and the equilibrium constant for the unfolding

process Kunfold:

kHDX ¼ kintKunfold ð7-3-1Þ
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Figure 7.4. The ESI mass spectra of CRABP I mixed with RA isomers and analogues all-trans,

(a) 13-cis, (b) 9-cis, (c) no ligand added (d ). The protein/ligand ratio (where appropriate) is 1:5. All

spectra are acquired under “near-native” solution conditions. The ESI interface settings were

adjusted to minimize collisional activation/dissociation. [Adapted with permission from (38).
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Since the equilibrium constant Kunfold relates to the free

energy of the native conformation in the following fashion:

DGN ¼ �RT lnðKunfoldÞ ð7-3-2Þ

and the protein--ligand binding energy can be estimated as

the free energy change of the native conformation induced

by the ligand (the asterisk indicates presence of the ligand in

the system):

DGbinding ¼ DGN*�DGN ¼ DDG ð7-3-3Þ

one can estimate the binding energy simply by comparing

the apparent HDX rate constant measured in the presence

and in the absence of the ligand:

DGbinding ¼ RT lnðkHDX=k*HDXÞ ð7-3-4Þ

An implicit assumption used here is that there is no

significant conformational difference between the apo-

protein and its holo-form, so that ligand-induced structure

stabilization would be the only factor contributing to the

free energy change upon ligand binding by the protein

(Eq. 7-3-3). In other words, this approach can be safely

used only if the protein--ligand binding process conforms to

the “lock-and-key” mechanism (although there may be

significant conformational changes during the various stages

of the binding process, as long as the end-points of the

binding reaction are structurally similar, the thermodynamic

treatment presented here can be safely used). Using this

approach to evaluate CRABP I affinity to various retinoids

not only provides correct ranking of RA stereoisomers, but

also gives an estimation of the protein--RA binding energy,

which is reasonably close to that obtained by calorimetric

measurements (38).

A discussion of this method would be incomplete without

mentioning that the assumption that “binding reduces

flexibility” is not universally true. It is often anticipated

that specific, high-affinity binding proceeds through forma-

tion of well-defined interactions between a protein and its

ligand, leading to a loss of conformational entropy, which

would need to be more than offset by favorable enthalpic

interactions so that binding would be thermodynamically

favored. However, an increase of the conformational entro-

py of the residues interacting with the ligand may also

promote the binding process, as positive DS would lead to

more negative (and, therefore, more favorable) DG, even if

the enthalpic contribution DH is rather insignificant (in this

case DG¼DH�TDS��TDS) (44). Indeed, there are sev-

eral documented examples where binding actually leads to a

detectable increase in protein flexibility (45–47). These

findings, however, are likely to have little bearing on the

validity of the method discussed in this section. Indeed, the

observed increases of protein flexibility upon ligand binding

refer to local events, typically at or near the binding

site(s) (44). Such behavior would manifest itself as an

increase of the HDX rates in the fast (local fluctuations)

and medium (partially unstructured intermediate states)

phases of the overall HDX pattern. None of these measure-

ments are used to determine the binding energy, whose

calculation (Eq. 7-3-4) is based solely on the parameters of

the slow phase (rare global unfolding events).

7.3.2. PLIMSTEX and Related Techniques: Binding
Assessment by Monitoring Conformational Changes

with HDX MS in Titration Experiments

A powerful method that uses HDX to quantify protein--ligand

interaction (PLIMSTEX, short for Protein--Ligand Interac-

tions in solution by MS, Titration, and H/D EXchange) was

developed by Gross and co-workers (48,49). PLIMSTEX is

based upon the assumption that ligand binding results in a

change in HDX rates (e.g., due to different solvent exposure

of the apo- and holo-forms of the protein). The method is

analogous to titration monitored by spectroscopic methods.

The approach, although indirect, overcomes a major difficulty

of ESI MS to measure, without discrimination, solution

concentrations at any point, including at equilibrium. In

addition to binding energetics, this method is capable of

determining protein--ligand complex stoichiometry.

The protein is first equilibrated with different concentra-

tions of ligand in aqueous buffer, and HDX reactions are then

initiated by diluting these protein solutions in D2O without

changing any other solution parameters (salt content, buffer
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Figure 7.5. The HDX kinetics of CRABP I at 36
�
C under “near-

native” conditions in the absence of ligands (squares) and in the

presence of RA isomers (13-cis, circles; 9-cis, triangles; and all-

trans, inverted triangles). [Adapted with permission from (38).
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compositions, etc.). After reaching a near-steady state (after

at least 1 h), the exchange is quenched, followed by quick

desalting under slow exchange conditions and mass analysis.

Since the slow exchange conditions typically cause the

ligand(s) to dissociate, mass measurements simply reveal

the number of deuterium atoms on solvent-accessible

amides. A plot of these numbers [deuterium uptake (DD) as
a function of the total ligand concentration ([LigT]] gives the

PLIMSTEX curve. The data analysis step seeks to find the

best fit to the PLIMSTEX curve, using as fitting parameters

the cumulative binding constants bi ¼ K1 �K2 � � � � �Ki,

where Kj is a microscopic binding constant for the j th ligand,

and the respective deuterium shifts D0 and DDi, where D0

represents the deuterium uptake of the apo-form of the

protein:

DDðb1; . . . ;bn;D0;D1; . . . ;Dn; LigT½ �Þ

¼ D0�
Xn

i¼1

DD1

½Prot �Ligi�
½ProtT �

ð7-3-5Þ

A positive DDi indicates that binding of the ith ligand to

the protein leads to more protection (less solvent exposure

and/or conformational flexibility) compared to the apo-

form. A negative DDi points to the formation of a more

open (or more flexible) structure relative to the ligand-free

form of the protein.

Each form of the protein--ligand complex Prot�Ligi in
Eq. 7-3-5 is expected to generate a deuterium shift, which is

the difference between the deuteration level of this complex

and the apo-form of the protein. While [ProtT] is known, the

binding fraction for each species in Eq. 7-3-5 is calculated

for each sequential ligand attachment:

½Prot �Ligi�
½ProtT � ¼ bi½Lig�i

1þPn
i¼1 bi½Lig�i

ð7-3-6Þ

Calculation of the binding fractions may not be trivial,

since the concentration of free ligand in solution may not be

known. However, its value can be inferred from the total

ligand concentration using an ordinary differential equation,

which is an expression of the first-order derivative of [Lig]

with respect to [LigT]:

d

d½LigT �
Lig½ �

¼
Pn

i¼0 bi � ½Lig�iPn
i¼1ðiþ1Þ bi ½Lig�iþ½ProtT � �

Pn
i¼1 i

2 �bi � ½Lig�i�1
� �

�½LigT �
Xn

i¼1
i bi ½Lig�i�1

� �
ð7-3-7Þ

In the case of 1 : 1 binding stoichiometry, Eq. 7-3-7 can

be rewritten in a much less intimidating form:

d

d½LigT �
Lig½ � ¼ 1þK � ½Lig�

1þ2K ½Lig�þK ½ProtT ��K ½LigT �
ð7-3-8Þ

where K is the protein--ligand binding constant. Integration

of Eq. 7-3-7 can be carried out numerically using commer-

cially available packages, such as MathCAD (49). Once

this task is accomplished, the remaining sets of unknowns

(bi and DDi) are determined in a sequence of trials.

The ability of PLIMSTEX to determine both binding

stoichiometry and affinity associated with a wide range of

protein--ligand interactions is particularly useful for quan-

tifying protein--metal ion interactions (50,51); Figure 7.6

shows an application of PLIMSTEX to probe Ca2þ binding

to porcine calmodulin. More recently, this technique has

also been applied to characterize protein--DNA interac-

tions (52) and antibody--antigen association (53). Adapta-

tion of PLIMSTEX to studies of protein self-association

(54) has been termed SIMSTEX (Self-association Interac-

tions using Mass Spectrometry, Self-Titration, and H/D
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Figure 7.6. Use of PLIMSTEX to probe Ca2þ binding to porcine

calmodulin. (a): The Ca2þ titration of 15 mM porcine calmodulin

(CaM) in 50 mM N-(2-hydroxyethyl) piperozine-N-ethane sulfonic

acid (HEPES) (pH 7.4, 21.5�C, 90% D2O). (b) Fractional con-

centrations of (Ca2þ)iCaM species as a function of total Ca2þ

concentration in solution. The PLIMSTEX titration data (a) are

nearly a mirror image of the of the (Ca2þ)4CaM fractional con-

centration (b), suggesting that (Ca2þ)4CaM formation plays a

major role in determining the titration curve shape. None of the

nonspecific binding of more than four Ca2þ ions is registered by

PLIMSTEX, indicating that if further Ca2þ--CaM binding occurs, it

does not cause any significant conformational changes in proteins.

[Adapted with permission from (50). Copyright � 2003 American

Chemical Society.]
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Exchange). Another recent modification of this method,

known as dilution strategy PLIMSTEX (dPLIMSTEX) can

be used to quantitate binding affinity in large systems, such

as antibody--antigen complexes (53).

7.3.3. Binding Revealed by Changes in Ligand Mobility

Another creative approach to characterizing protein--ligand

interaction in solution with MS was introduced several years

ago by Clark and Konermann (55). The technique is appli-

cable in situations where the ligand’s physical dimensions

are much smaller compared to those of the ligand--protein

complex, so that diffusion coefficients of the two species in

solution will differ very significantly from one another. The

diffusion coefficients are determined by measuring the

spread of an initially sharp boundary between two solutions

of different concentration in a laminar flow tube due to

Taylor dispersion (56). In the absence of protein--ligand

interaction, the measured ESI MS dispersion profiles show a

gradual transition for the protein and a steep transition for

the small ligand (Fig. 7.7). However, if a non-covalent

complex is formed in solution, the dispersion profiles of

the two species will be very similar, since diffusion of the

small ligand is now limited by the slow Brownian motions

of the protein.

Unlike the direct ESI MS based methods of probing

noncovalent complexes, this technique does not rely on

survival of noncovalent complexes upon their transition

from solution to the gas phase. On the contrary, harsh

conditions in the ESI interface are required to dissociate

the complex ion in the gas phase, such that the dispersion

profiles of its constituents can be monitored separately.

Figure 7.8 illustrates application of this technique to study

noncovalent heme--protein interactions in myoglobin under

both native and denaturing conditions. This method has

been sucessfully used to screen a small library of low

molecular weight saccharides to identify those that bind to

a protein target (57) and even to estimate their binding

energy (58). Competition screening may also be useful in

cases where mixtures of potential ligands include analytes

that are not amenable to direct ESI MS detection or when

studying noncovalent interactions involving two or more

macromolecules.

7.4. INDIRECT CHARACTERIZATION OF

NONCOVALENT INTERACTIONS UNDER

PARTIALLY DENATURING CONDITIONS

One of the methods of indirect assessment of protein--ligand

binding considered in Section 7.3 is based on the assump-

tion that ligand binding leads to greater stabilization of

the native conformation of the protein. Such stabilization

could only be detected with HDX, since both apo- and

holo-forms of the protein are predominantly in the native

conformation, with rare excursions to either partially or

fully unfolded states. Ligand binding decreases the

(already extremely low) frequency of unfolding events,

thus making it possible to estimate binding energy as a

difference between DGN� and DGN (38). Under some

circumstances, the stabilizing effect of ligand binding is

much more pronounced, particularly if the apo-form of

the protein fails to maintain the native conformation

in the absence of ligand. In such cases, the stabilizing
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Figure 7.7. Simulated dispersion profiles representing signal

intensity of selected analytes at the end of a laminar flow tube

under different conditions. (a) A dispersion profile expected for

a single analyte in the absence of diffusion. (b) Dispersion

profiles expected for a protein (D¼ 10�10 m2/s, solid curve),

and a small ligand (D¼ 10�9 m2/s, dashed curve) that do not

interact in solution. (c) Dispersion profiles as in (b), but under

the assumption of tight noncovalent binding between the two

analytes (the profiles measured for the two species will be

identical under these conditions). Flow parameters used in

simulations: tube length, 3 m; tube radius, 129.1 mm; flow rate

5 mL/min (corresponding to vmax¼ 3.18	 10�3 m/s). [Repro-

duced with permission from (55). Copyright � 2003 American

Society for Mass Spectrometry.]
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effect of the ligand is so obvious that it does not require

laborious HDX measurements, since the dramatic

changes in large-scale protein dynamics induced by the

ligand can be seen directly in the charge-state distri-

butions of the protein ions in ESI mass spectra. Examples

of such behavior (Fig. 7.9) abound particularly among

metalloproteins, such as metallothioneins (4), endonu-

cleases (59), or nuclear hormone receptor DNA binding

domains (60).

7.4.1. Ligand-Induced Protein Stabilization Under
Mildly Denaturing Conditions: Effect of Ligand Binding

on Charge-State Distributions of Protein Ions

In most cases, however, both apo- and holo-forms of the

protein are natively folded. Even in such circumstances, the

stabilizing effect of the ligand can often be “felt” indirectly

as it delays the onset of protein unfolding induced by mild

chaotropes, when compared to the unfolding of the apo-

form of the protein. We have seen such effects in iron-

binding proteins from the transferrin family, where the

presence of the ferric ion defers the acid-induced unfolding,

as indicated by the protein ion charge-state distributions, by

at least 1 pH unit (10,61). Importantly, metal ion dissoci-

ation from the holo-form of the protein in the absence of

chelating agents is accompanied by a significant loss of

tertiary structure, as indicated by a dramatic change in the

protein ion charge-state distributions, strongly suggesting

that there is an intimate link between metal binding and

large-scale conformational dynamics.

The primary function of transferrin is sequestration and

transport of iron in bodily fluids, but these proteins are also

known to bind a variety of other metals. While for many of

these metals binding to transferrin clearly manifests itself in

ESImass spectra as amass increase, there is at least onemetal

ion (Bi3þ) whose binding to transferrin is known to occur, but
cannot be verified in a straightforward ESI MS experiment

(Fig. 7.10). This is a rather intriguing observation, since the

Bi3þ--transferrin binding energy in solution is second only to
that of Fe3þ (62). However, Bi3þ--transferrin binding can be

easily detected indirectly by monitoring the evolution of

charge state distributions of transferrin ions desorbed from

a solution saturated with Bi3þ (Fig. 7.10). The onset of

transferrin unfolding in metal-saturated solution occurs at

the same pH4.5, regardless ofwhether themetal is Fe3þ, In3þ,
or Bi3þ. On the other hand, unfolding of the apo-protein

occurs at significantly higher pH 5.5, providing a clear

indication that Bi3þ does bind to transferrin in solution just

like Fe3þ and In3þ. Apparently it dissociates from the protein

very easily in the gas phase (unlike Fe3þ and In3þ), which
makes direct detection impossible (62).

Although this indirect approach to detection of pro-

tein--ligand interaction has yet to be used widely, it has

great potential. It is not as technically demanding as other

indirect methods, and should be applicable to a wide

spectrum of protein--ligand interactions. The major short-

coming is that such measurements only establish the fact of

protein--ligand interactions taking place in solution without

providing any information on binding stoichiometry or

energetics. It is conceivable, though, that at least some

semiquantitative data on binding energetics can be obtained

in such measurements (e.g., ligand ranking according to

their affinity), as stronger binding is expected to stabilize the

protein against unfolding.
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Figure 7.8. (a) Experimental dispersion profiles recorded for

protein (first column) and heme (second column) in solutions

of myoglobin (Mb) at pH 10. The third column shows dispersion

profiles recorded for heme in protein-free solutions. The experi-

ments were carried out in the presence of 0% acetonitrile (top

row), 30% acetonitrile (middle row), and 50% acetonitrile

(ACN) (bottom row). Solid lines are fits to the experimental

data from which diffusion coefficients (shown each panel in

units of 10�9 m2/s). (b) Stokes radii of Mb and heme, calculated

based on the experimentally determined diffusion coefficients

(a). Problems with heme solubility precluded the determination

of heme Stokes radius at pH 2.4. [Adapted with permission

from (55). Copyright � 2003 American Society for Mass

Spectrometry.]
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7.4.2. SUPREX: Utilizing HDX Under Denaturing

Conditions to Discern Protein--Ligand Binding

Parameters

This latter disadvantage (inability to provide quantitative

affinity data) can be addressed in some cases using another

indirect method of probing protein--ligand interactions,

which relies on measurements carried out under denaturing

conditions. This method, termed SUPREX (short for

Stability of Unpurified Proteins from Rates of H/D

EXchange), estimates protein stability in the presence of

increasing amount of denaturant by measuring the extent of

HDX at a certain time (63). Protein samples are subjected to

HDX by dilution into a series of deuterated exchange

buffers containing different concentrations of a denaturant

(typically guanidinium chloride, GdmCl). After a specified

exchange time, the deuterium content of each protein

sample is determined with matrix-assisted laser desorption

ionization (MALDI) MS. The change in mass (relative to

the fully protonated sample) is plotted as a function of

denaturant concentration to generate a SUPREX curve

(Fig. 7.11).

The SUPREX curves can be used to extract thermody-

namic parameters of protein unfolding, provided the equi-

librium unfolding behavior conforms to a two-state process

and that exchange occurs in the EX2 regime. As seen in

Section 5.3, the exchange rate in a two-state system, where

all labile amides are identical and no local fluctuations

occur, can be expressed simply as:

kHDX ¼ kint K ð7-4-1Þ

where kint is the “intrinsic” exchange rate (from the unpro-

tected state) and K is the equilibrium constant for protein

unfolding. Switching from K to the equilibrium constant

of the reverse process Kfold, expression 7-4-1 can be

rewritten as:

kHDX ¼ kint=ð1þKfoldÞ ð7-4-2Þ

As discussed in Section 5.3, kHDX in Eq. 7-4-2 is defined

in nuclear magnetic resonance (NMR) terms (i.e., it

is simply a rate of depletion of the number of protein

Figure 7.9. Stabilizing effect of Zn2þ on colicin E9 endonuclease (E9 DNase) conformation. Nano-

ESI mass spectra of E9 DNase at pH 7.2 recorded in the absence (a) and in the presence (b--d) of

Zn2þ in solution. Metal--protein molar ratios are 0.25 : 1 (b), 1 : 1 (c), and 4 : 1 (d). Ion peaks of

Zn2þ bound and metal-free E9 DNase are labeled with filled and open circles, respectively. [Adapted

with permission from (59). Copyright � 2002 The Protein Society.]
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molecules labeled with 1H at a specific amide). On the other

hand, HDX MS measurements regard this rate constant as a

cumulative rate of exchange (an ensemble-averaged rate of

loss of the entire 1H content for all amides). If the basic

SUPREX assumptions (as stated in the beginning of this

paragraph) are correct, then both rate constants (measured

by NMR and MS) should be numerically equal, although

they actually have different meanings. The HDX progress in

a two-state system is measured by MS simply as a protein

mass gain DM:

DM ¼ DM¥þðDMo�DM¥Þe�kHDX � t ð7-4-3Þ

where DMo is mass gain due to the exchange that does not

require global unfolding, DM¥ is the total mass gain after

the exchange is complete, and t is the exchange time.

Combining Eqs. 7-4-2 and 7-4-3, one can link the extent

of exchange at any time t and the folding equilibrium

constant Kfold as:

DM ¼ DM¥þðDMo�DM¥Þe�ðkint=1þKfoldÞ � t ð7-4-4Þ

The folding free energy of the folded state (DG¼�RT�ln
Kfold) in the presence of denaturant D is often estimated as:

DG ¼ DGoþm ½D� ð7-4-5Þ

where [D] is concentration of the denaturant, m¼ q(DG)/
q[D], and DGo is the free energy of the folded state in the

absence of denaturant. Therefore, if the parameters m and

kint are somehow known (or can be estimated), then the

SUPREX curve (DM as a function of [D]) can be used to

extract the value of DGo.

Typically, a best fit to Eqs. 7-4-4 and 7-4-5 is found from

a set of experimental data points (Fig. 7.11), from which a

value of DGo can be deduced by extrapolation to zero

denaturant concentration. Although the SUPREX curves

have the familiar look of conventional denaturation curves,

they are actually rather different. The position of the

midpoint in conventional denaturation curves C1=2
is a

function of DGo and m, while in the SUPREX curves the

position of the midpoint C1=2

SUPREX also depends on the

exchange time t and the intrinsic exchange rate kint (63):

CSUPREX
1=2

¼ C1=2
�RT

m
� ln kint t

0:693
�1

� �
ð7-4-6Þ

where C1=2
can be used to calculate the free energy of folding

simply as DGo¼�m C1=2
. An extension of this method takes

into account protein oligomerization in solution, which

“locks” the protein in the exchange-incompetent state (65):

DGo ¼ �m �C1=2
þRT ln

nn

2n�1
½P�n�1

� �
ð7-4-7Þ
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Figure 7.10. Acid-induced unfolding of hTf monitored by ESI MS: apo-hTf (left column), Fe3þ

saturated hTf (center column), and Bi3þ saturated hTf (right column). [Adapted with permission

from (62). Copyright � 2004 American Society for Mass Spectrometry.]
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where [P] is the protein concentration and n is the number of

the protein subunits in the oligomer.

Since ligand binding usually stabilizes proteins, the DGo

values obtained in SUPREX measurements with and with-

out ligands can be used to estimate protein--ligand binding

energies (as DDGo) and dissociation constants (66–68), as

illustrated in Figure 7.11. One of the greatest advantages of

the SUPREX methodology is its sensitivity and tolerance

to a wide spectrum of salts, buffers, and other environ-

mental conditions under which the HDX reactions and

MALDI MS measurements can be carried out. It can also

be automated and applied to screening small libraries (64).

Unfortunately, the quality and reliability of global HDX

measurements decreases precipitously when applied to

large and/or heterogeneous proteins, which limits the

scope of applications of SUPREX to relatively small

systems. This limitation, however, may be overcome to

a certain extent by incorporating local HDX measurements

in the SUPREX routine (69).

Perhaps the major caveat of the quantitative analysis of

SUPREX data (as is the case with most denaturation

experiments) is that the protein must unfold in a coopera-

tive, two-state process without any intermediate states

present.
�
Another serious limitation of SUPREX is the

requirement that HDX conform to the EX2 exchange re-

gime, which is often impossible at medium or high dena-

turant concentrations or reasonably high pH, as discussed

in Chapter 5.

7.5. UNDERSTANDING PROTEIN ACTION:

MECHANISTIC INSIGHTS FROM THE ANALYSIS

OF STRUCTURE AND DYNAMICS UNDER NATIVE

CONDITIONS

The examples of using MS to characterize protein--ligand

interactions considered so far have focused on identifying

the players and extracting quantitative information regard-

ing the strengths of such interactions in solution. Although

such information is very important, in most cases it is not

nearly sufficient to understand how proteins function, for

example, to describe a mechanism of protein--ligand binding

and identify structural and dynamic features of the pro-

tein--ligand system serving as a driving force of the inter-

action. The MS-based methods can often provide such

mechanistic insights, allowing a diverse set of questions to

be answered, ranging from catalytic activity of enzymes to

long-distance signal transfer through allosteric interactions

to induced protein folding. Specifically, exploitation of

HDX under near-native conditions to locate and quantify

functionally sensitive dynamic events often provides valu-

able mechanistic insights.

7.5.1. Dynamics at the Catalytic Site and Beyond:

Understanding Enzyme Mechanism

The utility of HDX MS as a tool to probe functionally

important structural and dynamic features of proteins was

recognized early in its development. For example, mechan-

isms of enzymatic action at the atomic level are often

deduced from the structures of the end-points of the reac-

tion, that is, enzyme--substrate and enzyme--product com-

plexes. Characterization of these complexes by HDX MS

43210

30

40

50

60

70

Urea (M)

Δ 
M

as
s 

(D
a)

Urea (M)

43210

40

45

50

55

60
Δ 

M
as

s 
(D

a)
(a)

(b)

Figure 7.11. Representative SUPREX curves for S-Protein

(10mM) in the absence (a) and in the presence of 67mM peptide

7 (b). (a) Exchange times of 10 (circles), 20 (triangles), and 30min

(squares) resulted in C1=2

SUPREX values of 2.08, 1.76, and 1.49 M

urea concentration, respectively. (b) Exchange times of 25 (cir-

cles), 85 (triangles), and 312min (squares) resulted in C1=2

SUPREX

values of 2.28, 1.73, and 1.12M urea concentration, respectively.

The solid lines represent the best fits for each set of data. The

vertical dotted lines mark the values of C1=2

SUPREX. [Adapted with

permission from (67). Copyright � 2003 American Chemical

Society.]

�
A multiphasic titration curve is observed (or else the transition is broad-

ened) in such cases and any extrapolated stability measurement becomes

impossible. However, the midpoint of the curve may still serve as a

qualitative indicator of protein stability.
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provides an important new dimension, as it often allows the

distribution of protein flexibility throughout the entire pro-

tein to be determined. As discussed in Chapter 1, it is the

conformational dynamics (not the structure alone) and the

way it is distributed through the protein that often deter-

mines its biological activity. Therefore, probing enzyme

dynamics in the presence and absence of substrates and/or

products often provides invaluable information as to the

molecular mechanism of its catalytic activity.

This approach is illustrated in work by Angeletti and co-

workers (70), who used HDX MS to explore the effects of

reduced nicotinamide adenine dinucleotide phosphate

(NADPH) binding on the dynamics of Corynebacteriun

glutamicum meso-diaminopimelate dehydrogenase, a crit-

ical enzyme in the L-lysine biosynthetic pathway in bacteria.

Binding of both NADPH and diaminopimelate to the en-

zyme was found to reduce the extent of amide exchange.

Eight peptic fragments were identified whose deuterium

exchange slowed considerably upon substrate binding, re-

presenting the regions known or thought to bind NADPH

and diaminopimelate. One of the peptic fragments was

located at the interdomain hinge region of the protein and

was proposed to be exchangeable in the catalytically inac-

tive open conformation, while remaining inaccessible to

solvent in the catalytically active closed form of the enzyme

formed after substrate binding and domain closure (70).

Structural changes remote from the active site were also

found in another enzyme by Forest and co-workers (71), who

used HDX MS to understand the mechanism of Mg2þ and

NADPH induced activation of acetohydroxy acid isomeror-

eductase, the second enzyme of the parallel branched-chain

amino acid pathway. The long-distance conformational

changes were interpreted as structural effects of the ligand-

binding process. Conformational changes not directly in-

volved in the binding of substrates, observed by the same

group in another system (creatine kinase isoenzyme) using

HDX MS, were interpreted as a movement that allows the

enzyme to properly align the substrates for optimal cataly-

sis (72). Important mechanistic insights into the mode of

enzymatic action can also be obtained by monitoring ligand-

induced changes inHDXkinetics of enzyme analogueswhere

mutations affect ligand-binding sites (73).

Detailed understanding of the mechanism of catalytic

activity can be deduced from the analysis of conformation

and dynamics of enzymes at various stages of the enzymatic

reaction. This approach was exemplified in another work by

the Angeletti group (74), who evaluated the dynamics of

purine nucleoside phosphorylase at various stages of the

catalytic cycle. Using HDX MS they were able to monitor

the conformational differences within the enzyme induced

by a substrate analogue, products, and a transition state

analogue (enzyme inhibitor). Site-specific HDX measure-

ments identified regions whose flexibility was decreased in

all protein--ligand complexes. More importantly, several

protein segments were identified whose dynamics were

decreased only in complex with the inhibitor. The segments

most highly influenced by the inhibitor surrounded the

catalytic site, providing evidence for reduced-protein dy-

namic motion caused by the transition state analogue.

Figure 7.12 shows an example of using HDX MS to

identify conformational changes important for the enzymat-

ic action of kinases. In this work, carried out by Woods

and co-workers (75), conformational dynamics were probed

within the C-terminal Src kinase (Csk), a single kinase that

down-regulates activity of all Src enzymes (a family of

nonreceptor protein tyrosine kinases) by phosphorylating a

single tyrosine residue at their C-termini. Hydro-

gen--deuterium exchange was carried out in the absence

and presence of nucleotides ADP and the ATP analogue

AMPPNP. A comparison of the ATP and ADP induced

dynamic changes in the protein revealed unique structural

changes induced by the g-phosphate group of the nucleotide
and provided a structural framework for understanding

phosphorylation-driven conformational changes. Dynamics

of various protein segments were monitored by measuring

the deuterium content of the corresponding peptic frag-

ments, allowing identification of segments that exchanged

differentially with solvent (Fig. 7.12). Both ATP and ADP

were found to protect similar regions of the protein, but the

extent of such protection varied markedly in several crucial

areas, such as the activation loop and helix G in the kinase

domain, as well as several interdomain regions. The results

of this study clearly demonstrated that delivery of the

g-phosphate group of ATP induced unique local and

long-range conformational changes in Csk, which may have

significant implications for regulatory motions in the cata-

lytic pathway (75). A similar approach was later used to

identify long-distance conformational changes transmitted

through a cyclic adenosine 30,50-monophosphate (cAMP)

dependent protein kinase upon its activation with

cAMP (76,77).

Very often HDX MS allows detection of rather small, but

functionally very important, conformational changes within

large proteins. An example of such sensitive measurements

was presented by Marshall and co-workers (78), who were

able to detect and assign minute changes in the solvent

exposure of troponin C induced by Ca2þ binding, which

results in a very slight increase of the total exposed surface

area. In many cases, however, the significant background of all

exchangeable hydrogen atoms may interfere with the identi-

fication of those that are functionally relevant. This problem

can be circumvented by using a combination of HDXMS and

functional labeling, as discussed in Section 7.5.2.

In addition to identifying changes in conformation and

dynamics of the enzyme induced by its interaction with

substrates and inhibitors (79–91), or following activation by

phosphorylation (92,93) or cofactor binding (94,95), HDX

MS has been used to study structural features of enzymes,
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which often provide important clues vis-�a-vis catalytic

mechanisms (96–100). The HDX MS measurements can

also provide important details on enzyme inactivation, when

its higher order structure becomes compromised either

locally or on a large scale due to inhibitor binding (101)

or non-enzymatic post-translational modifications (102). At

the same time, even though the lack of well-defined struc-

ture usually has a strong negative connotation in enzyme

catalysis, HDX MS can also reveal instances where such a

feature is vitally important for catalysis (e.g., by linking

functional promiscuity with conformational heterogeneity

in certain enzyme classes (103)).

In conclusion, note that any attempt to correlate struc-

ture, dynamics, and catalytic activity of an enzyme should

always include careful consideration of time frames of all

relevant processes. Most, if not all, enzymes act on the

subsecond time scale, and so HDX measurements carried

out on a longer time scale may not provide sufficient detail

to characterize relevant catalytic processes in the active site.

In recent work carried out in our laboratory with glucocer-

ebrosidase (GCB, which is used in enzyme replacement

therapy for a lysosomal disorder Gaucher’s disease), stress

oxidation was found to result in significant decrease of both

biological activity of this protein as well as its conforma-

Figure 7.12. Probing phosphorylation-driven motions in the COOH-terminal Src kinase (Csk) with

HDX MS. (a) Evolution of deuterium content of several peptic fragments of CsK in the absence

(light gray) and presence of nucleotides: darker shade of gray, ATP analog AMPPNP and black,

ADP. Coverage of Csk sequence with peptic fragments detected in HDXMS experiments (mapped to

the X-ray structure for Csk) is shown in gray (b). The fragment peptides shown on panel (a)

correspond to the following structural elements of Csk: E93-L103, A in SH2; S139-V144, SH2-

kinase linker; F310-L321, catalytic loop; V322-F333, activation loop; and G383-G402, G. (c) HDX

map of Csk showing effects of nucleotide binding: segments shown in darker shades of gray identify

the regions whose protection is variably affected by ADP (as compared to ATP analog AMPPNP).

Consult panels (a) and (b) for specific changes induced by each of the two ligands. [Adapted with

permission from (75). Copyright � 2002 Elsevier Ltd.]
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tional stability (102). Intriguingly, some of the conforma-

tional changes revealed by HDX MS were found to occur in

the vicinity of the catalytic cavity of the protein. However,

the time scale of these changes exceeded that of catalysis by

several orders of magnitude, suggesting that catalytic func-

tion was not influenced directly by the oxidation-triggered

changes in conformational dynamics. Instead, the relatively

slow dynamic events leading to partial loss of GCB higher

order structure are likely to facilitate aggregation and

interfere with trafficking of this protein, thereby affecting

its biological activity indirectly (102).

7.5.2. Allosteric Effects Probed by HDX MS

The ability of HDXMS to detect structural changes through-

out the entire protein is particularly helpful in the studies of

allosteric interactions (86,104–110).Although large allosteric

changes are usually easy to spot in such measurements

(provided the sequence coverage is adequate), a problem

may arise when themagnitude of the conformational changes

is small. This problem was elegantly solved by Englander et

al., (111) who used tetrameric hemoglobin as a model system

to study how protein molecules manage intramolecular signal

transduction processes.Mammalian hemoglobins function by

transducing a part of the binding energy of their initially

bound O2 ligands into structure-change energy. The energy is

carried through the protein to distant heme sites in the form of

structural changes, which are ultimately converted back into

binding energy. Identification of individual allosterically

important structural changes, their individual energetic con-

tributions, as well as orchestration of such individual changes

resulting in allosteric function were studied with HDX MS

using the functional labeling technique (111,112). The idea of

functional labeling as an extension of HDX measurements

was initially discussed by Englander and Englander (113),

namely, to focus only on those sites that change their exchange

rates as a result of interactions. The experimental strategy is

similar to the pulse-chase experiments commonly used in

biology, and results in the isotope labeling only changing at

sites affected by the folding or binding interaction. This

eliminates a background of exchangeable amide hydrogen

atoms that are located on the allosterically insensitive sites. In

this manner, the HDX data can be much simplified, since

complicating exchange processes due to local fluctuations are

effectively removed from the measurements.

In the case of hemoglobin, amide exchange at the whole-

molecule level shows significant differences between the oxy-

(R-state) and deoxy- (T-state) forms. However, the number of

allosterically sensitive amides and their exchange rates in

either protein form cannot be determined because of the large

background of unresolved sensitive and insensitive amides

that exchange over a wide range of time scales (111). This

difficulty is circumvented by using the functional labeling

method,which focusesHDX labeling only on the sites that are

affected by the T! R transition. The fast-exchangingR-state

is partially labeled by exchange-in for a limited time period.

Both allosterically sensitive and insensitive sites that ex-

change in this time period become labeled with D. The

hemoglobin sample is then switched to the slow-exchanging

T-state and transferred into protiated solvent, allowing the

bound label (D) to exchange-out. After some exchange-out

(chase) time, label on allosterically insensitive sites (same

exchange rate in both forms) is largely lost, but it is retainedon

allosterically sensitive sites, which are more protected in the

T-state. The exchange-in/exchange-out sequence produces a

sample with the D label selectively placed on functionally

sensitive sites. Site-specific HDX measurements then reveal

the number of allosterically sensitive residues and their

exchange rates in both forms of hemoglobin. This procedure

allowed three sets of allosterically sensitive residues to be

identified, which were then associated with known important

structural changes occurring in hemoglobin upon the T! R

transition (111).

7.6. GOING FULL CIRCLE WITH MS: NATIVE ESI

MS REVEALS STRUCTURAL CHANGES
PREDICTED BY HDX MS MEASUREMENTS

Although enzyme catalysis is one particular field where

structural insights provided by MS-based methods (HDX

MS in particular) shed light on the mechanism, there are

many other situations where conformational changes re-

vealed by this technique are critical for understanding the

details of protein interactions with their partners. For ex-

ample, mapping the interface between interacting proteins

may yield, in addition to valuable structural information,

evidence for dynamic events, such as folding or other

conformational transitions that are critical for the binding

process (114,115), while studies of conformational pertur-

bations induced by binding of small signal molecules help

understand protein activation processes (116). Understand-

ing how protein conformation and dynamics may be affect-

ed by various factors (be it physical stimulus, noncovalent

interaction with a physiological partner, or modification of

the covalent structure) is also very helpful in many instances

for pinpointing specific aspects of the function that will be

influenced by such events. The example presented below

demonstrates how this could be accomplished, but also goes

beyond that by showing how orthogonal MS based methods

can be used to verify these predictions.

The example given is the protein drug interferon-b1a
(IFN), which is used for treatment of multiple sclerosis.

As is the case with many biopharmaceuticals, IFN has a

problematic propensity to misfold, which leads to activity

loss, aggregation, and increased immunogenic response.

This structure loss can be accelerated by a variety of factors,

and some non-enzymatic PTMs have been long suspected to
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act as triggers of misfolding. Specifically, alkylation of the

sole free cysteine residue in this protein with N-ethylma-

leimide (NEM) is known to lead to a significant reduction of

biological activity, although the specific molecular mecha-

nism leading to deactivation was not known. As seen in

Chapter 5, both charge-state distribution analysis of IFN

ions in ESI MS (Fig. 5.2) and HDX MS (Fig. 5.21) readily

provide evidence of partial unfolding of NEM-modified

IFN (117). Hydrogen--deuterium exchange MS is particu-

larly helpful, as it identifies several segments in NEM IFN

whose stability is greatly compromised by alkylation of

Cys17 (117). One example is shown in Figure 5.21, where

very slow uptake of deuterium is observed in a peptic

fragment [L88--L102] derived from intact IFN, while pro-

tein alkylation results in a dramatic acceleration of the

exchange kinetics of this segment. Although this protein

segment is distant from the residue affected by alkylation

(Cys17) within the primary sequence, it is proximal to the

Cys17 side chain within the three-dimensional structure of

the protein (Fig. 5.2).

A detailed analysis of the backbone flexibility maps of

intact and NEM modified IFN (118) provides important

clues regarding the molecular mechanism of inactivation of

the modified form of IFN. This protein exerts its action by

binding to the ectodomains of two transmembrane interfer-

on receptors, IFNAR1 and IFNAR2. Assembly of this

ternary complex in the extracellular space is required in

order to bring the cytoplasmic domains of IFNAR1 and

IFNAR2 into close proximity. This latter step leads to

activation of the JAK--STAT signaling pathway, which

triggers a convoluted sequence of events that regulate the

activity of interferon-stimulated response element (ISRE) in

the nucleus (119,120). The receptors IFNAR1 and IFNAR2

cannot interact directly with each other without IFN

mediation, and the assembly of the ternary complex is

believed to proceed via IFN binding to the high-affinity

receptor IFNAR2, followed by recruitment of the low-

affinity receptor IFNAR1 (119). The latter event is accom-

panied by a conformational change in the ectodomain of

IFNAR1, which propagates to its cytoplasmic domain,

thereby initializing signal transduction within the cell (121).

The IFNAR1 and IFNAR2 binding interfaces revealed by

mutagenesis (122,123) are localized in two distinct parts of

the IFN molecule (Fig. 7.13a). Comparison of this interface

map with the diagram deduced from HDX MS measure-

ments that localizes changes of backbone flexibility as a

result of alkylation (Fig. 7.13b) suggests that nearly the

entire IFN--IFNAR1 interface is destabilized by alkylation,

while only few changes are observed in the IFN--IFNAR2

interface. Importantly, the IFNAR1 binding interface of IFN

maps on to the most stable region of the surface of intact

IFN (118); the loss of conformational stability in that region

of the protein is expected to have grave consequences vis-

�a-vis its ability to bind IFNAR1. Therefore, conformational

consequences of IFN alkylation are likely to be highly

detrimental to the IFN--IFNAR1 interaction, while the

IFN--IFNAR2 interaction is not expected to be significantly

affected. In this scenario, the loss of IFN biological activity

as a result of its alkylation would be due to partial loss of its

ability to bind one of the receptors (IFNAR1) and, conse-

quently, form the ternary IFNAR1--IFN--IFNAR2 complex.

This hypothetical scenario can be easily verified (or

refuted) by monitoring the efficiency of formation of

protein--receptor complexes involving both intact and alky-

lated forms of IFN using the native ESI MS approach (118).

Electrospray ionization MS of the IFN--IFNAR2 mixture

acquired under near-native conditions provides clear

Figure 7.13. (a) Receptor-binding interfaces of IFN from earlier

mutagenesis work (123). (b) Regions of IFN exhibiting a differ-

ence in backbone protection between the intact and NEM

alkylated forms of IFN based on the results of HDXMSmeasure-

ments (117). [Adapted with permission from (118). Copyright�
2010 American Society for Mass Spectrometry.] (See color

version of the figure in Color Plate section)
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evidence of a binary complex formation. The binding

appears to be complete when the proteins are present in

solution in the low micromolar concentration range, and

does not appear to be disturbed by IFN alkylation (118).

This finding is consistent with the predictions generated in

the course of the analysis of HDX MS data presented in the

previous paragraph. At the same time, alkylation of IFN

results in significant weakening of its binding to the low-

affinity receptor, as is evident from the ESI mass spectra of

the IFN--IFNAR1 and NEM--IFN--IFNAR1 mixtures ac-

quired under near-native conditions (Fig. 7.14). Not sur-

prisingly, a very similar effect is exerted by IFN alkylation

upon the stability of the ternary complex IF-

NAR1--IFN--IFNAR2 (118). It is very satisfying that native

ESI MS confirms the conclusions drawn from the HDX MS

experiments, regarding the consequences of PTM-triggered

conformational changes for the ability of the protein to

interact with its cognate receptors. Taken together, these two

powerful techniques provide a means to determine the

molecular basis of protein drug inactivation following del-

eterious PTMs or other stress-induced degradation events.

7.7. UNDERSTANDING PROTEIN ACTION:

MECHANISTIC INSIGHTS FROM THE ANALYSIS
OF STRUCTURE AND DYNAMICS UNDER

NON-NATIVE (PARTIALLY DENATURING)

CONDITIONS

The majority of the mechanistic studies focused on protein

function discussed so far utilize HDX under native condi-

tions. For most proteins, amide exchange under such con-

ditions occurs in the EX2 regime, meaning that HDX MS

experiments produce a picture of protein dynamics averaged

across the entire protein population, just like HDX NMR.

The existence of functionally important partially unstruc-

tured states (e.g., those participating directly or indirectly

in the ligand-binding process) can be inferred from such

experiments indirectly, that is, by grouping the amides

exhibiting similar exchange rates. As seen in Section 5.3,

switching the amide exchange mechanism to the EX1

regime allows, in many cases, distinct protein states to be

identified, based on their respective residual levels of back-

bone protection. Unfortunately, switching exchange to the

EX1 regime would also mean switching to denaturing

conditions, raising doubts vis-�a-vis relevance of any par-

tially unstructured state(s) populated under such conditions

to protein--ligand binding under native conditions. In this

section, we will use CRABP I, a protein that has been

already mentioned earlier in this chapter (Section 7.3.1), as

a test case for addressing these concerns.

The CRABP I protein is a member of a large family of

small, soluble intracellular proteins that bind hydrophobic

ligands (e.g., fatty acids, lipids, and retinoids). This protein

comprises 136 residues that form two five-stranded b-sheets.
The first two strands are connected by a helix-turn-helix

motif, and all of the others by reverse turns. The two b-sheets
pack orthogonally to form a solvent-filled b-barrel. The
ligand-binding pocket, which physiologically accommo-

dates trans RA is located inside the barrel (Fig. 7.15). The

ligand-binding--releasemechanism byCRABP I has not been

clearly established. A “portal” model has been postulated,

which invokes the notion of a highly dynamic segmentwithin

the protein that serves as an opening, thus allowing the entry

of ligand into the cavity (41). In CRABP I, this portal region

constitutes the helix-turn-helix motif and two flanking
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Figure 7.14. (a) Electrospray MS of IFN--IFNAR1 interaction in the presence of excess IFN. Note

that free IFNAR1 is absent from the spectrum (a reference mass spectrum of free IFNAR1 is shown

in gray). (b) Electrospray of NEM--IFN--IFNAR1 interaction in the presence of excess NEM--IFN.

Note that both free NEM--IFN and IFNAR1 are present in the spectrum alongside the

NEM--IFN--IFNAR1 complex. [Adapted with permission from (118). Copyright � 2010 American

Society for Mass Spectrometry.]

UNDERSTANDING PROTEIN ACTION: MECHANISTIC INSIGHTS 203



b-hairpins. Reduced dynamics within this region in the holo

form of the protein effectively inhibits dissociation of the

complex in solution.

We saw earlier that the measurements of HDX kinetics of

CRABP I carried out in aqueous solution at neutral pH

(Fig. 7.5) indicate that the protein backbone dynamics is

reduced dramatically in the presence of the cognate li-

gand (38), consistent with earlier NMR measurements.

Although HDX MS kinetics measurements under native

conditions can be used to obtain fairly accurate estimates

of the RA--CRABP I binding energy, such measurements

alone are not particularly revealing as far as the mechanism

of protein--ligand binding is concerned. However, native

HDX MS experiments do tell us that there are several

intermediate states of the protein whose Boltzmann weight

is affected by the presence of ligand (38). We previously

postulated that at least some of these intermediate states,

which are often viewed as “partial replicas of the native

structure at lesser or greater degree of advancement”(124),

are essential for ligand binding, as they provide easy access

to the protein cavity. The transient nature of such interme-

diate states would prevent their direct observation under

native conditions. Their presence, of course, can be detected

in HDX MS and HDX NMR experiments. However, ex-

change follows the EX2 mechanism, making it impossible

to differentiate among several possible activated states of

the protein. To “visualize” the putative intermediate states of

CRABP I that may play a role in ligand binding, we have to

find a way to either increase their Boltzmann weight, which

would affect the protein ion charge-state distributions, and/

or to increase the potential energy barrier separating these

activated states of the protein from the native conformation,

which would affect the protein HDX by leading to longer

residence times of the protein molecules within the potential

wells corresponding to the intermediate states of the protein,

and switching the HDX kinetics to the EX1 type. Both

objectives can be achieved by inducing mildly denaturing

conditions (e.g., mild acidification of the protein solution).

Even though partial denaturation disrupts the protein--ligand

interaction (ligand retention efficiency diminishes due to a

decrease of the Boltzmann weight of the native state of the

protein), some residual binding is observed until the pH is

lowered to 3.0 (38).

The HDX kinetics clearly exhibit partial EX1 character

within the pH range 3.0--3.5. The exchange pattern gives a

clear indication that the presence ofRA in the exchange buffer

appears to stabilize themore structured states of the protein at

a pH as low as 3.2. An example of such behavior is shown in

Figure 7.16. In order to gain insight into the details of

protein--ligand interaction, the isotope content of various

fragment ions (produced by fragmenting CRABP I ions in

the gas phase) was measured as a function of the exchange
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Figure 7.15. Ribbon diagram of CRABP I showing RA in the ligand-binding pocket (a) and the

amino acid sequence of the protein with the X-ray derived ligand contact sites and secondary

structural elements shown above and below the sequence, respectively (b). Gray circles indicate

hydrophobic contacts; salt bridge-forming Arg residue is marked with a black circle.
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time in solution. Protein ion fragmentation (CID) was carried

out “in-source” (i.e., without mass selection of the precursor

ion prior to dissociation) and was induced by increasing the

capillary exit potential and ion residence time in the hexapole

ion guide prior to injection to the ICR cell. Although full

sequence coverage of CRABP I is not achieved under these

conditions, the CID spectrum does contain an extended series

of abundant structurally diagnostic fragment ions ranging in

size from several amino acid residues to well over one-half of

the protein. Figure 7.17 shows an example of time evolution of
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(98 : 2 1H/2H)
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Figure 7.16. Global backbone dynamics of CRABP I probed with HDX--ESI MS under conditions

favoring EX1 exchange mechanism (a 100 mM solution of a fully deuterated protein in D2O was

diluted 1:50, v:v in the exchange buffer solution, H2O--NH4CH3CO2, pH adjusted to 3.5 with

CH3CO2H). Traces correspond to the fully deuterated (top) and unlabeled (bottom) protein; black

and gray traces correspond to the exchange in the presence and in the absence of RA (5-fold excess)

in the exchange buffer. All profiles correspond to a 8þ charge state of CRABP I ions.
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Figure 7.17. Effect of RA on the local backbone dynamics of CRABP I in aqueous acidic (pH 3.2)

solution probed with HDX--ESI--CID MS. The three columns represent evolution of the isotopic

distributions of three C-terminal fragments (y11
þ, y20

2þ, and y33
3þ) throughout 60min of exposure of

the deuterated protein to a protiated buffer (10 mM NH4CH3CO2, pH adjusted to 3.2 with

CH3CO2H). Less abundant clusters on the left-hand sides of the main peaks correspond to secondary

fragments generated by a neutral loss of H2O from the primary fragment ions.
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the isotopic clusters corresponding to three C-terminal frag-

ment ions of CRABP I with and without RA present in the

exchange buffer. All three fragment ions (y11
þ, y20

2þ, and
y33

3þ) contain Arg131, a residuewhose side chain forms a salt

bridgewith the carboxylate group of the ligand in the “native”

complex, according to the available crystallographic

data (125).

Consideration of the protein--ligand distances in the

native complex suggests that Leu119 (contained within the

y20
2þ and y33

3þ fragments) may form a hydrophobic contact

with the ligand, while other amino acid residues within the

segments under consideration do not appear to interact

directly with RA. Isotopic clusters corresponding to all

three fragments clearly exhibit bimodal character following

short exposure to protiated solvent (top two traces in

Fig. 7.17), indicating the presence of at least two protein

states. This bimodal distribution is particularly clear in the

case of the smallest fragment, y11
þ, with the two maxima

separated by nine mass units. This separation gives a

numerical value of the amide protection difference between

the two conformations. Remarkably, this number is very

close to a full number of backbone amides within the seg-

ment corresponding to the y11
þ fragment ion (i.e., 9 out of

10 amides remain deuterated following 1 min exposure to

protiated solvent). The exchange pattern of this segment has

familiar features of EX1 (cooperative) exchange overlaid

with the exchange reactions due to uncooperative dynamic

events, such as local structural fluctuations. Importantly,

presence of the ligand clearly stabilizes the more structured

conformation of the protein. Even after 30min of protein

exposure to protiated solvent under these denaturing con-

ditions, the y11
þ fragment retains 2.5
 0.5 labile deuterium

atoms when RA is present in the exchange buffer. All the

while, the isotopic pattern of this fragment ion in the

absence of the ligand is indistinguishable from that of a

“fully exchanged” y11
þ fragment.

Similar analysis of the isotopic distribution of the y20
2þ

and y33
3þ fragment ions as a function of exchange time in

solution indicates that the fraction of protected backbone

amides actually diminishes as the size of the protein seg-

ment under consideration increases. Thus, the “stable”

protein form retains only 13 (out of possible 19) labile

deuterium atoms within the [Glu117 ! Glu136] segment

following 1min of exposure to the protiated solvent (as

evidenced by the spacing between the two maxima in

the isotopic clusters of the y20
2þ fragment ion). The increase

in flexibility is even more dramatic within the larger

segment, [Gly104 ! Glu136] (only 17 out of 31 labile

deuterium atoms are retained by the y33
3þ fragment ion;

the isotopic clusters of the y33
3þ fragment ions appear to

contain contributions frommore than two species that cannot

be clearly resolved). In our analysis, we take into account

what appear to be the two extremes, the most and the least

protected species. In both cases, presence of the ligand

stabilizes the more protected form of the protein. Interest-

ingly, the extent of measured protection at longer exchange

times appears to be independent of the segment size. Thus,

both y20
2þ and y33

3þ fragment ions retain only 3.0
 0.5 labile

deuterium atoms in the presence of RA following 30 min

exposure to the protiated buffer. This ligand-induced protec-

tion remains essentially the same (within experimental error)

as for the much shorter segment corresponding to the y11
þ

fragment ion.

These results clearly indicate that the acid-induced

intermediate form of CRABP I interacts with the ligand

at the “native” binding site located within b-strand 10

(Fig. 7.15). This conclusion is very important, as it proves

that the equilibrium intermediate states of the protein

populated under mildly denaturing conditions bind the

ligand at the “native” site and, therefore, are likely to bear

significant resemblance to the transient intermediates that

facilitate ligand binding under native conditions. Similar

analysis of the local exchange pattern deduced from the N-

terminal (b-type) fragments representing strands 1, 1’, and

2, and helices I and II also reveals uneven distribution of

protein flexibility within the [Pro1 ! Asp48] segment of the

protein. Once again, the presence of RA in the exchange

buffer dramatically affects local exchange kinetics, reveal-

ing intimate details of the ligand interaction with the

activated (partially structured) states of the protein (126).

This chapter considered only a limited number of ex-

amples of various MS based approaches to study quantita-

tive and mechanistic aspects of protein function. Because of

space limitations, we could not possibly provide an exhaus-

tive account of all work carried out in this field, so

we focused on methodological aspects of such work. More

examples of functional studies of various systems are

presented in Chapter 9.
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8
OTHER BIOPOLYMERS AND SYNTHETIC POLYMERS
OF BIOLOGICAL INTEREST

So far, the majority of applications of mass spectrometry

(MS) methods to study biomolecular structure and dynam-

ics have focused on proteins. However, oligonucleotides and

carbohydrates are also becoming targets of such studies.

Unfortunately, many methods developed for proteins

cannot be directly applied to study the dynamics of glycans

and oligonucleotides (due to much higher rates of labile

hydrogen exchange, etc.). In this chapter, we will focus

primarily on several experimental methods developed spe-

cifically to probe the behavior of non-protein biopolymers.

This discussion will be extended to consider uses of MS to

study the behavior of polymers of nonbiological origin and

their conjugates with biological molecules.

8.1. NUCLEIC ACIDS

8.1.1. Characterization of the Covalent Structure of

Nucleic Acids

As the Human Genome Project got underway, many in the

field suggested that MS would overtake traditional sequenc-

ing methodologies to become the method of choice for

genomics studies (1–4). The ability of MS to distinguish

species by mass at high resolution, the rapid acquisition

time, and the excellent sensitivity of detection promised the

possibility of reading off deoxyribonucleic acid (DNA)

sequences directly in a matter of seconds, compared with

the many hours required for electrophoretic separation.

Short oligonucleotides were used as test molecules in the

early developmental stages of both matrix assisted laser

desorption ionization (MALDI) and electrospray ionization

(ESI) (5,6). Although not as simple to achieve good data as

with peptides or proteins, it appeared possible that MS

would soon surpass traditional sequencing methods purely

because of its speed. However, even approaching a quarter

century since these initial experiments, this has not proved

to be the case, for a variety of reasons.

The techniques for chemical sequencing of DNA are

mature and highly sensitive (7,8). Since Sanger et al. (8)

developed the technique for DNA sequencing using dideox-

ynucleotide chain termination, the process has becomealmost

entirely automated. Originally the method involved mixing

template DNAwith a short 32P radiolabeled primer sequence

then adding DNA polymerase and nucleoside triphosphates

(dNTP). Alternatively g(35S)-ATP (adenosine triphosphate)

was employed to provide the radioactive tracer with the

remaining three unlabeled NTPs to create a new strand

complementary to the target sequence. After allowing time

for chain extension, dideoxynucleotides (ddNTPs) were

added to terminate extension of the DNA strand. This led to

amixture ofDNAoligomers of varying lengths that contained

radioactive label. The chains could then be separated by

molecular weight using gel electrophoresis and the gel bands

visualized by exposure to photographic film, where localized

radioactive species would give rise to dark spots on the film

from which the DNA sequence could be read. More recently

this techniquehas been almost completely superseded in favor

of automated sequencers using colored dye terminators that

can bevisualized fluorometricallywith high sensitivity. Using

ddNTPs with four different colored fluorophores, the DNA

sequenceof up to 1000bases can be read directly froma single

lane of a gel in a matter of several hours.
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Modern sequencing methods forego the electrophoresis

step completely and instead take advantage of reversible

dye-based dNTP terminators. Primers attached to a glass

slide are bound to the DNA template. At each extension

cycle, the DNA is extended by a single nucleotide with the

attachment of one of the four fluorescently terminated

dNTPs, nonbinding species are removed, and an image is

captured. Then the fluorescent moiety and the 3’ blocking

group are chemically removed and washed away before the

next extension cycle. This method is currently one of the

most commonly used for high-throughput DNA sequencing.

Massively parallel methods that involve sequencing of vast

numbers of short (25--50 nucleotide) read length DNA

molecules and then reassembling these computationally has

led to the recent availability of extensive genome coverage

for an increasing number of organisms.

The above methods rely on duplication of the original

DNA template and amplifying it using a DNA polymerase

enzyme. While the fidelity of these enzymes is extremely

high, there is the finite possibility of incorrect incorporation

of nucleotides during synthesis that could lead to an incor-

rect (or at least ambiguous) sequence. On the other hand,

mass spectrometric techniques can potentially be applied

with high sensitivity to the original DNA template without

the need for replication. Therefore this could remove the

possibility of errors. One option is to analyze a mixture of

products from the Sanger reaction by MS and read off the

sequence in that manner, since acquisition of mass spectra is

much more rapid than electrophoresis. An alternative and

more attractive possibility is to measure intact DNA and

obtain sequence information directly by tandem MS spec-

trometry (MS/MS) experiments (Fig. 8.1).
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Figure 8.1. Structure of nucleotides showing the ribose or deoxyribose backbone of RNA and DNA

with attached purine and pyrimidine nucleobases (a) and the MS/MS fragmentation nomenclature

for nucleotides (b) proposed by McLuckey et al. (9).
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The analysis of DNA by MS presents a number of

complexities, not the least of which is sample preparation.

The phosphodiester backbone of the molecule readily forms

adducts with alkali and alkaline earth metal cations that

remain intact in the gas phase, potentially leading to very

broad peaks in the mass spectrum. This can be circumvented

by buffer exchange into volatile ammonium salts that

displace the metal cations and leave only the protonated

(due to loss of neutral NH3) species upon evaporation. Prior

desalting by metal chelation or high-performance liquid

chromatography (HPLC) has met with some success (10).

An alternative approach employs gas-phase ion--ion reac-

tions (11) to control the extent of adduction. This has been

successfully applied using a dual spray setup of buffered

oligonucleotide solution in one emitter and a chelating agent

in the other, demonstrating that nonspecific metal adduction

could be minimized by ion--ion reaction in the front-end

quadrupole of a Fourier transform ion cyclotron resource

(FT ICR) MS, giving a well-resolved spectrum (12).

Another problem is the ease of fragmentation along the

phosphodiester backbone, that can lead to loss of signal from

the intactDNA ion (13,14).This has the advantage of enabling

a readout of limited sequence information from the MS1

spectra, but may prevent the possibility of a complete se-

quence read if there is insufficient ion intensity from

intact species for subsequent MS/MS measurements. Other

more disastrous fragmentation pathways (at least in terms of

sequencing) involve removal of the base by 1,2-trans elimi-

nation, which render any fragmentation information mean-

ingless. This may be circumvented by using a variety of

chemical modifications of the DNA molecule prior to ana-

lysis in an attempt to reduce fragmentation effects (15–18).

Given these limitations, however, there have been sig-

nificant advances in analysis of DNA by MS (19). Positive

ion spectra have been obtained by MALDI of DNA mole-

cules up to several hundred bases. It may be possible to

minimize fragmentation caused by the laser irradiation and

improve these mass limits by instead employing MALDI

with lasers in the visible or infrared (IR) wavelength range

using ice as the matrix (20–22). This produces a much more

gentle ionization that may assist transportation of intact

DNA into the gas phase. A more significant limitation of

MALDI time-of-flight (TOF) MS for sequencing, however,

is probably the mass discrimination effects and loss of

resolution at higher m/z. Without a means to obtain a linear

response through the high mass range and improved reso-

lution, it is difficult to distinguish the identity of each base.

The latter problem was investigated and determined to be

primarily a problem of divergence of the ion beam for high

mass ions, something that possibly may be solved by

improvements in instrumental design (23). However, cur-

rently it is only practically possible to obtain unambiguous

sequence information for relatively short oligonucleotides

where high resolution is readily achievable.

On the other hand, negative ion ESI has shown promise

for the analysis of larger DNA molecules since it alleviates

the problem of adduct formation. The multiple charging of

the ESI process brings ions into the mass spectral region

where high resolution can be readily obtained. However,

each species present produces many different charge states

that can lead to significant complication of the spectra.

Since a single species can give rise to a broad distribution

of peaks, fragmentation either in-source or in MS/MS

experiments would potentially give rise to a large number

of peaks from various charge-state fragments that may be

difficult to interpret. FT ICR shows significant promise in

this regard due to its high resolving power that enables direct

measurement of the charge state of fragment ions. In addition,

there is strong evidence that, with carefully controlled source

conditions, large DNA molecules can be effectively trans-

ferred intact into the gas phase for subsequent mass spectral

analysis. Cheng et al. (24) were able to observe intact plasmid

DNA (a circularized DNA molecule commonly used in

molecular biology for cloning and protein expression in

bacterial cells) using ESI FT ICRmeasurement, and to obtain

mass measurement of a 1.95 MDa plasmid molecule within

0.2% mass accuracy, by employing charge reduction techni-

ques using gas-phase reaction with acetic acid. Although

this method may not be readily applicable to subsequent

DNA sequencing, it demonstrates that MS is powerful for

the analysis of polynucleotides, and further technological

developments may yet bring MS to the forefront of

DNA analysis.

Although MS cannot realistically compete with high-

throughput or more traditional gel-based sequencing of

DNA, it may excel at other applications when it comes to

screening of differences in DNA primary structure. One of

these is the detection of single nucleotide polymorphisms in

genomes (25–28). Although the bulk of the DNA sequence

of an organism is highly similar from one individual to

another, there are cases where disease states may be caused

by a single mutation at the genetic level. Higher organisms

carry chromosomes in pairs within the cellular nuclei that

duplicate the genetic information. While it is expected that

the DNA sequence of the two paired chromosomes should

be mostly identical, mutations occur at a rate of about one

base per thousand. In many instances, due to parentage, a

single nucleotide will differ between the two allelic se-

quences in an individual (known as heterozygous). If a

single nucleotide is variable to a significant extent within a

population, it is known as a single nucleotide polymor-

phism (SNP).� If this region of the DNA sequence is a

coding region for a protein, then it will possibly lead to an

amino acid mutation that may alter the structure and/or

compromise function of the gene product, potentially lead-

� Generally this position is found to vary between just two of the four

possible nucleotides.
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ing to disease states (e.g., anemia, diabetes, or amyloid-

osis). Thus, the identification and analysis of SNPs has

become a highly valued extension to the Human Genome

Project, and it is here that MS excels due to the speed of

analysis and ease of automation (29). Traditional DNA

sequencing methods are at best ambiguous when it comes

to the detection of SNPs, since the presence of two bands or

fluorophores could be interpreted as experimental error

rather than a true polymorphism. MS, on the other hand,

can be employed to detect both species simultaneously, that

differ in mass by that of the mutated nucleotide. The

MALDI TOF MS has become one of the most widely

used methods for determination of allele frequencies and

scoring SNPs (30).

The same mass spectrometric techniques used for DNA

sequencing can, in principle, be equally applied to deter-

mine the sequence of ribonucleic acid (RNA) molecules.

Unfortunately, one complication is caused by the similarity

in masses between the nucleosides uridine (306.2Da) and

cytidine (305.2Da). Thus, a significantly higher mass re-

solving power is required to analyze longer RNA by stan-

dard MS methods. One way around this takes advantage of

the differences in kinetics of phosphodiester hydrolysis by

exonuclease enzymes, which sequentially remove bases

from the ends of oligonucleotide polymers by hydrolysis of

the phosphodiester bond for the two different bases, enabling

ambiguities to be resolved by noting the different ion inten-

sities (31). Bovine 5’! 3’ phosphodiesterase hydrolyzes

bonds adjacent to cytidine bases significantly more slowly

than uridine, so this manifests itself in mass spectra as an

increased ion intensity from fragments terminated with the

former. Thus, sequence information could be obtained from

enzymatic fragments of RNA generated by this enzyme. Of

course, with high-resolution instrumentation, resolving this

smallmass difference is quite possible; thus, RNA sequencing

by MS/MS measurements has since been achieved for small

oligonucleotides (10,32). Additionally, infrared multiphoton

dissociation (IRMPD) favors dissociation of oligonucleotides

over peptides and proteins so this method has proven useful

for sequencing in FT ICR MS (33).

Also of increasing interest in the field of RNA primary

structure is the identification of post-translational modifica-

tions (PTMs). To date, 100 PTMs of RNA have been dis-

covered, as well as various modifications to DNA (34). Using

FT ICR MS in combination with fragmentation techniques

(e.g., IRMPD), sequence ladders canbe determined, aswell as

modifications based on the mass difference between peaks in

the mass spectrum (35). Of particular interest is the recent

development of synthetic RNA-cleaving deoxyribozymes

that act in a manner analogous to proteolytic enzymes and

can be engineered to have a selected residue and sequence

specificity. These enable longer strands of RNA to be spe-

cifically cleaved into smaller segments, so that they are more

amenable to analysis by MS and MS/MS (36).

8.1.2. DNA Higher Order Structure and Interactions
with Physiological Partners and Therapeutics

Other than sequencing, there has been substantially less

interest, at least until recently, in using MS for character-

ization of higher order structure of DNA molecules. Unlike

proteins, or indeed RNA (see Section 8.1.3), DNA mole-

cules were thought to adopt only relatively few favored

conformations. The majority of naturally occurring DNA

contains double-stranded dimers arranged in the classical

Watson--Crick double helix. Additionally, most chromo-

somal DNA is further supercoiled with the aid of histone

proteins to form compact structures that protect the genetic

information maintained in them from being compromised

by nucleases, regulate the on-demand transcription, and

allow the genetic material to be confined within the small

volume of the nucleus (Fig. 8.2). Structure and dynamics of

this combination of DNA and proteins, called chromatin,

obviously play a crucial role in many biological processes

inherent to DNA (38). While the importance of the struc-

ture--plasticity balance of chromatin as a determinant of

eukaryotic gene regulation is widely appreciated (38), many

details remain elusive. In earlier chapters, we saw the power

of HDXMS as a means of providing detailed information on

quaternary structure of protein assemblies (Chapter 4),

protein dynamics (Chapters 5 and 6), and their interactions

with other biomolecules (Chapter 7). Unfortunately, this

technology cannot be readily applied to study the higher

order structure of nucleic acids, since the exchange proceeds

on a much faster time scale (39). Nevertheless, HDX MS is

capable of providing a great wealth of information on DNA

packaging in chromatin,by focusing on the structure and

dynamics of the protein counterparts of DNA, namely,

histones (40,41).

Apart from the Watson--Crick double helical DNA

structure, which is also known as the B-form DNA, a

large number of other structures have been shown to

exist, which either differ from the B conformation by

arrangement of the two strands in the double helix (the

so-called A and Z conformations), or by incorporatingmore

than just two strands (e.g., triplexes and quadruplexes) (42).

Several of these nonclassical DNA conformations came to

prominence recently either due to their importance in

designing novel therapeutic strategies (43) or for their

potential use in nanotechnological applications (e.g., as

scaffolds of building blocks in molecular devices) (44).

One such conformation that has enjoyed significant atten-

tion in the past decade is the so-called G-quartet motif

(Fig. 8.3) that evolves from 3’ overhangs in the human

telomeric sequence (5’-TTAGGG-3’), and forms a four-

stranded structure (45).

We already saw in Section 4.1 that direct ESI MS

measurements can allow noncovalent protein assemblies to

be observed, provided that the solvent system is chosen in
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Figure 8.2. A schematic representation of The DNA packaging in chromatin. DNA double strands are

wrapped around histones (shown as cylindrical structures). The strength of the binding is regulated by

covalent modification of histone side chains (epigenetic marks) and chromatin regulators. [Adapted

from (37). � 2011 The Scientist.] (See color version of the figure in Color Plate section)
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Figure 8.3. A schematic representation of a simple G-quadruplex structure built from the following

components: a core of two ormore p--p stackedG-quartets; essential alkali metal ions (Naþ or Kþ) that
coordinate to O6 atoms of the guanine bases and are organized in a linear array running through the

center of the core of G-quartets; and intervening variable-length sequences. The intervening variable-

length sequences hold together the G-quartets and form loops that are arranged on the exterior of the

core. The loops are the major elements that define structural variability in G-quadruplexes, and are

analogous to side chains in amino acids. Even one short-length loop (<3 nucleotides) generally results

in a G-quadruplex topology with at least two of the four backbones in a parallel orientation, and often

with all four parallel to each other; this appears to be the dominant fold in most gene promoter G-

quadruplexes examined to date. The variability in loop sequences results in highly variable (and

sometimesflexible) cavities on the exterior ofG-quadruplexes that can formpart of ligand-binding sites.

The example shown in the figure is for the dominant G-quadruplex structure that is found in the B cell

lymphoma 2 promoter, in which the loop lengths are 3, 7, and 1 nucleotides. In this case, the small loop

forms a parallel orientation and the two larger loops form antiparallel orientations. The stability of G-

quadruplexes arises from the interplay between these various components. Thus, although other bases

(e.g., thymine) can also formquartets, they are all significantly less stable than aG-quartet and, crucially,

they are unable to effectively form the characteristic alkali metal ion channels. [Adapted from (43).]
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such a way as to be compatible with the ESI process, while

at the same time causing minimal disruption to the macro-

molecular structure in solution. Earlier studies by Smith and

co-workers (46) showed that this same approach could be

used to obtain mass spectra of intact double-stranded DNA

as well as tetramers of short oligonucleotides that assemble

to form G-quadruplex-like structures (47). Formation of

model G-quadruplexes was the focus of an extensive in-

vestigation by de Pauw and co-workers (48), who used

direct ESI MS measurements to systematically study the

influence of various factors on the stability of such struc-

tures. More recently, this group applied ESI MS to monitor

the kinetics of formation of G-quadruplex structures from

dTGnT strands (Fig. 8.4), and used these data to propose

a detailed mechanism of the tetramolecular complex

formation (49).

Direct ESI MS measurements have also beensuccessful

as a means of monitoring DNA interaction with small

ligands, most notably DNA-targeting drugs. Following the

initial observation by Smith and co-workers (50), numerous

studies have been published where this technique was

employed to evaluate not only the stoichiometry of such

noncovalent complexes, but also their binding affinity [re-

viewed in (51,52)]. De Pauw and co-workers (see (51) for a

detailed background of this method) used this technique to

derive absolute values of drug--DNA binding constants

based on relative intensity of ionic signals in ESI MS, an

approach we briefly reviewed in Chapter 7. This method has

become so successful that it was recently used as a screening

tool to evaluate a library of novel triazole-based telomeric

quadruplex-selective ligands that were developed to mimic

an established family of tri-substituted acridine-based li-

gands, using crystal structure data as a starting point for

computer-based design (53). A more conservative approach

to evaluating DNA binding affinities of small-molecule

drugs is exemplified by the work of Brodbelt [reviewed

in (52)], who extracted relative binding affinities for a set of

drug candidates from ESI MS data based on the fraction of

ligand-bound DNA in the mass spectrum for each drug

(Fig. 8.5).

So far, there have been relatively few studies targeting

the structural aspects of DNA conformation beyond the

stoichiometric measurements mentioned above. Bentzley

and co-workers (54) attempted to evaluate the correlation

between the extent of multiple charging of single-stranded

and hairpin-forming short pieces of DNA in negative ion
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Figure 8.4. Kinetics of G-quadruplex formation by 80mMdTG5T in 150mMammonium acetate and

10%methanol. Panels (a--e) show ESI mass spectra recorded 2min (a), 10min (b), 60min (c), 25 days

(d), and 164 days (e) after ammonium acetate addition. The parameter M stands for monomer, D is

for dimer, T is for trimer, Q is for tetramer, and P is for pentamer. Note the magnification from 1200 to

2000m/z in spectra (a--c). Panel (f) shows the intensity ratio measured between a characteristic peak

of each stoichiometry (M2- for monomer, D3- for the dimer, T5- for the trimer, Q5- for the tetramer and

P6- for the pentamer), and the reference peak dT7
2-, as a function of time elapsed after ammonium

addition. Panel (g) shows time evolution of the concentration of each stoichiometry, obtained after

correcting for the relative response factor of each characteristic peak. Note the break on the y-axis.

[Reprinted from (49). Copyright � 2010 By permission of Oxford University Press.]
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ESI MS and reached a somewhat paradoxical conclusion

that the ions representing linear structures exhibited lower

charge density compared to the hairpin strands of the same

composition. However, in our opinion this work lacked

proper controls, and the charge-state distributions were

extremely sensitive to a range of extrinsic factors. A more

systematic evaluation of the utility of charge-state distribu-

tions of DNA polyanions in ESI MS was undertaken more

recently by Touboul and Zenobi (55), who observed a strong

correlation between the extent of multiple charging and the

size of single-stranded deoxyoligonucleotides (Fig. 8.6).

The conclusions of this work were consistent with the model

of multiple charging of protein ions (57) that we discussed

in Section 4.1.4. However, it remains to be seen if the extent
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of multiple charging of DNA polyanions or polycations in

ESI MS can be used to make a distinction among its various

conformations.

Information on DNA higher order structure can also be

provided by using selective chemical labeling and chemical

cross-linking combined with MS analysis of the products, a

technique similar to that discussed in Section 4.2 in con-

junction with proteins. While a wide range of chemical

probes of DNA structure are available (58), and the number

continues to grow, MS has not been a prominent player in

this field until recently. This situation is beginning to

change, with the realization of the enormous potential of

this technique as a tool to provide rapid and sensitive

characterization of the reaction products of both cross-

linking (59) and chemical labeling (60). Both of these

techniques will be considered in detail in Section 8.1.3 in

conjunction with RNA conformations.

We mentioned earlier in this section that hydrogen

exchange of nucleic acids in solution is too rapid to provide

meaningful data on the time scale accessible to traditional

HDX MS measurements. One alternative to this approach

utilizes gas-phase hydrogen exchange, since there is evi-

dence that hydrogen bonding affords extra protection to

labile protons, comparable to what would be expected in

solution (61–63). This technique will be discussed in more

detail in Section 8.1.3, where we consider various methods

to probe the higher order structure of RNA.

Ion mobility (IM) is another gas-phase technique that has

been evaluated in recent years as a means of providing

structural information on DNA. However, as we already saw

in Section 4.1, equating gas- and solution-phase structures

of proteins may be a dangerous proposition; the same could

be true for DNA. Bowers and co-workers (64) undertook a

detailed study of gas-phase structures of DNA sequences

capable of forming various conformations in solution. A

careful analysis of the collisional cross-sections deduced

from the IM--MS measurements was carried out in parallel

with molecular dynamics calculations. The stoichiometry of

noncovalent interstrand complexes detected in ESI MS

matched those expected for various DNA conformations

(hairpin, pseudo-knot, and cruciform). However, an agree-

ment between the measured cross-sections and those cal-

culated based on solution-phase structures was evident

only for the lowest charge states of DNA polyanions (64),

suggesting that electrostatic repulsion in the gas phase

may lead to loss of the native conformation and favor

elongated structures.

8.1.3. Higher Order Structure and Dynamics of RNA

The first part of the genetic code is generally considered to

be DNA, from which messenger RNA (mRNA) is tran-

scribed and subsequently translated into gene products

(proteins). This is certainly true for higher organisms, but

many viruses maintain all of their genetic code in the form

of RNA. Upon injection of this RNA molecule into a host

cell the viral ribonucleotide sequence is then treated like

mRNA and translated into proteins that allow replication of

the virus. Perhaps the most infamous of these RNA-only

viruses are the class of retroviruses, including the human

immunodeficiency virus (HIV) that carries not only RNA,

but also copies of the enzyme reverse transcriptase. Upon

host cell infection, the viral RNA is transcribed back into

DNA and incorporated into the host genome, thus allowing

the cellular machinery to be hijacked and produce large

numbers of daughter viruses.

More recently, it was discovered that RNA is not merely

a passive carrier of genetic information. The ribosome itself,

the multiprotein complex machinery that produces proteins,

also contains a number of RNA subunits that are function-

ally important. Additionally, several catalytic RNA se-

quences, known as ribozymes, have been identified.

These are responsible for such tasks as splicing RNA

sections together to modify the resulting gene product, and

also for modifying transfer RNA (tRNA). Still other small

RNA molecules may be responsible for regulating gene

expression and a variety of other intracellular processes.

Consequently, there has been much recent interest in iden-

tifying the structural and functional nature of these RNA

molecules (65).

Unlike DNA, described above, which adopts relatively

few different structures, a far greater range of structural

features is available to RNA molecules. They are known to

adopt a rich variety of secondary and tertiary interactions

that make them extremely versatile, in spite of being

composed of only four bases (cf. 20 different amino acids

in proteins). This structural diversity is key to the wide range

of functions that RNA is now known to perform. Ribo-

zymes, the analogue of enzymes in the RNA world, must

adopt conformations that enable them to specifically per-

form their catalytic function. Similarly, regulatory se-

quences must recognize their binding sites with high

specificity. A whole class of small RNA molecules was

identified, known as small interfering RNA (siRNA), a

discovery that earned Fire and Mello (66) the Nobel Prize

for Medicine in 2006. These small (� 20 nucleotide) mo-

lecules can inhibit translation of other RNA molecules into

protein, while others bind to chromosomal DNA and alter

the genes that are exposed for translation. Consequently,

there is a great deal of interest in determining the structural

features of these RNA species and, in parallel with the

protein-folding world, how these molecules attain their

active conformations.

The biophysical tools for the study of RNA structure are

still somewhat less mature than those for studies of proteins.

For one thing, until now it was much more difficult to obtain

pure RNA in significant quantity. Whereas proteins can

be readily overexpressed in high yield in bacterial cells,
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harnessing cells to produce large amounts of RNA is

somewhat more complicated. In vitro transcription methods

are now available that can produce the desired sequence of

RNA in sufficient quantity for subsequent analysis. As with

oligosaccharides, described in Section 8.2, RNA has been

the subject of intense analysis by NMR. Unfortunately, there

is relatively poor chemical diversity in oligonucleotides

compared to polypeptides. The presence of aromatic nu-

cleobases does, however, produce ring current shifts (NMR

chemical shifts are influenced by the proximity of aromatic

moieties that can either shield or deshield the nuclei and

affect their resonant frequencies), so that there is reduced

degeneracy of resonances in NMR spectra. Nevertheless, the

protons are all either attached to the glycosidic backbone or

to the purine or pyrimidine base, so there is generally much

less dispersion than in a protein NMR spectrum, resonances

instead being quite closely grouped in small regions of the

spectrum (67–69). An additional problem is that nucleotides

are much larger than amino acids, so relatively short RNA

sequences can have molecular weights and consequently

NMR correlation times reminiscent of large proteins, lead-

ing to unfavorable relaxation times and poor quality NMR

spectra.

For similar reasons, high-resolution crystal structures

have generally been reported only for relatively short RNA

sequences, representing only domains of larger molecules.

A major problem with RNA crystallography is the difficulty

of producing isomorphous heavy atom derivatives for struc-

ture refinement (see Section 2.1). On the other hand, the

crystal structure of the entire 70S ribosome was reported at

5.5 A
�
resolution (70), and of the separate subunits at still

higher resolution (71,72). However, these are painstaking

and time-consuming studies, thus other biophysical methods

again emerge as key players to investigate structural features

of RNA molecules. Once again, as with proteins, the static

structure is informative, but still begs the question of how

RNA folds into its biologically relevant structure, and what

dynamic events are important for its function.

Hydrogen-deuterium exchange measurements have been

employed to investigate the structure in RNA, using

NMR (73,74), Raman spectroscopy (75), and 3H�1H ex-

change with radioactivity detection (76). Although the

glycosidic hydrogens exchange rapidly, it is possible to

measure protection of the base amino and imino protons

that are involved in structure. This gives valuable informa-

tion about base pairing as opposed to bases that are involved

in single-stranded regions and/or bulges. Perhaps more

useful in this respect is HDX in the gas phase, a method

that shows promise for determining structural elements in

oligonucleotides (62,77). Another technique for measuring

structure due to hydrogen bonding is electron-detachment

dissociation, the negative ion analogue of ECD (78). Re-

moval of an electron from the RNA anionic species induces

backbone fragmentation, but leaves hydrogen bonds intact

(79), thus allowing regions of secondary structure to be

inferred from “missing” fragments, and fragments ions that

comprise intact double-stranded segments. This could-

further be combined with other MS/MS techniques that

disrupt hydrogen-bonding interactions to discriminate sin-

gle- versus double-stranded sequences (36).

In Chapters 4 and 5, we described techniques using

hydroxyl radical modification to probe protein structure.

This method complements hydrogen exchange studies in

proteins, but for the investigation of oligonucleotide struc-

ture and folding it is one of the few labeling methods that are

truly effective. Exposure of folded RNA molecules to

synchrotron radiation induces hydrolysis of the solvent-

exposed backbone regions, thus cleaving regions that are

on the outer surface of the molecule. Subsequent analysis by

electrophoresis yields a ladder of fragments punctuated by

missed cleavages that correspond to regions of structure

protected against hydrolysis. This technique is known as

hydroxyl radical footprinting (80,81). By measuring the

degree of hydrolysis at equilibrium, structural changes

(e.g., the folding of the Tetrahymena ribozyme as a function

of Mg2þ concentration) could be determined (82). A further

extension of this technique enabled measurement of the

kinetics of RNA folding in response to addition of divalent

cations, in a manner analogous to pulse-labeling experi-

ments (83). Folding molecules are exposed to synchrotron

radiation after a period of refolding, such that protection can

be monitored as a function of folding time. In principle,

MS detection may prove useful to determine the sites of

cleavage. This methodology complements other low-reso-

lution techniques to study RNA folding, such as small angle

X-ray scattering.

Other chemical modifications can be employed to inves-

tigate RNA structure in a similar manner. A variety of

reagents are available that act as solvent accessibility

probes, since they cannot penetrate to modify, for instance,

bases that are involved in base-pairing, stacking or other

tertiary interactions. Using high-resolution FT ICR MS,

Fabris and co-workers (84,85) demonstrated that these

reagents [e.g., dimethyl sulfate, kethoxal, or 1-cyclohex-

yl-3-(2-morpholinoethyl)-carbodiimidemetho-p-toluenesul-

fonate] could be effectively used to probe RNA structure

and RNA--protein interactions. The extent of chemical

labeling of the structure was monitored by MS. Subsequent

digestion with ribonuclease and analysis of the resulting

fragments by high-resolution by MS enabled sites of mod-

ification to be localized (Fig. 8.7). In the case of multiple

alkylation sites in a single fragment, these could be further

analyzed by MS/MS. Other footprinting probes include N-

methylisatoic anhydride, which acylates the 2’-OH group of

nonbase-paired nucleotides, providing a measure not only of

accessibility but also of structural flexibility in the

RNA (86). These methods can be applied both to the study

of the structure in RNA molecules, and also to interactions
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of oligonucleotides with RNA-binding proteins, since the

binding event protects a previously exposed surface of the

molecule against further chemical modification.

A technique, coined MS3D, for low-resolution identifi-

cation of protein, folds from cross-linking experiments (87)

(discussed in Section 4.2), has been elegantly adapted by the

Fabris group (88) for probing the higher order structure of

RNA, the workflow for which is shown in Fig. 8.8. Essen-

tially, the structure of the polynucleotide under native

conditions is probed by a series of chemical footprinting

reagents. These solvent accessibility probes have varying

specificity for different bases, and their reactivity is limited

by the presence of base-pairing, stacking, or other tertiary

interactions. Following labeling, the sites of modification

are determined by a combination of bottom-up (digestion

with ribonucleases) or top-down (gas-phase fragmentation)

methods. Additional MS/MS techniques can be used to

pinpoint the labeled site to the individual nucleotide. Com-

bined with bifunctional cross-linking and photoactivatable

cross-linkers, this methodology has been successfully em-

ployed to model 3D structures of RNA molecules. These

methods can give distance constraints and information about

the spatial arrangement at structural elements. Indeed it has

proved possible to obtain a 3D structural model of the

complete HIV-1 Y-RNA from contacts determined by

cross-linking, combined with NMR structures of the indi-

vidual stem-loop regions (90). Recent findings by the Fabris

group (91–93) suggest that certain gas-phase fragmentation

methods routinely used in FT ICR MS instruments may

retain the nucleotide base-pairing even after activation, thus

yielding fragments that have backbone cleavages, but intact

base-pairing interactions. While this can be a limiting factor

to obtaining complete top-down sequence coverage, the

advantages of this method for identifying double-stranded

regions of the RNA sequence may prove invaluable.

A natural extension of this methodology is to investigate

binding of RNA to other molecules (e.g., proteins). Nucleo-

tides that become buried at the interaction surface are

rendered inaccessible to chemical-labeling reagents, thus

the absence of modification indicates that the site is in-

volved in binding. Similarly, complementary information

can be obtained from cross-linking strategies to give

RNA--protein distance constraints. This can also be com-

bined with solution-phase HDX MS of the protein in the

absence and presence of RNA binding to map out the

interaction interface. Care must be taken, as with all of
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these techniques, since protection against exchange upon

binding is not always a direct measure of the binding site.

Other structural changes, for instance, as a result of allo-

steric effects, may occur quite distant from the interaction

surface, so caution is warranted when interpreting results of

such studies. As with most scientific methods, a combina-

tion of techniques must be employed to obtain the most

complete picture.

Of course, MS methods are also extremely powerful for

measuring the stoichiometry of protein--DNA and pro-

tein--RNA interactions. The applications here seem limited

only by imagination, with studies ranging from complexes

of nucleic acids with small molecules, proteins (94,95), or

other polynucleotides (47,96,97), right up to investigations

of the components and structural organization of proteins

and RNA in whole ribosomes. For example, the HIV SL-1

RNA dimer forms a complex with nucleocapsid protein that

subsequently structurally isomerizes from a loop to an

extended duplex (Fig. 8.9). These complexes have been

detected directly by ESI MS, and then differentiated based

on their different products formed under mild dissociation

conditions (98). Larger protein--RNA complexes can also be

structurally (or at least organizationally) elucidated based

on a combination of altering solution conditions to disrupt

native interactions, and measuring the order of dissociation

of the complexes under mild conditions and the nature of the

subassemblies detected in the mass spectra. This approach

was applied recently to map the interactions within the

human translation initiation factor eIF3 and how these are

modulated by binding to the hepatitis C virus internal

Figure 8.8. General workflow for three-dimensional (3D)-structure determination of nucleic acids

based on structural probing and MS analysis (MS3D). The substrate is probed under ideal conditions

preserving its native fold. Characterization of the ensuing covalent adducts can be performed under

denaturing conditions, following either bottom-up or top-down approaches. The positions of probed

nucleotides provide spatial constraints that are summarized on two-dimensional (2D) maps, from

which a complete, all-atom 3D structure can be readily generated through established molecular-

modeling protocols. [Reprinted with permission from (89). Copyright � 2010 American Society for

Mass Spectrometry.] (See color version of the figure in Color Plate section)
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ribosome entry site (HCV--IRES) RNA (99). Further

studies of large protein--RNA complexes are discussed in

Chapter 9.

The kinetics of protein--RNA reactions can also be

usefully monitored by MS. One example of this is the

binding of ricin A to a short stem--loop hairpin segment of

HIV Y-RNA. The former is a cytotoxic protein that hydro-

lyzes a specific N-glycosidic linkage, causing depurination

at an adenine base in the sequence. The kinetics of depur-

ination of the RNA molecule were measured by direct

infusion ESI MS (100).

Mass spectrometry also clearly provides a relatively rapid

screening method that can, at least somewhat quantitatively,

assess ligand-binding affinities. Some of these techniques

were already discussed elsewhere in this text (see Chapter

7 and Section 8.1.2). A popular screening method for RNA

binders involves mixing a number of ligands simultaneously

with the analyte of interest, fromwhichwe can obtain relative

affinities in a competition-binding experiment. Only the

strongest binders will form detectable complexes, and their

relative intensity ratios give an indication of relative affini-

ties (101,102). For instance, screening a large library of

compounds against the HCV--IRES RNA mentioned above

identified a new class of small molecule ligands that bind

to the polynucleotide, and could potentially represent a

therapeutic target (103). There is also evidence that, if suf-

ficiently gentle source conditions are selected, and data

analyzed rigorously, absolute dissociation constants can be

obtained that are comparable to those measured by more

traditional biophysical methods (104,105).

8.2. OLIGOSACCHARIDES

Until recently, the importance of carbohydrates has been

somewhat overlooked relative to proteins, partly because

their analysis is a significantly more complex task. Oligo-

saccharides can exist alone as polymers (e.g., cellulose or

starch), but are also commonly found attached at various

sites on the surface of proteins. In the wake of proteomics

the relatively new field of glycomics, the study of protein

glycosylation, has developed to understand the functional

implications of carbohydrate production. Naturally occur-

ring oligosaccharides attached as glycoconjugates to

protein molecules generally consist of hexose sugar units

(Fig. 8.10). These monomers can be linked to each other via

any of their hydroxyl groups to form complex linear or

branched polymers. Linkages are notated according to the

numbering of the carbon atoms in the ring that constitute

the cross-link, and the configuration at the anomeric carbon

Figure 8.9. (a) Dimerization of HIV-1 SL1 into a kissing-loop (KL) complex and isomerization into

an extended duplex (ED) mediated by nucleocapsid (NC) protein. Gentle CID of (b) NC.KL and (c)

NC.ED dimer. Stars and squares identify KL- and ED-specific dimers. Circles identify NC.

Precursor ions in dashed boxes possess identical masses. [Reprinted with permission from (36).

Copyright � 2011 American Chemical Society.]
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(a or b). For instance, the disaccharide maltose consists of

two D-glucose molecules linked via an a(1! 4) linkage

(Fig. 8.10). Additionally, a number of other saccharide units

occur naturally, most notably the pentose sugar ribose that

forms the backbone of nucleic acids in genetic material.

The majority of proteins that are either secreted or found

on the surface of cells become decorated with carbohydrates

after translation. The exact purpose of these glycans is not

yet fully understood, but they have been implicated in

structure, folding, quality control, as signals for protein

export, and as recognition sites for binding of other proteins

in macromolecular assemblies. While the sites of glycosyl-

ation within a protein are generally highly specific, the

nature of the carbohydrate is often less well defined. The

primary amino acid sequence for a given protein is always

the same, but post-translational modifications that add

sugars to the surface of protein always lead to at least some

polydispersity in the final molecule. This results from less

tight control of the biosynthetic pathways for oligosacchar-

ides. This may be a design feature allowing individual

glycoprotein molecules to present similar, but slightly dif-

ferent, surface architectures for recognition. The variable

nature of these sugars can lead, however, to obvious pro-

blems in characterization, since standard biochemical

techniques of separation (e.g., chromatography or gel elec-

trophoresis), result in broad peaks or bands from the inher-

ent variability in molecular weight. Such polydispersity

lends the subject of glycosylation to be studied by MS. It

is therefore not surprising that MS has emerged as a key

technique to obtain detailed structural information about the

nature of the sugars and the mode of their attachment to

proteins(106,107).

O

OH
H

H
H

OH
OH

H OH

H

OH

O

OH
OHH

H

OH
H

OH H

H

OH

O

OH
OH

H
H

OH
OH

H H

H

OH

O

OH
OH

H
OH

H
OH

H H

H

OH

O

OH
HH

OH

H
H

OH OH

H

OH

glucose

altrose

mannose

talose

gulose

O

OH
HH

H

OH
H

OH OH

H

OH

allose

O

OH
H

H
OH

H
OH

H OH

H

OH

galactose

1

23

4

O

OH
H

OH

OH

H
H

OH OH

O

OHOH

HH

H

H

HOH
OH

OH

O

HOH

HH

H

H
OHOH

OH

OHfructose

O

OHOH

HH

H

H

HOHO

OH
O

OH

HH

H

H

HOH
OH

OH

maltose     1,4-linkage

6

α-D-glucopyranose β-D-glucopyranose

α

Figure 8.10. Structures of common saccharides. Most hexose sugars normally exist in the ribose

form although fructose occurs naturally in the pyranose form. The a- and b- form of glucose differ

by their orientation of the anomeric hydroxyl group. Linkages in oligosaccharides are designated by

the anomeric configuration and the carbons linked at each monosaccharide unit.

224 OTHER BIOPOLYMERS AND SYNTHETIC POLYMERS OF BIOLOGICAL INTEREST



8.2.1. Covalent Structure of Oligosaccharides

The methodologies for analysis of proteins and peptides, at

least in terms of sequence determination by tandem mass

spectrometry (MS/MS), are now quite mature relative to the

analysis of carbohydrate structure. As seen in Section 3.4,

polypeptide fragmentation tends to follow well-defined path-

ways, primarily occurring along the peptide backbone, which

conveniently generates fragments fromwhich the sequence of

the intact peptide can be derived (107). This is due to the

inherently easier fission of peptide bonds by collisional

activation relative to that of aliphatic side-chain linkages. By

contrast, many of the bonds in carbohydrate molecules are

chemically similar, leading to much more complex fragmen-

tation pathways. Bond fission commonly occurs not only

between saccharides, but also across the glycosidic ring. In

addition, loss of water occurs quite trivially and multiple

rearrangement pathways are available to activated species that

render analysis of MS/MS data extremely complex. The

nomenclature for designation of product ions produced by

fragmentation of glycoconjugates is analogous to that used for

peptide fragmentation and was developed by Domon and

Costello (109), as shown in Figure 8.11.

With the use of ESI it is possible to obtain ionized

molecules from underivatized oligosaccharides either as

protonated, deprotonated, or alkali metal adduct ions. Under

low-energy collision-induced dissociation (CID) conditions,

the most common bond cleavages occur between the gly-

cosidic rings, whereas high-energy dissociation can be

employed to effect cross-ring cleavages, involving breaking

two bonds, to yield further structural information. Differ-

ences in branching often can be detected due to the altered

bond energies and steric effects that influence fragmentation

pathways. Additionally, fragmentation is strongly influ-

enced by the nature of the parent ion: alkali metal cationized

species exhibit different fragmentation patterns from their

protonated analogues, so a suite of different electrospray

conditions can be employed to achieve more detailed data.

Yet more information can be gained by using various

derivatization techniques. One can also take advantage

of the wealth of rearrangement reactions that occur and

extrapolate back to the original structures that produced the

observed product ions. However, if a parent ion produces a

large number of fragments, then it can become difficult to

obtain good ion statistics from the detection of product ions

using scanning analyzers. Therefore, mass analyzers with

high-duty cycles [e.g., TOF and the various trapping analy-

zers] have proved very important to investigate low-

abundance species. Additionally, hybrid instruments with

increased resolving power and mass accuracy for fragment

ions will clearly be of great benefit.

Glycopeptides are another area of great interest, espe-

cially with the modern demands for high throughput anal-

ysis. The methods described above were developed for the

analysis of purified oligosaccharides or mixtures of sugars.

A more attractive approach in the realm of proteomics is to

be able to derive the structural and sequence information of

the sugar moiety attached in situ to its host protein. Thus,

from a tryptic digest of a glycosylated protein, one could in

theory determine not only the exact site of glycoside

attachment on the protein under scrutiny, but also the nature

of the oligosaccharide, in a single experiment. Glycosyla-

tion site analysis is typically carried out by identifying

glycopeptides among proteolytic fragments (e.g., by com-

paring peptide maps for intact and deglycosylated protein).

If peptide mapping of deglycosylated protein is not feasible

(e.g., due to poor solubility of the carbohydrate-free form of

the protein), glycopeptides can be identified in the digest of

intact glycoprotein by observing characteristic losses (e.g.,

162 Da for hexose residues) in survey MS/MS spectra

obtained with CID of peptide ions, since the labile nature

of glycosidic bonds in the gas phase leads to their facile

dissociation. While this feature is certainly useful for iden-

tifying glycopeptides in complex mixtures, it may prevent

more precise localization of glycosylation sites. In these

cases, other fragmentation techniques [e.g., electron-capture

dissociation (ECD) or electron-transfer dissociation (ETD)],

can be effectively employed, as they preferentially cleave

the peptide backbone, leaving the carbohydrate chains

mostly intact (110).

If needed, glycan release from glycoproteins can be

effected using peptide N-glycosidase F (PNGase F) and/or
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PNGase A for N-glycans, and chemical methods (e.g.,

hydrazinolysis) for O-glycans (111). Methods of MS/MS,

especially electron-based ion fragmentation methods (ECD

and ETD), can be used in combination with exoglycosidases

to obtain detailed structural information on released glycans

(111–113). However, complete determination of structure

(especially with novel glycans) frequently requires the use

of orthogonal methods (e.g., NMR and X-ray crystallogra-

phy) in addition to MS (111). The area of glycomics is a vast

and rapidly developing field that we cannot hope to cover in

sufficient detail in this text. We would point interested

readers to recent excellent reviews of current methodology

for oligosaccharide identification (113,114).

8.2.2. Higher Order Structure of Oligosaccharides

and Interactions with their Physiological Partners

Carbohydrates are generally the most flexible type of bio-

polymers, and it is difficult to use the notion of a well-

defined conformation, except for situations when a glycan

chain is bound to a stable template, (e.g., its partner protein).

In fact, the very term conformation is commonly used in

carbohydrate chemistry in relation to configurations of

individual sugar units, as it has been used for decades in

organic chemistry. Still, the issue of carbohydrate higher

order structure is now being explored at least for some

glycan classes (115,116), keeping in mind the highly dy-

namic character of such architectures. While NMR and

other spectroscopic methods appear to have been the major

tools in these studies, MS is also making a debut, although

it probably is still too early to say what impact it will make

in this field.

As is the case with oligonucleotides, exchange of labile

hydrogen atoms in carbohydrates occurs too quickly to

be of any analytical utility [according to a recent re-

port (116), one possible exception could be protons attached

to acetamido groups]. Ironically, one of the first documen-

ted uses of HDX reactions in the biopolymer arena was in

the analysis of carbohydrates (cellulose), where this tech-

nique was used as a means of counting the number of

exchangeable hydrogen atoms to assist in elucidating the

covalent structure of these macromolecules (117). Fast

forward 70 years andHDXMS is still being used essentially

as a hydrogen-counting tool for carbohydrate mole-

cules (119), although some of the results of two recent

studies may indicate that HDXMS can detect exchangeable

hydrogen atoms that are either shielded from the solvent

(119) or involved in hydrogen-bonding networks (117).

Charge-state distribution analysis of ions produced by

ESI, another powerful technique to assess conformation of

proteins (see Section 5.1), has never been evaluated as a

means to probe carbohydrate conformation, most likely due

to the lack of proper standards with well-established solu-

tion geometry.

A few reports were published that document the use of

IM--MS to study conformational characteristics of oligo-

saccharides in the gas phase. For example, Leary and co-

workers (120) observed significant changes in collisional

cross-section of short chains of a highly sulfated oligosac-

charide heparin as a result of metal binding, and in some

instances the presence of multiple conformations in the gas

phase was evident. Although it is tempting to equate these

structures to heparin conformation in solution, one must

keep in mind that solvent removal may change the biopoly-

mer structure, as discussed in Section 4.1. More to the point,

the detailed study of oligonucleotide polyanions in the gas

phase by Bowers and co-workers, (64) mentioned in Sec-

tion 8.1.2) suggested that electrostatic repulsion in the gas

phase leads to structure elongation. Again, it is difficult to

say anything with certainty due to the absence of reliable

standards (polysaccharides with well-defined conformations

in solution) or computational tools that would allow the

higher order structure to be predicted based on the chemical

structure of these molecules.

There are many more examples of using ESI MS to

characterize interaction of polysaccharides with other bio-

molecules, most notably proteins. This is typically done

using direct ESI MS measurements, an approach discussed

in detail in Section 7.1. Perhaps the most significant dif-

ference between the examples of protein--ligand binding

discussed in Section 7.1 and protein--polysaccharide inter-

actions is the notable heterogeneity of the pool of ligands in

the latter case. Unless a well-defined synthetic polysaccha-

ride is available for such studies, direct ESI MS measure-

ments of protein--polysaccharide interactions have to deal

with mixtures of ligands, which could exhibit a high degree

of heterogeneity. Mass spectrometry often provides a means

to identify binding-competent species in such very complex

libraries. An example is presented in Figure 8.12, where low

molecular weight polysaccharide heparin (Tinzaparin�,

Tz) is mixed with a plasma protein antithrombin-III (AT-

III), a cognate heparin binder. Although the heterogeneity

of Tz is so great that it does not allow individual species to

be resolved in the ESI MS, the data clearly indicate that only

a few species from this vast pool bind to AT-III. Measure-

ments similar to those shown in Figure 8.12 can also be used

to rank polysaccharides according to their protein-binding

affinities (121). Electrospray MS can also be used to deter-

mine absolute binding affinities of short oligosaccharides to

their physiological protein targets, but this typically requires

significantly less complex mixtures (122,123).

8.3. SYNTHETIC POLYMERS AND THEIR

CONJUGATES WITH BIOMOLECULES

A common feature of the three classes of biopolymers

considered so far is the unique sequence of the building
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blocks (e.g., amino acid sequence of proteins) that defines

their structure, dynamic behavior, and functional properties.

However, there is also a variety of biopolymers that do not

display biological activity on their own, but instead play

passive (mostly structural) roles in living organisms. Struc-

tural integrity and cohesion (from the organelle to the

organism level) are vital for all living creatures, hence the

importance of passive biopolymers. Since the function of

such biopolymers is usually limited to structural reinforce-

ment, they often display significant sequence redundancy

(Fig. 8.13). Perhaps the most illustrious example of struc-

tural proteins is fibroin, a fibrous protein that makes up most

silks. For example, the heavy chain of Bombyx mori silk

fibroin consists of 5263 amino acid residues, one-half of

which are glycine and one-third are alanine residues (124).

The sequence of this protein contains 433 repeat units

GAGAGS that have high b-sheet propensity and form the

structural basis for the remarkable physical and mechanical

properties of silk (125,126). Another example of a structural

protein is collagen (127), a family of large proteins (> 1000

amino acid residues per single chain) that make up almost a

third of the total protein mass in multicellular organisms.

The fibril-forming types of collagen are rich in GPX repeat

units (Fig. 8.13), a structural element that forces collagen

polypeptide chains to adopt an unusual left-handed helical

conformation, three of which twist together to form a right-

handed super-helical structure (128).

Other examples of passive biopolymers are presented by

various homopolysaccharides, most of which are structural

polymers, while others are energy-storing polymers. Cellu-

lose (Fig. 8.13) is a typical example of a structural polysac-

charide and is the most abundant organic substance on the

planet (it is estimated that�1011 tons of cellulose is produced

photosynthetically each year). A single cellulose molecule

can contain as many as 15,000 D-glucose residues linked by

b(1 ! 4) glycosidic bonds (like most other polysaccharides

discussed in Section 8.2, cellulose does not have a well-

defined size). The exceptional strength of cellulose fibers is

due to the formation of multiple strong inter- and intramo-

lecular hydrogen bonds within the cellulose fibers (129,130).

Additional structural reinforcement of cellulose fibers in

wood is provided by a cementing matrix, whose major com-

ponent is lignin, a plastic-like phenolic polymer (Fig. 8.13).

The examples of biopolymers considered above repre-

sent several major classes of polymer molecules. When a

polymer chain is made by linking only one type of repeat

unit, (e.g., D-glucose residue in cellulose), it is called a

homopolymer. Natural rubber, or polyisoprene (Fig. 8.13),

is another example of a homopolymer. When two (or more)

different types of repeat units are joined in the same polymer

chain, the polymer is called a copolymer. Fibroin and

collagen fall into this category, as they contain several

building blocks (amino acid residues). Unlike fibroin and

cellulose, lignin structure is not linear, but rather represents

a random 3D network polymer.

All of the aforementioned polymers are naturally occur-

ring and of biological origin. Of great interest is the

possibility of producing polymeric materials synthetically
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that either mimic their biological analogues, or indeed

improve on their properties in some way. Following the

pioneering work by Staudinger (131,132) and Carothers

et al. (133), the macromolecular nature of synthetic poly-

mers has become a commonly accepted concept. Although a

detailed consideration of synthetic polymers is beyond the

scope of this book, we will briefly discuss several classes of

polymers whose behavior is important from the biophysical

point of view. The first class is a rapidly growing group of

the so-called “bioinspired” polymers that are designed to

possess certain structural or functional features of biological

macromolecules (134–136). Fibroin, mentioned earlier, has

been a particularly popular target for such design due to its

superior mechanical properties (125), with nylon (Fig. 8.14)

representing perhaps the first successful attempt to imitate

a biopolymer.

While the design of synthetic analogues of silk proteins

remain the focal point of extensive research efforts (137),

strategies that employ genetic engineering to mix the mod-

ules of the natural protein in specific proportions to attain

the desired properties are rapidly gaining popularity (139).

An important issue here is how the mechanical properties of

the polymers are modulated by conformational transitions.

An example of such conformational change is a helix-to-

sheet transition in the amorphous segments of the dragline

silk proteins, which is often invoked to explain its superior

expandability characteristics. Understanding the general

rules of construction of silk proteins, and the analysis of

the relationship between their conformational and mechan-

ical properties, will undoubtedly provide a guide to achiev-

ing the desired mechanical properties in manmade materials

by designing controllable conformational switches (139).

Another class of synthetic polymers whose behavior in

solution is beginning to attract the attention of biophysicists

is comprised of several hydrophilic and amphiphilic macro-

molecules that are utilized in the design and therapeutic
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utilization of polymer-conjugated proteins (140–142). Con-

jugation of therapeutically active proteins with polyethylene

glycol (PEG, Fig. 8.14) or other polymers improves their

solubility, extends lifetime, and often modulates release. In

the past, it was almost implicitly assumed that the polymer

tail is fully unstructured in solution, and does not interact

with the protein. This notion, however, is now being in-

creasingly scrutinized. Indeed, polymer chains can collapse

under certain conditions. Furthermore, electrostatic interac-

tion can exist between the polymer tail and the protein,

potentially interfering with the function of the latter. Clear-

ly, the ability to monitor both large-scale dynamics and

interaction in this system will provide valuable insight into

behavior of the PEG-conjugated proteins.

8.3.1. Covalent Structure of Polymers and

Polymer--Protein Conjugates

One striking difference between synthetic polymers and

biopolymers whose production is genetically controlled

(i.e., proteins and oligonucleotides) is the intrinsic hetero-

geneity of the former. To illustrate this point, we will

consider the MALDI mass spectra of a 5.5-kDa polypeptide

insulin and a synthetic polymer of similar mass, PEG-5000

(Fig. 8.15). Clearly, even the monodisperse PEG-5000

sample actually consists of over a dozen oligomers of

different length. Such heterogeneity presents a significant

challenge for polymer analysis, particularly when ESI MS is

used, as the total ion signal is divided not only among
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different charge states(as is the case with essentially mono-

disperse proteins), but also among chains differing in the

number of blocks (degree of polymerization).

The structural heterogeneity of protein--polymer conju-

gates is even higher, as it exists at three different levels.

Indeed, various protein isoforms may differ from each other

by (1) the number of PEG chains attached to a single

polypeptide chain, (2) location of the conjugation sites,

and (3) the lengths of PEG chains. Protein separation

methods, particularly size exclusion chromatography

(SEC), in most cases can readily resolve isoforms of the

first type based on significant differences in their physical

size in solution. The extent of heterogeneity associated with

polydispersity of PEG chain length can be visualized and

evaluated by MALDI MS, as shown in Figure 8.16 for

PEGylated ubiquitin. This protein has eight primary amines

(seven lysine residues and the N-terminus), and its conju-

gation with activated 5-kDa PEG using reductive alkylation
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chemistry generates a range of products as revealed by

MALDI MS analysis. However, it is the heterogeneity of

the second type (protein--polymer conjugates differing in

position of PEGylation sites in the polypeptide sequence)

that is usually most difficult to evaluate. Its extent among the

products of ubiquitin PEGylation can be appreciated by

considering the ion exchange chromatogram (IXC) of the

conjugation reaction products, which reveals at least five

major peaks besides the peak representing unconjugated

ubiquitin (Fig. 8.17a).

Peaks labeled 1--3 in Figure 8.17 all represent mono-

PEGylated products (see Fig. 8.17c), and differ from one

another by the location of the site of conjugation within the

protein sequence. Identification of conjugation sites can be

accomplished by comparing the peptide map of a particular

form of the conjugated protein to that of the unmodified

protein (144–146). Recently, feasibility of the top-down

approach to localization of PEGylation sites was also

demonstrated (143,147,148), an approach that relies on

fragmenting the protein--polymer conjugate in the gas phase

to obtain structural information. Gas-phase fragmentation of

such species is a convoluted process, as it involves disso-

ciation of covalent bonds in the polypeptide backbone, as

well as the polymer chain. Fortunately, collisional activation

of the PEG chain in particular leads to its efficient frag-

mentation, leaving the polypeptide chain intact (143). This

generates protein ions with short truncated oligoethylene

glycol units (Fig. 8.18), which can be used as placeholders,

allowing the conjugation site to be localized in the second-

stage fragmentation (143). Another fortunate consequence

of PEG chain truncation is significant reduction of the

heterogeneity of the ionic population, which allows direct

0

50

100

ab
so

rb
an

ce
 (a

.u
.)

retention time (min)

21
+ 18

+

20
+

(m/z)110010501000950900850
0

25

50

75

100

re
la

tiv
e 

ab
un

da
nc

e

19
+

12
+

(m/z)1150110010501000950900
0

25

50

75

100

re
la

tiv
e 

ab
un

da
nc

e

13
+

14
+

15
+

11
+

(a)

(b) (c)

5 10 15 20 25 30 35 40 45

12
3

4

5

29.5 30.0 30.5 31.0 31.5 32.0 32.5 33.0

123

Figure 8.17. The IXC profile of PEGylated ubiquitin (a) and ESI mass spectra of pooled fractions

representing IXC peaks 4 and 5 (b) and 1, 2, and 3 (c). The magnified view of the chromatogram

(inset in a) shows the elution profiles of mono-PEGylated product (black trace), and deconvoluted

contributions of individual isomers (gray traces). [Adapted Copyright � 2011 from (143) with

permission from Elsevier Ltd.]

SYNTHETIC POLYMERS AND THEIR CONJUGATES WITH BIOMOLECULES 231



measurements of global HDX MS to be carried out, as we

will see in Section 8.3.2.

8.3.2. Higher Order Structure of Polymers and

Polymer--Protein Conjugates

Among the many MS-based techniques considered in the

previous chapters, analysis of the ionic charge-state distri-

butions appears to be particularly promising as far as the

analysis of conformational dynamics of water-soluble syn-

thetic polymers and their conjugates with proteins. Al-

though the heterogeneity of such species undoubtedly

presents a challenge for the analysis of ionic charge-state

distributions in ESI MS, utilization of gas-phase ion chem-

istry in combination with mathematical tools may allow this

problem to be overcome. In Chapter 9, we will see an

example of how this approach can be used to work even

with highly heterogeneous systems, where MS fails to

resolve individual charge states.

Another approach that we have found to be useful as a

means of characterizing higher order structure and dynam-

ics of PEGylated proteins is HDXMS. Although application

of this technique at the whole conjugate level is problematic,

due to the heterogeneity of these species, truncation of

the PEG chain results in significant reduction of polydis-

persity of the ionic population (143). As a result, it becomes

possible to measure the rates of global exchange within

the PEGylated protein (Fig. 8.19). Feasibility of local

(bottom-up) HDX MS measurements in PEGylated proteins

was also recently demonstrated (149).

A variety of synthetic polymers are known to have stable

secondary structures in solution (134,150), which are often

maintained by elaborate networks of hydrogen bonds. Al-

though in principle such networks can be characterized by

measuring the kinetics of hydrogen exchange (similar to

protein HDX discussed in previous chapters), there are very

few studies that actually employ this technique as a tool to

probe higher order structure of synthetic polymers (151).

This is certainly an area where MS may make a significant

contribution in the near future. One class of synthetic

polymers that appears to be particularly suited for HDX

studies is amide-based dendrimers [e.g., PAMAM], presented

in Figure 8.14. Although the dendrimeric structure is usually

presented in a highly symmetrical fashion, these branched

polymers may actually exhibit a variety of conformations.

Since the dendrimer architecture is an important determinant

of its physical properties, numerous studies have aimed at

elucidating the structure of dendrimers (particularly, amphi-

philic dendrimers) in various environments, often revealing

quite unexpected conformational features of these macromo-

lecules (152). At high ionic strength, backfolding of the end

groups takes place, leading to formation of a dense core

structure, while low ionic strength forces the dendrimer to

stretch and adopt a dense shell structure (151). TheHDX rates

of some alanine-based dendrimers have beenmeasured by 1H

NMR spectroscopy in polar solvents favoring the dense shell
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conformation (153). The dense core--dense shell transition

certainly changes solvent accessibility of the amide groups,

whichmay, in principle, be detectable byHDXMS.However,

these structures are likely to be highly dynamic, presenting a

formidable challenge to HDXMS measurements in solution,

as is the casewith carbohydrates and oligonucleotides. Again,

gas phase HDX may present an attractive, but as yet unex-

plored, alternative to solution-phase HDX in this case, with

the addedbenefit of allowing the structural heterogeneity to be

greatly reduced prior to the exchange reactions using the ionic

mass selection capability of MS.

Another approach to the structural characterization of

dendrimers involves using MS/MS techniques. A combina-

tion of MALDI and ESI MS/MS techniques was previously

employed to investigate the fragmentation pathways of a

poly(propylene imine) dendrimer(154). Depending on the

polarity of the solvent, different dissociation patterns were

observed: In polar protic solvents an extended conformation

was adopted due to favorable solvent--solute interactions. In

this case, terminal branches were readily cleaved in gas-

phase dissociation events, whereas the compact structure

with intramolecular hydrogen bonding adopted in nonpolar

solvents precluded such fragmentations.

Others, such as PAMAM dendrimers, showed significant

potential as efficient nonviral vehicles for delivering genetic

material into cells. They were shown to be as efficient or

more efficient than either cationic liposomes or other cat-

ionic polymers (e.g., polyethylenimine or polylysine) for in

vitro gene transfer (155). Mass spectrometry may be of

use in determining how these molecules package genetic

material and enable its introduction into cells, potentially

directing further synthetic strategies.

As we have seen, the full power of MS in the non-protein

biological arena has yet to be wholly exploited. Techniques

that already exist, and those that are still under development,

show great promise for the analysis of structure and

dynamics in oligosaccharides, oligonucleotides, and even

synthetic polymers.
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9
MASS SPECTROMETRY ON THE FRONTIERS
OF MOLECULAR BIOPHYSICS AND STRUCTURAL
BIOLOGY: PERSPECTIVES AND CHALLENGES

It is now indisputable that mass spectrometry (MS) has

become a routine analytical tool in diverse areas of mo-

lecular biophysics and structural biology. Numerous ex-

amples presented in the previous chapters attest to the

highly visible (and widely appreciated) role currently

played by MS. As appreciation for the technique grows,

so do the expectations. Increasingly, MS is being looked

at with the hope of providing long-sought analytical solu-

tions to deal with complex and challenging problems,

ranging from behavior of highly heterogeneous systems

to protein aggregation, to name a few. This chapter focuses

on several areas where MS is either currently making

progress or shows tremendous promise. We will open the

list with a discussion of MS based strategies that target

structure and dynamics of a notoriously difficult class of

biopolymers: membrane proteins. Then we discuss protein

aggregation, which has been a hot topic in biophysical

research in recent years, not only due to its intimate

involvement in etiology of “conformational diseases”

(e.g., Alzheimer’s or Parkinson’s), but also due to its

importance in the burgeoning biotechnology and biophar-

maceutical sectors. Next we briefly consider a relatively

new theme in MS research: The problem of structural

heterogeneity, which has also come to prominence due to

its extreme importance in the field of protein therapeutics.

We close this chapter with a discussion of new experimental

approaches whose design was influenced by the increasing

trend to break away from the reductionist paradigm and

embrace the complexity of living systems.

9.1. MASS SPECTROMETRY AND THE UNIQUE

CHALLENGES OF MEMBRANE PROTEINS

Membrane proteins constitute a broad class of biopolymers,

whose amphiphilic nature makes them notoriously difficult

for structural and functional analysis at the whole protein

level (1–3). By some counts, membrane proteins constitute

one-third of all proteins, but only a tiny fraction of them

have been characterized well enough to produce high-

resolution structure (as of July 2011, structures were known

for only 297 unique proteins according to the MPSTRUC

database
�
). In most cases, membranes are essential for the

integrity of the proteins they host, although the structure and

dynamic properties of membrane proteins are actually

defined by a wide spectrum of intermolecular forces. These

include protein interactions with the hydrophobic “bulk” of

the membrane, its polar interface region, internal and ex-

ternal water molecules, as well as interactions between

various segments of the protein itself (Fig. 9.1). Such

amphipathic character of membrane proteins results in their

general insolubility, which makes any experimental studies

extremely difficult. Mass spectrometry is not an exception,

since even sequencing of membrane proteins is often prob-

lematic due to their extreme instability in solutions that

are commonly used in MS work (6).

Mass Spectrometry in Structural Biology and Biophysics: Architecture, Dynamics, and Interaction of Biomolecules, Second Edition.
Igor A. Kaltashov and Stephen J. Eyles.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

�
http://blanco.biomol.uci.edu/mpstruc/listAll/list

239



9.1.1. Analysis of Membrane Proteins in

Organic Solvents

Earlier attempts at addressing the solubility problem used

organic solvents to mimic the nonpolar environment of the

membrane interior. Although the simplicity of this approach

is very appealing, it is probably unrealistic to expect that

removing it from the membrane and placing it in a homo-

geneous nonpolar environment would not compromise pro-

tein behavior. Although the secondary structure may often

be retained, a significant, proportion of the protein tertiary

structure will likely be perturbed or even completely lost (7).

Nevertheless, this approach has provided some useful in-

formation on the structure and behavior of several mem-

brane proteins. For example, Dobson and co-workers (8)

used a small transmembrane channel peptide gramicidin A

to explore influence of the environment on its conformation.

The “channel” conformation of the peptide adopted in lipid

membranes and sodium dodecyl sulfate (SDS) micelles is a

right-handed b6.3 helix dimer, although other conformations

have been reported as well. The exact conformation as-

sumed by the peptide in lipid bilayers remains a subject of

debate (9,10). Furthermore, it is still unclear what confor-

mation is adopted by gramicidin A in polar solvents and

whether or not it retains its dimer-forming ability in such

solutions. Mass spectral data provided strong evidence that

gramicidin A remained a monomer in 2,2,2-trifluoroethanol

(TFE) and dimethyl sulfoxide (DMSO) solutions, while the

existence of the dimeric species became evident in ethanol

solutions (8). Despite its inability to form dimer in TFE,

the peptide was apparently highly structured in this

environment, as suggested by significant backbone amide

protection revealed by hydrogen--deuterium exchange

(HDX) MS measurements (8). These measurements were

rather remarkable, as exchange was carried out in anhydrous

solvent. The HDX reactions in TFE were initiated by

diluting a concentrated TFE (CF3 CH2OH) solution of

gramicidin A in d1-TFE (CF3CH2OD) 1:99 (v:v). Exchange

of a reference tripeptide (Ala3) was also monitored under

these conditions to provide a measure of the intrinsic

exchange rate in TFE.

In another study, Chitta and Gross (11) used electrospray

ionization (ESI) MS to characterize gramicidin A dimer-

ization in solutions ranging from relatively hydrophilic

(TFE) to very hydrophobic (n-propanol). The degree of

dimerization was clearly correlated with the dielectric con-

stant of the solvent. Careful evaluation of the ESI MS data

led the authors to a conclusion that up to 70% of the

noncovalently bound dimers formed in solution could be

preserved in the gas phase under the most favorable con-

ditions. Fluorinated alcohols (TFE and hexafluoroisopropa-

nol, HFIP) were also used by Waring and co-workers (12) to

examine structure of a viral fusion peptide (N-terminal

Figure 9.1. (a) A view of membrane protein interactions with lipids. Native lipids are seen bound to

the surface of bacteriorhodopsin and suggest intimate and specific interactions between the protein

and lipids. [Reproduced with permission from (4)] (b) A schematic representation of the polypeptide

interactions that determine the structure and stability of membrane proteins. The horizontal black

lines represent schematically the total thickness of the lipid bilayer, and the horizontal gray lines the

central hydrocarbon core bounded by the interfacial regions. Besides interactions of the polypeptide

chain with itself, water, neighboring lipids, and the membrane interface, the thermodynamic and

electrostatic properties of the lipid bilayer itself are important. The lipid bilayer, like proteins, resides

in a free energy minimum resulting from numerous interactions. This equilibrium can be disturbed

by the introduction of proteins or other solutes, resulting in the so-called bilayer effects, which also

include solvent properties peculiar to bilayers that arise from motional anisotropy and chemical

heterogeneity. [Reproduced with permission from (5). Copyright � 2001 American Society for

Biochemistry and Molecular Biology.]
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peptide FP of human immunodeficiency virus HIV-1 gp41)

under conditions approximating membrane-like environ-

ments. The amide protection pattern was evaluated in a

site-specific fashion using HDX in solution (50% TFE or

70% HFIP) and peptide ion fragmentation in the gas phase.

The resulting map of fusion peptide secondary structure

compared favorably with the earlier nuclear magnetic res-

onance (NMR) studies carried out in similar environments

mimicking membranes (12).

In some cases, stabilization of membrane proteins

can be achieved by covalent modification. For example,

Poschner and Langosch, used covalent attachment of lipids

to prevent protein misfolding and aggregation (13). This

method, however, cannot be adopted universally, and typ-

ically two approaches are commonly used to deal with the

solubility problem.One relies on using detergents to isolate,

solubilize, and manipulate membrane proteins (4), while

the other utilizes lipid vesicles or other membrane mimics

as membrane surrogates (14,15). Both approaches, as well

as select examples of relevant studies that use MS as a

biophysical tool, are briefly considered in the following

sections.

9.1.2. Analysis of Membrane Proteins Using Detergents

Detergents are amphipathic molecules that act as surfac-

tants, and are indispensable as solubilizing agents for mem-

brane proteins (16). Most detergents belong to one of the

following groups: ionic, nonionic, or zwitterionic. Several

popular detergents are listed in Table 9.1. Detergents have a

natural tendency to self-associate and to interact with other

molecules, and exhibit a wide range of behavior and as-

sembled structures depending on their concentration, solu-

tion conditions (pH, ionic strength, etc.), as well as the

presence of proteins and other molecules (Fig. 9.2). Self-

association (leading to micelle formation) occurs at a

threshold concentration, usually termed critical micelle

concentration (CMC). Micelle size is usually characterized

by an aggregation number (the average number of detergent

monomers per micelle). The shape of the micelle is

determined by the packing of the monomer tails and is

dependent on the aggregation number. It is usually quite

nonuniform, despite the commonly used notion of an ideal

spherical micelle (4). Packing defects result in considerable

contact between hydrophobic tails and water. Micelles are

very dynamic structures and rapidly exchange micellar

components with the solvent. A detergent is capable of

solubilizing amphipathic molecules only at a concentration

that exceeds the CMC. Solubilization of many integral

membrane proteins actually occurs significantly above the

CMC level, since the detergent molecules also interact with

the hydrophobic surfaces of the membrane protein to create

protein-detergent complexes (4).

A major technical problem that is often encountered

when MS is used to characterize detergent-solubilized

membrane proteins is the suppressive effect of deter-

gents (18). Sometimes it is possible to substitute detergents

with organic solvent, in which the protein would not pre-

cipitate (19–21). Typically, this is accomplished by protein

precipitation, followed by removal of the detergent, and

resolubilization of the protein in a suitable nonpolar solvent.

Separation of membrane proteins from detergents can also

be accomplished in a single step using high-performance

liquid chromatography (HPLC), which is compatible with

direct mass spectrometric analysis [e.g., online HPLC--ESI

MS (22)]. Reverse-phase chromatography is normally ex-

pected to denature proteins, however, there is substantial

evidence that this is not always the case (22). Another

method to obtain high-quality mass spectra of detergent-

solubilized membrane proteins avoids the protein precipi-

tation and resolubilization steps by utilizing direct protein

extraction into a nonpolar solvent (23). Finally, a group of

ESI friendly surfactants [e.g., perfluorooctanoic acid

(PFOA) and perfluorooctanesulfonic acid (PFOSA)] have

TABLE 9.1. Properties of Commonly Used Detergents.a

Name

Monomeric

Mass

Critical

Micelle

Concentration

Aggregation

Number Comments

SDS 288 1.2--7.1mM 62--101 Ionic detergent, strongly denaturing

3-[(3-Cholamidopropyl)-dimethylammonio]-

1-propanesulfonate (CHAPS)

615 3--10mM 4--14 Steroid-based detergent, relatively mild

Dodecyldimethyl-N-amineoxide (DDAO) 229 2.2mM 69--73 Zwitterionic detergent (uncharged at pH > 5)
N-Dodecylphosphocholine (DPC) 352 1.1mM 50--60 Ionic detergent, an efficient solubilizer of

hydrophobic or amphipathic a-helices.
Dynamic kehavior of DPC at low temperatures

corresponds to that in a phosphotidylcholine

membranewater interface above its room

temperature

p-tertC8ØE<9.5> (Triton X-100) 625 0.25mM 75--165 Polyoxyethylene glycol detergent, generally mild

C12 sorbitan E<9.5> (Tween-20) 1240 60mM
aBased on data compiled in (16)
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been reported (24), but their current use is limited mostly to

online separation (LC or electrophoresis) with MS

detection, where they are employed as ion-pairing agents.

In addition, there are several methods of detergent removal

particularly suitable for matrix-assisted laser desorption

ionization (MALDI) MS that make use of phase separation

during the crystallization step (25). It is commonly accepted

that only relatively mild (nonionic or zwitterionic) deter-

gents should be used in the analyses of membrane proteins

by MS. However, there are reports of MALDI MS analyses

of protein samples containing strong (ionic) detergents, (e.g.

SDS (26), as well as its milder analogue, ammonium

dodecyl sulfate (ADS) (27).

As already discussed, even though a large number of

membrane proteins can be solubilized in ESI friendly

nonpolar solvents, their structures are unlikely to be pre-

served in such environments. This dilemma (inability of the

electrospray-friendly solvent systems to maintain the integ-

rity of membrane proteins and inability of ESI to handle

membrane-friendly solvent systems) has presented a seem-

ingly insurmountable problem for analysis of membrane

proteins by ESI MS. An elegant solution to this problem was

offered by Griffiths and co-workers (28), who were able to

carry out direct ESI MS analysis of a noncovalently bound

membrane protein complex (trimer) microsomal glutathione

transferase-1 in its native state after reconstituting it in a

minimum amount of detergent. The detergent used in this

study was Triton X-100, which was apparently well toler-

ated by ESI MS, although the increase of the detergent

content of the sample inevitably led to deterioration of

spectral quality; tolerable levels of Triton X-100 were found

to be <0.1%. A range of other detergents was tested by the

authors of this study (MEGA-10, Thesit and Zwittergent

3--12), however, they were found to be less compatible with

ESI MS compared with Triton X-100. To avoid excessive

protein--detergent adduct formation, relatively high colli-

sional activation of ions in the ESI interface region was used

to induce dissociation of adduct ions and increase signal-to-

noise ratio (S/N) (28). Some trimeric ions survived such

harsh conditions in the ESI interface, although the mass

spectrum was clearly dominated by the signal correspond-

ing to the monomer ions, emphasizing the marginal stability

of the trimeric protein complex in the gas phase. Never-

theless, the gas-phase origin of the monomer ions was rather

obvious due to the anomalous extent of multiple charging

caused by asymmetric charge partitioning upon complex

dissociation, a phenomenon discussed in Section 4.1.3.

A similar approach was later applied by Robinson and

co-workers (29) to study the structure of large transmem-

brane proteins. A heterotetrameric protein adenosine tri-

phosphate (ATP) binding cassette transporter (BtuC2D2)

was stabilized in solution within n-dodecyl-b-D-maltoside

(DDM) micelles followed by nano-ESI MS analysis. The

entire protein complex was maintained largely intact in the

gas phase when mild desolvation conditions were used in

the ESI interface. Unfortunately, insufficient desolvation

resulted in formation of multiple (>100) detergent adducts,
which resulted in poor quality MS data and prevented

individual complex ion species from being resolved and

identified (Fig. 9.3a). However, increasing the efficiency of

protein desolvation in the ESI interface resulted in a dra-

matic improvement of spectral quality by removing DDM

adducts from the protein complex ions, and allowed their

masses to be determined with good precision (Fig. 9.3b).

Further increase of the efficiency of collisional activation in

the ESI interface led to complex dissociation; once again,

Concentration
T

em
pe

ra
tu

re

Monomeric

Phase separation

Liquid crystalline

Micellar

Concentration

T
em

pe
ra

tu
re

Monomeric
Liquid

crystalline

Micellar

Phase separation

P > 1/2

P < 1/3

(b)(a) (c)

Figure 9.2. (a) Self-association of detergents in aqueous solutions can lead to formation of bilayers

or micelles depending on the shape of the detergent molecule. It is best described by the packing

parameter calculated as P¼ (detergent chain volume)/(headgroup cross-section� hydrophobic

chain length). (b) Simplified phase diagram for a detergent with a lower consolute boundary (most

nonionic detergents fall into this group). (c) Simplified phase diagram for a detergent with an upper

consolute boundary (a number of glycosidic and zwitterionic detergents fall into this group). Note

that the liquid-crystalline phase can also consist of hexagonally packed cylindrical micelles.

[Adapted from (17)].
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the occurrence of this process was clearly evident due to the

extreme charging patterns exhibited by the dissociation

products (Fig. 9.3c). Another interesting feature of this

work is that the authors noticed that the extent of multiple

charging observed in ESI mass spectra fell off the char-

ge--surface correlation plot constructed for water-soluble

proteins (30), which we already discussed (Fig. 4.7). This

was suggested to be the result of partial shielding of the

protein surface by detergent molecules, which prevented

these regions from accommodating charges upon transition

to the gas phase. Once the surface of membrane-embedded

area was subtracted from the total protein surface, a much

better agreement with the original charge--surface correla-

tion plot was achieved (29). A continuation of this study

employed IM--MS as a means of obtaining additional

information on the protein geometry in solution, although

the collisional cross-section of the BtuC2D2 did not have a

clear correlation with that calculated based on the native

structure of this protein, highlighting the possibility of

both inter- and intrasubunit rearrangements in the gas

phase (31).

Stoichiometry of detergent-stabilized membrane proteins

has also been studied by a recently introduced modification

of MALDI, called laser-induced liquid-beam (bead) desorp-

tion and ionization, LILBID (32). In this approach, the

liquid matrix consists of a 10 mm diameter free liquid

filament in vacuum (or a free droplet) that is excited with

an infrared (IR) laser pulse (2.8micron, which matches the

absorption band of the O�H stretch vibration of bulk water).

This method produces low charge-density macromolecular

ions, although the mechanism remains poorly understood.

This new technique had been shown to preserve noncovalent

protein complexes, and also to be surprisingly tolerant to the

presence of salts, buffers, and detergents (32). This makes it

an attractive alternative to ESI MS for the analysis of

detergent-stabilized membrane proteins. In fact, it has been

successfully used to analyze the subunit stoichiometry of a

purified tridecameric c ring of bacterial ATP synthase (33).
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Figure 9.3. Schematic representation of the emergence of the intact membrane complex BtuC2D2

from a micelle contained within an electrospray-generated droplet and subsequent gas-phase

dissociation pathways. Populations of ions corresponding to the protein complex associated with

aggregates of detergent molecules are observed above m/z 5000. At low m/z, the dominant

dissociation product is the unfolded BtuD subunit [pathway (a)]. Increasing the number of collisions

leads to the release of the intact tetramer [pathway (b)]. Further increases in the number of collisions

lead to the dissociation of BtuC and formation of a trimer [pathway (c)]. [Adapted from (29).] (See

color version of the figure in Color Plate section)
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More recently, this new technique was applied to study

the proton-pump bacteriorhodopsin and a potassium

channel, KcsA (34); in both cases the stoichiometry found

by LILBID reflects the known crystal structures. Intrigu-

ingly, at least for some membrane proteins, LILBID

demonstrated a dependence of structure on the choice of

detergent (34), a point that we will discuss further at the end

of this section.

While the direct MS measurements discussed above

provide information on the composition and stoichiometry

of membrane protein complexes, other structural aspects

of detergent-stabilized proteins can be probed by chemical

labeling and HDX MS. In addition to being a great stum-

bling block in native ESI MS measurements, the challenges

of handling the detergent in MS work flow have also made it

difficult to deploy the highly successful HDX MS methods

toward elucidating the structure of the detergent-stabilized

membrane proteins. Relatively mild detergents, that are

commonly used to keep the membrane protein in solution,

cannot be easily precipitated, and even though they can be

separated from the proteolytic peptides during the LC

separation step, the residual detergent peaks frequently

overlap with the peptide peaks and complicate data analysis

in HDX MS experiments. To circumvent this problem,

Forest and co-workers (35) have recently developed a

method based on solid-phase extraction with chlorinated

solvents that fully removes the detergent, which allowed

HDX MS to be applied to study conformational dynamics

of an integral membrane protein mitochondrial ADP/ATP

carrier isoform 1.

Selective chemical modification (a technique discussed

in detail in Section 4.3) is perhaps the most common MS

based method of probing higher order structure of detergent-

stabilized membrane proteins. An interesting example of

such studies was presented by Whitelegge et al. (36,37)

in a series of reports aimed at elucidating the details of

protein--substrate interactions for a 47 kDa transmembrane

protein, lactose permease, from Escherichia coli. Initially,

protein modification by N-ethylmaleimide (targeting thiol

groups), followed by ESI MS detection and identification

of the reaction products, was used to probe changes of the

microenvironments of cysteine residues induced by sub-

strate binding (36). Treatment of the native protein solubi-

lized in detergent micelles reveals only two reactive thiol

groups out of eight Cys residues. Both Cys residues

become protected in the presence of D-galactopyranosyl

b-D-thiogalactopyranoside (TDG), a substrate analogue.

Interestingly, labeling of one of these two Cys residues,

which is a component of the substrate binding site, accord-

ing to the model of the protein--substrate interaction (see

Fig. 9.4) is inhibited completely in the presence of the

substrate analogue. Significantly reduced (but not completely

eliminated) alkylation of the second reactive Cys residue in

the presence of the substrate analogue reflects a long-range

conformational change caused by binding of the sub-

strate (36). The molecular model of lactose permease (38)

also predicts that the substrate interacts with Glu269 via a

hydroxyl group in the galactopyranosyl ring (Fig. 9.4c).

Covalent modification of carboxyl groups with carbodiimide

followed by identification of the reaction products with ESI

MS provides strong evidence that the substrate protects the

protein against carbodiimide reactivity (37). A significant

proportion of the decrease in reactivity occurs specifically

in a nonapeptide containing Glu269, while the reactivity of a

mutant (E269D, which exhibits significantly lower affinity

toward the substrate) is unaffected by the substrate (37).

Monitoring the ability of different substrate analogues to

protect against carbodiimidemodification ofGlu269 provided

evidence that the C3 hydroxyl group of the galactopyranosyl

ring (Fig. 9.4c) plays an important role in specificity, possibly

by hydrogen-bonding with Glu269 (37).

Nonspecific oxidative labeling is another approach that

has been used successfully in recent years as a means of

probing conformation and dynamics of detergent-stabilized

membrane proteins. For example, Chance and co-

workers (39) used radiolytic footprinting (see Section 4.3

for a discussion of this technique) to probe the structure of

two distinct conformations of a potassium channel; the

differences observed between these two states were used

to identify local conformational changes that occur during

channel gating.

A very creative approach to probing contact topology

of assemblies of membrane proteins was presented by

Przybylski and co-workers (40), who used proteolysis

in the presence of a strong detergent SDS, to identify

protein--protein contact regions. A complex formed by an

ion-channel protein (mitochondrial porin) and its ligand

(adenine nucleotide translocator) was separated from its

constituents with SDS--polyacrylamide gel electrophoresis

(PAGE). In situ digestion was performed on the bands

corresponding to the complex and the unbound form of the

porin, followed by MALDI MS analysis and identification

of the fragment peptides. The proteolytic peptide patterns of

the two bands were significantly different, due to the

different accessibility of the cleavage sites located in the

interface region (40). However, solubilization of membrane

proteins with SDS was shown in the past to result in

significant structural changes (41); therefore, any conclu-

sions regarding the structure of membrane proteins should

be subject to additional scrutiny to avoid possible artifacts.

9.1.3. Analysis of Membrane Proteins Utilizing

Other Membrane Mimics

It is a well known fact that strong detergents can denature

proteins (17); in fact, Konermann and co-workers (41)

recently demonstrated that solubilization of a membrane

protein in SDS induces the same conformational changes
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Figure 9.4. Overall structure of lactose permease from E. coli (LacY) with a bound substrate

homologue TDG. (a) Ribbon representation of LacY viewed parallel to the membrane. The 12

transmembrane helices colored from the N-terminus in purple to the C-terminus in pink, and TDG

is represented by black spheres. (b) Secondary structure schematic of LacYwith the N- and C-terminal

domains of the transporter colored blue and red, respectively. Residues marked with green and yellow

circles are involved in substrate binding and proton translocation, respectively; residue Glu269 (light

blue circle) is involved in both substrate binding and proton transfer. The hydrophilic cavity is

designated by a light blue triangle; h1 to h4 denote surface helices. (c) Substrate-binding site of LacY

(transmembrane helices in the N- and C-terminal domains are colored blue and red, respectively).

[Reproduced with permission from (38).] (See color version of the figure in Color Plate section)



that are seen upon its thermal denaturation at 100�C ! Much

less appreciated is the fact that even mild detergents may

influence the properties of membrane proteins to a great

extent. In Section 9.1.2, we mentioned one example where

the choice of a detergent affected the outcome of the

stoichiometric measurements for a membrane protein

complex (34). There are several well-documented examples

where complete solubilization of a membrane protein can-

not be achieved without loss of activity, even if the deter-

gents are mild and do not grossly affect the conformation

of the protein after solubilization (16). This is hardly

surprising, since the behavior of a solubilized membrane

protein should be modulated by its interactions with the

detergent molecules, although the exact mechanism of

protein--detergent interactions remains the subject of intense

debate. For example, it is still unclear whether solubilization

of the hydrophobic segments of membrane proteins pro-

ceeds via their being engulfed by micellar-like structures

or by forming a detergent monolayer on the protein

surface. Regardless of the specific mechanisms by which

the properties of detergent-stabilized membrane proteins are

influenced by the detergent molecules, the emerging

consensus is that detergent micelles never fully mimic a

biological membrane (15,42).

With few exceptions, biological membranes consist of

phospholipid bilayers, which may also contain cholesterol.

The lipid composition of membranes is not only organism-

and organelle-specific, but varies across different cell

types (15). An ideal membrane mimetic would be the one

that not only forms a bilayer-based structure, but also

reflects physical properties of the specific biological mem-

brane it is designed to emulate. There is a wide variety of

such structures, including large and small unilamellar ve-

sicles, multilamellar vesicles, amphipols, and nanodiscs; a

detailed description of these membrane mimics can be

found in an excellent recent review (15). Several experi-

mental approaches are currently being used to probe

the structure and behavior of membrane proteins using

bilayer-based membrane mimics and MS based methods

of detection. One group includes an array of methods that

use proteolytic degradation to identify membrane-bound

protein segments. Another utilizes hydrophobic probes to

obtain topological information on such segments. Finally,

HDX can be used to provide information on interfacial

positioning and stability of transmembrane polypeptides

in lipid bilayers. These methods will be discussed briefly

in this section.

Producing peptide maps of membrane-bound proteins

may yield information on their topological arrangement by

identifying the segments that are confined to a membrane

and, therefore, are protected from proteolytic enzymes.

Wu and Yates (6) suggested that proteinase K, a relatively

nonspecific enzyme, can be used to cleave selectively

soluble domains of membrane proteins, followed by MS

assisted identification of the fragment peptides. Proteolysis

of the “solvent-exposed” soluble domains can be temporally

separated from the “protected” segments of these domains,

providing further structural differentiation. Smith and co-

workers (43) described another method of analysis of

membrane proteins that specifically targets the transmem-

brane segments. Knapp and co-workers (44) used site-

specific cleavages of the cytoplasm-exposed loops of rho-

dopsin induced upon activation of a Cu--phenanthroline

tethered cleavage reagent attached to the protein. The

cleavage site was identified by mass-analyzing the cyanogen

bromide cleaved fragments of the protein, which provides

an unbiased mapping of rhodopsin (45).

Selective chemical modification is perhaps one of themost

popular techniques currently used to probe the structural

arrangements of various domains of membrane-bound pro-

teins. An array of existing hydrophobic probes would only

modify protein segments confined to the membrane, while

hydrophilic probes would only label solvent-exposed regions

of the protein. Hydrophobic photoreactive probes [particu-

larly benzophenone photophores (46)] have been particularly

popular in recent years. Benzophenone (BP)-containing

photoreagents can bemanipulated at ambient light.Activation

of BP based photoprobes (by irradiation at 350--360 nm) does

not cause protein damage (other than selective chemical

modification), while providing a means to control the extent

of covalent modification. Importantly, BP based photoprobes

react preferentially with inert C�H bonds (Fig. 9.5), with

the following reactivity order: NCHx>SCHx>methine>
C¼CCH2>CH2>CH3. Leite et al. (47) presented a particu-

larly intriguing example of how such photoreagents can be

used to characterize structural changes within the membrane

protein induced by physiologically relevant variations of the

physical parameters of the membrane. Several hydrophobic

photoreactive agents (Fig. 9.5) were used to characterize the

differential accessibility of the nicotinic acetylcholine recep-

tor a1 subunit in the open, closed, and desensitized states.

Photoactivation of the probes was carried out by ultraviolet

(UV) irradiation during pulses of the voltage across the

membrane ranging from þ40 (producing closed states) to

�140mV (producing an � 1:1 mixture of open and closed

states). Labeling defined the lipid-exposed parts of the trans-

membrane segments of the protein. More importantly, the

results of such experiments helped to identify protein seg-

ments that are involved in gating-dependent conformational

shifts (47).

The use of HDX MS to map transmembrane regions and

characterizing their dynamics using amide hydrogen ex-

change was pioneered by Heck and co-workers (48,49).

Short-model transmembrane peptides were reconstituted in

fully hydrated dispersed phospholipid bilayers, and the

entire mixture was analyzed by nano-ESI MS. The ESI

spectra of the suspension of vesicles clearly showed that

the lipid bilayer structures decomposed once they were
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removed from the aqueous environment and transferred to

the gas phase. This result should not be surprising in light of

our earlier discussion in Section 4.1 of the stability of

various types of noncovalent associations in a solvent-free

environment. Hydrogen exchange was initiated by diluting

the suspensions in deuterated ammonium acetate buffer and

the progress of HDX was measured by monitoring the mass

gain of the peptide ions. Approximately 10 hydrogen atoms

remained protected against exchange, indicating effective

solvent shielding by the lipid bilayer from the (LeuAla)5
repeat. The length of this repeat is close to the hydrophobic

thickness of the dimyristoylphosphatidylcholine (DMPC)

bilayer of �23A
�
in the fluid state, which suggests that this

hydrophobic segment is completely embedded in the hy-

drophobic region of the bilayer. The combination of HDX in

solution and peptide ion fragmentation in the gas phase

provided an even more definitive proof that this repeat is

embedded in the hydrophobic portion of the membrane and

is effectively shielded from the solvent. The local deuterium

content levels measured as mass gains clearly indicated

that amide exchange within the central region of the peptide

is extremely slow compared to the terminal (solvent-exposed)

segments. A detailed analysis of the local exchange patterns

showed some (rather slow) deuterium incorporation at the

ends of the transmembrane segment (48), which can be

attributed to limited hydrogen scrambling within the

peptide ions prior to their fragmentation (50). Alternatively,

local dynamic fraying can be invoked to explain such

behavior. Indeed, lipid bilayers are known to be dynamic

systems and to allow significant water penetration into the

hydrophobic interior (51). Hydrogen exchange in the trans-

membrane segments due to such penetration would be

slow for several reasons. The penetration events are rather

rare (51) and the hydrophobic environment may impose
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Figure 9.5. Chemical structures of hydrophobic photoreactive probes used in (47) to probe topology

of a membrane protein: acetate (a), and trimethyl-acetate (b) derivatives of 3-trifluoromethyl-3-

meta-iodophenyl diazirine; and cholesteryl benzoylphenyl propionate (c). A schematic diagram

depicting the mechanism of photolabeling by benzophenone is depicted in (d).
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severe steric constraints on the water molecule. Furthermore,

the dielectric constant in themembrane interior ismuch lower

than that of bulk water itself, which would also adversely

affect the exchange rate.

A similar approach was used to explore the effects of

transmembrane segment length and composition on local

protection patterns (50). One particularly remarkable con-

clusion of this work was that the insertion of a proline

residue in the middle of the transmembrane segment re-

sulted in a significant increase of the exchange rates, while

incorporation of a glycine residue did not have any notice-

able effect on the stability of the membrane-bound segment

of the peptide. Importantly, site-specific measurements of

deuterium incorporation into proline-containing membrane-

bound peptides clearly show increased conformational flex-

ibility of the transmembrane segments and enhanced water

penetration (50).

A very interesting study was reported by Broadhurst and

co-workers (52), who used HDX MS to probe the properties

of a transmembrane fragment of the M2 protein of Influenza

A incorporated into lipid vesicles and detergent micelles.

Interestingly, the HDX rates of this protein were signifi-

cantly lower when the peptide was incorporated into aque-

ous DMPC vesicles, as compared to those of the peptide in

the presence of a large excess of detergent (Triton X-100).

In turn, the HDX rate of the peptide incorporated into

detergent micelles was significantly lower than that of the

denatured peptide in methanol. The results of this study

emphasize that the dynamics and solvent accessibility of the

transmembrane segments are greatly affected by the prop-

erties of the membrane mimetics (52). Another important

observation reported by the authors relates to the optimal

sample preparation procedure for direct ESI MS analysis of

lipid vesicle-bound peptides. Electron microscopy experi-

ments provided evidence that concentration of vesicle by

centrifugation induced aggregation, leading to the formation

of large multilamellar aggregates, which could not be

analyzed by ESI MS (Fig. 9.6). However, the liposome size

profile could be maintained when lyophilization was used,

followed by thawing above the liquid crystal transition

temperature of the lipid component (52).

A recently introduced bilayer-based membrane-

mimicking system is a nanodisc, where the bilayer struc-

tures are maintained by membrane scaffold proteins

modeled after apolipoprotein A1. The utility of this system

for HDX MS studies of membrane proteins was recently

demonstrated by Engen and co-workers (53), who adapted

the HDX MS workflow to incorporate nanodiscs (Fig. 9.7).

Another interesting recent example of HDX MS character-

ization of membrane proteins was recently reported by

Woods and co-workers (54), who used this technique to

study the interaction of lipoprotein-associated phospholi-

pase A2 with phospholipid (DMPC) vesicles. The studies

briefly summarized in this and preceding paragraphs clearly

demonstrate the great potential of HDXMS experiments as

a tool to probe both topology and dynamics of membrane-

bound polypeptides. It remains to be seen if these methods

can be applied to larger systems, such as integral membrane

proteins. Although there has been significant progress in

understanding the mechanisms of folding of water-soluble

proteins, the factors governing correct folding and dynamic

behavior of integral membrane proteins remain largely

unknown (55). Information on the dynamics of these

proteins within their native environment would certainly

be indispensable for providing answers to an array of

important fundamental questions related to “lipid-assisted”

protein folding.

Membranes themselves are not static structures, and their

dynamic properties are greatly affected by their protein

components (56). An important question that still awaits

an answer is whether MS can be useful in understanding

how proteins influence the mechanical properties of mem-

branes at the molecular level. Deciphering the mechanisms

of such processes will obviously have a profound effect on

our understanding of a variety of biological phenomena

ranging from endocytosis (57) to cell lysis (58–60) to viral

entry into the host cell (61,62). An intriguing example of

using HDX collision-activated dissociation (CAD) MS to

Figure 9.6. Images of mixtures of DMPC liposomes incorporating hydrophobic peptides prepared

(a) by dialysis of mixed micelles containing the peptide, phospholipid, and the detergent;

(b) concentrated by lyophilization after the dialysis; and (c) concentrated by centrifugation after the

dialysis. [Reprinted with permission from (52). Copyright � 2002 American Society for Mass

Spectrometry.]
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study polypeptide interaction with a phospholipid micelle

was reported by Akashi and Takio (63). Measurements of

the amide protection of melittin, a peptide from bee venom

with hemolytic activity, was carried out in the absence and

presence of micelles formed by DPC. Although amide

exchange of melittin in aqueous solution was very fast, the

presence of DPC micelles resulted in a significant decrease

in the exchange rate. Site-specific measurements of deute-

rium incorporation (carried out using collisional activation

of melittin ions in the ESI interface) indicated that only one

short segment of the peptide, located next to the helix-

breaking proline residue, remained relatively flexible.

It remains to be seen if this feature is related to the

membrane-lytic properties of melittin, as studies by Demp-

sey and co-workers (64) indicate that lipid perturbations

induced by monomeric melittin are very modest, unlike

those caused by melittin dimers under identical conditions.

It appears that a carefully crafted experimental strategy that

involves both HDX and chemical cross-linking may actually

provide a detailed account of the melittin--membrane

interaction.

9.1.4. Analysis of Membrane Proteins in Their Native

Environment

It is difficult to argue with the assertion that the best

environment to study the behavior of a membrane protein

is in its native membrane. Konermann and co-workers (65)

used this philosophy to probe conformational properties of

bacteriorhodopsin (BR) in its natural lipid bilayer, purple

membranes. Purple membrane suspensions were exposed to

hydroxyl radicals, generated by nanosecond laser photolysis

of dilute aqueous H2O2. Hydroxyl-labeled BR molecules

were analyzed by tryptic peptide mapping and ESI MS/MS.

Oxidative labeling of BR was found to occur only at its nine

methionine residues, and the extent of modification of each

of them was consistent with expectations based on the native

structure of this protein. Native membranes were also used

by Gross and co-workers (66) to study subunit organization

of a large membrane complex involved in photosynthesis by

mapping (via selective chemical labeling) solvent-exposed

side chains of glutamic and aspartic acid residues.

Zhu and co-workers (67) recently reported an impressive

example of probing the structure and behavior of membrane

proteins in their native environments, who used an hydroxyl

radical footprinting to elucidate structural dynamics of

the integral membrane porin OmpF in live E. coli cells.

The cells were exposed to HO
.
radicals generated by an

in situ reaction between Hydrogen Peroxide (H2O2) and

ethylenediaminetetracetic acid (EDTA)-bound Fe2þ. Fol-

lowing HO
.
attack, the outer-membrane proteins were iso-

lated and enriched from the cell lysate. The protein was

subsequently purified by SDS--PAGE followed by proteol-

ysis and LC--MS/MS identification and analysis of modified

petides. The resulting structural information was in agree-

ment with the available X-ray crystal structure, with repro-

ducibly oxidized amino acid residues being localized in

external loops, transmembrane b-strands, and periplasmic

turns of the protein (67). We briefly return to a discussion of

this work in Section 9.5.2.

9.2. THE PROTEIN AGGREGATION PROBLEM

9.2.1. The Importance and Challenges of Protein

Aggregation

Aggregation is arguably one of the oldest phenomena

among those ever encountered in protein chemistry and

biophysics, although initially it was considered primarily

from a utilitarian point of view, that is, either as a means of
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Figure 9.7. The integrated HDXMS workflow on membrane proteins inserted in nanodiscs. Loaded

nanodiscs are assembled from a mixture of membrane scaffold protein, lipids, and the target

membrane protein solubilized with a detergent. Nanodiscs self-assemble as detergent is removed.

Loaded nanodiscs are purified with size exclusion chromatography (SEC) and exposed to deuterated

buffer for various times before quenching the exchange reaction. Cholate is immediately added to the

quenched reaction to begin disassembly of the nanodiscs. Protein is digested with pepsin for 5min on

ice. In the last minute of digestion, ZrO2 resin is added to the digestion mixture to selectively remove

the phospholipids. Filtration removes immobilized-pepsin beads and the ZrO2 resin. Ultraperfor-

mance Liquid Chromatography (UPLC)/ESI MS is used to measure the incorporation of deuterium.

[Reprinted with permission from (53). Copyright � 2010 American Chemical Society.]
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protein separation and isolation, or as a tremendous nui-

sance that seemed to permeate every field of protein re-

search. This determined in many ways the focus of the early

studies of this phenomenon (68). It was not until much later

that the intimate involvement of aggregation processes in

the etiology of conformational diseases was realized, giving

a fresh impetus and renewed sense of urgency to studies

aimed at understanding the mechanism of protein aggrega-

tion and amyloid fibril formation. More recently, protein

aggregation has come to light in the burgeoning field of

biotechnology, particularly in the biopharmaceutical sector,

due to the severely deleterious effects of aggregation on the

quality and, indeed, safety of protein therapeutics.

Aggregation processes in general are incredibly com-

plex; even the term “aggregate” can mean different things

depending on the context, and can encompass structures as

diverse as amorphous aggregates, soluble oligomers, amy-

loid fibrils, and so on (69). Protein energy landscapes,

discussed in Chapter 1, offer arguably the best way to

visualize the complexity of aggregation and interconnection

among different species that can be populated in the course

of this process (Fig. 9.8). Until very recently, few experi-

mental approaches were found useful to study aggregation,

and the scope of inquiry was usually limited to studies of the

endpoint of the aggregation process, while very little infor-

mation was available on the structure and composition of

any intermediate states. As will be seen in the following

sections, MS based methods of analysis are now increas-

ingly being used to fill this gap, frequently providing

unique information that is critical for understanding of the

aggregation phenomenon.

9.2.2. Direct Monitoring of Protein Aggregation

and Amyloidosis with Mass Spectrometry

It is not unusual to see soluble protein oligomers in ESI MS,

especially if the measurements are carried out at elevated

protein concentrations, and it is not uncommon to hear an

argument that these species may represent the early stages

of protein aggregation. However, this point of view is not

universally accepted and, in fact, these oligomeric species

are frequently viewed as nonspecific byproducts of the ESI

process. Regardless of the origins of these species, even

when the initial steps of the aggregation process can be

observed directly using ESI MS (70), monitoring the prog-

ress of aggregation is far from straightforward.

Miranker and co-workers (71) designed a method to

monitor fibrillogenesis in a quantitative fashion and applied

it to characterize the aggregation of islet amyloid polypep-

tide (IAPP), an amyloidogenic peptide. This approach,

based on ESI, is complementary to existing assays of fibril

formation as it directly monitors the population of precursor

rather than product molecules. Fiber formation is monitored

in two modes: a quenched mode in which fibril formation is

halted by dilution into denaturant, and a real-time mode in

which fibril formation is conducted within the capillary of

the ESI source. The fibrillar IAPP does not compromise

the ionization of the monomeric form of the peptide.

Figure 9.8. Illustration of a combined energy landscape for protein folding and aggregation. (a) the

surface illustrates the roughness of the protein energy landscape, showing the multitude of

conformational states available to a polypeptide chain. While rather simple folding funnels (light

gray) can describe the conformational search of a single polypeptide chain to a functional monomer,

intermolecular protein association dramatically increases ruggedness (dark gray). (b) proposed

pathways linking the conformational states shown in (a) populated on the combined folding and

aggregation energy landscape. [Adapted from (69). Copyright � 2008 with permission from

Elsevier.]
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Furthermore, under mild ionization conditions, fibrillar

IAPP does not dissociate and subsequently contribute to

the monomeric signal. Quantitation was made possible

through the introduction of an internal standard, IAPP from

another animal species. The standard (rat IAPP) is struc-

turally close to human IAPP, so that the ionization efficien-

cies of the two peptides are identical. At the same time, the

masses of the two peptides are slightly different, so that they

do not interfere with each other in the ESI mass spectrum.

When applied to IAPP fibrillogenesis, the technique re-

vealed that precursor consumption in seeded reactions obeys

first-order kinetics, while a consistent level of monomer

persists in both seeded and unseeded experiments after fibril

formation is complete (71).

Another MS based procedure to monitor conformational

changes that precede the formation of fibrils was developed

by Serrano and co-workers (72), who tracked aggregation of

a model protein ADA2h (activation domain of human pro-

carboxypeptidase A2) by monitoring the disappearance of

protein monomers and generation of resistance to proteol-

ysis. Limited proteolysis of amyloid fibrils monitored by

MS was also employed by Pucci and co-workers (73), who

studied the structural determinants of amyloid nucleation.

Seven proteases, with different degrees of specificity, were

used to map solvent-exposed regions within the native,

ligand-bound and amyloidogenic states of muscle acylpho-

sphatase (AcP), a protein that forms amyloid fibrils in the

presence of TFE. The results of this study suggest that a

considerable degree of solvent exposure is an important

structural feature that initiates the protein aggregation pro-

cess (73). Limited proteolysis monitored by MALDI or ESI

MS has been used to characterize the structure of amyloid

fibrils in a number of other studies (74,75). Monitoring the

rate of disappearance of protein monomers with ESI MS as a

means of evaluating aggregation kinetics was employed

more recently by Grubm€uller and co-workers (76) for

insulin, and Andrisano and co-workers (77) for Ab(1--42)
peptide. The authors of the latter work also noted the

presence of low molecular weight aggregates in MALDI

MS, which were suggested to represent early aggregation

nuclei; however, the relevance of such species to the

aggregation process remains unclear. A very interesting

example of monitoring early oligomers of amyloidogenic

b2-microglobulin with ESI MS was presented by Radford

and co-workers (78), who were able to detect and identify

transient aggregation, highlighting the unique capability of

this technique to characterize individual species formed

early during amyloid assembly.

In the biopharmaceutical sector, progression of protein

aggregation is commonly probed with SEC, (discussed in

Section 2.5.4). While SEC, in many cases, allows various

low molecular weight oligomers to be resolved, or at least

their heterogeneity to be visualized, it cannot identify

these species without input from other techniques. Mass

spectrometry (ESI MS in particular) has been used in the

past as a means of identifying SEC fractionated molecules,

and has even been incorporated into an online SEC--MS

scheme (79), although its applications are limited mostly

to synthetic polymer analysis. Recently, Heck and co-

workers (80) used off-line mass spectrometric analysis of

SEC fractions of acid-stressed monoclonal antibody (IgG)

to characterize intact soluble oligomers. Oligomer fractions

were isolated and dialyzed against ammonium acetate, pH

6.0, followed by ESI MS analysis, which identified several

low molecular weight aggregates (up to tetramers). While

ESI MS was shown to leave the IgG oligomers largely

intact, some dissociation was noticeable within the collected

fractions prior to MS analysis (80). Recently we used a

similar approach to characterize soluble aggregates of re-

combinant antithrombin III (AT-III) formed under heat-

stress conditions (81). To reduce the possibility of post-

SEC alteration of fraction composition observed in (80), ESI

MS measurements were carried out directly on SEC frac-

tions without any postcolumn processing. The resulting

mass spectra of SEC fractions are apparently unaffected

by oligomer dissociation, and allow the fractions to be easily

identified up to tetramers (Fig. 9.9). The presence of mul-

tiple oligomeric species in higher fractions, as well as

structural heterogeneity of AT-III, makes their confident

identification difficult, although it might be possible that

this problem will be resolved in the future using the

complexity reduction techniques (82) discussed in Chapter

4, as well as later in Section 9.3.

A very interesting question that arises in connection with

the SEC chromatogram shown in Figure 9.9 is how the

abundance of individual oligomers correlates with the ionic

signal intensity of such species in ESI MS. Conventional

wisdom (to which the authors of this book subscribed until

very recently) holds that ESI MS always introduces a bias

against higher molecular weight proteins. Therefore, any

attempt to study the composition of a mixture of soluble

oligomers would inevitably exaggerate the contribution of

monomers and diminish that of higher oligomers. A quick

comparison of the ESI mass spectrum of unfractionated

heat-stressed AT-III (Fig. 9.10) and its SEC chromatogram

seem to confirm this suspicion. However, we need to keep in

mind that the SEC data reflects mass concentration of

oligomers (as it relies on UV detection), while ESI MS

reflects molar concentration (with a single ion producing a

single count regardless of its size). In other words, in the

absence of any biases, a tetramer molecule would generate

four times the signal of the monomer in SEC, while a

tetramer ion will generate the same signal as a monomer

ion in ESI MS. Once this correction is made, the distribution

of oligomeric ions in ESI MS (inset in Fig. 9.10) shows

remarkable similarity to the distribution of oligomers pro-

vided by SEC (Gaussian peaks in Fig. 9.9). Therefore, it

appears that, at least in some cases, ESI MS can be applied
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directly to monitor the distribution of soluble aggregates in

protein solutions.

While the ability to bypass the separation step discussed

in the preceding paragraph does not offer any significant

advantages when analyzing static samples, it may become

critically important in the analysis of oligomers that become

populated transiently during the aggregation process and,

therefore, may easily evade detection by SEC. This is best

illustrated by the results of our recent studies of heat-

induced aggregation of several biopharmaceutical products,

where a temperature-controlled ESI source was used as an

alternative to accelerated stability studies (83). In this work,

a protein solution was heated at a fixed temperature (con-

trolled to within � 2�C) for a fixed period of time (ranging

from tens of seconds to several minutes) inside the ESI

capillary of a mass spectrometer. Minimization of heat

loss during the final stages of the ESI process allowed

both conformational changes and oligomer formation to be

monitored simultaneously as a function of solution temper-

ature and the duration of heat exposure.

We used this approach to monitor heat-induced aggre-

gation of the 63 kDa glycoprotein human glucocebrosidase

(GCase), a biopharmaceutical product that is used to treat

Gaucher’s disease. Although heat stress is frequently used to

test the stability of protein drugs, classical biophysical

techniques that are commonly employed to detect the onset

of destabilization in response to elevated temperature do not

provide detailed description of this process at the molecular

level. For example, the DSC profile of GCase shows a

transition at 49�C, and the shape of the peak suggests that

the transition is irreversible. Beyond that, it reveals very

little about the nature of the underlying processes. On the

other hand, examination of the behavior of heat-stressed

GCase with temperature-controlled ESI MS (Fig. 9.11)

provides very rich information content (83). Indeed, not

only does it allow the onset of aggregation to be detected,
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Figure 9.9. SEC and ESI MS analysis of soluble aggregates of AT-III produced by heat stress.

The chromatograms in (a) show SEC profiles of stressed (top) and untreated (bottom) samples. The

chromatogram of the stressed sample was fitted with several Gaussian curves, which were then

used to determine optimal fraction collection times. The ESI MS analysis of each fraction’s content

(b) allowed the identities of soluble oligomers to be established up to a tetramer. [Data courtesy of

Guanbo Wang (UMass-Amherst).]
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but also yields detailed information regarding specific

molecular events that accompany this transition. While

changes in the extent of multiple charging of protein ions

are relatively minor in the 25--46�C range, further increase

of the protein solution temperature clearly leads to a large-

scale loss of structure, as evidenced by dramatic changes in

the protein ion charge-state distribution (i.e., appearance of

the high charge-density protein ion peaks centered around

charge state 27þ in Fig. 9.11). This loss of structure at the

level of GCase monomers coincides with the onset of GCase

oligomerization. Although the extent of oligomerization

observed at 50�C is relatively modest, further temperature

increase results in progressive growth of their sizes and

abundance. Thus, temperature-controlled ESI MS provides

a unique ability to monitor the emergence and evolution

of soluble protein oligomers, which are likely to play

important roles in aggregation. Importantly, the duration

of the heat stress in these experiments can be easily changed

simply by varying the protein solution flow rate, thereby

allowing time-resolved studies of aggregation processes to

be carried out (83).

Detailed analysis of GCase behavior as a function of both

solution temperature and heat exposure time suggests that

protein unfolding is the initial step leading to large-scale

oligomerization of heat-stressed GCase, that is, unfolded

monomers are obligatory intermediates en route to aggre-

gation of this protein (83). Intriguingly, this is not a general

rule; in fact, heat-induced aggregation of some proteins

appears to be triggered by relatively small-scale conforma-

tional transitions that do not result in a global loss of

structure. An example of such behavior revealed by tem-

perature-controlled ESI MS measurements is shown

in Figure 9.12, where behavior of AT-III was tracked by

DSC and ESI MS over a broad temperature range (84).

No large-scale unfolding is observed in ESI mass spectra at

or even above 56�C (the transition temperature deduced

from DSC measurements). However, one can clearly see

relatively small changes in the average charge of ions

representing compact AT-III species in solution. As already

seen in Section 5.1, such changes might be indicative of

small-scale conformational transitions that do not result in

significant loss of higher order structure. Plotting the aver-

age charge of AT-III ions as a function of temperature gives

a sigmoidal curve with a midpoint at 55.5�C (Fig. 9.12),

which is within the experimental error of the DSC transi-

tion! Importantly, the appearance of soluble oligomers in the

ESI mass spectra can also be seen at 55�C and higher

(Fig. 9.12), further validating the notion of a small-scale

conformational transition in AT-III as an event triggering

aggregation (84).

9.2.3. Structure of Protein Aggregates, Amyloids,

and Pre-Amyloid States

Several research groups have used HDX MS to probe the

stability and structure of various amyloid formations, as

well as pre-amyloid protein states. In a typical experiment,

amide protection patterns are acquired for the free protein in

solution, and also in the amyloid form. A comparison of the

two exchange patterns often provides valuable information

on the structural changes that accompany amyloid forma-

tion (85,86). Robinson and co-workers (70) employed HDX

MS to monitor the backbone protection of insulin molecules

within relatively small aggregates in an oligomer-specific

fashion. The ESI mass spectra were obtained from solutions

of insulin at millimolar concentrations at pH 2.0, conditions

known to promote insulin aggregation. Clusters containing

up to 12 insulin molecules could be detected in the gas
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Figure 9.10. The ESI MS of unfractioned soluble aggregates of AT-III produced by heat stress. The
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tration (i.e., the total ionic abundance of each oligomer was multiplied by the number of monomeric

units n). [Data courtesy of Guanbo Wang (UMass-Amherst).]
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phase. The HDX MS measurements showed that in solution

these higher oligomers are in rapid equilibrium with mo-

nomeric insulin. At elevated temperatures, under conditions

where insulin rapidly forms amyloid fibrils, the concentra-

tion of soluble higher oligomers was found to decrease with

time yielding insoluble, high molecular weight aggregates,

and then fibrils (70). Further studies of insulin aggregation

by the Robinson group utilized a combination of HDX and

peptic digestion (performed after quenching the exchange)

to obtain site-specific information on amide protection

within insulin molecules derived from the fibers (87).

Nazarbal et al. (88) used HDX MS to study the confor-

mational transition occurring upon amyloid aggregation of the

prion protein HET-s, an infectious element of the filamentous

fungus Podospora anserina. The HET-s prion protein is a

289 amino acid residue protein that aggregates into amyloid

fibers in vitro. Such fibers produced in vitro are infectious,

indicating that the HET-s prion can propagate as a self-

perpetuating amyloid aggregate of the HET-s protein. The

HDX of the soluble form of HET-s monitored using MALDI

MS revealed that the C-terminal region of the protein

(240--289) exhibits a high solvent accessibility. However,

solvent accessibility is drastically reduced in this region in

the amyloid form of the protein. The HDX pattern in the

N-terminal part of the protein [residues (1--220)] is not signi-

ficantly affected by protein aggregation, suggesting that ag-

gregation of HET-s involves a conformational transition only

in the C-terminal part of the protein (88).

Lansbury and co-workers (89) used HDX MS to char-

acterize the secondary structure of protofibrils, heteroge-

neous transient structures observed during the in vitro

formation of mature amyloid fibrils, which have been

implicated as the toxic species responsible for cell dysfunc-

tion and neuronal loss in Alzheimer’s disease. Populations

of protofibrils of different sizes were isolated chromato-

graphically from amyloid assembly reactions of amyloid

peptide Ab (1--40). Hydrogen--deuterium exchange MS was

shown to be able to distinguish among unstructured mono-

mer, protofibrils, and fibrils based on their different amide

protection patterns. About 40% of the backbone amides of

Ab (1--40) protofibrils were highly resistant to exchange

even after 2 days of incubation in aqueous deuterated buffer,

implying a very stable core structure. This is in contrast to

the mature amyloid fibrils, whose equally stable structure

protects �60% of the backbone amide hydrogen atoms over

the same time period. A surprising degree of specificity was

observed in amyloid assembly, with the wild-type Ab
(1--40) being preferentially excluded from both protofibrils

and fibrils grown from an equimolar mixture of wild-type

and mutant peptides (89).

Aggregation properties of Ab (1--40) were also studied by
Fernandez and co-workers (90), who used HDX followed by

the proteolytic (peptic) digest of Ab (1--40) carried out under
slow-exchange conditions to probe the structure of amyloid

fibrils. These experiments revealed differential local protec-

tion patterns within Ab (1--40), with the N-terminus
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[residues (1--4)] being completely unprotected, the C-termi-

nal segment exhibiting intermediate levels of protection, and

the fragment containing residues (5--19) of the peptide

exhibiting very high protection in the fibril-containing sam-

ples (90). More recent studies by the same group focused on

measuring the peptide level solvent accessibility of multiple

aggregated states of this polypeptide using HDX MS. Con-

sistent with earlier results, a gradual reduction in solvent

accessibility was observed, spreading from the C- to the

N-terminal region with ever more aggregated states of Ab
(1--40). The protection was observed to begin with reporter

peptides (20--34) and (35--40) in low molecular weight

oligomers found in fresh samples, culminating with increas-

ing solvent protection of reporter peptide (1--16) in long

time-aged fibrillar species (91,92). A very interesting report

was published recently by Robinson and co-workers (93),

who used HDX MS to demonstrate that the Ab molecules

comprising the fibril continuously dissociate and reassoci-

ate, a phenomenon that was termed molecular recycling.

Importantly, the recycling was found to occur on biologi-

cally relevant time scales, which obviously has important

implications for understanding the role of Ab amyloid fibrils

in neurotoxicity.

Prion protein (PrP) is another paradigmatic amyloid-

forming polypeptide, which has gained a great deal of

notoriety due to its intimate involvement in the etiology of

the “mad cow” disease, transmissible spongiform encepalo-

pathy. Surewicz and co-workers (94) used HDX MS to

examine the structure of amyloid fibrils formed by the

recombinant human PrP segment (90--231), a misfolded

form that was reported to be infectious in mice overexpres-

sing normal PrP. Analysis of the HDX pattern allowed the

hydrogen-bonded b-sheet core of PrP amyloid to be local-

ized to the C-terminal region, which in the native structure

of PrP monomer corresponds to two a-helices connected by
a loop. At the same time, no extensive hydrogen bonding

(i.e., no significant protection of backbone amide hydrogen

atoms) was detected in the N-terminal part of PrP (90--231)

fibrils, arguing against the involvement of residues in this

region in stable b-structure, and providing long-sought

experimentally derived constraints for high-resolution struc-

tural models of PrP amyloid fibrils (94). More recently, the

structure of PrP fibrils was re-evaluated by Woods and co-

workers (95), who used HDX MS to examine behavior of a

shorter PrP segment (89--143) bearing a mutation, P101L,

implicated in familial prion disease. Two segment of the

polypeptide sequence were found to exhibit anomalously

high protection in the fibrillar form of PrP (89--143, P101L),

indicating their involvement in the fibril core (95).

Finally, a truly amazing example of using HDX MS to

obtain fine structural details of amyloid formations was

presented by Englander and co-workers (96), who used

unprotected and protected backbone amide hydrogen atoms

to define the order--disorder boundaries in a-synuclein

aggregates at spatial resolution close to the single amino

acid level. Soluble a-synuclein monomers underwent HDX

at random coil rates, consistent with the notion of it being an

intrinsically disordered protein. However, once this protein

was assembled to form amyloids, long N- and C-terminal

segments remained unprotected (although the N-terminal

segment showed some heterogeneity). A continuous

middle segment was found to be strongly protected against

exchange, a clear sign of a stable hydrogen-bonded cross-b
structure. These results suggested that a-synuclein adopts a

chain fold similar to that of Ab (96).

In Chapter 5, we saw that the top-down approach to

deducing local protection patterns from HDX MS measure-

ments frequently offers significant advantages over the

classical bottom-up scheme. Top-down HDX MS was first

utilized in the studies of amyloid-forming proteins by Kraus

et al., (97), who used this technique to investigate the

behavior of synthetic b-amyloid peptides. In contrast to the

C-terminally truncated peptides Ab (1--40) and Ab (1--36)

showing lack of protection, Ab (1--42) and the pyroglutamyl

peptide pAb (3--42) exhibited more complex exchange

patterns resulting from the formation of b-sheet structured
oligomers with 18--20 highly protected amides. Peptide ion

fragmentation in the gas phase indicated that the protected

region of Ab (1--42) is located in the central part of the

chain [residues (8--23)], confirming the importance of the

hydrophobic-binding domain LVFFA for Ab aggrega-

tion (97). Note that the experimental scheme implemented

by Kraus et al. (97) did not utilize tandem capabilities of MS

(peptide ion fragmentation was carried out in the ionization

source prior to mass selection). In Section 5.4.2, we saw

that utilization of the MS/MS capability in HDX MS work

allows higher order structure and dynamics to be charac-

terized in a conformer-specific fashion (e.g., see Fig. 5.23).

In a very exciting recent development, Konermann and co-

workers (98) were able to exploit this unique advantage of

top-down HDX MS to carry out conformer-specific HDX

analysis of Ab (1--42) oligomers. In this work, intact ions

exhibiting specific mass shifts (reflecting the extent of

deuterium incorporation) were selected in the gas phase,

followed by ECD. Masses of the resulting fragment ions

allowed the hydrogen-bonding pattern to be determined in a

conformer-specific and spatially resolved fashion, highlight-

ing the similarities between oligomers and mature amyloid

fibrils vis-�a-vis backbone organization (98). Importantly, the

spatial resolution obtained with the top-down HDX MS

approach exceeded that of earlier studies of Ab conforma-

tion and dynamics that relied on the classical bottom-up

scheme (see above).

Among other exciting recent developments, we should

mention work reported by Robinson and co-workers (99),

who employed a pulsed-labeling approach (Fig. 9.13) to

characterize aggregation of an SH3 domain of the a-subunit
of bovine phosphatidylinositol-30-kinase (PI3-SH3), a pro-
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tein that aggregates to form well-characterized fibrils under

acidic conditions in vitro (99). Pulsed-labeling HDX MS

experiments were carried out under two different condi-

tions, both ultimately leading to well-defined amyloid fi-

brils. Under one condition (pH 2.0, Fig. 9.13d), the

intermediates appear to be largely amorphous in nature,

whereas under the other condition (pH 1.5, Fig. 9.13e)

protofibrillar species are clearly evident. Under the amor-

phous conditions, only species having no protection against

hydrogen exchange could be detected in addition to the

mature fibrils that show a high degree of protection. By

contrast, under protofibril formation conditions, HDX MS

reveals that multiple species are present with different

degrees of hydrogen-exchange protection (Fig. 9.13e), in-

dicating that aggregation occurs initially through relatively

disordered species that subsequently evolve to form ordered

aggregates, which in turn eventually lead to amyloid fibrils.

Subsequent analysis with NMR provided residue-specific

information on the structural reorganizations taking place

during aggregation (99), a step that might be replaced in the

future with HDX MS/MS measurements discussed in the

preceding paragraph.

Other recent examples of using HDX MS to probe con-

formation and dynamics of amyloidogenic or aggregation-

prone proteins, under conditions that attenuate the rate of

aggregation,were reported byAshcroft and co-workers (100),

who studied the stabilizing influence of major histocompat-

ibility complex 1 on b2-microglobulin (100); and Fernandez

and co-workers (101), who studied the effect of repeated

free--thaw cycles on protein stability and aggregation. An

interested reader is referred to several excellent reviews on

various aspects of usingHDXMS technology to study protein

aggregation processes (85,86,102).

AlthoughHDXMSappears thus far to be themost popular

MS based method to study protein aggregation processes,

several interesting studies have been published that utilize

other methods, such as chemical labeling and cross-linking.

For example, Egnaczyk et al. (103) used photoaffinity cross-
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Figure 9.13. Schematic description of the pulse-labeling HDX exchange experiment to study

protein aggregation. (a) The experiment starts by incubating soluble protein under aggregation

conditions in a deuterium based buffer. After a variable aggregation time, Dtagg, labeling takes place
for a fixed period, Dtlabel, using protonated aggregation buffer. The magnitude of Dtlabel is chosen so
that only unprotected amide deuterons will exchange significantly with the solvent. After the labeling

pulse, freeze-drying is used to quench exchange. Different samples are prepared at defined Dtagg
values, which are later solubilized into monomers by transfer to a DMSO solution and analyzed by

NMR and ESI MS. The figure illustrates hypothetical scenarios when the protein is left to aggregate

for a short Dtagg (b) and a long Dtagg (c). (d) The HDX MS (6þ charge state) for PI3-SH3 pulse-

labeled samples prepared under amorphous conditions. The spectra show the relative populations of

Smon-Uagg and Fagg at the indicated Dtagg times. Peak intensities are normalized to the overall species

population. (e) The HDX MS (6þ charge state) for PI3-SH3 pulse-labeled samples prepared under

protofibril formation conditions. The spectra show the relative populations of Dagg, Oagg, and Fagg at

the indicated Dtagg times. Peak intensities are normalized to the overall species population.

[Reprinted with permission from (98).]
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linking to determine structural constraints for Ab monomer

arrangement within amyloid fibrils. A photoreactive Ab
(1--40) was synthesized by substituting Phe at position 4

with L-p-benzoyl-phenylalanine (Bpa), and then incorporat-

ed into synthetic amyloid fibrils, followed by UV irradiation

of the peptide aggregate. SDS--PAGE of dissolved fibrils

revealed the light-dependent formation of a covalent Ab
dimer. The MS analysis of the products of enzymatic cleav-

age of the dimers suggestsed that Bpa4 was covalently

attached to the C-terminal segment of a b-amyloid peptide

(tryptic fragment (29--40)). The MS/MS experiments and

further chemical modifications of the cross-linked dimer

allowed the precise location of the chemical modification

to be established as the side chain of Met35. The Bpa4 !
Met35 intermolecular cross-link is consistent with an anti-

parallel alignment of b-amyloid peptides within the amyloid

fibrils (103).

A very useful method for characterizing oligomeric

species that has seen a surge in popularity in recent years

is photoinduced cross-linking of unmodified proteins, PI-

CUP (104). The photochemistry of PICUP is based on

photooxidation of Ru2þ in a tris(bipyridyl)Ru(II) complex

([Ru(bpy)3]
2þ, a commercially available chemical used in a

variety of photochemical reactions) to Ru3þ by irradiation

with visible light in the presence of an electron acceptor.

Giese and co-workers (105) used PICUP as a means of

stabilizing transient oligomers of PrP (see above) for sub-

sequent MS analysis. The degree of cross-linking within PrP

aggregates was adjustable using varying light intensities.

Specific intermolecular cross-linking of scrapie-form prion

protein (PrPSc) molecules was achieved even in crude brain

homogenate. Functional studies showed that stabilized ag-

gregates of PrP did not lose their capacity to induce further

protein aggregation and cross-linking of PrPSc did not alter

significantly the level of infectivity, indicating that photo-

induced covalent linkage of PrPSc does not destroy surfaces

important for prion propagation (105). Another recent ex-

ample of using PICUP in conjunction with MS detection

was reported by Teplow and co-workers (106), who used it

to study structural and assembly dynamics of Ab protein. In

this work, PICUP was used in combination with scanning

amino acid substitution (by replacing various residues with

tyrosine, a PICUP reactive amino acid) as a method for

quantitative determination of Ab oligomerization, an ap-

proach dubbed scanning PICUP. In contradiction to the

conclusions of the HDX MS work discussed earlier in this

section, it was determined that the N-terminus is not a

benign peptide segment; instead, the Ab conformational

dynamics and assembly appeared to be affected significantly

by the competition between the N- and C- termini to form a

stable complex with the central hydrophobic cluster (106).

The use of bifunctional cross-linkers in studies of protein

aggregation and amyloidogenesis is exemplified by work

reported by Requena and co-workers (107), who used BS3

(see Table 4.2) to gain structural information on PrP purified

from the brains of rodents infected with scrapie. The cross-

linking reaction yielded dimers, trimers, and higher-order

oligomers that were separated by SDS--PAGE. In gel

digestion, followed by MS analysis, enabled identification

of the interchain pairing that was consistent with an existing

model of PrP based on electron crystallographic data

(Fig. 9.14). Chemical labeling has also been shown to be

a useful tool in providing structural information that can be

utilized to generate models of various pre-amyloid inter-

mediate states. For example, Vachet and co-workers (108)

successfully used selective chemical labeling to generate

models of dimeric (108) and tetrameric (109) intermediates

of b2-microglobulin populated en route to its in vitro

aggregation. Selective chemical labeling has also been used

by Good and co-workers (92) in kinetic studies of Ab
aggregation by following the time course of alkylation of

lysine residues (92).

This section would be incomplete without mentioning

IM--MS-based approaches to study behavior of protein

aggregates. We already saw in Section 4.1.5 that even

though structural changes in protein assemblies upon their

transition from solution to the gas phase are inevitable,

information deduced from measuring their collisional

cross-sections in the gas phase is nonetheless useful,

and can be related to the solution-phase structures. This

is particularly true in the studies of protein aggregation,

where dramatic structural differences among various

types of aggregates should lead to significant variations

of collisional cross-sections (Fig. 9.15). IM--MS has been

successfully used to study Ab (1--42) monomer and its

early aggregation states (111–113), as well as to elucidate

the self-assembly mechanism of short fragments of

amyloidogenic peptides, where unambiguous evidence

was provided for structural transitions leading to fibril

formation (110).

9.3. THE MANY FACES OF COMPLEXITY: MASS
SPECTROMETRY AND THE PROBLEM OF

STRUCTURAL HETEROGENEITY

One of the peculiar features of the aggregation processes

discussed in Section 9.2 that makes them so difficult to study

is the enormous heterogeneity of the repertoire of species

that become populated at its various stages. This heteroge-

neity is displayed at two levels: size heterogeneity (due to

a varying number of monomers comprising individual

oligomers) and conformational heterogeneity. Another type

of heterogeneity that is frequently encountered in proteins

is structural heterogeneity caused by post-translational mod-

ifications (PTMs). Nonenzymatic PTMs that accumulate

as a result of protein aging or stress-related degradation

are obviously random, but even biologically relevant
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Figure 9.14. The MALDI TOF mass spectra of tryptic digests of the cross-linked dimer (a),

monomer (b) and control deglycosylated PrP variant (c) obtained from bands excised from gels. The

diagram in (d ) shows compatibility of the detected Gly90--Gly90 cross-link with the model of the

core of PrP based on vertical stacking of b-helices along the fiber axis. [Adapted with permission

from (107). Copyright � 2005 American Chemical Society.]
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enzymatic PTMs do not have the same level of precise control

that makes the process of translation from genetic material so

perfectly reproducible, and the end-products of polypeptide

chain expression so homogeneous. Glycosylation is one

particular form of enzymatic PTMs that is ubiquitous in

higher organisms (also see Chapter 8). Structural heteroge-

neity exhibited by glycoproteins depends on the extent of

glycosylation: Typically, even dealing with large proteins

>100 kDa having <5% total carbohydrate content (by mass)

is not problematic, while glycosylation levels exceeding 10%

of the total protein mass poses serious problems.

Unfortunately, glycoproteins with carbohydrate content

exceeding 10% of the total protein mass are not that

uncommon in mammals; even higher extents of glycosyl-

ation are frequently seen in biopharmaceutical products.

This poses a formidable challenge to MS based studies of

higher order structure, dynamics, and interactions of such

systems, which can be best appreciated in Figure 9.16.
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Figure 9.15. (a) Proposed processes during the soluble stage of peptide self-assembly in amyloid

formation. Monomers self-assemble into mature, insoluble b-sheet fibrils through an intermediate

phase of soluble oligomers. A pronounced transition of soluble oligomers from globular conforma-

tions into b-strand structures occurs during this phase. (b) Self-assembly starts at the folded

monomer (left) and proceeds to soluble peptide assemblies of increasing mass (right). Soluble

peptide oligomers with identical mass (i.e., number of monomer units n) can assume different

conformations, such as globular (bottom row) or b-strand conformations (top row) with different

collision cross-sections. Successively mass-extracting a specific aggregation state from the solution-

phase distribution and subsequent determination of its collisional cross-section reveals the self-

assembly pathway that occurred in solution (see large arrow). [Adapted from (110).]
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This figure presents the results of studies carried out in our

laboratory over 6 years ago with a candidate protein ther-

apeutic designed to bind interleukin 1b in plasma (we refer

to this protein as ILBP). In addition to a significant size

(nearly 300 kDa), this protein has very high carbohydrate

content (>20% by weight), which inevitably leads to a very

convoluted appearance of the ESI mass spectrum (black

trace in Fig. 9.16). In fact, the charge-state distribution of

ILBP is totally unresolved, and it is impossible to determine

the protein mass based on these measurements. Some

features of the mass spectrum may suggest that a fraction

of the protein fails to fold to a native conformation (leading

to appearance of higher charge density ions at m/z

2000--4000), while folded molecules have a tendency to

oligomerize (leading to appearance of ions at m/z > 9000).
Furthermore, addition of the target ligand (IL1b) to the

ILBP solution (gray trace in Fig. 9.16) results in subtle, but

noticeable changes in the mass spectrum that could be

interpreted as being the result of ILBP--IL1b binding.

Nothing, however, could be said with certainty, and inter-

pretation of the MS data is clearly speculative.

This example highlights the challenges that the research-

er faces when working with highly heterogeneous systems.

It is hardly surprising that such objects have not been among

the most popular targets of MS studies aimed at under-

standing their conformational properties and interactions

with physiological partners and therapeutic targets. Had the

Editor insisted that a section on such systems be included in

the previous edition of the book 7 years ago, it would

probably contain a single sentence: This page was inten-

tionally left blank. This situation is, however, changing very

rapidly; a welcome change fueled in part by researchers’

curiosity, and in large part by the growing demand in the

biotechnology sector to develop robust analytical methods

capable of dealing with highly heterogeneous systems. We

already discussed in Section 4.1.2 a suite of methods

designed to facilitate the analysis of native ESI MS data

on glycoprotein assemblies. A combination of complexity

reduction (by mass selecting a narrow fraction of glyco-

protein ions) and gas-phase chemistry (charge reduction via

electron transfer) was shown to be particularly useful in

dealing with such systems (82). This same approach was

also used successfully to study binding of highly glycosy-

lated proteins to their physiological targets, (e.g., hemoglo-

bin sequestration by haptoglobin) (82).

This approach can be used not only to study interactions

within highly heterogeneous systems, which would be

extremely helpful in trying to interpret the data shown in

Fig. 9.16, but also to characterize their conformational

properties. This is illustrated in Figures 9.17 and 9.18, which

show the results of recent work carried out in our labora-

tory (114), with the goal of understanding properties of

PEGylated interferon b1a (PEG--IFN). We have already

looked at various aspects of interferon b1a structure and

behavior under a variety of conditions in Chapters 5 and 7.

PEGylation of this protein drug is intended to increase its
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Figure 9.16. Electrospray ionization mass spectra of a highly glycosylated 270 kDa fusion protein

ILBP (interleukin binding protein) with a total carbohydrate content exceeding 20% by weight

(gray trace) and ILBP mixture with excess of interleukin 1b (IL1b), its intended target (black trace).
Both spectra were acquired under near-native conditions. [Data courtesy of Dr. Joshua K. Hoerner,

presently at Schering-Plough).]
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circulation lifetime without altering its conformation which,

as seen in Chapter 7, is absolutely critical for binding to its

physiological receptors. While conformational integrity of

interferon b1a covalently modified with small functionali-

ties is easy to evaluate by monitoring ionic charge-state

distributions in ESI MS (see, e.g., mass spectra of the intact

and NEM-modified proteins in Fig. 5.2), ESI MS data of

PEG--IFN are not so easy to interpret. Despite the relatively

modest molecular weight of the conjugate (� 45 kDa for the

mono-PEGylated product), the polydispersity exhibited by

the 20-kDa PEG chain gives the ESI mass spectrum of PEG-

IFN a very convoluted appearance (gray trace in Fig. 9.17).

Apparent overlapping of ionic peaks representing different

charge states, and different lengths of PEG chains, results in

a totally unresolved spectrum; however, selecting precursor

ions within a narrow m/z window followed by partial

reduction of their charge induced by electron transfer (black

trace and inset in Fig. 9.17) allows the average mass of

PEG--IFN to be measured with great confidence.

Once the average protein mass is known, charge dis-

tributions can be plotted for PEG--IFN ions in ESI mass

spectra acquired under near-native and denaturing condi-

tions, which are essentially inverted mass spectra (Fig. 9.18).

The difference between these distributions and the ones we

dealt with in Chapter 5 (e.g., see Fig. 5.3) is their non-

discrete character. However, these continuous distributions

can be processed in much the same way as discussed in

Section 5.1, when presenting the deconvolution approach to

analyzing conformational dynamics of small homogeneous

proteins (115,116). In fact, only a single Gaussian curve is

needed to fit the profile of PEG--IFN ions in the mass

spectrum acquired under native conditions (black trace and

light gray curve in Fig. 9.18b). As Houde et al. (117)

demonstrated recently using HDX MS, the protein core in

PEG--IFN remains intact; therefore, the Gaussian curve that

fits the “native” PEG--IFN charge-state distribution can be

assigned as a basis function representing a stable protein

core and a floppy polymer chain. If we use this curve as a

fixed basis function, only one additional curve was needed

to generate a good fit of experimental data for the denatured

PEG--IFN charge-state distribution (darker gray trace in

Fig. 9.18b). This curve represents the contribution of less

structured protein--polymer conjugates to the overall ionic

signal. Interestingly, deconvolution of the charge-state dis-

tribution of intact interferon b1a under the same conditions

also requires only two basis functions, representing a highly

structured native conformation and a less structured state.

The presence of PEG chains does not appear to introduce

any additional states under either near-native or denaturing

conditions, suggesting a fairly benign role played by the

polymer chain in modulating protein structure (114). What

is perhaps most remarkable, is the wealth of information that

can be deduced from the seemingly uninterpretable MS data

shown in Fig. 9.18!

This section would be incomplete without mentioning

the great potential of ion mobility MS as a means of dealing

with highly heterogeneous systems. While the majority of

current applications of this technique utilize its unique

capability to provide information on the geometry of mac-

romolecular ions in the gas phase, the potential utility of
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Figure 9.17. The ESI MS of polylethylene glycol (PEG)--IFN acquired under denaturing conditions

(gray trace) and the result of charge reduction within a narrow selection of conjugate ions induced by

electron transfer (black trace). The inset shows an expanded view of two products of the charge

reduction process, which allow the average mass of the protein--polymer conjugate to be assigned as

45.6 kDa. [Data courtesy of Dr. Rinat R. Abzalimov (UMass-Amherst).]
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IM--MS as a means of reducing complexity of heteroge-

neous systems by providing an additional separation stage

prior to MS detection is frequently overlooked. The ability

of this technique to separate various isoforms of both

carbohydrates (118) and synthetic polymers (119) is well

documented, and in fact has already been used to facilitate

the analysis of the covalent structure of large glycopro-

teins (120) and protein--polymer conjugates (121). We

anticipate that continuous improvements of this technique

will make it an indispensable tool in the analysis of various

aspects of behavior of glycoproteins, protein--polymer con-

jugates, and perhaps even more complex systems, (e.g.,

functionalized nanoparticles).

9.4. HOW LARGE IS “TOO LARGE”? MASS
SPECTROMETRY IN CHARACTERIZATION

OF ORDEREDMACROMOLECULAR ASSEMBLIES

Although the examples of catastrophic protein aggregation

considered in Section 9.2 lead to pathological conditions

with grave physiological manifestations, controlled large-

scale protein association processes are crucial for normal

cell functioning. Understanding how the components of

sophisticated biological machinery work together is critical

not only for satisfying our curiosity by understanding

molecular mechanisms of various biological phenomena,

but also for a variety of practical applications, such as
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Figure 9.18. (a) The ESI mass spectra of PEG--IFN acquired under near-native (black trace) and

denaturing conditions (gray trace). (b) Continuous charge state distributions of PEG--IFN extracted

from the ESI MS data (a) using the mass information provided by charge reduction experiments

shown in Figure 9.17. The charge distribution of “native” PEG--IFN (black trace) fits to a single

Gaussian curve (light gray). Using this curve as a fixed basis function allows the charge distribution

of “denatured” PEG--IFN (gray trace) to be fitted using only one additional Gaussian curve, which is

assigned as a basis function representing less structured PEG--IFN molecules. [Data courtesy of

Dr. Rinat R. Abzalimov (UMass-Amherst).]
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designing new efficient therapeutic strategies to treat a range

of pathological conditions. Above and beyond protein--

protein interactions, a variety of other biopolymers partic-

ipate in forming critical nodes within the sophisticated

interactomes. In addition to protein--oligonucleotide binding

events playing obviously important roles at the terminal

points in such networks (e.g., gene expression), a range of

other interactions provide important mechanisms to trans-

mit, suppress or modify the signals both inside and outside

the cell, such as encounters involving noncoding ribonucleic

acid (RNA) (122,123) and glycosaminoglycans (124). Large

protein assemblies play a crucial role in cellular function. In

fact, each cellular protein emerges from a large assembly

upon its birth (ribosome) and enters another large assembly

at the end of its “life” (proteasome), while interacting (or

becoming a part of) a number of other assemblies in

between these two termini. In this section, instead of

following the entire cradle-to-grave pathway we will con-

sider how MS can help us to understand the functions of

biological machinery representing a few points on this

pathway, by providing a wealth of information on relevant

macromolecular assemblies.

9.4.1. Proteasomes

The proteasome is a large multiunit proteolytic machine that

is a key element of regulated degradation of various cellular

proteins, a process needed for maintaining cellular homeo-

stasis. We already briefly mentioned (Section 4.1.5) the

pioneering work by Loo et al. (125), who used ESI MS

with an ion mobility GEMMA device to characterize the

structure of a noncovalent 28-subunit complex representing

the 20S proteasome. The ESI MS measurements confirmed

both the stoichiometry and overall organization of this

gigantic complex by providing mass information on a single

a7 ring (192 kDa) and the intact a7b7b7a7 complex

(690 kDa). Importantly, the authors of this study were able

to see not only binding of a reversible inhibitor to the

proteasome, but also sequestration of multiple model sub-

strates by the inhibited proteasome (125).

Although the proteasome structure has been elucidated

by X-ray crystallography, it does not reveal the mechanisms

underlying substrate binding and translocation of polypep-

tide chains into the proteasome interior; even the number of

substrate molecules that are sequestered within the internal

cavities at any given time is unknown. To fill this gap,

Robinson and co-workers (126) applied both electron mi-

croscopy and MS/MS to obtain precise information regard-

ing the stoichiometry and localization of substrate proteins

within the proteasome chambers. The dissociation pattern of

this macromolecular assembly in MS/MS experiments

(Fig. 9.19) allowed the highest number of each substrate

molecule bound within the cavities to be established.

Remarkably, > 95% of all proteasome molecules contained

the maximum number of partially folded substrates.

A detailed analysis of the complex fragmentation pathways

allowed partitioning of different substrate proteins between

the central proteolytic chamber and the antechambers to be

established. An intriguing conclusion of this work was that

in addition to protein degradation, 20S proteasomes can also

act as a substrate storage facility prior to their degradation,

specifically in cases where translocation rates are slower

than proteolysis (126).

9.4.2. Ribosomes

Ribosomes are cellular components that execute the final

step in the gene expression pathway by catalyzing messen-

ger RNA (mRNA)-directed protein synthesis (127,128).

Elucidation of the mechanism of protein synthesis has

been a central problem in structural biology for several

decades. While the crystal structures of bacterial ribosomes

have been obtained (see (129) for a historical account),

many questions still remain as far as the functioning of this

formidable cellular apparatus in both prokaryotic and

eukaryotic organisms (130,131). The general features of

ribosomal structure and functional mechanism are con-

served in all cellular forms of life. Among all ribosomes,

the prokaryotic ones are the smallest (only 2.5MDa) and are

the best studied. They are on the order of 250A
�
and are

composed of two subunits, 30S and 50S (the latter about

twice the size of the former: Subunits are denoted by their

apparent sedimentation coefficient expressed in svedberg

units). The 30S subunit consists of a single RNA molecule

(16S rRNA), which is � 1500 nucleotides in length, and

single copies of each of � 20 different protein molecules

(Fig. 9.20). The 50S subunit consists of a large RNA

molecule (23S rRNA, which contains � 2900 nucleotides),

a smaller molecule of RNA (5S rRNA, � 120 nucleotides),

and � 30 different proteins (Fig. 9.20). Although their

architectural organization is very similar, eukaryotic ribo-

somes are larger compared to those of prokaryotic organ-

isms. Generally, they contain more components, and each

component’s size is larger than that of its prokaryotic

analogue; intact prokaryotic ribosome sediments at 70S.

The initial attempt to use MS as a structural tool in

the study of ribosomes was made by Robinson and co-

workers (134), who used nano-ESI to successfully transfer

an intact E. coli ribosome from solution to the gas phase

with consequent mass analysis of its constituents. Although

gas-phase dissociation of the intact ribosome could not be

avoided in this study, the partial disassembly processes were

remarkably selective, showing strong correlation with the

predicted features of ribosomal protein--protein and pro-

tein--RNA interactions. In addition, the observation of dis-

tinct peaks corresponding to individual protein components

in the ESI mass spectra provided an opportunity to probe the

conformational and dynamic properties of these proteins.
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Many of these proteins are known to be at least somewhat

unfolded when removed from the ribosome, and very little is

known about their dynamics within the context of the intact

particle. The HDX measurements carried out on 50S sub-

units indicated that many proteins are highly protected. For

example, a very high degree of protection was exhibited by

L11 protein, which is consistent with a highly folded

conformation assumed by this protein within the ribosome.

In fact, the extent of L11 protection was so high for a protein

of its size (14 kDa), that it matched the protection levels

characteristic of similarly sized proteins in crystals, rather

than in solution (134). Intriguingly, earlier NMR measure-

ments indicated that a C-terminal fragment of protein L11

(hosting the RNA binding domain) is significantly destabi-

lized in the absence of rRNA (135). The remarkable dif-

ference between the two states of L11 suggests that tight

packing within the intact ribosome restrains the structural

fluctuations of otherwise flexible segments of the pro-

tein (134). This initial study demonstrated the power of

ESI MS as a tool to probe not only the topological features

of ribosomal assemblies, but also the dynamic behavior of

its constituents within the context of the intact ribosomal

particle.

The absence of intact ions of the ribosome or either of its

subunits in the ESI spectra of E. coli ribosome (134) was

initially interpreted by many as a proof that such large

complexes cannot survive the transition from solution to the

gas phase. However, our earlier discussion in Section 4.1.4

of the relationship between a protein’s size and the number

of charges it accumulates in the gas phase offers a different

explanation. The number of charges expected to be accu-

mulated on an � 250 A
�
particle is not significant enough

to produce ions within the m/z range used in the initial

study (134). Spectacular advances made by both ESI and
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Figure 9.19. Schematic representation of the dissociation pattern of the host--guest complexes

during MS/MS. Fragmentation spectrum of the proteasome--cytochrome c (Cyt c) host--guest

complex is shown in (a) and with green fluorescent protein (GFP) in (b). Initially four Cyt c or

three GFP molecules bind within the proteasome. During the first dissociation step, the stripping of

one a-subunit exposes the substrate molecule within the antechamber and triggers its dissociation. In

the second dissociation step, an additional a-subunit is lost, either from the same ring or from the

opposing one. In the case that the a-subunit dissociates from the opposing ring, another substrate

molecule is exposed and released. The stripping of an additional a-subunit from the same ring will

not trigger further dissociation of substrate molecules. Inset: space-filling model of the proteasome

host--guest complexes. The substrates Cyt c (a) and GFP (b) are placed within the two antechambers

and the catalytic cavity to illustrate their fitting. For clarity, 50% of the proteasome complex was

removed to show the inner cavities. The substrates are shown in their folded conformation, although

the experimental data suggest that the substrates are less compact than the native state. [Reproduced

with permission from (126). Copyright � 2006 American Society for Biochemistry and Molecular

Biology.]
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time-of-flight (TOF) technologies in the late 1990s led

to a dramatic expansion of the m/z range within which

protein ions could be detected. This allowed the Robinson

group (136) to observe ions corresponding to the intact

30S subunit of an E. coli ribosome. Remarkably, the mass

deduced from the ESI MS data was only 5.5 kDa higher

than that calculated based on the sequences of the 21

proteins and the 16S RNA molecule (846.7 kDa). Mass

spectra of an intact subunit 50S and intact ribosome

(70S) were acquired as well; however, larger macromolec-

ular ion size and the need to use 10 mM magnesium acetate

to stabilize this assembly led to significant overlap of ionic

peaks in mass spectra, which prevented charge assignment

from being done in a straightforward manner (136).

Once the feasibility of intact ribosome detection was

demonstrated, Robinson and co-workers (137) focused their

attention on investigating various factors that govern the

loss of proteins from ribosomes in the mass spectrometer.

Such information can be used to probe dynamic events in

the ribosome induced by binding of various cofactors

(elongation factor G, whose binding triggers translocation,

etc.). Mass spectrometry was used to identify proteins that

are released in the gas phase from E. coli ribosomes in

response to varying solution conditions and cofactor bind-

ing. Protein components that dissociate most readily from

the ribosome were identified and such dissociation patterns

were analyzed against the available structural information

for ribosomes (the structural details of the protein--RNA

interactions in the E. coli ribosome were inferred from the

high-resolution atomic structures of a ribosomal subunit 50S

from Haloarcula marismortui and intact 70S from Thermus

thermophilus, an approach justified by the high degree of

structural conservation across bacterial ribosomes). The

results of such analysis strongly suggested that a high

interaction surface area of the protein with RNA (measured

as DSASA, change in solvent accessible surface area) was

the major force in preventing dissociation. Gas-phase dis-

sociation was enhanced by loosening the structure of the

intact ribosome in solution as a result of pH changes, metal

ion content variation, and so on. This relationship between

the protein--RNA DSASA and the propensity for gas phase

dissociation was used to interpret the release of the protein

components from the ribosome, which was complexed with

the elongation factor G (EFG). Two inhibitors of elongation

were used in these experiments, fusidic acid and thiostrep-

ton, freezing the ribosome in complexes analogous to post-

and pre-translocation states, respectively. While the pres-

ence of fusidic acid in solution did not result in significant

alteration of the ribosome dissociation pattern, thiostrepton

induced major perturbations in protein--RNA interactions,

as suggested by dramatic changes in the ribosomal disso-

ciation pathways. The results of these experiments clearly

demonstrate that the two ribosome--EFG complexes are

significantly different and are indicative of conformational

changes occurring during translocation (137).

This approach of utilizing MS/MS to aid understanding

of the spatial organization of ribosome components was

later extended to eukaryotic systems (138,139). An inter-

ested reader is referred to an excellent minireview by

Gordiyenko and Robinson (140) summarizing the studies

of ribosomal structure using direct ESI MS measurements.

In addition to direct ESI MS and MS/MS, ribosomal struc-

ture has also been probed recently using other techniques

discussed in Chapter 4, such as chemical labeling (141),

cross-linking (142), and HDX MS (143,144). For example,

Reilly and co-workers (141) demonstrated that the extent of

Figure 9.20. Escherichia coli initiation complex, with transfer--RNA fMet--tRNA bound to the

ribosome in the presence of mRNA with an AUG codon in its middle. (a, b) Two views of the

70S ribosome. Inset in (a) shows on the left the experimental mass attributed to tRNA in contact

with the decoding center, and on the right, atomic structure of initiator tRNA, filtered to 10 A
�

resolution. Arrows point to contacts between tRNA and ribosome. (c) The 30S portion of the map,

with fitted X-ray structures of proteins. [Adapted with permission from (132) as presented in (133).

Copyright � 2003, John Wiley & Sons Ltd.]
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labeling of ribosomal components is strongly dependent on

the solvent accessibility of the target residues (141). Pro-

teins of the ribosome stalk, which are known to be largely

solvent accessible, were labeled extensively, while the

proteins shielded from the solvent in their subunits had

much lower extents of derivatization. Moving from structure

alone to conformational dynamics, Yamamoto et al. (143)

used HDX MS to measure deuterium incorporation in 55

proteins constituting the 30S and 50S ribosomal subunits, to

elucidate the regions and the magnitude of structural fluc-

tuations in the 70S ribosome from E. coli. In a more recent

study by the same group, the influence of Mg2þ on the

flexibility of various components of the 70S ribosome was

investigated with HDX MS. This metal cation is needed not

only to maintain the sophisticated architecture of the 70S

ribosome, but also to enable protein synthesis by providing a

delicate balance between conformational stability and flex-

ibility. The HDX MS measurements carried out in this work

provided information necessary to appreciate the complex

relationship between ribosomal structure, flexibility, and

function.

Finally, an intriguing recent study by Ott and co-

workers (142) used chemical cross-linking as a means of

visualizing the workings of a mitochondrial ribosome from

yeast. The study focused on the events in the vicinity of the

polypeptide tunnel exit, where nascent chains are exposed to

an aqueous environment for the first time. This work

revealed a complex network of interacting macromolecules,

including proteins and protein domains specific to mito-

chondrial ribosomes. This network was shown to include a

membrane-bound ribosome receptor of the inner membrane,

as well as several ribosomal proteins exclusively found in

mitochondria.

9.4.3. Molecular Chaperones

While ribosomes and proteasomes considered in the pre-

ceding sections are large macromolecular assemblies repre-

senting the two terminal points in the life of almost every

cellular protein, there are many other mega complexes with

which proteins interact during their life cycle. One such type

of large protein assembly that has received much attention is

represented by a class of helper proteins, known as molec-

ular chaperones. These proteins are thought to mediate the

process of folding in the cell, in some cases by maintaining

the chains in an extended conformation in order to prevent

premature (mis)folding, and in other cases to provide an

environment conducive to efficient renaturation without

aggregation. A number of different classes of chaperones

are known, first identified as heat-shock proteins (Hsp’s)

due to their increased expression under stress conditions,

such as elevated temperature, where newly expressed pro-

teins may need more assistance in correct and efficient

folding. One of the most interesting classes of chaperone

proteins, at least in terms of studies by MS, is the Hsp60

proteins, specifically GroEL in bacterial cells. This protein,

as its name suggests, is comprised of 60 kDa monomers,

but these are assembled into a toroidal structure, the active

form of the protein being a macromolecular assembly of

two stacked heptameric rings (Fig. 9.21), with an overall
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Figure 9.21. Schematic of the “cis” GroEL--GroES reaction cycle (145). (a) Upon binding of

substrate peptide followed by (b) capping of the cavity by GroES, (c) cis-ATP hydrolysis triggers a

conformational change within the cavity shifting the interior surface from hydrophobic to hydro-

philic in nature. This promotes protein refolding. (d) The ATP binding to the opposite side of the

GroEL machine triggers release of GroES and folded substrate, and prepares the opposite ring for the

next peptide binding event.
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molecular weight of � 800 kDa (we have already seen a

mass spectrum of such an assembly in Fig. 4.4). The

function of this structure is to provide a hydrophobic cavity

within which partially unfolded proteins can be sequestered,

unfolded, and then allowed to refold in an environment

where aggregation is disfavored. This complex process

requires large conformational changes in the GroEL ma-

chine and is known to be assisted by the cochaperone

protein GroES, a single ring heptamer of Hsp10 proteins,

with energy provided by hydrolysis of Mg--ATP.

Mass spectrometry has been extremely helpful in under-

standing the molecular mechanisms that govern the work

of these cellular “correctional facilities”. For example, it

provided critical information that allowed the conformation-

al state of an entire protein bound within the GroEL cavity

to be determined. If the chaperone-bound polypeptide is

allowed to undergo HDX reactions, then this can give some

valuable information as to whether the bound substrate is

folded, completely unfolded, or adopts some conformational

ensemble that is intermediate between the two. Upon deso-

lvation into the gas phase, the proteins will dissociate from

one another, but the hydrogen-exchange information will be

retained. Exchange experiments performed on a three-

disulfide derivative of a-lactalbumin showed that binding

of this protein to GroEL caused the protein to adopt a

conformation that was at least somewhat protective against

exchange (146), reminiscent of the molten globule state

known to be an equilibrium unfolding intermediate for this

protein (147). In these experiments, three complementary

pieces of information could be obtained. From themass of the

substrate protein the degree of protection against exchange

could be measured, indicative of the conformation of the

bound peptide. Additionally analysis of the charge-state

distribution of the substrate protein suggested a partially

folded species. Finally, some idea of the conformational

heterogeneity was obtained by measuring the width of the

exchange peaks. If the partially folded state adopted a wide

range of different conformations, then this would manifest

itself as a very broad distribution of masses, whereas what

was actually observed was a quite narrow mass peak, indi-

cating that the GroEL bound species, although only partially

folded, retained persistent secondary structure (148).

Similar studies by NMR and MS using the protein

dihydrofolate reductase (DHFR) suggested that, in some

cases, the conformational states bound to GroEL may even

be quite highly native-like (149,150). These studies could

distinguish no difference between protection of the substrate

protein as it bound initially and in subsequent binding--

release cycles. This suggests the possibility that GroEL

assists refolding by forcing subtle structural changes of the

partially folded substrate protein during iterative binding

and release, as opposed to a wholesale unfolding of the

substrate upon binding. Using hen lysozyme as a substrate,

no change in folding mechanism was observed, although the

overall rate of folding for this protein was accelerated in the

presence of chaperone (151).

Pl€uckthun and co-workers (152) carried out extensive

work to elucidate the effect of GroEL on the folding and

unfolding pathway of b-lactamase. They observed very

high protection against HDX of b-lactamase in the GroEL

bound form. Additionally, the measured unfolding rate

from the bound state was measured to be identical to that

of the native state (unfolding of the equilibrium molten

globule state occurs too rapidly to be measurable). The

authors concluded that different proteins are recognized by

GroEL in very different states, ranging from totally unfold-

ed to native-like, depending on the accessibility of exposed

hydrophobic patches. Reversible binding of native-like

states may be an important property of GroEL in protection

of proteins against aggregation under heat-shock conditions.

Additional studies by this group used limited proteolysis

at elevated temperature to identify the binding sites on

b-lactamase that are recognized by GroEL (153), and also

used different denaturing conditions to identify different

conformations of the protein that could be bound to the

chaperone (154).

Further insight into the action of GroEL was gained from

a kinetic study of the folding of malate dehydrogenase

(MDH) in the cavity of a single ring variant of GroEL

(SR1) in the presence of the cochaperone GroES (155).

Malate dehydrogenase does not fold efficiently in the ab-

sence of chaperones, and apparently requires several rounds

of binding and release from the GroEL--GroES cavity for

complete recovery of native structure. The authors investi-

gated the conformation of non-native MDH bound to SR1

alone using HDX MS, which showed a core-like structure

that was significantly protected against exchange even in

this non-native state. Some loss of protection was observed

upon addition of GroES and ATP, but this could be attributed

to the breaking of hydrogen bonds between substrate and the

walls of the chaperone cavity rather than a forced unfolding

reaction. This is consistent with the notion that the binding

of cochaperone induces a conformational change in the

cavity that releases the unfolded polypeptide into a hydro-

philic environment, which is permissive for protein refold-

ing. It does not support the alternative hypothesis of a

mechanical unfolding process prior to release. A global

view of chaperone activity can be provided by direct ESI

MS measurements in suitable solvent systems. Heck and

co-workers (156) used this approach to analyze macromo-

lecular complexes involved in the chaperonin-assisted re-

folding of gp23, a major capsid protein of bacteriophage T4.

It was found that GroEL can bind up to two unfolded gp23

substrate molecules; however, when GroEL was in complex

with the cochaperonin gp31, it was capable of binding

exclusively one gp23 molecule. This work also demonstrat-

ed that folding and assembly of gp23 into 336 kDa hexamers

by GroEL--gp31 can be monitored by ESI MS.
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9.5. COMPLEXITY OF MACROMOLECULAR
INTERACTIONS IN VIVO AND EMERGING

MASS SPECTROMETRY BASED METHODS

TO PROBE STRUCTURE AND DYNAMICS

OF BIOMOLECULES IN THEIR NATIVE

ENVIRONMENT

9.5.1. Macromolecular Crowding Effect

The examples of using various MS-based approaches to

study the mechanisms of sophisticated biochemical machin-

ery presented in Section 9.4 highlighted the power of this

technique to provide information critical for understanding

the molecular basis of complex biological events. However,

even though studying protein behavior under carefully

defined conditions in the test tube is a very convenient

method, there was always a significant amount of contro-

versy as to its physiological relevance. In the intracellular

environment that proteins are exposed to as they are trans-

lated and released from the ribosome, they are by no means

isolated species allowed to interact with a carefully selected

set of partners at low concentration. Instead they are re-

leased into an extremely crowded intracellular environment

containing a variety of other proteins, nucleotides, ions, and

at a significant osmotic pressure, an environment where the

collective behavior of all players was eloquently named

“molecular sociology of the cell” (157). Thus, there is

significant interest in determining not only the mechanistic

details of protein folding and interactions in vitro, but also

the similarities and differences in vivo. One of the major

differences is that the total concentration of macromolecules

in a typical in vivo setting is very high, reaching levels of

50--400mg/mL in cellular interiors (158). Since all species

occupy a significant proportion of the total volume of the

medium (regardless of how insignificant the contribution of

any given macromolecule may be), such media are referred

to as “crowded” rather than “concentrated” (158–161).

Taken together, the macromolecules occupy a significant

fraction of the total volume, making it physically

unavailable to other macromolecules (Fig. 9.22).

In such a crowded environment, nonspecific interactions

between macrosolutes may exert very significant influence

on their properties (the macromolecular crowding effect).

Hall and Minton (161) point out that the concept of

“nonspecific interactions” is widely misunderstood (162).

These interactions are often considered as artifacts that

interfere with the acquisition of meaningful data and should

be reduced or totally eliminated (e.g., by extrapolating the

measurement results to zero macromolecular concentra-

tion). Although such procedures may be useful for under-

standing the behavior of isolated macromolecules, they do

not necessarily provide results that are more meaningful in a

(a)

(b)

(c) (d)

(e)

Figure 9.22. Macromolecular crowding of eukaryotic cytoplasm visualized by cryoelectron to-

mography. Peripheral region of a vitrified Dictyostelium imaged with conventional transmission

electron microscopy, cell thickness 200--350 nm (a) and a representative tomographic slice of 60 nm

thickness, revealing a cortical actin network (b). Visualization (surface rendering) of actin network,

membranes, and cytoplasmic macromolecular complexes (c) in a 815� 870� 97 nm volume

corresponding to the area in panel a framed in black. An image of an actin layer (d) taken from

the upper left portion of (c) reveals a crowded network of branched and cross-linked filaments.

Surface rendering of a ribosome-decorated portion of endoplasmic reticulum segmented into

membrane and ribosomes (e). The densely packed structures in the lumen are omitted for clarity.

[Adapted from (162).]
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biological context (158,159,163). Nonspecific interactions

caused by crowding are unavoidable in vivo, as the crowding

itself is an intrinsic property of most or all physiological

fluid media. Therefore, many important aspects of macro-

molecular behavior in such media cannot be understood

without taking the nonspecific interactions into account. The

main effect of macromolecular crowding on biochemical

equilibria is to favor the association of macromolecules.

Crowding usually favors aggregation, particularly for slow-

folding chains. The effect is greater for small polypeptides,

since larger proteins have slower diffusion and, therefore,

reduced encounter rates (163).

The effect of macromolecular crowding on protein be-

havior can be modeled by using high concentrations of

macromolecules that mimic those found in living cells and

do not directly interact with the macromolecules being

investigated, except via steric repulsion (163). An ideal

crowding agent should be fairly large (� 50--200 kDa),

highly water soluble and not prone to self-aggregation;

globular (rather than extended) shapes may prevent the

solutions from becoming too viscous. Commonly used

synthetic crowding agents include dextrans, Ficolls

(synthetic polymers of sucrose), PEG, and poly(vinyl

alcohol) (PVA). Unfortunately, utilization of any of these

crowding agents in ESI MS studies at relevant concentra-

tions seems to be problematic due to the protein ion signal

suppression (as discussed in this Section 9.1.2). Another

serious problem is caused by the intrinsic heterogeneity of

synthetic polymers giving rise to a wide distribution of ion

peaks in the ESI mass spectra, which would almost certainly

interfere with the protein ion signal. This problem may be

eliminated by using inert ubiquitous proteins (e.g., lyso-

zyme, serum albumin, or hemoglobin) as crowding agents.

Nano-ESI may become an indispensable tool in such studies

due to its increased tolerance to high concentrations of

proteins in solution (164).

9.5.2. Macromolecular Properties In Vitro and In Vivo

Another important aspect of macromolecular behavior in

vivo is the extreme complexity of the interactions due to the

very high number of participants in such interactions.

Throughout most of this book, our attention has been

focused on the studies that use the reductionist approach

to the problem. Each biological process is considered as a

set of well-defined steps, or interactions in which the

number of players is reduced to a minimum. The advantages

of this approach are obvious, since it allows a huge many-

body problem to be substituted with the analysis of prop-

erties of individual key biomolecules and their interactions

with a limited number of key partners. The implicit as-

sumption here is that if the function and properties of each

individual component of a system are characterized, then

the functioning of the entire system can be understood by a

simple superposition. As pointed out by Westerhoff and co-

workers (165), this “principle is true in theory, but in

practice is often false” because of a widespread nonlinearity

in biological systems at every level of organization.

Nevertheless, until very recently the reductionist approach

remained a commanding methodological dogma not only

in molecular biophysics, but also in the entire field of

structural biology.

The situation is now changing dramatically. Recent years

have brought the realization of the limitations of the reduc-

tionist methodology in the life sciences (165–167). The

completion of the entire genome sequencing of several

organisms highlights the enormous repertoire of biomole-

cules that make up living cells. However, simple cataloging

of the DNA and protein inventory alone does not automat-

ically generate understanding of how a living cell functions.

At the same time, it is unlikely that such knowledge will be

provided by characterization of the individual properties of

even a large number of individual biomolecules. It appears

that there is need for a synthesis of the two approaches that

would take our understanding of the complex networks of

cellular processes to a new level (168–171). One approach

to dealing with the complexity of real living systems that

enjoyed great popularity in the past decade, is functional

proteomics. Since the limitations of this book do not allow

us to provide a detailed discussion of various methodologies

that are currently in use in proteomics, an interested reader

is referred to several extensive review articles (172–178) on

this subject.

Apart from the proteomic approaches that give a bird’s

eye view of biomolecular interactions in living systems, no

examples of using MS based strategies to study structure

and dynamics of proteins in cells and beyond were available

when the previous edition of this book was published.

However, the situation is changing very rapidly, and a

number of groups are beginning to invest significant efforts

into expanding the existing experimental strategies to study

biomolecules in their native environment. One approach

was recently summarized in a visionary paper by Sinz (179),

who considered the possibilities provided by chemical

cross-linking with MS detection for investigation of protein

interactions in living cells. The idea of this approach is

relatively straightforward and relies on moving the chemical

reaction inside the cell. Once the proteins are cross-linked in

situ, they can be isolated and analyzed by MS and MS/MS.

In addition to simply identifying the interaction partners

and mapping the interaction networks, this method should

be capable of generating more detailed information on

these interactions at the molecular level, (e.g., by localizing

the cross-linked sites and providing distance constraints), as

discussed in Section 4.2. Eventually, such experiments

would be expected to produce low-resolution structures of

protein complexes in their native environment, a task that

would likely be assisted by available in vitro data and
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computational methods of analysis. Despite its conceptual

simplicity, this approach faces a formidable challenge,

namely, the need to efficiently deliver the cross-linking

reagents to the cell without disrupting its normal functioning

or indeed killing it altogether. This obstacle places a sig-

nificant limitation on the number of reagents that can be

used in such in vivo measurements. In fact, formaldehyde is

presently the only reagent that appears to be suitable for

such type of work because of its unique ability to permeate

cellular membranes (180). Another viable approach to this

problem involves reprogramming the genetic code of the

cell, making it produce and incorporate amino acids with

reactive side chains into proteins, which can be used as in

situ chemical probes (181).

Finally, we thought it would not be inappropriate to

mention once again exciting work published recently by

Zhu et al. (67), who studied an integral membrane porin

OmpF in live E. coli cells using hydroxyl radical footprint-

ing (see Section 9.1.4 for technical details of these

experiments). This work went beyond a simple comparison

of the conclusions derived from the labeling experiments

and the available crystal structure: The method was used to

probe voltage gating of this porin under different conditions

(E. coli was stimulated with either a low ionic strength

solution or a low pH buffer). Remarkably, even though

virtually no changes were seen in the exterior portion of

the protein, the oxidation pattern deep inside the porin

channel was found to be sensitive to the cell’s environment,

revealing the molecular mechanism of gating of the porin in

response to external cues (67).

9.5.3. “Live” Macromolecules: Equilibrium Systems

or Dissipative Structures?

Another implicit assumption that has not been candidly

articulated in this chapter is that the in vivo behavior of

biomolecules can be properly modeled and studied under

equilibrium conditions. In fact, everywhere in this text we

have considered studies of various properties of biological

macromolecules under equilibrium conditions. The only

exception was Chapter 6, where kinetic processes were

considered, but even there such processes were almost

always leading from one equilibrium situation to another

(e.g., protein refolding induced by changing the conditions

from denaturing to near-native).

On the occasion of the centennial anniversary of the

Gibbs papers on chemical equilibrium (182,183), the ap-

propriateness of equilibrium conditions in the studies of

living matter was first explicitly articulated by Tanford, who

wrote: “The time now seems appropriate to use his

method of thermodynamic analysis as a basis of thinking

about the organization of the living cell and, beyond that,

the assembly of cells into multicellular organisms” (184).

Tanford suggested that understanding of the organization of

living matter can be achieved by dividing the process into

two parts: biosynthesis and assembly of biosynthetic pro-

ducts into organized structure. The latter process should be

under thermodynamic control, (i.e., self-organized struc-

tures represent the macromolecular arrangement providing

the lowest chemical potential, which, in the absence of

chemical transformations, is equal to the free energy).

According to this view, the cell can be thought of as a

sophisticated reaction vessel, whose dynamics are governed

by diffusion and random collisions of various chemical

species. However, recent decades have brought the realiza-

tion that most cellular processes are far from equilibrium:

Live cells are polar structures, and their interior is neither

homogeneous nor isotropic, with most of the cellular func-

tions involving directional movement and transport (185).

Furthermore, every living cell is essentially a nonequilib-

rium system, as it relies on the constant flow of matter and

energy.

The philosophical and theoretical framework for under-

standing how such complicated systems can assemble and

function under nonequilibrium conditions has been provided

by work of the Brussels School of Physics (186–188). It

resulted in the creation of nonlinear and nonequilibrium

thermodynamics, which rationalizes the emergence and evo-

lution of far-from-equilibrium states (189,190). These states

often achieve very high levels of order, leading to self-

organization, a phenomenon that is central to the assembly

and functioning of the living cell and its individual compart-

ments (191). Self-organization is often contrasted to self-

assembly; the latter is viewed as association of macromole-

cules into an equilibrium structure, while the former is a

steady-state (nonequilibrium) process. Self-organization is

obviously essential for understanding how sophisticated bi-

ological machinery works inside and outside the cells, and

its appreciation and thorough understanding seems to be a

critical step, which is yet to be made, toward realization of

Drexler’s bold vision of creating functional nanorobots (192).

The importance of nonequilibrium dynamics in biology can

be easily appreciated by recalling two examples of macro-

molecular assemblies considered earlier in Sections 9.4.1

and 9.4.2, namely, ribosomes and proteasomes. These two

examples frequently act in the cell simultaneously, but pro-

duce totally opposite outcomes. Obviously, there are myriads

of other examples of high-fidelity monodirectional biological

processes, which overcome the randomizing effect of Brow-

nian motion by converting chemical energy into mechanical

work. As was the case 7 years ago when we wrote the first

edition of this book, there are still very few examples of using

MS to advance our understanding of the nonequilibrium

processes in vivo. Nevertheless, the tremendous potential of

MS as a biophysical tool makes it certain that this technique

will become amajor player in removing the shroud ofmystery

from various nonequilibrium phenomena, thus bringing us

closer to the understanding of life itself.
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APPENDIX

PHYSICS OF ELECTROSPRAY

Electrospray ionization is a convoluted process that involves

a large number of steps, each having a profound effect on

the outcome of the measurements. It occurs upon forcing a

continuous flow of conducting liquid through a metal�

capillary (needle), which is maintained at a high electro-

static potential (as discussed in Chapter 4). Such conditions

often cause liquid spray and form aerosol particles, a

phenomenon that was explored in detail and photographed

by Zeleny in the 1910s (1). The electrospray process was

rediscovered in the early 1950s and was thoroughly inves-

tigated for several decades. Aerosol production may occur

in a variety of functional modes, which have been reviewed

by Cloupeau and Prunet-Foch (2). One of the most com-

monly observed modes of aerosol formation is a dripping

mode (or “field enhanced dripping”), in which drops are

formed at regular time intervals. The drops usually have a

diameter exceeding that of a capillary, however, such “main

drops” can be sometimes accompanied by formation of

several satellite drops (2). In a microdripping mode, the

emission also occurs with single droplets (as in the con-

ventional dripping mode), but the droplets have a much

smaller diameter compared to that of the capillary. A jet

appears at the apex of the liquid meniscus, and liquid begins

to accumulate at the end of the jet, finally resulting in the

formation of a single droplet. Following the droplet sepa-

ration and jet retraction, the cycle begins again (2). This

regime can easily evolve into the cone-jet mode, which is

usually favored at higher electric fields. The occurrence of

this mode of electrospraying was first documented by

Zeleny (1), who noted that low-viscosity liquids (e.g.,

alcohol) were capable of forming “a cone with a fine thread

of liquid coming from its apex”. This thread “remains intact

for but a short distance . . . breaking up into drops rather

suddenly”. The drops spread “into a more or less conical

volume”, leading to the appearance of a “brush spray” (1).

This mode appears to be quite robust and can be maintained

within a wide range of conditions. Intermittent (pulsed)

cone-jet is observed once the voltage at the capillary drops

below a certain level. Further decrease of the electric field

may result in transition to a multicone jet, which is char-

acterized by the formation of two (or more) emissive cusps

at the tip of the capillary. At very high fields, the permanent

part of the spray may disappear, giving rise to a totally

random spraying (2).

Analytical treatment of the cone-jet regime was first

attempted by Taylor (3), who obtained an exact equilibrium

solution for the shape of the cone in the absence of liquid

emission (no jet formed). Under this “local equilibrium”

(surface tension is balanced by electric forces) a cone is

formed, whose opening angle is 98.6
�
(3). Taylor’s exact

electrostatic solution can be extended analytically to

account for ejection of a jet from the cone apex†(4,5).

Consideration of these analyses extends beyond the scope

of this book, however, we will mention one conclusion that

†The jet is modeled as being infinitely long, (i.e., its disintegration into a

“brush spray” is ignored.)

Mass Spectrometry in Structural Biology and Biophysics: Architecture, Dynamics, and Interaction of Biomolecules, Second Edition.
Igor A. Kaltashov and Stephen J. Eyles.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

�
Although most ESI sources do have a metal or metal-coated capillary as a

means of delivering the flow of liquid to the interface region, it is possible to

use other types of capillaries as well (e.g., fused silica).
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is particularly important. It relates to field penetration into

the liquid during the electrospray process. Even if the liquid

is not perfectly conducting, its bulk will remain quasineutral

given the motion is slow enough to allow for electric

relaxation (4). In this case the electric field in the liquid

bulk is very small compared to the external field.

Break-up of the charged jet into a “brush spray” can be

better understood by first considering disintegration of

electrically neutral jets of fluids. Rayleigh considered per-

turbation of the infinite cylindrical flow of liquid in the form

of harmonic oscillation along the spray axis z (6):

r ¼ ro þae�ikz ðA-1Þ

where r and ro are the radii of perturbed and unperturbed jet

surfaces, and k¼ 2p/l is a wavenumber of the disturbance.

It was found that the most rapidly propagating perturbation

corresponds to a wavelength l, which is � 4.5 times the

diameter of the jet [a more extensive discussion of this

problem, including the influence of viscosity, can be found

in a recent review by Eggers (7)]. This defines the geomet-

rical scale of jet disintegration in the so-called varicose

mode, with the expected droplet diameter being almost two

times that of the jet. Surprisingly, this holds even for

electrically charged jets (8).

The oscillations, of course, do not have to be axisym-

metric, and the perturbations can be presented in the general

form as (9–11):

r ¼ ro þae vtþimu�ikzð Þ ðA-2Þ

where mu represents an angular component and v is the

growth rate of perturbations. The varicose instability occurs

when m¼ 0, otherwise the jet shape (and break-up) will be

dependent on the angle u. If m¼ 1, then there will be

alternating regions of u, where r is either larger or smaller

than ro. This represents a whipping
� motion of the jet (9), a

phenomenon often observed at higher electrical field

strength and liquid flow rates. If m¼ 2, the jet is no longer

circular. An extreme example of such a jet is a so-called

ramified jet, which can arise due to an insufficient flow rate of

liquid and high enough electric field. This leads to excessive

charge on the jet, and the electric stresses overcome the

surface tension (9). A succession of thickened regions is

formed on the main jet, each giving rise to fine jets. All three

perturbations considered here (m¼ 0, 1, and 2) can arise

simultaneously, and the break-up of a ramified jet is a complex

mixture of all three types of perturbations (9).

An external electric field will accelerate the jet, leading

to an increase of the perturbation wavelength. If such

acceleration is very fast, the jet break-up may never occur.

In most cases, however, the break-up will occur somewhere

along the jet, leading to the formation of a droplet whose

diameter in the varicose regime can be estimated as (4,9):

d � Q1=2 reo
gK

� �1=6

ðA-3Þ

where Q is the flow rate, r is the density of the liquid, g is its
surface tension coefficient, and K is its conductivity.† There

is an apparent disagreement in the literature as to what the

average charge on the droplet is. de la Mora suggested that

the jet charge “remains nearly tied to the liquid during the

break-up process”, so that the charge density is nearly

constant for a given spray (12):

q � d3 ðA-4Þ

Others maintain that a droplet charge/diameter ratio

should be

q � d3=2 ðA-5Þ

and present experimental evidence that the power function

coefficient can actually be as low as 1.2 (9).

Formation of the main droplets is accompanied by the

appearance of smaller secondary (satellite) droplets. The

“satellite” droplets likely originate from the atomization of

the liquid bridges connecting the incipient “main” droplet

with the rest of the jet just prior to their separation. The

frequency of droplet production is typically very high (it can

easily break the MHz level), and their velocities may reach

tens of meters per second (9). Electrostatic repulsion be-

tween the droplets results in their divergence from the jet

axis to form a brush spray observed by Zeleny (1). If one

ignores solvent evaporation from the droplets, as well as

their deformation, the dynamics of droplet movement in the

external field Eext can be described simply as (10):

mi
€~ri ¼ qi~Eextð~riÞþ

X
j„i

qiqj ~ri�~rj
� �

4peo ~ri�~rj
�� ��3

þCD

pd2
i

8
r _~ri�~u
��� ��� � _~ri�~u

� �
ðA-6Þ

where mi, qi, and ri are the droplet’s mass, net charge and

position, respectively. The drag force coefficient, gas den-

sity, and flow rate are represented by CD, r, and ~u.
The space-charge effect (represented in Eq. A-6 by the

Coulombic term) is quite significant, and its influence would

be particularly high in the case of smaller satellite droplets.

Because of its lower inertia and drag force, a smaller droplet

�This type of jet instability is often termed lateral “kink-type” instability (2).

†Droplets formed in the presence of a “kink-type” instability are scaled as

d�Q1/3.
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will attain larger radial velocity. As a result, droplets are

segregated according to their size in the “brush” part of

the spray, with the area along the jet axis dominated by large

droplets, while the smaller ones are forced to the periphery

of the brush (10).

Droplet fate and ion formation:charged residue model

(CRM). The ultimate fate of the droplet is determined by

two parallel processes: solvent loss due to evaporation and

electrodynamic instability. Even an uncharged conducting

droplet will not maintain an ideal spherical form in an

external electrostatic field. Such a droplet is likely to assume

the shape of an oblate spheroid and generate uneven charge

distribution on its surface (maintaining zero net charge) to

maintain field-free conditions in the bulk of the liquid (13).

The dynamics of conducting liquid drops in electrostatic

fields was first investigated experimentally by Macky (14).

He observed that given sufficient field strength, the droplets

deform (elongate) and become pointed at the ends. An

increase of the surface tension will be compensated for by

a decrease of electrostatic energy (elongation must be

accomplished by charge segregation). A further increase

of the field results in the rapid development of instability,

with liquid jets being ejected from the cusps (14). It appears

that this process can be adequately described using the

Taylor formalism just discussed (3). The droplet does not

have to carry a net charge to become unstable In fact, the

original experiments were performed with electrically neu-

tral droplets, however, the field strength required to induce

such instability is very high, approaching 10 kV/cm (14).

The presence of net positive (or negative) charge on the

droplet is likely to reduce the instability threshold.

Perhaps a more efficient droplet atomization process is

related to the so-called Rayleigh instability and does require

external electric field (15). The electrostatic repulsion

among the like charges on the droplet is offset by a cohesive

action of the surface tension. The potential energy of the

former is inversely proportional to the radius of the droplet,

while the energy of the latter is proportional to the square of

the radius (assuming the droplet has a spherical form). If

solvent evaporation from the droplet proceeds without loss

of charge, the electrostatic component of the potential

energy will increase dramatically upon droplet shrinkage,

while the stabilizing role of the surface tension will be

diminished. Eventually, the droplet will become unstable

with respect to high multipole oscillations, resulting in

“liquid . . . thrown out in fine jets, whose fineness, however,

has a limit” (15). The instability criterion is

g ¼ ðNeÞ2
8peod3

o

ðA-7Þ

where Ne represents a net charge of the droplet and do its

diameter in the spherical shape. Numerous measurements

have confirmed that droplet fission does occur at or slightly

below the Rayleigh limit (16). The characteristic time of

instability development can be estimated as (17,18):

t � d2
o

ffiffiffi
r

g

r
ðA-8Þ

which is on the order of one-tenth of a second for a water

droplet with a radius of � 1mm. Since the “typical” droplet

size in ESI is three orders of magnitude below that (19), the

characteristic time for instability development would fall

below a microsecond, significantly below the rate of droplet

evaporation.

Although the original consideration of the droplet fission

problem by Rayleigh predicts formations of fine jets at the

droplet’s ends, a notion confirmed experimentally by many

groups, another outcome, termed rough fission, is also

possible. In this case, the precursor droplet is fragmented

into a few droplets of similar size. It seems, however, that

such a mode of fission only occurs when the liquid is a poor

conductor (20). Droplets composed of conducting liquids

(e.g., water, alcohols, which make, of course, a more

interesting case as typical ESI solvents) do decompose in

a fine fission mode (21). Such fission removes a significant

proportion of the net charge from the droplet (up to

25--33%), while the mass loss is negligible (on the order

of 0.3% or even less) (16,22). The droplets generated during

jet disintegration are of similar size and close to an insta-

bility criterion (Eq. A-7), which means they undergo fission

soon after separation from the main droplet. In the mean-

time, the main droplet relaxes to a spherical form following

the ejection of the jet, as its net charge falls comfortably

below the instability limit (Eq. A-7).

de la Mora considered the “fine fission” of conducting

droplets charged to a Rayleigh limit (Eq. A-7) in the absence

of the electric field (21). He concluded that the fission occurs

via formation of a Taylor cone, followed by ejection of a fine

jet from its tip. Although the lifetime of a Taylor cone is small

compared to the characteristic droplet evaporation time, the

process can still be considered quasistatic in the case of

conducting liquids (the electrical relaxation time for conduct-

ing liquids is much smaller than the expected lifetime of a

Taylor cone). As a result, one can use Taylor’s original

formalism (3) to describe fission processes. Continuous evap-

oration brings the diameter of the initially stable droplet to a

Rayleigh limit, resulting in a Coulombic explosion. The

precursor droplet loses a significant proportion of its charge

(but not volume), thus becoming stable again. Subsequent

solvent evaporation can, of course, bring this droplet back

to the unstable conditions, resulting in another fission

event (Fig. A1).

Eventually, charges on both the precursor and the prog-

eny droplets will be reduced to such levels that further
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solvent evaporation will no longer bring about Rayleigh

instability. Complete evaporation of solvent from the dro-

plets will, therefore, force the residual charge onto the solute

molecules. The solute molecules are assumed to be large

macromolecules that either lack charge in solution or else

maintain electroneutrality through association with counter-

ions. This scenario forms a foundation of the so-called

CRM of ion formation, which is attributed to Dole et. al.

(23). Once again, it should probably be mentioned that

despite the violent nature of the charged jet break-up and

subsequent Coulombic explosions of the electrospray dro-

plets, the bulk of the liquid may remain essentially charge-

and field-free (24). Given the sufficiently high concentration

of charge carrier in the liquid, a quasiequilibrium charge

layer will be formed at the liquid--gas interface. Conse-

quently, even the weakly conducting liquid would conform

to a quasilectrostatic model with the charge confined to the

surface and the bulk of the liquid remaining quasineutral

and field-free. This assertion, however, is not universally

accepted (see, e.g., (12)). Therefore, the solute molecules

residing in the bulk of the liquid will remain “oblivious” to

the harsh conditions on the droplet surface and the envi-

ronment beyond it until the last of the solvent is gone.

Indeed, there is solid evidence that proteins do not denature

during droplet evolution in the course of ESI (25). This

conclusion is very important, since it opens up an oppor-

tunity to use ESI mass spectrometry (MS) to study biolog-

ical macromolecules in their “near-native” environment.

Alternative view of ion formation:ion evaporation model

(IEM). An alternative model of ion formation was offered by

Iribarne and Thomson (26), who suggested that under

certain conditions a single ion (or an ion cluster) can

evaporate from the surface of the droplet. Removal of an

ion from the droplet becomes thermodynamically favored as

soon as the loss of solvation energy is offset by enthalpic

gains due to the separation of the charges of the same

polarity (electrostatic repulsion between the escaped ion

and the remaining charges on the droplet). However, such an

escape must proceed through an energy barrier created by

the attraction between the ion and its electrical image on the

surface of the droplet (26):

DGz ¼ 4pgr2þ e2

2r
1� 1

e

� �
�e2

NðxmþdÞ
ðR�dÞðRþxmÞ

þ 1

4xm


 �

ðA-9Þ

where the first two terms represent the solvation energy of

an ion of radius r in a liquid whose dielectric constant is e
and surface tension coefficient is g. The last term represents

the electrostatic interaction between the ion� and the droplet
of radius R carrying N charges. The equilibrium position of

the ion inside the droplet (prior to evaporation) is d, and the

location of the barrier maximum (point of no return) is xm:

xm ¼ R

2
ffiffiffiffi
N

p �1
ðA-10Þ

In order for the ion evaporation process to be efficient, it

must occur faster than the total evaporation of solvent from

the droplet, thus setting an upper limit for DGz of � 9 kcal/

mol in the case of water droplets (26). Substitution of this

value in Eq. A-9 allows a critical droplet “radius--charge”

relationship to be established. As one might expect, small

ion evaporation is more efficient, compared to larger ones

(Fig. A2). Importantly, droplets carrying relatively few

charges have the critical size for ion evaporation exceeding

that of the Rayleigh instability, indicating that there are

conditions when the reduction of the droplet charge occurs

through expulsion of a single ion, not through a fission

process (Fig. A2).

Although the original Iribarne--Thomson work dealt with

singly charged cluster ions, it was later invoked to explain

production of large macromolecular ions as well (27,28).

However, it is still unclear howmuch is contributed by the ion

evaporation to the total macromolecular ion production.

Reservations regarding the validity of IEM were first
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Figure A1. A schematic diagram representing evolution of a

conducting charged droplet. Horizontal arrows indicate solvent

loss due to evaporation prior to reaching the Rayleigh instability

limit (solid curve). Dashed lines indicate ejection of progeny

droplets (curved lines) and loss of charge--relaxation of the pre-

cursor droplet (straight vertical lines) following ejection of the

progeny droplets.

�
Evaporated ions are assumed to be singly charged; extension to multiply

charged ions is rather straightforward.
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articulated by R€ollgen, who questioned the use of classical

electrostatics to describe processes that are essentially dy-

namic (29). Furthermore, it was suggested that “the removal

of an ion with part of its solvation sphere from a charged

liquid surface under field stress represents the onset of an

electrohydrodynamic disintegration process on a molecular

scale” (30). However, Labowsky, Fenn and de la Mora (31)

recently pointed out that “the process of emission of a singly

charged nanodrop from a larger drop is radically different

from a Coulomb explosion, being in fact indistinguishable

from Iribarne--Thomson ionization” (31). Such nanoscale

processes (ion or nanodroplet desorption from the surface of

the precursor droplet) should be facilitated by the discrete

nature of the surface charge which is shown to increase the

local electrostatic pressure by at least an order of magnitude

compared to the continuous charge distribution (32). Still,

even though thecareful analytical treatment of suchprocesses

indicates that there is a distinct possibility of small ion cluster

evaporation from the charged droplet, awindowof conditions

that lead to ion evaporations appears to be very narrow (31).

In the case of water droplets, evaporation of small ions can

only occur from relatively small droplets close to the

Rayleigh instability limit. A possibility of larger ion (e.g.,

biopolymers) desorption from electrosprayed droplets still

awaits careful consideration, although the accumulated

experimental evidence suggests that production of such

macro-ions occurs via Dole’s CRM mechanism (19,33,34).

A very distinct feature of ESI is the accumulation of

multiple charges on a single analyte molecule during

ionization. Both CRM and IEM models predict accumula-

tion of a significant number of charges on a macromolecule,

and this number is expected to increase as the physical size

of the molecule increases. According to the CRM model,

the number of charges on the macromolecular ion will be

determined by the total charge of the fission-incompetent

droplet whose lower limit is set by the size of the macro-

molecule it encapsulates. Here we ignore gas phase

processes that may result in charge transfer to/from the

macromolecular ions. The IEM scenario of macromolecular

ion desorption from a charged droplet invokes the notion of

equidistant charges immobilized on the surface of the

droplet, a configuration that minimizes the electrostatic

repulsion energy (27). The number of charges accumulated

by the macromolecular ion would then be determined by its

cross-section upon traversing the surface of the droplet.
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Figure A2. Two scenarios of a charged conducting droplet fate in

a strong electrostatic field. Depending on the initial droplet charge,

solvent loss due to evaporation will lead to either Coulombic

explosion (Rayleigh instability limit is indicated with a solid black

curve) or ion evaporation (a critical radius for a large ion evap-

oration as a function of the droplet total charge is indicated with a

solid gray curve). Dashed gray curve indicates critical droplet

radius for evaporation of a small ion from the droplet.
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INDEX

Actin, 269

ADA2h, 251

Affinity chromatography, 48

Affinity tags, cross-linking reagents, 100, 106

Aggregation, 251, 252, 253, see also Amyloidosis

Albumin, 188, 190

Aldolase, 166

Allostery, 18, 198, 201

a-helix, 5--10, 129, 165, 203
a-lactalbumin, 135

a-thalassemia, 9

Amide I band, IR absorption, 38, 40

Amide II band, IR absorption, 39

Amide bond, 6, 34, 39, see also Peptide

Amide exchange, see Hydrogen-deuterium exchange

Amino acid,

canonical, 1--3

non-canonical, 4

natural, see canonical

side chain(s), 2--4, 7, 8, 11, 12, 31, 34--38, 41, 46, 66, 68,

71, 97, 100, 101, 106, 109--117, 146, 173, 202, 206,

225, 249, 258, 271

Amyloid, 11, 28, 119, 152, 169, 178, 250--258, 260

Amyloid b-peptide, 152, 255, 258
Amyloidosis, 250

Antithrombin, 226, 227, 251, 253

AP-IR-MALDI, 63

Apolipoprotein, 248

Assembly, protein, 9, 94, 174--178, 267

Back-exchange, 99, 116--118, 149, 165--168, 172

Barstar, 173, 175

b-lactamase, 180, 268

b2-microglobulin, 130, 178, 251, 257, 258

b-sheet, 6--8, 34--35, 38, 143, 164, 203, 227, 256, 260
b-turn, 8, 249

Binding constant, 46, 193

Biotechnology, 22

Blind Watchmaker paradox, 10

Boltzmann weight, 16, 18, 127, 137, 138, 204

Breathing, 17, 138

Brush spray, 279

CAD, see Collision-induced dissociation

Calorimetry, 41

differential scanning, see DSC

isothermal, see ITC

Capsid, viral, 95, 97, 110, 119

Carbohydrates, 60, 223--226, 263

CD spectroscopy, 34--36, see also chirality

far UV, 34--35

near UV, 35--36, 39, 161

CD4, 113

CE-ESI MS, 65

Cellular retinoic acid binding protein (CRABP), 18, 20, 40, 148,

151--152, 190--192, 203--206

Cellulose, 223, 226--228

Chaperone, 9, 17, 18, 176--177, 267

Charged residue model, 95, 281--283

Charge partitioning, asymmetric, 93, 94

Charge reduction, 98

Charge state

distribution, 94, 95, 127, 128, 130, 132--134, 171--172, 189, 202,

226, 253, 255, 261, 262, 268

deconvolution, 59, 132

Chemical cross-linking, 92, 99--111, 115, 118, 135, 180, 219--221
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Chemical labeling, 110--116, 135, 172, 219--220

non-specific, 115, 136, 174

Chemometrics, 130, 153

Chirality, 1, 34--36

Chromophore, 34, 39, 110, 161, 179

extrinsic, 36

a-chymotrypsin, 179

Chymotrypsin inhibitor 2 (CI2), 141, 143, 145

CID, see Collision-induced dissociation

Circular dichroism spectroscopy, see CD spectroscopy

Colicin E9 DNase, 196

Collagen, 227, 228

Collision-activated dissociation, see Collision-induced

dissociation

Collision-induced dissociation, 66--71, 73, 75, 80, 91, 94, 108, 150,

152, 189, 223, 225, 232, 233, 248

Competition experiment, 162

Cone fragmentation, see Nozzle-skimmer fragmentation

Cone-jet mode, 279

Conformation, 6

native, 13--20, 95, 117, 129, 136, 137, 142--145, 192, 194, 204,

219, 261, 262

non-native, 12, 18, 130, 132, 136--140, 143, 146--152, 203, 268,

see also Conformation, partially unfolded

partially unfolded, 138, 268, see also Conformation, non-native

partially unstructured, 136, 192, see also Conformation, partially

unfolded

Constant neutral loss, 73, 76, see also Linked scan

Continuous flow, 166, 168, 180

Copolymer, 9, 227

Core,

hydrophobic, 8, 40, 136

protein, 119, 137, 262

COSY, 31, 33

Coulombic explosion, 93, 95

Critical micelle concentration (CMC), 241

Cross-linker,

cleavable, 106

heterobifunctional, 100--104, 221, 258

homobifunctional, 102--104, 106

instrinsic, 108, 109

photosensitive, 100, 112

spacer arm, 100, 103, 106

trifunctional, 100, 106

tyrosine chains, 109

zero-length, 100, 103

Cross-linking, see Chemical cross-linking

Cross-section, collisional, 219, 226, 244, 258, 260

Crowding effect, 269

Cryo-electron microscopy, 29, 30, 119

CryoEM, see Cryo-electron microscopy

Cyclotron frequency, 79

Cytochrome c, 165--169, 174, 265

Cytosol, 18

Denaturation, see Protein unfolding

Dendrimer, 229, 232

Desorption ionization on silicon MS, 181

Detergent(s), 45, 47, 174, 241--249

Dielectric constant, 3, 140, 130, 240, 248, 282

effective, 3

Diffusion coefficient, 29, 43--45, 194

Dihydrofolate reductase, 268

DIOS MS, see Desorption ionization on silicon MS

Dipole, 3--8, 38

induced, 6

permanent, 4, 6, 7

Disorder, structural, 17, 19, 127, 256

intrinsic, 17--21, 130, 256

Dispersion profiles, 194

Distribution,

charge state, see Charge state distribution

isotopic, 53, 55--57, 118, 145--153, 205--206

Disulfide bond, 3, 9, 34--36, 47, 65, 68, 70, 71, 101, 108, 115, 117,

129, 135--137, 149--150, 171--173, 268

Disulfide bridge, see Disulfide bond

Disulfide, cleavage in the gas phase, 68

DNA, 10, 17, 19, 37, 42, 100, 128, 193, 195, 212--219, 222, 270,

see also oligonucleotides

DSC, 41--42

Duty cycle, 63, 73, 75, 78

ECD, see Electron capture dissociation

Electron capture dissociation, 71, 80, 107--108, 150, 153, 167, 168,

220, 225, 226, 232, 256

Electron microscopy, 248, 270, see also Cryo-electron microscopy

Electron transfer dissociation, 71, 107, 150, 153, 167, 225, 226

Electrospray ionization, 58--60, 63, 89, 98, 156, 163, 168, 170, 179,

186, 190, 202, 203, 212, 225, 226, 227, 240, 242, 243, 261,

279--283

native, 89, 92, 98

Elongation factor G (EFG), 266

Energy landscape, 10, 14--16, 19--20, 250

Entropy, 13--16, 42, 144, 192

Enzyme catalysis, 17, 178--180, 200--201

Enzyme,

catalytic site, 17, 198--199

substrate, 17--19, 28, 179--181, 186, 198, 199,

244, 264--268

EPSP-synthase, 180

ESI, see Electrospray ionization

ETD, see Electron transfer dissociation

EX1 exchange regime, 138--148, 163, 203--206

EX2 exchange regime, 138--148, 163, 191, 196, 198, 203, 204

EXX exchange regime, 138--145

Fast atom bombardment (FAB), 58, 61, 147, 179

Fast photochemical oxidation of proteins, 115, 174, 175

Fibroin, 227, 228

Fluctuation, structural, 17, 18, 118, 137, 138, 141--146, 153, 192,

196, 201, 206, 265

Fluorescence, 39--41, 131, 132, 161

time-resolved, 40

Fluorescence resonance energy transfer, 40

Folding, see Protein folding

Folding funnel, 15, 16, 19, see also Protein folding, new view of
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Folding intermediate, 13--17, 164, see also Molten globule

accumulation of, 13--17, 28

equilibrium, 16, 135, 136, 206

kinetic, 17, 166

late, 13

off-pathway, 13, 165, see also Misfolding

structural heterogeneity of,

Footprinting, 110--115, 136, 174, 220, 221, 244, 249, 271

Fourier transformation, 29, 31, 38, 39, 79

Fourier transform ion cyclotron resonance MS, see FT ICR MS

FPOP, see Fast photochemical oxidation of proteins

Fragment ion, see Ion, fragment

Framework model, 14

FRET, see Fluorescence resonance energy transfer

FT ICR MS, 78--82, 168, 214, 215, 220, 221

FTMS, see FT ICR MS

Functional labeling, 199, 201

Galactosidase, 91, 179

Gel filtration chromatography, see Size exclusion chromatography

Gel electrophoresis, 47--48, 92, 102, 106, 176, 212, 220, 242, 244

Gel permeation chromatography, see Size exclusion

chromatography

GEMMA, 98, 264

Glucocerebrosidase, 200, 252--254

Glycomics, 223, 226

Glycoprotein, 46, 91, 224, 225, 252, 260, 261, 263

Glycosylation, 3, 150, 223--225, 260

gp120, HIV, 113

G-quadruplex, 216, 217

Gramicidin A, 240

Green fluorescent protein (GFP), 265

GroEL, 93, 268, see also Chaperone

Gyration, radius of, 12, 29, 95

HDX, see Hydrogen-deuterium exchange

Heat shock protein(s), 176, 267, see also chaperone

Heat stress, 251, 252

Hemoglobin, 9, 18, 20, 28, 68, 94, 201, 270

Heparin, 226, 227

Hexafluoroisopropanol (HFIP), 240

HIV, 113, 219, 221--223, 241

Homochirality, 1

Homopolymer, 227

Hybrid MS, 75, 76, 78, 82, 150, 168

Hydrogen-deuterium exchange, 32, 65, 99, 116--119, 137--153,

162--172, 190--206, 215, 219--221, 226--228, 240--268

back exchange, see Back exchange

gas phase, 219, 220, 233

nucleic acids, 219, 220

oligosaccharides, 226

slow exchange conditions, 116, 118

top down, 150, 151, 152, 167, 205

Hydrogen exchange, see Hydrogen-deuterium exchange

Hydrogen scrambling, 150--153

Homology, amino acid sequence, 8

HPLC, 58, 61, 64, 65, 76, 78, 106, 136, 146, 148, 166, 171, 179,

214, 241

HPLC-MS, see HPLC

HSQC, 32, 33

Hydrogen bonding, 6, 7, 162, 189, 219--221, 233, 256

Hydrophobic collapse, 8, 14

Hydrophobic core, 8, 40, 136

Hydrophobic effect, 7

Hydrophobic interaction, 7, 8, 90, 190, 204, 206, 239--242

Hydroxyl radical footprinting, see Footprinting

Ibuprofen, 188

IM-MS, see Ion mobility

Immunosuppressive binding protein, 186

Induced fit model, 17, 19--21, 43

Infrared multiphoton dissociation, 70, 80, 215

Insulin, 95, 99, 229, 230, 251, 253, 255

Interaction

electrostatic, 3, 6, 136, 229,

hydrophobic, see Hydrophobic interaction

noncovalent, 3--9, 19, 22, 89--91, 98, 189, 190, 217, 219

Interferon b1a (IFN), 46, 114, 129, 130, 201, 202, 262

Interleukin-1b, 165, 261
Intermediate state, see Folding intermediate

Intrinsic exchange rate, 116, 137--145, 149, 162, 167, 191, 197, 240

Intrinsic disorder, see Disorder, structural

Ion,

fragment, 151, 206

molecular, 65, 151

multiply charged, 59, 80, see also Charge state distribution

Ion evaporation model, 282

Ion fragmentation, in-source, 58, 65, 205, see also CID

Ion mobility, 81--82, 97--98, 219, 226, 258, 260, 262

Ion trap, 76--78, 82

Ionization, 57--62

Ion-molecule reaction(s), 71

IR-MALDI, 61

IRMPD, see Infrared multiphoton dissociation

IR spectroscopy, 38

ITC, 42--43

Islet amyloid polypeptide, 250

Isobar, see Isobaric species

Isobaric species, 56, 57, 63, 71, 145, 146, 150, 178

Isotope,

abundance, 53--57

distribution, 53, 55--57, 118, 145--153, 205--206

depletion, 63, 153

enrichment, 30, 32, 56, 153

stable, 53, 55, 56, 145

Isotope tags,

cross-linking reagents, 106

chemical labeling, 110

KcsA, 244

KER, see Kinetic energy release

Kinetic energy release, 73

Kinetic traps, 17

Lactalbumin, see a-lactalbumin

Lactamase, see b-lactamase
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Lactase, 179

Lactose permease, 244, 245

Levinthal paradox, 10, 13, 14

Light scattering, 28

Lignin, 227, 228

Linear ion trap, see Ion trap

Linked scan, 69, 73

Lipid bilayer, 240, 246--249

Lipid vesicles, 241, 246, 248

Local unfolding, 17--22, 137--144

Lock-and-key, 17--20, 43, 192

Lysozyme, 14, 99, 114, 164, 165, 186, 268

Macromolecular assembly, 20, 29, 30, 90, 92, 94, 97, 174, 188,

224, 263--267

Macromolecular crowding, see Crowding effect

Macrophage colony stimulating factor b (rhm-CSFb), 171
Magnetic sector, 72

Malate dehydrogenase, 268

MALDI, see Matrix assisted laser desorption/ionization

MALDI matrix, 61--62

Mass,

average, 57

monoisotopic, 57

most abundant, 57

Mass-analyzed ion kinetic energy spectrometry, see MIKES

Mass analyzer, 53, 72

Mass resolution, 63

Mass spectrometry, tandem, 65--72

Mass-to-charge ratio, 53

Matrix assisted laser desorption/ionization, 61--62

Melittin, 57, 64, 69, 71, 72, 249

Membrane proteins, 27, 174, 239--249

crystal structures of, 27

Mesodiaminopimelate dehydrogenase, 199

Metalloenzymes, 110

Michaelis-Menten, 179

Microglobulin, see b2-microglobulin

MIKES, 73

Misfolding, 11, 18, 23, 136, 202, 241

see also Folding intermediates, off-pathway; Kinetic traps

Mitochondrial porin, 244, 249, 271

Mobile defect, 17

Molten globule, 12, 16, 135, 144, 147, 268

Monoisotopic mass, 2--4, 56, 57, 63, 140--142, 153

Motif, structural, 7

MRM, see Multiple reaction monitoring

MS/MS, see Mass spectrometry, tandem

MS3D, 221, 222

MtGimC, 176

Multiple charging in ESI MS, extent of, see Charge state

distribution

Multiple reaction monitoring, 76

Myoglobin, 16, 36, 165, 166, 168, 170, 171, 174, 187, 194

Nano-ESI, see Nanospray ionization

Nanospray ionization, 60, 99, 155, 170, 176, 178, 196, 242, 246,

264, 270

Nickel superoxide dismutase, 92

Nicotinic acetylcholine receptor, 246

NiSOD, see Nickel superoxide dismutase

NMR spectroscopy, 30--34

Nomenclature

cross-linked peptides, 108

disulfide fragmentation, 70

nucleotide fragmentation, 213

PEGylated proteins, 232

peptide fragmentation, 66

saccharide fragmentation, 225

NOE, see Nuclear Overhauser effect

NOESY, see Nuclear Overhauser effect

Non-equilibrium systems, 271

Nozzle-skimmer fragmentation, 98, 113, 133, 219

Nuclear Overhauser effect, 55

Nucleation, 13, 14, 251, 260

Oligonucleotides, 37, 60, 67, 98, 100, 187, 212--221, 226, 264

Oligosaccharides, 220--226

Orbitrap MS, 78, 80, 81, 82

Organelles, 30, 227 246

PAMAM, 229, see also Dendrimer

Patterson distribution, 29, see also Small angle X-ray scattering

PEG, 229--233, 260--262

Pepsin, 96, 116, 131--134, 147, 150, 171, 189, 249,

see also protease

Pepstatin, 189

Peptide, 1, 3

Phosphodiesterase, 215

Photo-dissociation, UV, 70, 71

Plasmid, 214

PLIMSTEX, 192--194

Polyethylene glycol, see PEG

Polyisoprene (natural rubber), 227, 228

Polymer, biological, see Biopolymer

Polymer, synthetic, 3, 9, 12, 13, 46, 58, 229--233

Polynucleotide, see Oligonucleotide

Polysaccharide, see Oligosaccharide

Prion protein, 38, 255--258

Progeny droplets, 96, 97

Protease, 22, 106, 116, 132, 137, 148, 149, 251

Proteasome, 264

Protein, 1

globular, 96, 97

polymer-conjugated, 230--233, 252

Protein aggregation, see Aggregation

Protein conformation, see Conformation

Protein core, 8

Protein domain, 9

Protein drugs, see Protein therapeutics

Protein folding, 9--21

multiple pathways, 14, see also Folding funnel

new view of, 14

pathway, 10, 21

transition state, 13

Protein pharmaceuticals, see Protein therapeutics
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Protein unfolding, 13, 94, 116, 127, 128, 133, 136, 137, 140, 141,

144, 195, 196, 253

Protein therapeutics, 22

Proteolysis, 19, 106, 110, 113, 116, 118, 136, 148--150, 180, 244,

246, 251, 264, 268

Proximity map(s), 89, 99

Pulse chase, 161, 201

Pulse labeling, 162--169, 174, 220, 256

Pulsed alkylation mass spectrometry (PA-MS), 172

Quadrupole ion trap MS, see Ion trap MS

Quadrupole MS, 63

Ramachandran plot, 6, 7

Raman spectroscopy, 39, 220

Random coil, 12, 13, 34, 35, 38, 46, 135, 138, 139, 256

Rayleigh instability, 95

Rayleigh limit, 93, 281--283

Reflectron, 74--75, 82

Resolution, see Mass resolution

Retinoic acid, 18, 190

RNA, 10, 19, 100, 213--222, 264--266, see also Oligonucleotides

Ribosome, 264--267

Ribozyme, 215, 219, 220

SANS, see Small angle neutron scattering

SAXS, see Small angle X-ray scattering

SEC, see Size exclusion chromatography

Self-organization, 271

Sequence, amino acid, 1, 3, 5, 8, 56

Sequencing, “bottom-up”, 146, 150, 151, 174, 221,

222, 232, 256

Sequencing, “top-down”, 150--153, 167, 221, 231, 256

SID, see Surface-induced dissociation

Signaling, 8, 11, 18, 21, 127, 202

Single molecule spectroscopy, 41

Single nucleotide polymorphism, 214

Single reaction monitoring, 76

Singular value decomposition, 29, 130

Size exclusion chromatography, 46, 89, 92,

Small angle neutron scattering, 30

Small angle X-ray scattering, 29

Solvent penetration, 18

Solvent-accessible surface area (SASA), 89, 110--116, 133, 135,

172, 266

SORI, 67, 80, 152

Spectroscopy, vibrational, see IR spectroscopy

SPR, 46

Src kinase, 199

SRM, see Single reaction monitoring

Stopped flow, 17, 34, 160--161, 165, 169--171

Stored waveform inverse Fourier transform (SWIFT), 80

Structure,

covalent, 1, 65

higher-order, 3, 6, 9, 34, 36, 89--119

primary, see Sequence, amino acid

quaternary, 9, see also Assembly, protein

secondary, 6

tertiary, 7

SUPREX, 196--198

Surface area, protein, 95, 133, 135

Surface-induced dissociation, 69

Surface plasmon resonance, see SPR

Sustained off-resonance irradition, see SORI

SVD, see Singular value decomposition

Taylor cone, 93, 60, 279, 281

Thalassemia, see a-thalassemia

Time-of-flight MS, see TOF MS

Time-resolved ESI MS, 168, 170, 176

TOF MS, 73--75

Trafficking, 201

Transferrin, 17, 18, 20, 36, 37, 59, 62, 118, 119, 187, 195

Transferrin receptor, 118, 119

Trifluoroethanol (TFE), 240, 251

Troponin C (TnC), 199

Turn, see b-turn

Ubiquitin, 16, 169, 230, 231, 232

Ultracentrifugation, analytical, 43--46

Ultra-high performance liquid chromatography, 65, 249

UPLC, see Ultra-high performance liquid chromatography

Unit cell, 26

Virus, 97, 110, 113, 219, 222, 241

X-ray crystallography, 26, 27

high resolution, 27

X-ray scattering, small angle, see Small angle X-ray scattering

Xylanase, 180
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