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Preface

This book presents an introduction to both theoretical and application aspects of flex-
ibility analysis, which is primarily concerned with the task of assigning a sound mea-
sure of the operational capability of a given system under the influence of uncertainties.
The formal definitions of several available performance indices, their mathematical
formulations, and the corresponding algorithms and codes are provided in sufficient
detail to facilitate implementation. It is therefore appropriate for an industrial refer-
ence, a senior-level design course, or a graduate course in chemical process analysis.

Traditionally, design and control decisions are made in sequential stages over the
life cycle of a chemical plant. In the design phase, the “optimal” operating condi-
tions and the corresponding material and energy balance data are established mainly
on the basis of economic considerations. In the subsequent step, the control systems
are configured to maintain the key process conditions at the fixed nominal values.
Because it is often desirable to address the operability issues at the earliest pos-
sible stage before stipulation of control schemes, the systematic incorporation of
flexibility analysis in process synthesis and design has received considerable atten-
tion in recent years. This book focuses to a large extent on computation methods for
evaluating deterministic performance measures, that is, the steady-state, volumetric,
dynamic, and temporal flexibility indices in various applications. The contents in
each chapter can be briefly summarized as follows:

Chapter 1 provides a general introduction to flexibility analyses and qualitative
definitions of several different measures of system resiliency.

Chapter 2 presents the conventional steady-state flexibility index (FI), which is
useful for characterizing the continuous processes. The corresponding model formu-
lation, the existing solution strategies, and a simple example are included therein to
ensure thorough understanding. The undesirable possibilities of misrepresentation,
which may be attributed to the off-center nominal points and/or the nonconvex fea-
sible regions, are discussed at the end of the chapter.

These drawbacks in the steady-state flexibility analysis can be circumvented by
using a different metric, that is, the volumetric flexibility index (FI,) discussed in
Chapter 3. The geometric interpretation of FI, and the required algorithms are given
in this chapter to help readers understand conceptually and carry out specific com-
putations. Several case studies are also presented to demonstrate the benefits of this
alternative approach.

Because both steady-state and volumetric flexibility indices are suitable only for
gauging the continuous processes operated at steady states, the batch systems should
be evaluated differently. By replacing the equality constraints of the original steady-
state model with a system of differential algebraic equations (DAEs), a modified
mathematical programming formulation is developed in Chapter 4 for computing the
dynamic flexibility index (FI,). The solution strategies of this model are outlined,
and an illustrative example is also presented in this chapter.

Although a batch process may become inoperable due to instantaneous variations
in some process parameters at certain instances, the cumulative effects of temporary

xi



xii Preface

disturbances in finite time intervals can also result in serious consequences. The
mathematical programming model presented in Chapter 5 can be adopted to address
this important design issue by computing the so-called temporal flexibility index
(FI,). Its mathematical definition and the corresponding computation procedures are
also provided in this chapter. For comparison purposes, the illustrative example used
here is the same as that given in Chapter 4.

Various applications of the aforementioned four flexibility indices can be found
in the next four chapters. Chapter 6 presents a systematic revamping approach to
enhance operational flexibility of single- and multicontaminant water networks
based on the steady-state index FI,, and Chapter 7 provides extensive case studies
to demonstrate the advantages of characterizing a continuous process with the volu-
metric index FI, when the steady-state flexibility index gives an overly pessimistic
assessment. Both the dynamic and temporal flexibility indices are applied and com-
pared in Chapters 8 and 9 to the solar-driven membrane distillation desalination
system (SMDDS) and the hybrid power generation system, respectively. Chapter 10
contains discussions on the potential future works.

Finally, this book is written primarily for those who have a basic knowledge of
optimization theory, and its presentation is oriented toward a multidisciplinary audi-
ence and thus should appeal to engineers in diverse fields with an interest in produc-
ing resilient system designs.

MATLAB® and Simulink® are registered trademarks of The MathWorks, Inc. For
product information, please contact:

The MathWorks, Inc.

3 Apple Hill Drive

Natick, MA 01760-2098 USA
Tel: 508-647-7000

Fax: 508-647-7001

E-mail: info@mathworks.com
Web: www.mathworks.com


http://www.mathworks.com
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’I Introduction

Dealing with uncertainties is a practical issue encountered in designing almost every
chemical process. These so-called uncertainties may arise either from random exog-
enous disturbances (such as those in feed qualities, product demands, environmental
conditions, etc.) or from undefinable variations in the internal parameters (e.g., the
heat transfer coefficients, the reaction rate constants, and other physical properties)
(Lima and Georgakis, 2008; Lima et al., 2010a, b; Malcolm et al., 2007). The ability
of a given system to maintain feasible operation despite uncertain deviations from the
nominal conditions is usually referred to as its operational flexibility (Halemane and
Grossmann, 1983), which is clearly a feature of critical importance that must be incor-
porated into the design considerations. To this end, various programming approaches
to facilitate deterministic flexibility analyses have already been proposed in numer-
ous studies (Adi and Chang, 2011; Bansal et al., 2000, 2002; Floudas et al., 2001;
Grossmann and Floudas, 1987; Lima and Georgakis, 2008; Lima et al., 2010a, b;
Malcolm et al., 2007; Ostrovski et al., 2002; Ostrovsky et al., 2000; Ostrovsky and
Volin, 1992; Swaney and Grossmann, 1985a, b; Varvarezos et al., 1995; Volin and
Ostrovskii, 2002). Traditionally, the operational flexibility of a process is ensured in
an ad hoc fashion by choosing conservative operating conditions, applying empirical
overdesign factors, and introducing additional or redundant units. The major draw-
backs of this approach can be summarized as follows:

1. Because the interactions among units are not considered, the actual flex-
ibility level of the entire process cannot be accurately determined.

2. Because the economic penalties of the heuristic design practices are not
evaluated, their financial implications cannot be adequately assessed.

A number of mathematical programming models have been developed to facili-
tate quantitative flexibility analyses so as to provide the designers with the capabili-
ties to (1) determine the performance index of any given design in relation to the
expected requirements in actual operation, (2) identify the bottleneck conditions that
limit the operational feasibility, and (3) compare alternative designs on an objective
basis (Swaney and Grossmann, 1985a). The following four performance measures
are discussed in this book.

1.1 STEADY-STATE FLEXIBILITY INDEX

This flexibility index was first defined by Swaney and Grossmann (1985a, b) for use
as an unambiguous gauge of the feasible region in the parameter space. Specifically,
it is associated with the maximum allowable deviations of the uncertain parameters
from their nominal values, by which viable operation can be assured with proper
manipulation of the control variables. Swaney and Grossmann (1985b) also showed
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that under certain convexity assumptions, critical points that limit feasibility and/
or flexibility must lie on the vertices of the uncertain parameter space. Grossmann
and Floudas (1987) later exploited the fact that sets of active constraints are respon-
sible for limiting the flexibility of a design and developed a mixed integer nonlin-
ear programming (MINLP) model accordingly. Similar flexibility analysis has also
been carried out in a series of subsequent studies to produce resilient grassroots
and revamp designs for water networks (Chang et al., 2009; Riyanto and Chang,
2010). Because the steady-state material-and-energy balances are used as the equal-
ity constraints in the aforementioned MINLP model (Grossmann and Floudas, 1987,
Ostrovski et al., 2002; Ostrovsky et al., 2000; Ostrovsky and Volin, 1992; Swaney
and Grossmann, 1985a, b; Varvarezos et al., 1995; Volin and Ostrovskii, 2002), the
corresponding steady-state—based index FI; is viewed as a performance measure
for the continuous processes (Petracci et al., 1996; Pistikopoulos and Grossmann,
1988a, b, 1989a, b).

1.2 VOLUMETRIC FLEXIBILITY INDEX

Geometrically speaking, the aforementioned index FI; can be regarded as an aggre-
gated measure of the orthogonal distances between the given nominal point and
all faces of the biggest inscribable hypercube inside the feasible region. Hence its
value may not be a truly representative indicator of the entire feasible region when
the chosen nominal point is very far off from the center and/or the biggest inscrib-
able hypercube is much smaller than the feasible region due to concavities. Lai and
Hui (2008) suggested using an additional yardstick, that is, the volumetric flexibility
index (denoted as F1,), to complement the conventional steady-state flexibility anal-
ysis. Essentially, FI, should be viewed in 3-D as the volumetric fraction of the fea-
sible region in a cube bounded by the expected upper and lower limits of uncertain
process parameters. Because the total volume of feasible region is calculated without
needing to select a nominal point and/or to identify the biggest inscribable cube
inside the feasible region, the magnitude of FI, can be more closely linked to process
flexibility in cases when the feasible regions are nonconvex and/or the nominal con-
ditions are associated with near-boundary locations. Finally, note that several other
alternative approaches have also been proposed to address the uncertainty issues
from a stochastic viewpoint (Banerjee and Ierapetritou, 2002, 2003; Pistikopoulos
and Mazzuchi, 1990; Straub and Grossmann, 1990, 1992, 1993). Because they are
out of the intended scope of this book, the related studies are not reviewed here.

1.3 DYNAMIC FLEXIBILITY INDEX

As indicated by Dimitriadis and Pistikopoulos (1995), the operational flexibility
of an unsteady (or batch) process should be evaluated differently. By adopting a
system of differential algebraic equations (DAEs) as the model constraints, these
authors developed a mathematical programming formulation for the dynamic flex-
ibility analysis. Clearly, this practice is more rigorous than that based on the steady-
state model because, even for a continuous process, the operational flexibility cannot
be adequately characterized without accounting for the control dynamics. In an
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earlier study, Brengel and Seider (1992) advocated the need for design and control
integration. The incorporation of flexibility and controllability in design consid-
eration was later studied extensively (Aziz and Mujtaba, 2002; Bahri et al., 1997,
ChaconMondragon and Himmelblau, 1996; Georgiadis and Pistikopoulos, 1999;
Malcolm et al., 2007; Mohideen et al., 1996a, b). Soroush and Kravaris (1993a, b)
addressed issues concerning flexible operation for batch reactors. The effects of
uncertainty on the dynamic behavior of chemical processes were also studied by
Walsh and Perkins (1994), with particular reference to the wastewater neutraliza-
tion processes. White et al. (1996) presented an approach for the evaluation of the
switchability of a proposed design, that is, its ability to perform well when moving
between different operating points. Dimitriadis et al. (1997) studied the feasibil-
ity problem from the safety verification point of view. Zhou et al. (2009) utilized a
similar approach to assess the operational flexibility of batch systems. This problem
is considered more challenging because the nature of inherent system dynamics is
dependent upon the initial conditions.

1.4 TEMPORAL FLEXIBILITY INDEX

In the aforementioned dynamic flexibility analysis, the nominal values of uncertain
parameters and the anticipated positive and negative deviations in these parameters
must be available in every instance over the entire time horizon of operation life. The
corresponding flexibility index can be uniquely determined by such a priori infor-
mation. However, although an ill-designed system may become inoperable due to
instantaneous variations in some process parameters, the cuamulative effects of tem-
porary disturbances within finite time intervals can also result in serious operational
problems. The latter scenario is usually ignored in the traditional dynamic flexibility
analysis, but it is, in fact, a more likely event in practical applications. To address
this issue, a new mathematical programming model has been developed by Adi and
Chang (2013) for computing the corresponding performance measure, which was
referred to as the temporal flexibility index. Realistic process improvements can be
identified by this novel approach in flexibility analysis.

1.5 IMPLEMENTATION STRATEGY IN PROCESS DESIGN

In process design, optimizing a single economic index (for example, minimiza-
tion of the total annual cost) is the most popular approach. However, as a general
rule, the operability of a design deteriorates as the budget decreases and vice versa.
Apparently, an additional quantitative measure is also needed to assess the opera-
tional performance of a practical system. The steady-state and volumetric flexibility
indices (FI; and FI,) are applicable for characterizing the continuously operated
chemical plants, whereas their dynamic and temporal counterparts (FI, and FI,) are
meant for evaluating the unsteady or batch processes.

Because the programming model used for computing FI; is more constrained
than that for FI,, the steady-state flexibility index of a given continuous process
should be first compared with the designated target. If the desired value cannot
be achieved even with a reasonable amount of extra budget, then the volumetric
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flexibility analysis should be performed to produce a feasible design according to
a relaxed criterion and/or to identify a set of more operable nominal conditions. It
should also be noted that the roles of F1,; and FI, in designing the unsteady processes
are essentially the same as those of FI; and FI, and, thus, the corresponding imple-
mentation strategy is identical.
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2 Steady-State
Flexibility Analysis

As mentioned previously, design and control decisions are usually made in two
consecutive steps over the life cycle of a continuous chemical process. In the tra-
ditional design phase, the “optimal” operating conditions and the corresponding
material- and energy-balance data are produced on the basis of economic consid-
erations only. Because it is often desirable to address the operability issues at the
earliest possible stage, systematic incorporation of flexibility analysis in process syn-
thesis and design has received considerable attention in recent years (Bansal et al.,
2000, 2002; Dimitriadis and Pistikopoulos, 1995; Floudas et al., 2001; Grossmann
and Halemane, 1982; Swaney and Grossmann, 1985a, b). The uncertainties in flex-
ibility analysis may be attributed to either random exogenous disturbances (such as
those in feed qualities, product demands, environmental conditions, etc.) or unchar-
acterizable variations in the internal parameters (such as heat transfer coefficients,
reaction rate constants, and other physical properties) (Lima and Georgakis, 2008;
Lima et al., 2010a, b; Malcolm et al., 2007), and the ability of a chemical process to
maintain feasible operation despite uncertain deviations from the nominal states was
referred to as its operational flexibility. The so-called flexibility index (FI;) was first
proposed by Swaney and Grossmann (1985a, b) to provide a quantitative measure
of the feasible region in the parameter space. More specifically, FI; can be associ-
ated with the maximum allowable deviations of the uncertain parameters from their
nominal values, by which feasible operation can be assured with proper manipula-
tion of the control variables. The aforementioned authors also showed that, under
certain convexity assumptions, critical points that limit feasibility and/or flexibility
must lie on the vertices of the uncertain parameter space. Grossmann and Floudas
(1987) later exploited the fact that active constraints are responsible for limiting
the operability of a design and developed a mixed integer nonlinear programming
(MINLP) model accordingly. Various approaches to facilitate the corresponding
flexibility analysis have also been proposed in numerous studies (Bansal et al.,
2000, 2002; Floudas et al., 2001; Grossmann and Floudas, 1987; Grossmann and
Halemane, 1982; Halemane and Grossmann, 1983; Lima and Georgakis, 2008; Lima
et al., 2010a, b; Malcolm et al., 2007; Ostrovski et al., 2002; Ostrovsky et al., 2000;
Swaney and Grossmann, 1985a, b; Varvarezos et al., 1995; Volin and Ostrovskii,
2002). This analysis was also carried out in a series of subsequent studies to produce
resilient grassroots and revamp designs (Chang et al., 2009; Riyanto and Chang,
2010). Because the steady-state material and energy balances are used as the equal-
ity constraints in the aforementioned MINLP model (Grossmann and Floudas, 1987
Ostrovski et al., 2002; Ostrovsky et al., 2000; Swaney and Grossmann, 1985a, b;
Varvarezos et al., 1995; Volin and Ostrovskii, 2002), this original index can be
viewed as a performance indicator of the continuous process under consideration

7
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(Petracci et al., 1996; Pistikopoulos and Grossmann, 1988a, b, 1989a, b), and it is
referred to as the steady-state flexibility index throughout this book.

2.1 MODEL FORMULATION

The steady-state flexibility index was first defined by Swaney and Grossmann (1985a, b)
as a lumped indicator of the allowable variations in all uncertain parameters. The basic
framework of the flexibility index model (Biegler et al., 1997) is presented in the sequel.
For clarity, let us first introduce two label sets:

I[={iliis the label of an equality constraint} 2.1
J={jljis the label of an inequality constraint} 2.2)

The general design model of the continuous processes can be expressed
accordingly as

hi(d,zx,0)=0 Viel 2.3)
2/(d,z,x,0)<0, Vjel 2.4)

where #; is the i™ equality constraint in the design model (e.g., the steady-state mass
or energy balance equation of a processing unit); g; is the j™ inequality constraint
(e.g., a capacity limit); d represents a vector in which all design specifications are
stored; z denotes the vector of adjustable control variables; x is the vector of state
variables; and 0 denotes the vector of uncertain parameters.

The following mathematical program can be utilized to determine a so-called
feasibility function ¥(d,0), that is,

y(d,0) = min max 2,(d,z,x,0) (2.5)
X,z je

subject to the equality constraints given in Equation 2.3. Notice that this formulation
means that for a fixed design defined by d and the fixed values of parameters in 6,
the largest g; (Vj € J) is minimized by adjusting the control variables in z while
keeping h; = 0 (Vi € I). The given system is clearly operable if ¥(d,0) <0, although
infeasible if otherwise (see Figure 2.1).

On the other hand, the earlier optimization problem can be defined alternatively
with a different formulation by introducing an extra scalar variable, u, that is,

y(d,0) = minu (2.6)

X.Z.u

subject to Equation 2.3 and

gi/(d,z,x,0)<u Vjel 2.7
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FIGURE 2.1 Feasible and infeasible designs in the parameter space: (a) is feasible because
vy (d,8) <0; (b) is infeasible because y(d,08) > 0.

Notice also that if ¥(d,0) =0, then at least one of the inequality constraints should
be active, thatis, g; =0 (3je]).

Because the aforementioned feasibility function is evaluated according to a deter-
ministic model with constant ©, it is necessary to perform the feasibility check on a
more comprehensive basis by considering all possible values of the uncertain param-
eters. To this end, let us first define a permissible hypercube T in the parameter
space, that is,

T={010"-A0"<06<06"+A0"} (2.8)

where 8" denotes a vector of the given nominal parameter values and A®" and A~
represent vectors of the expected deviations in the positive and negative directions,
respectively. Hence, an additional optimization problem can be formulated to facili-
tate this more rigorous test:

x(d) = max y(d,0) 2.9)

where y(d) denotes the feasibility function of a fixed design defined by d over T.
The given system should therefore be feasible if % (d) <0 and infeasible if otherwise
(Figure 2.2).

To provide a unified measure of the maximum tolerable range of variation in every
uncertain parameter (Swaney and Grossmann, 1985a, b), the permissible hypercube
T is expanded/contracted with another scalar variable, d:

T(3)={010" - 810" <0<6" +5A0"} (2.10)

where 6 can be determined by solving the flexibility index model given as:

FI, = max d 2.11)
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FIGURE 2.2 Geometrical interpretation of the steady-state flexibility index.

subject to
x(d)<0 (2.12)

Note that the maximized objective value FI; is the steady-state flexibility index,
which represents the largest value of & that guarantees g; <0 (VjeJ), that is,
x(d) <0, in the parameter hypercube. Note also that 8 > 1 essentially implies that
the system is feasible under the original constraints of Equation 2.8.

2.2 NUMERICAL SOLUTION STRATEGIES

Several effective strategies are available for solving the optimization problem defined
by Equations 2.11 and 2.12. Two of them, that is, the active set method and the vertex
method, are described in the sequel.

2.2.1 AcTive SET METHOD

Solving the flexibility index model is, in general, very tough because Equations 2.11
and 2.12 represent a nonlinear, nondifferentiable, multilevel optimization problem.
Grossmann and Floudas (1987) developed a solution strategy based on the
Karush-Kuhn-Tucker (KKT) conditions of the optimization problem for computing
the function ¥(d,0), that is, Equations 2.3, 2.6, and 2.7. To be able to apply these
conditions, the aforementioned flexibility index model is first reformulated by impos-
ing an extra equality constraint that forces the feasibility function to be zero, that is,

FI, = mind (2.13)
subject to

v(d,0)=0 2.14)
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Notice that the original maximization problem—that is, Equations 2.11 and
2.12—is now replaced with the present minimization problem. This is because if
the chosen value of & is not the smallest, at least one inequality constraint must
be violated, that is, g; >0 (3j € J). Because Equations 2.3 and 2.4 are inherently
satisfied in the optimization problem defined by Equations 2.3, 2.6, and 2.7, the cor-
responding KTT conditions should be applicable. Consequently, the flexibility evalu-
ation problem in Equations 2.13 and 2.14 can be reformulated more explicitly as an
MINLP model (Grossmann and Floudas, 1987):

FI, = min & (2.15)

S0, A j,85, Y5 %i 2, 0n

subject to the equality constraints in Equation 2.3 and also those presented as follows:

gi(d,z,x,0)+s;=0, jel (2.16)
oh; og;
i A—=2L=0
Z{u 9z *2 "0z 2.17)
i€ jel
oh; ag;
i : 7\. =2 = 0
ZH‘M ox +Z ! ox 2.18)
ie jel
7\41' =
jezj (2.19)
Aj—y;<0, jel (2.20)
5;—0(l-y;)<0, je ] (2.21)
2=l 2.22)
jel
0" —8A8” <0<6" +5A0" (2.23)
y;={0,11,A; 20,5,20, jel (2.24)
§>0 (2.25)

where, s; is the slack variable for the j" inequality constraint; Q denotes a large
enough positive number to be used as the upper bound of s;; l; denotes the Lagrange
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multiplier of equality constraint A; A; is the Lagrange multiplier of inequal-
ity constraint g;; y; is the binary variable reflecting whether the corresponding
inequality constraint is active, thatis, g; =0 if y; =1, whereas g; <0 if y; =0; and
n. is the total number of independent control variables.

2.2.2  VERTEX METHOD

The primary difficulty in applying the active set method can be clearly attributed to
the computation effort involved in solving the aforementioned MINLP model. The
optimization procedure for Equations 2.11 and 2.12 can be greatly simplified under
the assumption that the optimal solution is always associated with one of the verti-
ces of the feasible hypercube in the parameter space (Halemane and Grossmann,
1983). Let A" (Vk € V) denote a vector pointing from the nominal point 8" to the
k™ vertex and V is the set of all vertices. Then it is possible to determine the largest
possible value of & along a specific vertex direction, that is, A8*, by solving the fol-
lowing programming model:

& = mag&ﬁ (2.26)
subject to Equations 2.3, 2.4, and
0=10" +3A6" (2.27)

Among all resulting parameter hypercubes, that is, T(B") and k eV, it is clear
that only the smallest one can be totally inscribed within the feasible region defined
by Equations 2.3 and 2.4. Hence,

FI, =min{8"} (2.28)

keV

Thus the following simple procedure applies:

Step 1: Solve the optimization problem described by Equations 2.3, 2.4, 2.26,
and 2.27 for each vertex k e V.
Step 2: Select FI; according to Equation 2.28.

Swaney and Grossmann (1985a, b) showed that only under certain convexity
conditions is the optimal solution guaranteed to be associated with one of the ver-
tices. However, even when these conditions are not met, it can often be found that
this approach is still applicable in practice. Note also that the vertex method may
be computationally demanding as the number of uncertain parameters increases.
For example, 1,024 (: 2”’) optimization runs are needed for 10 uncertain param-
eters, and if the number of parameters is raised to 20, the computation load for the
required 1,048,576 (= 220) runs can be quite overwhelming. However, in certain
realistic applications, a significant portion of theses runs may be omitted on the basis
of physical insights (Li and Chang, 2011).
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2.3 ILLUSTRATIVE EXAMPLES

The implementation steps of steady-state flexibility analysis are illustrated here with
two simple examples.

Example 2.1

Let us first consider the water network shown in Figure 2.3 (Chang et al., 2009).
Note that there are one water source (W), one wastewater sink (S), and two water-
using units, that is, U1 and U2, in this system. The supply rate of the freshwater
source (fww) is set to be 430 ton/hr, and its contaminant concentration (Cw) is 20
ppm. The nominal operating conditions of the two water-using units are shown
in Table 2.1.

Let us also assume that the upper limits of inlet and outlet concentrations of the
two water-using units, that is, Ciyunie and Conunir, are affected by the ambient tem-
perature and thus can be regarded as uncertain parameters, specifically

it = 0C n.unit (2.29)
(%itl,)imit = eézﬁfunit (230)
Rl = ﬁ/V ui
A
W= o =X G
Jiny

FIGURE 2.3 The water network studied in Example 2.1. (Reprinted with permission
from [Chang et al., 2009, 3496-3504]. Copyright [2009] American Chemical Society.)

TABLE 2.1

Nominal Operating Conditions of Water-Using Units in Example 2.1
Water Using Unit Ch (ppm) Cou (ppm) Mass Load (kg/hr)
Ul 70 170 20

U2 N/A 120 30

Source: Reprinted with permission from [Chang et al., 2009, 3496-3504]. Copyright [2009]
American Chemical Society.
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where the subscript unit can be replaced with either Ul or U2,; a‘,ﬁ’;i[ and 5;{‘,?,’;““,
respectively, denote the nominal values of corresponding concentration limits; and
0 is an uncertain multiplier.

The following two flow ratios are treated as the control variables in this example:

Ri=2"0r (2.31)
fow

R2= m (2.32)
finy,

where fww is the supply rate from source W (ton/hr); fiwy, is the flow rate from W to
U1 (ton/hr); finy, is the inlet flow rate of U2 (ton/hr); and fruy, v is the flow rate from
U2 to Ul (ton/hr). The equality and inequality constraints can thus be expressed as

Rl(CW - CinUl ) + (1 - Rl)R2(COutU2 - CinUl) =0 (233)

fww[ R1(Cw = Coutyy )+ (1 - R1)R2(Couty, — Couty,) [+ mly; =0 (2.34)

(1= R1) fiww(Cw — Couty, )+ mly, =0 (2.35)
Cing; <0Chnn (2.36)

Couty; < 0Couu (2.37)

Couty, <0Cou 2 (2.38)

where mly, is the mass load of U1 (kg/hr); mly, is the mass load of U2 (kg/hr); Ciny,
is the inlet concentration of U1 (ppm); Couty, is the outlet concentration of U1 (ppm);

~~max

Couty, is the outlet concentration of U2 (ppm); Ciyy; is the nominal value of maxi-

v max

mum inlet concentration of U1 (ppm); Ciy;  is the nominal value of maximum outlet
concentration of U1 (ppm); and E;'fjf‘m is the nominal maximum outlet concentration
of U2 (ppm). Finally, it is assumed that the negative and positive deviations of uncer-
tain parameters is 0.05 and 0.04, respectively, that is,

1-0.046 <0 <1+0.058 (2.39)

The steady-state flexibility index is first computed here with the active set
method. Specifically, the flexibility index model can be formulated according to
Equations 2.15 through 2.25:
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FI,= min & (2.40)
S,LA,8,y,X,Z
subject to
R1(Cw—Cing, )+ (1- R1) R2(Couty, — Cing, ) =0 (2.41)

fww[ R1(Cw = Couty, ) +(1— R1)R2(Couty, — Couty,) [+ mly; =0 (2.42)

(1= R1) fww(Cw— Couty, )+ mly, =0 (2.43)
Ciny, — Cin0n®+ Sinu1 =0 (2.44)
Couty; — Cou 10+ Soun =0 (2.45)
COl]tU2 — 6::12:)(1129 + Sout,UZ =0 (246)
7\-'in,U1 + 7\'oul,U1 + 7\'0ut,U2 = 1 (247)
L [R1+ (1= R)R2]+ iy 0 =0 (248)
aCanl
o, ~Meut [RLfww + fivw (1= RI) R2]+ Roy0n =0 (2:49)
dCouty,
oL
= W fiww (1= R R2 = Weyn (1= R1) fivw + W (1= R R2+ A2 =0
dCouty,
(2.50)
oL . .
ﬁ = Weini [CW - CIHU] - R2(C0utU2 - Canl ):I
+Hl e fww [ Cw — Coutyy — R2(Couty, — Couty, ) | 2.51)
—sz‘fWW(CW - Coutyg) =0
oL

% = WNeini (COU.tUZ - CiIlUl ) + chlf‘/VW(COlltyz - COUtUl) =0 (252)
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Sinu1 — QL= Y1) <0 (2.53)
Souv1 = Q= Yourw1) <0 (2.54)
Souv2 = Q1= Yourr2) £0 (2.55)

Yinv1 + Youw1 + Youwz Sn; +1 (2.56)
Xinu1> hout vt Aotz 2 0 (2.57)
Sinu1 s Souu1 s Souv2 2 0 (2.58)

1-0.045 <0 <1+0.055 (2.59)
0<RIl, R2<1 (2.60)

where Wen, Meuts Mewzs Minvts Aourwts and Aoy s are the Lagrange multipliers for
Equations 2.33 through 2.38, respectively; Si,u1, Sourv1, and Seu 2 are the slack vari-
ables for Equations 2.36 through 2.38; yi,u1s Yourw1, and Youp2 are the correspond-
ing binary variables and n, =5—-3=2; and L is the augmented objective function,
that is, L =u+pn"g+A"h. Equations 2.41 through 2.43 are essentially the same as
Equations 2.33 through 2.35, whereas Equations 2.44 through 2.46 are the modified
versions of Equations 2.36 through 2.38 with the slack variables. Equation 2.47 is
based on Equation 2.19. Equations 2.48 through 2.52 are the partial derivatives of
L with respect to Cinyy, Couty;, Couty,, Rl ,and R2, respectively. Equations 2.53
through 2.55 are derived based on Equations 2.20 and 2.21. Equation 2.56 is essen-
tially based on Equation 2.22.

By solving Equations 2.40 through 2.60, the steady-state flexibility index was
found to be & =1.453. This value implies that the network design is operable or
has enough flexibility to counteract all possible disturbances by adjusting the con-
trol variables, that is, the flow ratios Rl and R2. The corresponding critical active
constraints are those given in Equations 2.44 through 2.46; that is, the upper

max

limits of inlet concentration of U1 (in 71), the outlet concentration of U1 (COut Ul
and the outlet concentration of U2 (C av2) are all reached in the worst-case
scenario.

It should also be noted that due to the special model structure for water network
designs, Li and Chang (2011) suggested that a shortcut version of the vertex method

can be applied by checking only a single corner of the parameter space. This critical
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point can be identified on the basis of physical insights (Chang et al., 2009) and,
specifically, should be associated with

* The upper bounds of the mass loads of water using units and the pollutant
concentrations at the primary and secondary sources

* The lower bounds of the removal ratios of wastewater treatment units, the
allowed maximum inlet and outlet pollutant concentrations of water-using
units, and the allowed maximum inlet pollutant concentration of wastewater
treatment units

The flexibility index of a water network can thus be determined according to this
most constrained point alone. In the present example, its location in the parameter
space is apparently corresponding to the lower bounds of the allowed maximum
inlet and outlet pollutant concentrations of the two water-using units. In other words,
Equation 2.27 can be written as 8 = 1 — 0.043, and the resulting flexibility index was
found to be the same as before (8 =1.453).

Example 2.2

Let us next consider the heat exchanger network (HEN) given in Figure 2.4
(Kuo, 2015). Seven exchangers and one heater are embedded in this HEN to facili-
tate heat transfers from four hot process streams (H1 — H4) and one hot utility to
three cold process streams (C1 — C3). In this example, the supply temperatures of
all seven process streams are treated as uncertain parameters, and their nominal
values are Tjy;, = 400 K, Tjsin = 450 K, T30 = 400 K, T/ = 430 K, T8, = 310K,
T =290K, and T2, = 285 K. The expected maximum positive and negative
deviations of each supply temperature are both set at 10 K. The utility consump-
tion rate in heater H, that is, Q, is selected as the control variable of the given
system.

The following eight equality constraints can be constructed according to the basic
principle of energy balance around every unit in the given HEN:

Fin (T = Tit) = Fou (TH - ) 2.61)
Fua (T — Tt ) = Fou (T& - T2 (2.62)
Fua(Tis Ty ) = Fea (TR - T) 2.63)

FHI(T;III - THOKIH) = Fcz(ng - c*% (2~64)
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FIGURE 2.4 Heat exchanger network studied in Example 2.2. (Reprinted with permission
from Kuo 2015. Copyright 2015 National Cheng Kung University Library.)

FH4(T1;H4 - T;i) = Fcz(ng - gg (2.65)
FH4(T1;§1 - 133&[) = Fc3(Tc*g - Tc"% (2.66)
Fus(Tifs = T ) = Fos (T8 = T3 (2.67)

0=Fo (TS -T53 2.68)

where F denotes the heat capacity flow rate of a process stream; 7™ and T°" rep-
resent the supply and target temperatures of a process stream, respectively; and 7"
denotes the process stream temperature at the outlet of the exchanger i. Note that the
subscripts of the aforementioned heat capacity flow rates and temperatures are used
to represent the corresponding process streams.
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The inequality constraints are primarily concerned with the process temperatures,

specifically

¢ The temperature of the hot stream at the outlet of a heat exchanger should
be higher than or equal to that of the cold stream at the inlet, whereas the
inlet temperature of the hot stream should also be greater than or equal to

the outlet temperature of the cold stream.

e The temperature of the hot stream at the inlet of a heat exchanger should
be higher than or equal to that of the same stream at the outlet, whereas the
inlet temperature of the cold stream should be lower than or equal to the

outlet temperature of the same stream.

All corresponding inequalities are listed as follows:

T < T

in *1
TCl < TCl

*1 out
Tei <Ty>

in *3
Tey <Ths

Tes <Tes

*3 out
Ter < Ty

*3 w4
Ter <Tc>

*3 *5
Ter < Ty

%4 *5
TCZ < TCZ

*4 #]
TC2 < THl

(2.69)

(2.70)

Q2.71)

2.72)

2.73)

(2.74)

(2.75)

(2.76)

Q.77)

(2.78)
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Ter < Ty

*5 out
Ter <Tcs

S
Te5 <Te3

in out
Te3 <Tya

*6 out
TC3 < TH3

*6 *3
Te3 < Ty

out *3
Tys <Thy

3 #5
Tys <Thy

Ty < Tify

(2.79)

(2.80)

2.81)

2.82)

(2.83)

(2.84)

(2.85)

(2.86)

2.87)

By using the active set and vertex methods, one can produce the following results:

e The former approach yields a flexibility index of 0.75. The inequality

constraints in Equations 2.79 and 2.81 are activated in this case.

* The second approach calls for checking 2’ vertices because there are seven
uncertain parameters. The smallest 8 among all corresponding candidates

is also 0.75.

Other than the fact that both approaches may be adopted to produce the same cor-
rect results, in the sequel their pros and cons in evaluating the steady-state flexibility

index are further compared:

e The active set method only requires solving a single optimization problem.
However, due to the need to incorporate the KKT conditions, additional
Lagrange multipliers, slack variables, and binary variables must be intro-
duced into the model formulation. Consequently, the required optimiza-
tion procedure consists of mostly the steps for solving a complex MINLP
with scores of constraints and variables. Note that the convergence of the

numerical solution process for this MINLP model is not guaranteed.
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A total of 128 (27) nonlinear programming (NLP) models are solved to
determine the value of FI; in the present example. The required computa-
tion load can become overwhelming in cases where there are more uncer-
tain parameters. However, if a subset of the corresponding vertices can be
ignored based on physical insights, one would expect the effort to obtain
optimum solution may be significantly reduced. In the HEN presented in
Figure 2.4, the following observations can be made:

1. Let us first consider exchanger 6. Although the exit temperature of hot
stream H4 from the exchanger must be fixed at 298 K (which should be
larger than T23), the inlet temperature of cold stream C3 is uncertain. If
T4 deviates to the biggest extent from its nominal value of 285 K in the
positive direction, then the inequality constraint in Equation 2.81 may be
violated. Thus, in applying the vertex method, this uncertain tempera-
ture should be fixed at 295 (= 285+10) K and, as a result, the number of
vertices that require checking can be reduced from 27 to 2°.

2. Let us next consider exchanger 7. Note that after fixing T2} at its upper
bound (295 K) according to the rationale outlined earlier, the difference
between the target and supply temperatures of cold stream C3 should
be lowered to 45 K, and the corresponding heat consumption rate is
90 kW. Note also that the largest possible heat supply rate from hot
stream H3 to exchanger 7 is 100 kW (by setting Tj5 at its maximum
value of 410 K). Thus, fixing T}j; at its upper limit can further reduce
the vertex number to 2°, which represents one-fourth of the original
computation load.

2.4 SELECTION OF NOMINAL CONDITIONS

As mentioned before, the term flexibility is regarded as the capability of a system
to function adequately under various sources of uncertainties. It has been recog-
nized that these uncertainties might be due to inaccuracies in the estimates of model
parameters for design calculations (such as heat transfer coefficients, reaction rate
constants, and other physical properties) or external disturbances in process condi-
tions during actual operations (such as the qualities and flow rates of feed streams).
The latter conditions often fluctuate online within some statistically determinable
ranges, whereas their nominal values can usually be stipulated and adjusted offline.

Traditionally, design and control decisions are made in sequential stages over
the life cycle of a chemical plant. In the design phase, the “optimal” operating con-
ditions and the corresponding material and energy balance data are determined
mainly by economic considerations. In the subsequent step, the control systems are
configured to maintain the critical process conditions at the fixed nominal values.
Because it is often desirable to address the operability issues at the earliest possible
stage, the systematic incorporation of flexibility analysis in process synthesis and
design has received considerable attention in recent years. The potential benefits
of manipulating the nominal values of uncertain parameters are twofold. First, the
operational flexibility of a given chemical plant could be enhanced without extra
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capital investments. Also, the operating cost of a system with higher flexibility is
arguably lower because the system can cope with more extreme abnormal conditions
without shutdown. Therefore, there are legitimate incentives to develop an effective
optimization strategy for selecting the best nominal conditions so as to maximize
the flexibility index.

2.4.1 MoDiFiED PROBLEM DEFINITION

Let us assume that for a given system, the conventional flexibility index model (see
Section 2.1) is available and, also, the nominal conditions in 8" can be divided into
two different types, that is,

N

N _ 1
0 . (2.88)
n

where

1. ) is alterable offline with existing equipment (e.g., feed quality and flow
rate, removal ratio).

2. 6N is unalterable (e.g., heat transfer coefficients, reaction rate constants,
physical properties).

Based on the initial estimates of the nominal values of both types of parameters,
the modified search results should include (1) the maximum value of FI for the sys-
tem considered and (2) the optimal nominal values of 8} .

Notice that the conventional flexibility index model only deals with fixed nominal
parameter values. To find the optimal FI; by varying the nominal operating condi-
tions in 87, a multilevel optimization procedure is needed, that is,

FI™ = max FI, (6] ,0}) (2.89)
o

Almost all constraints of this optimization problem should be the same as those
used in the original flexibility index model—that is, Equations 2.1 through 2.5, 2.9,
2.11, and 2.12—whereas Equation 2.10 should be replaced by Equation 2.88 and

omn <9 —5A0; <0, <0 +5A0F <@

where 0™ and 0™, respectively, represent the lower and upper limits of accept-
able values of the type-I parameters. These limits are necessary because 0] is
primarily viewed as a vector of adjustable decision variables and, therefore, the
corresponding parameter intervals, that is, 0)—38A0; <0,<0Y+58A07, are no longer
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bounded. Notice that A@; and A@; are used in the proposed model to characterize
the ranges of statistically uncertain parameters, but 07" and @ are needed for
setting the lower and upper bounds, which are economically feasible and/or physi-

cally realizable.

2.4.2 TwO-TIER SEARCH STRATEGY

The optimization problem defined earlier can be tackled hierarchically on two levels.
First the MINLP described by Equations 2.3 and 2.15 through 2.22, 2.24, 2.25, and
2.90 is solved on the lower level to minimize § based on a set of fixed nominal
parameters in 8", whereas the upper level of the maximum value of the flexibility
index is determined by adjusting the nominal operating conditions in 0} according
to a direct search strategy. The main reason for selecting a direct search approach
in this framework is due to the need to simplify problem formulation by avoiding
the use of gradients. One of the most popular multi-agent direct search strategies
is the so-called genetic algorithm (GA)—see Goldberg (1989) and Holland (1975,
1992). There are two other closely related optimization methods, namely, differential
evolution (DE) and particle swarm optimization (PSO). DE is conceptually similar
to GA in its use of evolutionary operators to guide the search toward an optimum,
but it was specifically developed for real-valued search spaces from the start. PSO
was originally intended as a model for the social behavior in a flock of birds, but the
algorithm was later simplified for solving optimization problems.

Earlier studies showed that DE fared best on some benchmark problems (Pedersen,
2008); therefore, it is chosen for addressing the illustrative example described in the
next subsection. Specifically, this two-tier search strategy (Adi and Chang, 2011) can
be concisely depicted with the flowchart in Figure 2.5. A brief explanation of each
step is provided as follows:

1. Assemble parameter values and model constraints. Obtain all param-
eter values in the proposed model, including the initial estimates of 0} .
Formulate the objective function and all model constraints of the lower-
level optimization problem based on Equations 2.3 and 2.15 through 2.22,
2.24,2.25, and 2.90.

2. Construct computer codes for solving the generalized flexibility index
model. Build a GAMS code in a script file according to the model formu-
lation assembled in step 1. The model parameters in ) are allowed to be
varied via the MATLAB-GAMS interface (Ferris, 2005).

3. Generate new agents based on the reference position. Use the best candi-
date as a reference to create new agents with the DE optimizer, for example,
see Storn and Price (1997).

4. Compute flexibility indices according to the reference position and the
positions of new agents. Execute the aforementioned GAMS code repeat-
edly with the BARON solver to determine a collection of flexibility indices
using the reference parameter values in 8} and those specified in the NP
new agents.
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5. Identify the candidate agent in the current population. The agent yielding
the highest FI; value is picked from the population in the present iteration.

6. Update the best candidate in all iterations. If the FI; value of the current
candidate is larger than that of the best candidate in the previous iteration,
the current candidate is adopted to replace the old one. Otherwise, it is
discarded.

7. Determine whether the termination criterion is satisfied. The iteration
process is terminated when an assigned iteration number is reached or an
adequate level of fitness is achieved, that is,

07 —07ker _ .91)

N >
07

where € is a vector of error bounds and k denotes the iteration number.
8. Report search results. The search results are mainly the optimal 8}’ and the
corresponding FI{™.

Example 2.3

The underlying water network considered here consists of one primary source
W1, one secondary source W2, one sink S1, two water-using units U1 and U2,
and a wastewater treatment unit 71 (see Figure 2.6). This structure was studied by
Riyanto and Chang (2010), and the corresponding model parameters can be found
in Table 2.2. Three uncertain parameters are considered in the present example,
that is, the upper concentration limit of W2 (Cy,) and the mass loads of Ul and
U2 (M,; and M,;, ). To characterize uncertainties more consistently, these param-
eters are normalized in the design model, that is,

CW2 = CW29CW2 (292)
My = Mme/wm (2.93)
Mu2 = MuleMuz (2.94)
w1 » Ul » U2 > 71 » Sl
A
w2

FIGURE 2.6 The basic structure of the water network in Example 2.3. (Reprinted with
permission from Riyanto 2009. Copyright 2009 National Cheng Kung University Library.)
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TABLE 2.2

Model Parameters Used in Water Network Problem in Example 2.3
Parameters Values
W1 maximum flow rate FY (t/h) 35.000
W2 flow rate F,» (t/h) 30.000
W1 concentration Coi (ppm) 0.100
W2 concentration C 2 (ppm) 100.000
U1 maximum inlet concentration cly (ppm) 1
U2 maximum inlet concentration cry, (ppm) 80
T1 maximum inlet concentration cly (ppm) 185
S1 maximum concentration ch (ppm) 30
U1 maximum outlet concentration CcoY (ppm) 101
U2 maximum outlet concentration (o0 (ppm) 240
T1 maximum flow rate FY (t/h) 125
U1 mass load M, (kg/h) 2
U1 maximum tolerable mass load MY (kg/h) 4
U2 mass load M, (kg/h) 5
U2 maximum tolerable mass load MY (kg/h) 8

T1 removal ratio RR, 0.9

Source: Reprinted with permission from Riyanto (2009). Copyright 2009 National Cheng Kung
University Library.

where C,,, M1, and M, denote the reference parameter values, and 0¢,,, Oy, ,
and 0y, are the corresponding uncertain multipliers. The uncertain multipliers
are assumed to be located within the parameter space defined by Equation 2.8, in
which all nominal levels are one, that is,

o, =0, =0, =1 (2.95)

Moreover, all corresponding positive and negative deviations equal 0.2, that is,
AOC,, = A6, = 6Oy,, = A, = A8y, = ABy,, =0.2 (2.96)

By solving the conventional flexibility index model with fixed nominal conditions
(i.e., Equation 2.98), the corresponding FI, can be found to be 0.196. The only active
constraint in this solution is associated with the maximum concentration at the inlet
of U2 (CIY).

In this example, the nominal mass loads of both water-using units are assumed
to be adjustable and the corresponding multipliers (i.e., 0, and 0,,,,) can thus be
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regarded as type-I parameters in 0;. Consequently, the only remaining multiplier
Oc,, should be treated as an uncertain parameter in 0;. The DE optimizer has been
used to search for the largest possible FI, of the given water network structure.

Notice that the agent positions in the DE search should be distributed within a
region that is bounded by the lower and upper limits of realizable type-I parameters.
In the present case, this region is

2.97)

FI = mind

s.t.

Foi = furuw = 0WB,,1), Fu = fuzuz = 0WB,2), i — fis = 0(WBy;)

Fu = furut = OWB), Fop = furaz = furuz = fituz = OOWBB), Fy — furn = O(WBHT)

Fi = furuz = OWB" ), Fp = fion = OWBS'). Fit = fnuz = fnn = 0(WB™)

FI'AICIMI - fwl,ulcwl = O(CBul)v E12CIM2 - .ﬁvZ,u26W26Cw2 - ﬁAl,uZCOul - ﬁl,uZCOrl
=0(CB.»)

FiClLy — f2.1CO,» = 0(CByy), F;1Cy1 — fi1.51CO; = 0(CByy)

Fy(ClLy = COu)+ MuBy,, =0(PCy),F2(Cly —CO,p)+ M6y,

=0(PC,2),CI,;(1-RR,))—CO,, =0(PC,))

F,, — F4 <0,Cl,, —CI} <0,Cl,, - CI}, <0,C0,, —CO; <0

CO,, —CO;, <0,Cl, - CIj{ <0,F, - F{ £0,C, —C{ <0

xfiﬁ — Yy, < O,?»C,”ul ~ Yot < O,?x.auu2 —Yar, < O,?ucouul —Yeot, <0

XCOMUZ — Yeor, < 0’7‘01,[{ Yy S O’)”F,Y —ypu < O,XCZ ~Yeu < 0

Mg, + Kc,gl + Kc,uuz + 7‘601,”, + ;‘COL,UZ + kc:,U] + )\‘F,ﬁ/ + kcg =1

Yru, + Yot + Ve, + Yoot + Yeop, T Yoy + Vpu +Yeu <3

SFi = U(l=y,0) S 0,8 =U(l =y ) S 0,80 U=y ) < 0,5

~U(=yeu) <0
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Seor, ~U( =300 ) £0.8u =U(1=y) 0.8, ~U(1=y,0) <0.50
~U(l-y) <0

Wwa,,+ 7LF‘lv/1 =0,—Uwz,, — Hyygin = Cuilles, = 0,—Uys,, — Hyygin = 6W29CM,‘2HCB:42 =0

Hypgin + Hygou + Cliblep, +(Cluy = COuUpc, =0

M gypin + H yypout + Cl.oMcs,, +(Cly — COp)pc,, =0

Moy + Wypgou+ CLik e+ Mg = 0,=Hypin — Hyypou +COulicp,, =0

My — Hygou + COnMes,, + M iz = 0,=Mypin = Kyypon +COlcn, =0

~Hygou = Wwp,, + COylcp, =0,F lcp, + Fallpc, + KC,UUI =0

Foleg, + Follpe,, + 7\'C[ﬁ/2 =0,Filcp, + (1= RR )Upc, + Yt = 0

—furu2M g, — Fall pc,, + Yeol, = 0,—fuz.alb e, — Fuollpc,, + Yeoy, = 0

—fisile, —Wpe, = 0,1 wa, + Calles, = 0, Fallcp, + 7\4651 =0

0<1-0.25<6,, <1+0.25

U
0<0, —025<8,, <60), +0.25< [M‘)

ul

1
0<0), —0.25<6,,, <6 +025< [sz

u2
Yrs,» Ve »Yait, Yool »Yeot, ey -V »Yey, €101}

(2.98)

St S U 3 S U 38U 38U 3 St 3 S, Su 2 0
thl, Clul’ CIuZ’ Coul’ COuZ, CIII, F;l ’ Csl

For the problem at hand, the maximum allowable number of iteration steps in the
search process was set to be 20, and the allowable upper limit of relative error was
107°. The initial population size was 5, and it took approximately 100 seconds to
produce the optimal FI; (1.6148). According to the optimal solution, it could also be
observed that the nominal values of 03, and 0}, , should be adjusted to 0.328 and
1.042, respectively. In other words, the nominal mass load of U1 needs to be reduced
to about 32.8% of the original level (or 0.656 kg/h), whereas that of U2 should be
4.2% higher (i.e., 5.21 kg/h). This is clearly reasonable because the active constraint
in the optimal solution of the original flexibility index model is associated with the
maximum inlet concentration of U2.

Riyanto and Chang (2010) suggested that to improve the operational flexibility
of a given water network, one can (1) raise the upper limit of the freshwater supply



Steady-State Flexibility Analysis 29

w1 » Ul Y _» 2 » Tl » Sl

FIGURE 2.7 Revamped water network structure. (Reprinted with permission from Riyanto
2009. Copyright 2009 National Cheng Kung University Library.)

rate and/or (2) modify the network structure. Although successful applications were
reported, it should be noted that both approaches inevitably incur extra operating
and/or capital costs. Additional case studies are thus presented later to demonstrate
the advantages of the current strategy.

Notice first that FI; can be improved to 0.995 by raising the freshwater supply
limit to 45 t/h. However, other than the extra freshwater cost, this improvement is
obviously less impressive when compared with the FI; value achieved by changing
the nominal values (1.6148). Next let us consider a revamped structure considered
by Riyanto (2009) (see Figure 2.7). Notice that a new pipeline from 71 to U2 is
added to relax the active constraint corresponding to CI,. By solving the conven-
tional flexibility index model with fixed nominal conditions, it can be found that
such a revamped design improves FI; to 3.829. In addition, the index value can be
further raised to 4.226 by increasing the freshwater supply limit to 45 ¢/ h for this
revamped network. It can be observed that the corresponding active constraints are
associated with the maximum inlet concentration of U2 (CI%) and the maximum
throughput of T1 (FY). It should also be noted that the aforementioned improve-
ments can be realized only with additional operating/capital costs. Finally, further
enhancement in operational flexibility can be achieved by changing the nominal
values of 0}, and 0}, to 0.89096 and 0.91773, respectively. In particular, the
steady-state flexibility index can be raised to 4.452 without additional investments.
These adjustments are obviously quite effective for relaxing the active constraints
mentioned earlier.

2.5 NONREPRESENTATIVE FLEXIBILITY MEASURE

Geometrically speaking, the steady-state flexibility index can be regarded as an
aggregated measure of the distances between the given nominal point and all faces
of the largest inscribable hypercube inside the feasible region. Hence its value
may not be a truly representative indicator of the system flexibility when the
chosen nominal point is very far off from the center and/or the biggest inscrib-
able hypercube is much smaller than the feasible region due to concavities. For a
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conceptual understanding, let us consider the simple example studied in Goyal and
Ierapetritou (2003):

The design variable (d) here is set to 5, whereas 0, and 6, are the uncertain
parameters. The corresponding feasible region in the parameter space is shown in
Figure 2.8. Let us next assume that the permissible hypercube in the parameter space

Deterministic Flexibility Analysis: Theory, Design, and Applications

fi=2-6,<0
f=-6,-2<0
£=6,-3<0

fi=6,-d—-6><0

can be defined as follows:

To inscribe this hypercube into the feasible region, it is clearly necessary to set

FI,=0= % =0.125 according to Equation 2.10. Note that the area of the con-

tracted hypércube is only 0.25, which is much smaller than that of the feasible region

(26.67).

Oy 4

»

0 =45, 0 =00

AB; = A6, = A6} = AB; =4.0 (2.100)

T T T T T T ;
3 4 5 6 7 8 9 10 11 12 13 14 15
Ox

FIGURE 2.8 Nonrepresentative FI in a nonconvex feasible region.
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3 Volumetric Flexibility
Analysis

As indicated in the previous chapter, the steady-state flexibility index (FI) can be
treated as a suitable performance measure of a given process only when its fea-
sible region is convex. This prerequisite requirement is clearly impractical because a
wide variety of chemical engineering models are nonlinear and, thus, nonconvexity
is a common feature that cannot be ignored. Geometrically speaking, the aforemen-
tioned index FI, can be regarded as an aggregated indicator of the distances between
the given nominal point and all faces of the biggest inscribable hypercube inside the
feasible region. Hence, a feasible region may be grossly misrepresented if the chosen
nominal point is very far off from the center and/or the biggest inscribable hypercube
is much smaller than the feasible region due to concavities. This drawback has been
clearly demonstrated in Section 2.5.

Lai and Hui (2008) suggested using an alternative metric—that is, the volu-
metric flexibility index (denoted in this book as FI,)—to complement the original
approach. Essentially, this metric can be viewed in 3-D as the volumetric fraction
of the feasible region inside a cube bounded by the expected upper and lower limits
of uncertain process parameters. Because the total volume of the feasible region is
calculated without needing to specify a nominal point and/or to identify the largest
inscribable cube in the feasible region, the magnitude of FI, can be more closely
linked to process flexibility in cases where the feasible regions are nonconvex.
However, in practical applications, the feasible regions may be quite complex and
sometimes odd shaped. In particular, these geometric objects can be nonconvex,
nonsimply connected, and even disconnected in a high-dimensional parameter space
(Banerjee and lerapetritou, 2005; Croft et al., 1994; Krantz, 1999). For any such
object, the accuracy of volume estimation depends largely on how well its boundar-
ies can be identified and characterized. In fact, several effective algorithms have
already been developed, and a brief summary of their pros and cons are given next.

The simplicial approximation approach first proposed by Goyal and Ierapetritou
(2003) is not only quite accurate but also capable of handling nonconvex regions;
however, its drawbacks can be mainly attributed to the need for a priori knowledge
of the region shape and repetitive iteration steps to generate the optimal boundary
points. The a-shape surface reconstruction method (Banerjee and lerapetritou,
2005) was designed to handle nonconvex and disjoint regions. By implementing
this algorithm according to properly sampled points, one can generate a reasonable
polygonal representation of the feasible domain. However, the accurate estimate of
its hypervolume is attainable only if a suitable o.-shape factor can be identified effi-
ciently. Tuning of such an algorithm parameter in realistic applications can be very
tricky, especially when the feasible regions are topologically complex; Zilinskas
et al. (2006) used sample points that are uniformly distributed over a unit cube
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to identify the feasible region of a distillation train, but the corresponding hyper-
volume could not be quantified easily; Bates et al. (2007) utilized search cones to
identify the feasible region with uniform sampling points. This approach is espe-
cially impractical for odd-shaped regions because it is imperative to strike a proper
balance between having enough points to characterize the region well and having too
many points, as this can make the model fitting process unstable. By using a fixed
number of auxiliary vectors, the hypervolume of a feasible region may be quickly
determined with accuracy comparable to those of the other methods (Lai and Hui,
2008). Unfortunately, in cases where the nonconvex constraints are present, a serious
deterioration in estimation accuracy can occur due to the relatively small number
of auxiliary vectors used in computation. On the other hand, the subspace feasibil-
ity test suggested by the same authors is, in principle, the most accurate numerical
strategy for hypervolume estimation if the size of each subspace can be made small
enough. However, because these subspaces are created by evenly partitioning the
entire hypercube bounded between the upper and lower parameter limits, some of
the tests do not seem to be necessary if the boundaries of the feasible region can
also be taken into consideration. Therefore, as the dimension of parameter space
increases, the enormous number of required subspaces can render the computation
inefficient.

Finally, notice that it is possible to characterize the feasible region even when the
closed-form model of a given process is not available through the use of surrogate-
based feasibility analysis. The so-called high-dimensional model representation
(HDMR) has been adopted in Banerjee and Ierapetritou (2002, 2003) and Banerjee
et al. (2010) for input—output mapping of such processes, whereas the Kriging-
based methodology was later proposed by Boukouvala and Ierapetritou (2012) for
essentially the same purpose. Although these methods are based on samples, the
developments of surrogate models for black-box problems and problems with known
specific models have both been reported in Rogers and Ierapetritou (2015a, b). This
strategy involves developing a surrogate model to represent the feasibility function
and using it to reproduce the feasible region. Note that the dependency on the sam-
ple accuracy and the proper surrogate model are crucial in this practice. Although
the surrogate model is often less computationally expensive, it may lack the physi-
cal insights needed to identify the potential debottlenecking measures accurately.
Notice also that it has always been an attractive incentive for locating the active
constraint(s) in traditional flexibility analysis (Grossmann and Floudas, 1987).
Moreover, whereas the surrogate models have been applied successfully for feasibil-
ity analysis, the resulting index values may not be identical to those of the steady-
state flexibility index (FI) or the volumetric flexibility index (FI,) (Rogers and
Ierapetritou, 2015a, b). Hence, it is difficult to compare these different approaches
on the same basis.

The issues noted earlier in evaluating FI, can be addressed with an improved
computation procedure described in the present chapter. As mentioned previously,
the most critical step in this procedure should be concerned with accurate character-
ization of the feasible region. Specifically, the domain boundaries in parameter space
are depicted with proximity points according to a random line search algorithm.
Two main advantages of this approach are outlined as follows:
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¢ A random search strategy should be inherently more efficient in sketching
the operable region without the a priori geometric knowledge, for example,
see Goyal and Ierapetritou (2003).

* An additional advantage is that two or more boundary points can be pro-
duced with a single line search, which makes the proposed strategy much
more efficient than the other random search methods (e.g., generating and
testing one point at a time).

Note that it is important to obtain sample points near or at boundaries because the
interior points are not needed in partitioning a high-dimensional feasible region and
then computing its hypervolume. For the former purpose, a Delaunay triangulation
technique is applied to create simplexes according to the aforementioned randomly
sampled boundary points. The centroid of every simplex is then checked for infea-
sibility, and the hypervolumes of all the feasible ones can be summed to compute
the volumetric flexibility index. This computation strategy can be carried out with-
out repetitively tuning any algorithmic parameter, and the resulting estimates are
believed to be more accurate than those obtained with any other existing method
with less computation effort.

3.1 FEASIBILITY CHECK

The feasibility check is an essential computation step repeatedly performed at
various stages in evaluating F1,. In order to provide a clear explanation, let us con-
sider the system formulation defined by Equations 2.1 through 2.4 in the previous
chapter and

o-<o<p @3.D

where 8V and @", respectively, represent the vectors of expected upper and lower
bounds of the uncertain parameters. Although in principle we can construct a mathe-
matical model for a feasibility check regarding the earlier constraints, it is more con-
venient to eliminate the state variables from Equation 2.3 then express the inequality
constraints in Equation 2.4 as

g;(d,x(d,2.0),2,0) = f;(d.2,0) <0 (3.2)

It should be noted that given a fixed design (d) and a particular point (say b)
in the parameter hypercube defined by Equation 3.1, the feasibility of this given
point cannot be confirmed in a straightforward fashion due to the presence of control
variables (z) in the model constraints (i.e., Equations 2.3 and 2.4). A mathematical
programming model must be solved for this purpose. Specifically, this optimization
problem can be expressed as

—P(d.b)=minmax f, (3.3)

z jel
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If P >0, then the given point in parameter space can be considered feasible,
and the corresponding control values will be denoted as z. Finally, notice that the
aforementioned vector b can be either selected randomly or assigned determinis-
tically, and the upper-level minimization is introduced primarily to eliminate the
possibilities of producing erroneous negative P values with the feasible points near
boundaries.

3.2 INTEGRATED COMPUTATION STRATEGY

By integrating several software tools, computation of the volumetric flexibility index
requires a sequential implementation of five distinct steps: (1) placement of bound-
ary points with a random line search, (2) generation of simplexes using the Delaunay
triangulation strategy, (3) removal of infeasible simplexes, (4) calculation of total
hypervolume, and (5) evaluation of volumetric flexibility index (FI,). A brief expla-
nation of each step and an overall flowchart are provided in the sequel.

3.2.1 RANDOM LINE SEARCH

Clearly, a precise geometric characterization of the nonconvex feasible region
is the prerequisite of accurate FI, evaluation. Several alternative strategies have
already been developed for this purpose based on the ideas of simplicial approxi-
mation (Goyal and Ierapetritou, 2003), o-shape surface reconstruction (Banerjee
and Ierapetritou, 2005), and auxiliary vector and subspace feasibility test (Lai and
Hui, 2008). Because, as mentioned before, these available methods are still not sat-
isfactory for practical applications, a random line search algorithm is presented here
for placing feasible points at the boundaries of the feasible region in the parameter
space. Specifically, this search is realized by solving a mathematical programming
model described later.

Let us first assume that a feasibility check has already been performed for a given
design d on a randomly generated vector b to obtain z. A subsequent mathematical
program can then be formulated accordingly after producing still another random
vector a, that is,

(3.4)
£(d.2.8)+5;=0, 5,20, jeI

O=ar+b, +oo>t>—00

where s; is the slack variable of inequality j € J and ¢ is the parametric variable for
a straight line. If the optimal objective value is smaller than a designated threshold
value g, thatis, Q < €, then the corresponding vector(s) in the parameter space should
be regarded as proximity point(s) of the boundaries. To enhance search efficiency,



Volumetric Flexibility Analysis 37

it may also be beneficial to make multiple line searches, that is, generate more than
one random vector a, on the basis of the same feasible point b. The maximum num-
ber of lines allowed per feasible point is denoted as Ny;,., whereas the total number
of proximity points targeted in the search is denoted as Nu,. The corresponding
search procedure can be outlined as follows:

l.Letn=0and © = .

2. Generate a random vector b within the parameter hypercube according to
Equation 3.1. Perform a feasibility check on b by solving Equation 3.3.

3. If P <0, then go to step 2. Otherwise, save b and z and then go the next
step.

4. Letk=0and Q=0.

5. Generate an additional random vector a and solve Equation 3.4.

6. If Q >¢, then go to step 5. Otherwise, incorporate all solutions (i.e., the
proximity points) into the set ) and go to the next step.

7. Let k = k+1. If k < Ny, go to step 5. Otherwise, go to the next step.

8. Let ®©=0uUQ and n=n+ card(Q), where card(Q) denotes the cardinality
of set Q. If n < N, g0 to step 2. Otherwise, stop.

An obvious advantage of this search strategy is that at least two proximity points
can be generated with a single line. For a conceptual understanding, let us consider a
motivating example with the following five inequality constraints:

fl=92—291—15S0
or

5 0.5

f,=0,-15<0

fi=10-

£=0,(6+6,)—-80<0

Figure 3.1 shows the corresponding feasible region, and note that there are
two nonconvex constraints: f; and fs. In the original problem statement (Goyal
and Terapetritou, 2003), a nominal point of (8} ,0%) = (-2.5,0) was adopted with
expected deviations of (A6],A67)=(7.5,7.5) and (A®3,A0;)=(15,15). In this
figure, a single random line is drawn to show the possibility of getting multiple
solutions with the same a and b. The proposed search algorithm was coded and
implemented on the MATLAB™-GAMS platform (Dirkse et al., 2014; MathWorks,
2016e; Rosenthal, 2016) to produce 1000 boundary points with N, =1000 and
Niine =1 (see Figure 3.2). It can be observed that the boundaries of the feasible
region are well characterized, and, thus an accurate estimate of its boundary may
be obtained accordingly.
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FIGURE 3.1 Feasible region of the motivating example (Reprinted from Chemical
Engineering Science, 147, Adi, V.S.K. et al., An effective computation strategy for assess-
ing operational flexibility of high-dimensional systems with complicated feasible regions,
137-149. Copyright 2016, with permission from Elsevier Ltd.)
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FIGURE 3.2 Proximity points generated in the motivating example. (Reprinted from
Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective computation strategy
for assessing operational flexibility of high-dimensional systems with complicated feasible
regions, 137-149. Copyright 2016, with permission from Elsevier Ltd.)
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3.2.2 DEeLAUNAY TRIANGULATION

The Delaunay triangulation strategy has been widely adopted for scientific computing
in diverse applications. Although there are many other computer algorithms avail-
able, it is its favorable geometric properties that make this particular one useful for
the present purpose. The constrained Delaunay triangulation strategy can, in fact, be
implemented in high dimensions without any difficulties, as the algorithm is quite
mature and has already been embedded in commercial software (Barber et al., 1996;
MathWorks, 2016¢). The two-dimensional data set presented previously in Figure 3.2
is again used here as an example for illustration. The simplexes (triangles) shown in
Figure 3.3 were obtained by direct implementation of the Delaunay procedure using
the MATLAB built-in function “delaunayn” (MathWorks, 2016d). Note that some of
the simplexes are located outside the feasible region.

3.2.3  INFEASIBLE SIMPLEXES

For illustration convenience, let us assume that coordinate data of the aforementioned
proximity points in n-dimensional space can be stored in a N i, -by-n matrix (which
is referred to as X)), and each row vector of this matrix represents one such point. The

15

10 -

0,

of "'m“l‘l'”'l”WMl‘,w

-10 -

-10 -8 -6 —4 -2 0 2 4

FIGURE 3.3 Delaunay triangulation scheme obtained from boundary points in Figure 3.2.
(Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective compu-
tation strategy for assessing operational flexibility of high-dimensional systems with compli-
cated feasible regions, 137149, Copyright 2016, with permission from Elsevier Ltd.)
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MATLAB function “delaunayn” basically generates a list of Ny, simplexes in such
a way that no data points in X are located inside the circumsphere of any simplex
(Delaunayn, 2014). This Delaunay triangulation list T is essentially a Njp,-by-n+1
array in which each row contains the row indices of X for the n + 1 vertices of a sim-
plex; that is, simplex & in the triangulation scheme is uniquely associated with the k"
row of list T and its i element T;* (i = 0,1,-++,n) is with row vector T;* in X.

Consequently, the centroid 0" of simplex k can be calculated using the simple
formula (Johnson, 2007) given as

n

k1 k
0 _n+1ZXi 36)

i=0

where x* denotes row vector 7} in X, that is, the coordinate vector for vertex i

of simplex k. Given a fixed design (d) and a centroid ék, the mathematical pro-
gramming model given in Equation 3.3 can be solved to determine the feasibility of

the simplex k with the corresponding centroid 0. A simplex can be retained only
when the corresponding P = 0. Figure 3.4 shows the enhanced triangulation scheme
obtained by removing the infeasible simplexes in Figure 3.3.
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FIGURE 3.4 Enhanced triangulation scheme obtained from Figure 3.3. (Reprinted from
Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective computation strategy
for assessing operational flexibility of high-dimensional systems with complicated feasible
regions, 137-149. Copyright 2016, with permission from Elsevier. Ltd.)
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3.2.4 HypPerRvOLUME CALCULATION

The hypervolume of simplex k(k =1,2,-+-,Ngn,) can be computed simply with the
following formula (Burkardt, 2013; Stein, 1966):

yi= b
n!

det[ (x{‘—x'é)r (xﬁ—x'@)r (xﬁ—xé)r } (3.7)

where each column of the n-by-n matrix is the transpose of difference between two
row vectors representing vertex i (i =1,2,---,n) and the reference vertex X, respec-
tively. The total hypervolume of the feasible region V. can therefore be calculated
easily by summing those of all feasible simplexes. For the motivating example, ana-
lytical integration can be performed and the theoretical area of the feasible region
can be determined to be 152.76 units. On the other hand, the total area of all triangles
in Figure 3.3 can be found to be 165.93 units by making use of Equation 3.7, whereas
that of the feasible region in Figure 3.4 is 152.7442 units (which is 99.99% of the
theoretical value).

3.2.5 FLEXIBILITY MEASURE

According to Lai and Hui (2008), the volumetric flexibility index FI, should be cal-
culated according to the formula:

Vi
Vi,

where V,, is the hypercube volume bounded by the expected upper and lower limits
of uncertain process parameters. Thus, the exact value of volumetric flexibility index
for the motivating example is

FI, = (3.8)

FI, = 152.76 =0.34 3.9
(7.5+7.5)x(15+15)
Because this problem has already been solved in several previous studies, it is

therefore necessary to first present a summary of all available results:

e The approximated area of the feasible region was found by Goyal and
Ierapetritou (2003) with the simplicial approximation approach to be 129.69
units (which is only 84.90% of the theoretical value) and therefore the cor-
responding estimate of FI, is 0.29.

e Using the o-shape surface reconstruction algorithm, Banerjee and
Ierapetritou (2005) only reported the sampled feasible points without the
resulting area. For comparison purposes, the o-shape surface reconstruc-
tion computation has been repeated in this study with the built-in MATLAB
function “alphaShape” (MathWorks, 2016a) by 3356 evenly distributed
points and a critical alpha radius of 0.1694 (MathWorks, 2016b). The esti-
mated area in this case is 148.58 units (which is 97.26% of the theoretical
value), and thus, the corresponding FI, is 0.33.
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e Lai and Hui (2008) also studied the same problem by using the auxiliary
vector approach with two alternative objectives: (1) maximizing the sum
of lengths of the position vectors that represent the interception points and
(2) maximizing the sum of squares of the distances between interception
points and a reference point. The former yielded an area estimate of 148.03
units (96.90% of the theoretical value) and the corresponding FI, is 0.33,
whereas the latter produced an overestimated area of 155.75 units (101.96%
of the theoretical value) and an optimistic flexibility index of 0.35.

As mentioned before, the total area of feasible simplexes in Figure 3.4 was
found to be 152.7442 (99.99% of the theoretical value) and, thus, the resulting
flexibility measure FI, (0.34) should be more accurate than any of the aforemen-
tioned methods.

3.2.6 OveraLL COMPUTATION FLOWCHART

The earlier algorithms can be integrated into a single flowchart for evaluating the
volumetric flexibility index (see Figure 3.5). The optimization runs performed by
GAMS are marked with blocks enclosed by dark grey rectangles in this figure,
and the computations carried out with MATLAB codes are placed in blocks against
the white background. Although this flowchart is self-explanatory, its steps are still
briefly described as follows for the sake of illustration completeness: (1) The first
step is the random line search. On the MATLAB-GAMS platform, the correspond-
ing computations produce the data set © that contains all required feasible proxim-
ity points. (2) The feasible proximity points in © are then triangulated using the
MATLAB N-D Delaunay triangulation built-in function “delaunayn” to generate the
triangulation list 7'. (3) The centroid of every simplex in 7" is checked for feasibility
and the infeasible ones are deleted. The triangulation list 7" is then updated accord-
ingly. (4) The hypervolumes of all simplexes in the updated list 7" are computed and
summed to estimate the hypervolume of the feasible region. (5) The corresponding
volumetric flexibility index is finally evaluated according to its definition.

3.3 DEMONSTRATIVE EXAMPLES

The following examples were selected to demonstrate the effectiveness of the pro-
posed computation strategy in handling disjoint, nonsimply connected, and high-
dimensional feasible regions. The flowchart in Figure 3.5 was implemented on a
computer system with the following specifications: Acer Veriton P530 F2, 2x Intel®
Xeon® CPU E5-2620 v2@2.10GHz (12 cores), 64 GB RAM, Windows 10 64bit,
MATLAB 2015b, and GAMS 24.5.3 (August 2015). The default values of € and Nj;,.
for the line search were chosen to be 107° and 1, respectively. In all cases reported
later, the time needed for each MATLAB-GAMS call was less than 0.001 second.
For the 7D problem in Section 3.3.6, the elapsed time for triangulation was less than
2 hours, and the entire computation process lasted less than 5 hours.
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FIGURE 3.5 Overall flowchart. (Reprinted from Chemical Engineering Science, 147, Adi,
V.S.K. et al., An effective computation strategy for assessing operational flexibility of high-
dimensional systems with complicated feasible regions, 137-149. Copyright 2016, with per-

mission from Elsevier, Ltd.)
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3.3.1 DisjoINT REGION

To demonstrate the capability of the proposed approach in evaluating disconnected
feasible regions, let us consider the heat exchanger network (HEN) in Figure 3.6
(Grossmann and Floudas, 1987). The model formulation was obtained by eliminat-
ing the state variables with the equality constraints:

fi = _25FH1 +QC _OSQCFH] +10 < 0

= _190F,, +0, +10<0
% i+ 0 (3.10)

f=="270F; +0,+250<0
J1=260Fy, —0,.—250

Q. in these constraints is the cooling load, which has been treated as a positive-
valued control variable, whereas Fy is the heat capacity flow rate of hot stream H1,
and it is regarded as the only uncertain parameter in this problem. It is also assumed
that the uncertain parameter has a nominal value of 1.4 kW/K (FA) and the expected
positive and negative deviations (i.e., AF;; and AFy)) are both set at 0.4 kW/K.

In the space formed by both the control variable and the uncertain parameter (see
Figure 3.7), the expanded feasible region defined by Equation 3.10 consists of two
disconnected domains (Grossmann and Floudas, 1987). Note that its specific total
area, that is, 3.15 units, can be determined by analytical integration. Note also that
the simplicial approximation approach requires a priori identification of the noncon-
vex constraint(s), that is, f, that causes the division of the feasible region. The total

H2723K H1583 K
2 kW/K

C2388K t

2 kW/K

2

C1313K

Q. 3 KW/K

553 K 13 <323 K

FIGURE 3.6 Heat exchanger network studied in Grossmann and Floudas (1987).
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FIGURE 3.7 The expanded feasible region defined by Equation 3.10.
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FIGURE 3.8 Boundary points generated for the expanded feasible region. (Reprinted from
Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective computation strategy
for assessing operational flexibility of high-dimensional systems with complicated feasible
regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)

area of disjoint feasible regions was estimated by Goyal and Ierapetritou (2003) to
be 1.84 units, which is 58.41% of the actual value. On the other hand, the proposed
search algorithm has also been implemented to characterize the expanded feasible
region mentioned earlier. A total of 1000 boundary points were generated by treat-
ing O, as a pseudo-parameter to mimic the feasible boundaries (see Figure 3.8).
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FIGURE 3.9 Delaunay triangulation schemes obtained from Figure 3.7: (a) left; (b) right.
(Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective compu-
tation strategy for assessing operational flexibility of high-dimensional systems with compli-
cated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.).

The simplexes shown in Figure 3.9 were obtained by Delaunay triangulation strategy,
and the corresponding total area is 3.14 units (99.68% of the actual value).

Finally, it should be noted that the present problem is 1-D because there is only
one uncertain parameter Fy;. The actual feasible region is just two separated line
segments, which can be generated by projecting the expanded region onto the Fy
axis. Specifically, from the intersection points of f; and f;, one can easily locate the
upper limit of the segment on the left and the lower limit on the right, and their val-
ues are 1.118 and 1.651, respectively. Therefore, the exact value of 1-D FI, is

_(1.118-D+(1.8-1.651)
1.8
Based on the data points generated from a random search (see Figure 3.9), the first

part spans the interval [1, 1.117] and the second [1.652, 1.8]. Thus the corresponding
value of FI, is

FI, =0.148 3.11)

_(L117-1D)+(1.8-1.652)
1.8

which corresponds to 99.32% of the actual FI,. This result shows that the proposed
search algorithm produces a reliable high-accuracy prediction of the feasible region.

FI, =0.147 (3.12)

3.3.2 NonsimpLy CoNNECTED 2-D REGION

To show the effectiveness of the proposed approach in handling the nonsimply con-
nected regions, let us revisit the motivating example and introduce an additional
constraint:

fo=—(01+5)7—(0,+5)>+2<0 (3.13)
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FIGURE 3.10 Feasible region of the 2-D nonsimply connected example. (Reprinted from
Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective computation strategy
for assessing operational flexibility of high-dimensional systems with complicated feasible
regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)

Figure 3.10 shows the corresponding feasible region. By performing analytical
integration, the exact area of this region can be determined to be 146.48 units. Thus,
the actual value of volumetric flexibility index should be

FI, = 146.48 - 03255 (3.14)
(7.5+7.5)x(15+15)

By using the proposed search algorithm, the feasible region was characterized
by 1000 boundary points (see Figure 3.11), and the corresponding triangulation
scheme is given in Figure 3.12. The area of the feasible region was found to be 146.46
(99.99% of the exact value). Thus the value of FI, is

FI, = 146.46 - 03255 (3.15)
(7.5+7.5)x(15+15)

From these results, it can be observed that the proposed algorithms can be easily
implemented to produce accurate area estimates of nonsimply connected regions—
at least in two-dimensional problems. On the other hand, although the simplicial
approximation approach proposed by Goyal and Ierapetritou (2003) is also capable
of handling such regions, it is still necessary to identify the special geometric fea-
tures of f, fs, and f; in advance and to construct the simplicial convex hull and outer
convex polytope (Goyal and Ierapetritou, 2003).

For comparison purposes, the o.-shape surface reconstruction computation
(Banerjee and Ierapetritou, 2005) has also been repeated by 3217 evenly distrib-
uted points. The feasible area in this case is underestimated to be 141.23 units
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FIGURE 3.11 103 boundary points generated in the 2-D nonsimply connected example.
(Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective compu-
tation strategy for assessing operational flexibility of high-dimensional systems with compli-
cated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.).
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FIGURE 3.12 Delaunay triangulation scheme obtained from Figure 3.10. (Reprinted from
Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective computation strategy
for assessing operational flexibility of high-dimensional systems with complicated feasible
regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)

(96.42% of the theoretical value), and thus, the corresponding F1, is 0.31. Although
the o.-shape surface reconstruction method was designed to handle the nonconvex
and nonsimply connected region, the estimation of its hypervolume is attainable
only if a suitable o-shape factor can be identified properly. Furthermore, with
more sampling points used (3217 points vs. 1000 points), the estimation accuracy
is actually lower than that achieved with the proposed method (96.42% vs. 99.99%
of the exact value).
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3.3.3 NonNconvex 3-D RecioNs

To show the effects of increasing boundary points, let us next consider a three-
parameter feasible region bounded between a cube:

fi=6,-3<0
£=06,-3<0
f=8:-3<0 (3.16)
fi=—6,<0
fs=—0,<0
fo=-0.<0
and also a sphere:
fi=1-(0,-1.5°-(0,-1.5° (0,15 <0 (3.17)

where 0,, 6,, and 0, are the uncertain parameters considered in the present example.
The nominal point was placed at 8) =6} =0 =1.5, and the expected positive and
negative deviations in these uncertain parameters were chosen to be

ABY = ABT = AB =25
(3.18)
AB; = AB, = AB; =1.5

The volume of this feasible region can be determined analytically to be 22.81
units, and thus the exact value of FI, is 0.36.

Using the auxiliary vector approach (Lai and Hui, 2008), the spherical void inside
the cube cannot be detected properly, and thus, an erroneous volume of 27 units
was obtained. Note that the auxiliary vector approach calls for two objectives: (1)
maximizing the sum of lengths of the position vectors that represent the interception
points and (2) maximizing the sum of squares of the distances between interception
points and a reference point. The maximum length of the position vectors will be the
corners of the cube. Thus, the sphere void is inevitably left undetected. If the other
available methods, that is, simplicial approximation and o.-shape surface reconstruc-
tion, are applied in this case, the drawbacks described in the previous 2-D example
can also be observed. The former calls for a priori knowledge of the geometric
features of the feasible region and tedious steps to construct the simplicial convex
hull and outer convex polytope, whereas the latter requires iterative tuning of the
algorithm parameter but often yields lower accuracy.

By carrying out the proposed computation procedure, the feasible region can be
described accurately. To show the resolution improvement achieved by increasing
boundary points, 102, 10°, and 10* randomly generated points and their correspond-
ing triangulation schemes are plotted in Figures 3.13 through 3.15, respectively. The
total volume of all simplexes in the most refined scheme in Figure 3.15 has been
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calculated and used as the estimated volume of the feasible region. This estimate for
10* boundary points is 22.83 units, which is 100.09% of the theoretical value, and
the corresponding FI, (0.36) is essentially the same as that determined analytically.

With fewer boundary points, that is, 10?> and 103 points, the volume of the fea-
sible region was estimated to be 18.53 units (81.24% of the theoretical value) and
22.92 (100.39% of the theoretical value), respectively. Note that when compared with
the results generated with the auxiliary vector approach (Lai and Hui, 2008), the
boundaries of the feasible region can be better characterized and the corresponding

FIGURE 3.13 Left: Triangulation scheme constructed according to 10> randomly gener-
ated boundary points. Right: Partial triangulation scheme is shown for a limited range of
0. (Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective
computation strategy for assessing operational flexibility of high-dimensional systems with
complicated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)

FIGURE 3.14 Left: Triangulation scheme constructed according to 10° randomly gener-
ated boundary points. Right: Partial triangulation scheme is shown for a limited range of 0.
(Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective compu-
tation strategy for assessing operational flexibility of high-dimensional systems with compli-
cated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)



Volumetric Flexibility Analysis 51

ot
Wi

FIGURE 3.15 Left: Triangulation scheme constructed according to 10* randomly gener-
ated boundary points. Right: Partial triangulation scheme is shown for a limited range of 0,.
(Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective compu-
tation strategy for assessing operational flexibility of high-dimensional systems with compli-
cated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)

volume more accurately estimated by following the proposed computation procedure
with 10? points (27.0 vs. 22.8 units). On the other hand, because it is obvious that
10% boundary points cannot cover the entire feasible region adequately, as shown in
Figure 3.13, the corresponding results are not satisfactory.

Finally, it can be observed from the results obtained in this 3-D problem and
other extensive case studies that the feasible region can usually be better charac-
terized with more boundary points until reaching a saturation level. A heuristic
rule can thus be deduced to facilitate proper selection of the number of boundary
points, that is, this number should at least be set at 10" (where # is the dimension
of parameter space) for rough estimations and may be raised to 10"*" if a higher
accuracy is desired. This suggested rule will also be tested in the subsequent
examples.

For a direct comparison with the previous work, let us next consider the following
three-parameter system studied by Goyal and Ierapetritou (2003):

£i=6,-3<0
£=6,-3<0
£=6.-3<0
fi=1-07-0:-02<0 (3.19)
fs=-6,<0
fo=—6,<0

f=-6.<0
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where the center of the sphere the in previous example is located at the origin, that
is, (0, 0, 0). The nominal point was placed similarly at ) =6} =0 =1.5, and the
expected positive and negative deviations in the uncertain parameters were chosen
to be

ABT = ABT = AOT =2.5
(3.20)
AB; = AB; = AB; = 1.5

The volume of this region can be determined analytically to be 26.48 units, and
thus the exact value of FI, is 0.41.

The volume of the feasible region was originally estimated to be 25.88 units
(97.73% of the theoretical value) by Goyal and Ierapetritou (2003) and thus a conser-
vative FI, value of 0.40 was obtained. On the other hand, Lai and Hui (2008) studied
the same problem and produced an even smaller volume estimate, that is, 25.26 units
(95.39% of the theoretical value) with the auxiliary vector approach, and a more
conservative flexibility index (0.39).

By implementing the proposed method, the feasible region can be characterized
by the 10* boundary points, and the corresponding triangulation schemes are plotted
in Figure 3.16. The total volume of all simplexes has been calculated and used as
the estimated volume of the feasible region. This estimate for 10* boundary points is
26.47 units, which is 99.96% of the theoretical value, and the corresponding F1, (0.41)
is essentially the same as that determined analytically. Note that when compared with

FIGURE 3.16 Triangulation scheme constructed according to 10* randomly generated
boundary points. (Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al.,
An effective computation strategy for assessing operational flexibility of high-dimensional
systems with complicated feasible regions, 137-149. Copyright 2016, with permission from
Elsevier, Ltd.)
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the results reported in Goyal and Ierapetritou (2003) and Lai and Hui (2008), the
boundaries of the feasible region can be better characterized and the corresponding
volume more accurately estimated by following the proposed computation procedure.

3.3.4 CompLicateD 3-D ReGiON

Let us consider another fictitious case when the feasible region is defined in a very
complex way as follows (Klaus, 2010):

{—S(E)i +6§)2(6§ +02+1+02+4° - b2)+4a2[2(9§ + ef,)2
—(03-30,02)(6%+02 +1) |+ 847 (3026, - 63)6. + 40 (03 - 3exe§)e§}2
(6340 ){2(0% +63)(63 403 + 140 +.a>~ %) +8(0% + 63’

+4a”[ 2(61-36,67) - (02 +67)(6%+ 0] +1) |- 84 (3026, - 676,
. (321
—4(62+02)a’02} =0

a=25
0<b<02
-1.5<0,<15
-1.5<0,<15
-0.5<0, <05

This feasible region is an object called a trefoil. It will be very difficult to con-
struct the simplicial convex hull and outer convex polytope (Goyal and lerapetritou,
2003) based on Equation 3.21. It will also be erroneous with the auxiliary vector
approach (Lai and Hui, 2008) because the method is limited by the number of search
vectors available.

By using the proposed method, the feasible region can be characterized with the
10* boundary points, and the corresponding triangulation schemes are plotted in
Figures 3.17 and 3.18, respectively. The area of the feasible region was found to be
1.54, and the value of FI, is

1.54
T (1.5+1.5)x(1.5+1.5)x(0.5+0.5)

v =0.1711 (3.22)

Finally, the a-shape surface reconstruction operation (Banerjee and lerapetritou,
2005) has also been repeated by the 10* boundary points generated by the proposed
search algorithm. As shown in Figure 3.19, this approach only yielded a poorly char-
acterized feasible region.
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FIGURE 3.17 10* boundary points generated in the 3-D complicated feasible region.
(Reprinted from Chemical Engineering Science, 147, Adi, V.S K. et al., An effective compu-
tation strategy for assessing operational flexibility of high-dimensional systems with compli-
cated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.).

FIGURE 3.18 Triangulation scheme constructed according to 10* randomly generated bound-
ary points. (Reprinted from Chemical Engineering Science, 147, Adi, V.S K. et al., An effective
computation strategy for assessing operational flexibility of high-dimensional systems with
complicated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)

3.3.5 HeAT EXCHANGER NETWORK WITH MULTIPLE
UNCERTAIN PARAMETERS

To further demonstrate the effects of increasing boundary points and the validity
of the suggested heuristic rule, let us consider the HEN design problem reported in
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FIGURE 3.19 The feasible region obtained with o.-shape surface reconstruction. (Reprinted
from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective computation strat-
egy for assessing operational flexibility of high-dimensional systems with complicated fea-
sible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.)

Grossmann and Floudas (1987). The inequality constraints imposed in the original
model are summarized as:

fi=-0.670.+T;-350<0

f==-Ts-0.75T, +0.50. — T; +1388.5<0

f=—T—-15T1+Q, —-2T; +2044 <0 (3.23)
Ji=-Ts—15T,+Q, - 275 — 213 + 2830 <0

fs =Ty +1.5T, - Q. +2T; + 3T — 3153 <0

where T;, T3, Ts, and Ty are uncertain parameters that denote the fluid temperatures at
various locations in the network, and Q, is a controllable load in the cooler. The nomi-
nal values of these four temperatures are chosen at 620 K, 388 K, 583 K, and 313 K,
respectively, in this example, whereas their expected positive and negative deviations
are all set to be 10 K. Because there are four uncertain parameters in this case, the
feasible region defined by Equation 3.23 cannot be actually visualized with a 4-D plot.

Notice first that Lai and Hui (2008) have already studied this problem and pro-
duced the following results:

e Using the auxiliary vectors, they mapped every uncertain parameter to a
standard interval of [~1,+1] and found that the volume estimate of the nor-
malized feasible region was 12.14 units and the corresponding FI, was 0.76.
It should be noted that the true volume can be calculated by multiplying the
scale factors, that is, 12.14 x 10* = 121400 units.
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» Using the subspace feasibility tests, they divided the 4-D hypercube bounded
by the expected upper and lower limits of uncertain parameters into 10,000
equal-sized hypercubic subspaces. The center of every subspace was then
checked for feasibility. The flexibility index was calculated according to the
following formula:

(3.24)

* where Ny is the number of feasible subspaces and N; is the total number of
subspaces (which is 10,000 in this example). Note that this approach may
require overwhelming computation resources and may lead to over/under-
estimation because the feasibility test is applied only to the center of each
subspace. For the present example, FI, was found to be 0.78.

The hypervolume of the feasible region has also been estimated repeatedly
according to the proposed computation procedure with different numbers of bound-
ary points. These estimates are plotted in Figure 3.20 for 103 to 10° points. It can be
observed that the estimated hypervolume starts to stabilize after increasing the point
number to a value higher than 5x 10*. The hypervolume obtained with 5x10* and
10° points can be found to be 126623.13 and 126742.43 units, respectively, whereas
the corresponding flexibility indices in both cases are almost the same: 0.79. Finally,
note that the hypervolume at 10* points (122434.22 units) is in fact quite close to the
converged value, and thus, the corresponding flexibility index (0.77) can be used as
a rough estimate for preliminary analysis.

3.3.6 HiGHER-DIMENSIONAL REGIONS

To show the superior capability of the proposed strategy in computing the hypervol-
umes of high-dimensional feasible regions, two examples are presented as follows:

1. A flow problem with five uncertain parameters (Grossmann and Floudas,
1987; Lai and Hui, 2008)

2. An HEN design problem with seven uncertain temperatures (Grossmann
and Floudas, 1987; Lai and Hui, 2008)

For the sake of brevity, only the final results obtained with two existing
approaches—auxiliary vector and subspace feasibility test—and the proposed com-
putation strategy are presented in Table 3.1.

From these results one can see that

e The auxiliary vector approach usually underestimates the hypervolume of
the feasible region volume.

e The subspace feasibility test is dependable but inefficient because all sub-
spaces in the entire parameter hypercube have to be checked exhaustively.

* The proposed method may be adopted to produce accurate estimates of V.
and FI, with reasonable computation effort.
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FIGURE 3.20 Effects of increasing boundary points in the heat exchanger network exam-
ple. (Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective
computation strategy for assessing operational flexibility of high-dimensional systems with
complicated feasible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.).

TABLE 3.1
Computation Results in Higher-Dimensional Cases

Auxiliary Vector ~ Subspace Feasibility Test ~ Proposed

Example (Lai and Hui, 2008) (Lai and Hui, 2008) (10" points)
Flow problem with five Vi 23.81 29.22 29.30
uncertain parameters FI, 0.744 0.913 0.92
HEN problem with seven Vi 118.4 126.72 126.22
uncertain parameters FI, 0.925 0.99 0.99

Source: Reprinted from Chemical Engineering Science, 147, Adi, V.S.K. et al., An effective computation
strategy for assessing operational flexibility of high-dimensional systems with complicated fea-
sible regions, 137-149. Copyright 2016, with permission from Elsevier, Ltd.

3.4 SUMMARY

An effective computation strategy is presented in this chapter for evaluating the
volumetric flexibility index of high-dimensional systems with enhanced accuracy.
The random nature of the line search provides a more precise characterization of the
feasible region without a priori information of its geometric properties. By Delaunay
triangulation, the hypervolumes of disjoint nonsimply connected and/or nonconvex
regions can be computed accurately and efficiently. A heuristic rule is also suggested
to facilitate proper selection of the number of boundary points. Finally, the effective-
ness of the proposed computation strategy has been clearly demonstrated in a series
of simple examples.
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4 Dynamic Flexibility Index

As suggested by Dimitriadis and Pistikopoulos (1995), the operational flexibility of
a dynamic system should be evaluated differently. By adopting a system of differ-
ential algebraic equations (DAESs) as the model constraints, these authors developed
a mathematical programming formulation for dynamic flexibility analysis. Clearly,
this analysis is more rigorous than that based on the steady-state model because, even
for a continuous process, the operational flexibility cannot be adequately character-
ized without accounting for the control dynamics. In an earlier study, Brengel and
Seider (1992) advocated the need for design and control integration. The integration
of flexibility and controllability in design considerations was discussed extensively
by several other groups (Aziz and Mujtaba, 2002; Bahri et al., 1997; Bansal et al.,
1998; Chacon-Mondragon and Himmelblau, 1996; Georgiadis and Pistikopoulos,
1999; Malcolm et al., 2007; Mohideen et al., 1996a, b, 1997). Soroush and Kravaris
(1993a, b) addressed various issues concerning flexible operation for batch reactors.
The effects of uncertain disturbances on the wastewater neutralization processes
were also studied by Walsh and Perkins (1994). White et al. (1996) presented an eval-
uation method to assess the switchability of any given system, that is, its ability to
perform when moving between different operating points satisfactorily. Dimitriadis
etal. (1997) studied the feasibility problem from the safety verification point of view.
Zhou et al. (2009) utilized a similar approach to assess the operational flexibility of
batch systems.

4.1 MODEL FORMULATION

For the dynamic flexibility analysis, the equality constraints in Equation 2.3 should
be replaced with a system of DAEs (Dimitriadis and Pistikopoulos, 1995), which can
be expressed in general form as

hi(d,z(1),x(1),%(1),0(1))=0  Viel @1

where t €[0,H], i €1, and x(0) = x’. Also, the inequality constraints in Equation 2.4
must be rewritten accordingly:

g;(d,z(1),x(1),0(1))<0  Vjel @.2)
Finally, the uncertain parameters and their upper and lower limits in this case
should be regarded as functions of time, and thus, Equation 2.8 can be modified as

follows:

0V (1)- A0 (1)<0(r)<08" (1)+ A0 (¢) @.3)

61
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Note that the time functions 8" (¢), A@™(¢), and A@"(¢) are assumed to be given
a priori, and they may be extracted from historical records of observable time-
dependent parameters (such as the hourly rainfall data collected every day during a
period of several months or even years).

The corresponding dynamic flexibility index FI, can be computed on the basis of
the following model:

FI, =max & 4.4
subject to Equation 4.1 and
max min maxg; (d,z(t),x(t),e(t))SO @.5)
0(1) z(t).x(1) jt
0" (1)-8A0 (1) <0(r)< 0" (1)+8A0" (1) 4.6)

Note that this model is essentially the dynamic version of Equations 2.11 and 2.12.

4.2 NUMERICAL SOLUTION STRATEGIES

Two alternative solution strategies are presented in this section for computing the
dynamic flexibility index. First of all, Equations 4.1 and 4.4 through 4.6 can obvi-
ously be transformed into a steady-state flexibility index model by approximating
the embedded differential equations with a set of algebraic equations. The vertex
method described in Section 2.2.2 is readily applicable for solving this transformed
model. Another viable option is to establish the Karush-Kuhn-Tucker (KKT) condi-
tions for the aforementioned dynamic programming model and then develop the
corresponding active set method. Before illustrating these approaches in detail, let
us first briefly outline two alternative discretization techniques.

4.2.1 DiscreTizATION OF DYNAMIC MODEL

An obvious solution approach for computing the dynamic flexibility index is to first
convert the nonlinear DAEs in Equation 4.1 into a system of algebraic equations by a
credible numerical discretization technique. Although many equally effective tech-
niques are available, only two of them—the differential quadrature (DQ) (Bellman
and Casti, 1971; Bellman et al., 1972; Naadimuthu et al., 1984) and the trapezoidal
rule (TR)—are provided in the sequel to facilitate clear explanation.

4.2.1.1 Differential Quadrature (DQ)

The accuracy of DQ approximation has been well documented in the literature
(Chang et al., 1993; Civan and Sliepcevich, 1984; Quan and Chang, 1989a, b),
and its implementation procedure is very straightforward. As pointed out by Shu
(2000), DQ is essentially equivalent to the finite difference scheme of a higher
order. To improve the computation efficiency when a large number of grid points
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are required, a localized DQ scheme was adopted by Zong and Lam (2002).
An extensive discussion of DQ and its state-of-the-art developments can be found
in Zong and Zhang (2009).

To illustrate the DQ discretization principle, let us consider the first-order deriva-
tive of the i™ state variable (j € I) as an example:

Nnode
= 2 W, (1) @47

n=1

dx; (1)
dt

1=t

where m€{1,2,++*,Nyoae }; € €{1,2,"+*, Netemen: 1; 15, and £;, respectively, denote the
locations of the m™ and n™ nodes in time element e; and w,,, denotes the weight-
ing coefficient associated with the state value at ¢, for the derivative at f,,, which is
dependent only upon a predetermined node spacing. As a result, every differential
equation in Equation 4.1 can be approximated with a set of algebraic equations. In
addition, all inequalities in Equations 4.2 should be discretized at the node locations,
that is,

g;(d.z().x(1:).0()) <0 Vjed 4.8)

Quan and Chang (1989a, b) suggested that, in most cases, it is beneficial to use the
shifted zeros of a standard Chebyshev polynomial as the selected nodes. This node
spacing in an arbitrary interval ¢ € [a,b] yields the following formulas for calculating
the weighting coefficients:

_ _1\(m—n) _ 2
1, = Mhowe =1 (1) L=n g 4.9)
b-a r,—r, \1-r,

— l anode —h T

2 b-a (-1}
where m,n € {1,2,-~-,dee} and the locations of Chebyshev zeros in the standard
interval [—1,+1] are

4.10)

mm

— cos Cm-OHr

4.11
2]vnode ( )

where w,,, are the weighting coefficients for the first-order derivatives. With these
formulas, all weighting coefficients can be easily calculated for any combination
of element length b —a and node number N,q.. A typical example can be found in
Table 4.1.

The time horizon [O,H ] is supposed to be divided into Nejemen €lements as men-
tioned previously. Continuity of every state variable at the border point of each
pair of adjacent elements can be enforced with a boundary condition, that is,

x(tfvmde ) = x(tf+l ), and e € {1,2,***, Njemen: — 1}. The initial conditions of Equation 4.1
should be imposed at the left end of the first element, that is, x(tll) =x°, whereas the
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TABLE 4.1

Weighting Coefficients for b —a =10 and Nyoe =5

m 1 2 3 4 5

n

1 0.90085 -0.2 0.06180 0.04721 0.1

2 1.37082 0.05020  -0.26180  0.16180  —0.32361
3 —0.64721 0.4 0 0.4 0.64721
4 032361  -0.16180  0.26180 0.05020  -1.37082
5 -0.1 0.04721  -0.06180 0.2 0.90085

Source: Reprinted with permission from Kuo (2015). Copyright 2015
National Cheng Kung University Library.

states at the right end of the last element are not constrained, that is, x(tﬁ;‘(‘)j’;““’ ) = free.
Finally, the element number and lengths should be allowed to be adjusted to achieve

satisfactory accuracy.

4.2.1.2 Trapezoidal Rule (TZ)
For illustration clarity, let us first rewrite Equation 4.1 as follows:

dx (1)
dt

=@(d,x(),z(1),0(1)) @.12)

or

d’%”: 0:(d,x(1),2(1).0(1)), iel @13

Let us divide the horizon [0,H ] into M equal intervals and label their boundary
points sequentially as p =0,1,2,---,M. Thus, the length of each interval should be

h= @.14)

By applying the TR to estimate the integral of ¢;(d,x(¢),z(t),0(t)) over each
interval, one can obtain

xi(t,)= x,—(t,,_l)+%[(p,- (A x (11 )2 (11 ).0(1,) ) + 0 (d,x(tp),z(tp),e(t,,))} 4.15)

where x,(0)=x/, i eI, and p=1,2,---,M. Similarly, Equation 4.2 can also be dis-
cretized according to the aforementioned boundary points as follows:

g;(d.x(1,).2(1,).0(1,)) <0 Vjel (4.16)
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4.2.2 EXTENDED VERTEX METHOD—DYNAMIC VERSION
The dynamic version of the vertex method (Kuo and Chang, 2016) can be formulated

as a two-step optimization problem, that is,

FI, = min max & 4.17)
k  z(1),x(1)

subject to Equations 4.1 and 4.2 and the following vertex constraint in the functional
space formed by all possible 0(z):

6(1) = 0" (1) +3A6" (1) 4.18)

where A®* () is a vector that points from the nominal point 8" (¢) toward the k"
vertex (k=1,2,---,2" and n,, is the number of uncertain parameters) at time 7. Note
that each element in A®* (¢) should be obtained from the corresponding entry in
either —AO™(¢) or + AO™ (¢).

For illustration clarity, let us next produce a specific formulation by discretizing
the previous model with the TR:

FI, = minmaxd 4.19)
Kk ZX
subject to Equations 4.14 through 4.16 and
0(1,)=0"(1,)+8A0(,), p=12..M (4.20)

where X =[x(#) x(t) - x(ty)] and Z=[z(t,) z(tz) -+ z(ty)].
Figure 4.1 shows a flowchart of the computation procedure that realizes this ver-
sion of the extended vertex method.

4.2.3 EXTeENDED AcTIVE SET METHOD—DYNAMIC VERSION

A dynamic version of the feasibility function (or the feasibility functional) proposed
by Wu and Chang (2017) can be defined in the same way as its steady-state counter-
part in Equations 2.3, 2.6, and 2.7, that is,

y(d,0(¢))= min u(z 4.21
( ( )) x(1),2(t),u(t) ( )":H ( )
subject to the constraints in Equation 4.1 and

w(t)=0 4.22)

g;(d.z(1).x(1).0(1))<u(r) Vjel (4.23)
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( Start )

<&
<
A

A

Select a vertex direction k which
has not been considered before

A 4

Maximize 8k under the constraint of
Equations 4.14 through 4.16 and 4.20

Has every vertex been
considered?

Set the smallest 8k as the dynamic
flexibility index

v

End

FIGURE 4.1 The dynamic version of the extended vertex method (Reprinted with permis-
sion from Kuo [2015] Copyright 2015 National Cheng Kung University Library.)

To facilitate derivation of the KKT conditions for this functional optimization
problem, let us express Equation 4.1 regarding Equation 4.12, that is,

h(d,z(7),x(1),x(1),0(¢)) = ¢(d,z(r),x(r),0(r)) - x() = 0 @.24)

An aggregated objective functional can then be constructed by introducing
Lagrange multipliers to incorporate all constraints:

L=u(H)+ LH{uu (O[o-u]+p0) [e-x]+ x(:)T[g—ul]}dz 4.25)

where, g = [g| g g ]T and1=[11 1--- ]T. Note that the multipliers W, (f) and
() are real, but A(z) 2 0. By taking the first variation of L and setting it to zero, the
following four sets of necessary conditions can be obtained:

1. x(0)=x0; W(H)=0; n,(0)=0; u(H)=1

. foL0) 8g) .
2- = — r — | = r — . = Tl
n=—p (axj A (ax s W, =A
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3.x=@;u=0;A"(g—ul)=0;A 20
oL T ( Jg j
4. +A 0
. ( oz ) oz
By following the same rationale in developing the active set method for comput-

ing the steady-state flexibility index FI|, that is, Equations 2.13 and 2.14, it is neces-
sary to set u(¢) =0 and change conditions in (iii) to

(i) x=@; u=0; A'g=0; A, >0; g<0

Therefore, the dynamic flexibility index FI, can be determined by minimizing
& while subject to the constraints in necessary conditions (i), (ii), (iii)’, (iv), and
Equation 4.6.

To facilitate practical implementation of the previous ideas, additional slack and
binary variables should be introduced to reformulate the last three conditions in (iii)’,
that is, A'g =0, A >0, and g < 0. Specifically, the optimization problem earlier can
be written as

FI, = min ) (4.26)

Bty (1)ui (1)1 (1), (1), (1), xi ().2¢ (1), (1)

subject to
dxi (t) 0 .
R ¢ (d,x(1),2(1),0(¢)), x(0)=x), Viel; @.27)
g;(d,z(2),x(¢),0(t))+5;(t)=0, 5;(t)20, Vjel; 4.28)
()= D A (1), 1(0)=0. W, (H)=1; 4.29)
Jj'el

MOt )—%x,»u)%‘jg(r), W(H)=0, Viek @30

i’el

>0 % 214 3 () ag, (1)=0, c=12wn; (4.31)

i’el j'el

5;(0)-U(1-y;(1))<0, L;(t)-y;(1)<0, y;(t)e{0,1},1,(1)=0, Viel; @32

01 (1) - 8A6; (1) <0, (1) < 0% (1) +8A0 (1), n=1,2,n,. @.33)

where 0 <t < H. An implementable formulation can then be produced by discretiz-
ing Equations 4.28 through 4.35 with the TR. Notice that, unlike the exhaustive enu-
meration approach described in Figure 4.1, it is only necessary to solve the resulting
mixed integer nonlinear programming (MINLP) problem once.
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4.3 AN ILLUSTRATIVE EXAMPLE

FIGURE 4.2 A buffer vessel. (Reprinted with permission from Kuo and Chang, 2016,
670—-682. Copyright 2016 American Chemical Society.)

Let us consider the buffer tank in Figure 4.2. The dynamic model of this system
can be written as

A% =0(t)— kJh @4.34)

where h denotes the height of liquid level (m); A (= 5 m?) is the cross-sectional area
of the tank; k (=+/5/10 m*?min™") is a proportionality constant; and © denotes
the feed flow rate (m®min™"), and it is treated as the only uncertain parameter in
the present example. To fix the ideas, the following upper and lower limits are also
adopted in the flexibility analysis:

1. The height of the tank is 10 m, that is, 7 < 10.
2. Due to the operational requirement of downstream unit(s), the outlet flow

rate of the buffer tank must be kept above f m’ min~". Thus, the minimum

allowable height of its liquid level should be 1 m, thatis, 1 <h.
3. The time horizon covers a period of 800 minutes. In other words, this inter-
val can be expressed as 0 < 7 < 800.

To interpret the dynamic flexibility index, two different operation modes are con-
sidered in the sequel.

Case 4.1: Continuous Operation

Let us assume that in the buffer operation under consideration, the nominal steady-
state value of the feed rate is 8" (t)=0.5 m’min™" and the corresponding antici-
pated positive and negative deviations are set at A" (t)= A6 (t)=0.5 m’min~",
respectively. Therefore, the range of the uncertain parameter is

0<e(t)<1 (4.35)
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and the nominal height of liquid level at steady state should be 5 m. By discretiz-
ing Equation 4.34 according to the TR (see Section 4.2.1.2) and then applying
the dynamic version of the extended vertex method (see Section 4.2.2), one can
evaluate the corresponding dynamic flexibility index, and its value is 0.415. To
facilitate further clarification, the GAMS code of this computation procedure is
provided in Appendix 4.1.

This result indicates that although the present system is not operable in the
worst-case scenario, Fl; can be raised to the desired target of 1 if the expected
range of the uncertain parameter can be narrowed by improving the flow control
quality of the feed stream to

0.5-0.415x0.5<6(t)<0.5+0.415% 0.5 (4.36)

This assertion can be verified by carrying out numerical simulations of the
worst-case scenarios (see Figure 4.3). One can observe that if the feed rate is
maintained, respectively, at the upper and lower limits of the narrowed range
defined in Equation 4.36, the water level can be guaranteed to satisfy the opera-
tional constraints at any time throughout the given horizon. Furthermore, one can
also observe that (1) the water level approaches 10 m (i.e., the upper bound of h)
at 800 min in the former scenario when 6(t)=0.7075 and (2) the water level
always stays considerably above the lower limit (i.e., h > 1) in the latter case when
6(t)=0.2925.

Note finally that if it is not possible to improve the control quality of the
upstream feed stream, the operational target of Fl; =1 can be realized alterna-
tively by increasing the buffer capacity. In particular, a larger storage tank with a
cross-sectional area of 61m” can be adopted to replace the original one to with-
stand all possible disturbances constrained by Equation 4.35.

10

—_—
— —Upper limit
9

/ — Lower limit
8

Water level (m)
wn

0 100 200 300 400 500 600 700 800

Time (min)

FIGURE 4.3 Simulation results of the worst-case scenarios for the narrowed parameter
range defined in Equation 4.28 in Case 4.1. (Reprinted with permission from Kuo and Chang,
2016, 670—682. Copyright 2016 American Chemical Society.)
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Case 4.2: Periodic Operation

Let us assume that over a single period of 800 minutes in the cyclic operation
under consideration, the nominal feed rate and its anticipated positive and nega-
tive deviations can be described in Equation 4.37 and in Figure 4.4. The initial
height of the liquid level in this case is also set at 5 m.

8" (t)=0.5 (m’min™), A8 (t) = A0 (t)=0.1 for 0<t<100 (min)
0" (t)=0.6 m’min™"), AB" (t)=A08(t)=0.1 for 100 <t <200 (min)
0" (t)=0.7 m’min™), A6" (t)=A6"(t)=0.1 for 200 <t <250 (min)
6" (t)=0.8 m’min™), AB" (t)=A6"(t)=0.1 for 250 <t <300 (min)
0" (t)=0.6 (m’min™"), AB" (t)= A0 (t)=0.1 for 300 <t <350 (min) (4.37)
8" (t)=0.5 (m’min™), A6*(t)=A0"(t)=0.1 for 350 <t <450 (min)
0" (t)=0.4 m’min™), AO" (t)=A0"(t)=0.1 for 450 <t <500 (min)
0" (t)=0.2 (m’min™), A8*(t)=A087(t)=0.1 for 500 <t <600 (min)
8" (1)=0.6 m’min™), AB" (t)=A6"(t)=0.1 for 600 <t <700 (min)
0" (t)=0.5 (m’min™), A6*(t)=A0"(t)=0.1 for 700 <t <800 (min)
1
— -Upper limit
0.9 — -Lower limit [
— Nominal

0.8
0.7

g i

£ 06 -
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z 04 —

2 |

* 03 L
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FIGURE 4.4 Nominal feed rate and its upper and lower limits in a single period in Case 4.2.
(Reprinted with permission from Kuo and Chang, 2016, 670—682. Copyright 2016 American
Chemical Society.)
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By discretizing Equation 4.34 according to the TR (see Section 4.2.1.2) and then
applying the dynamic vertex method (see Section 4.2.2), one can find that the cor-
responding dynamic flexibility index is 0.368 (see the GAMS code in Appendix
4.2). This index value indicates that although the present system is inoperable in
the worst-case scenario, Fl; can be made to achieve the designated target of 1 by
reducing the range of variation in the uncertain parameter, that is,

0" (£)-0.368x A0 ()< 0(t) 0" (£)+0.368 x A" (¢) (4.38)

where 8" (t), A8 (), and A8 (¢) are defined in Equation 4.37. Figure 4.5 shows
the simulation results of the corresponding worst-case scenarios. Note that if
the feed rate is maintained, respectively, at the upper and lower limits of the
narrowed parameter range defined in Equation 4.38, the water level should stay
within the allowed range—that is, 1< h <10 —at any time throughout the given
horizon. It can be observed that the water level reaches T m (which is the lower
bound of h) at 600 min in the latter case. Obviously, the operational target of
Fl; =1 can also be achieved by enlarging the cross-sectional area of the buffer
tank to 8.25 m2. The simulation results of the corresponding worst-case sce-
narios can be found in Figure 4.6. Finally, it should be noted that the same
Fly (0.368) can be obtained in this case with the extended active set method.
However, the needed computation time in GAMS 23.9.5 on an i7-4770 34 GHz
PC was found to be 4 sec, which is slightly longer than that consumed with the
extended vertex method (2 sec).
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FIGURE 4.5 Simulation results of the worst-case scenarios for the narrowed parameter
range defined in Equation 4.38 in Case 4.2. (Reprinted with permission from Kuo and Chang,
2016, 670—682. Copyright 2016 American Chemical Society.)
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FIGURE 4.6 Simulation results of the worst-case scenarios for the original parameter range
defined in Equation 4.37 and an enlarged buffer tank in Case 4.2. (Reprinted with permission
from Kuo and Chang, 2016, 670—682. Copyright 2016 American Chemical Society.)

4.4 CUMULATIVE EFFECTS OVERLOOKED IN DYNAMIC
FLEXIBILITY ANALYSIS

As mentioned in Section 4.1, the time-dependent range of an uncertain parameter
is often extracted directly from historical data without elaborate statistical inter-
pretations. However, the cumulated quantities of these parameters over time may
also be recorded, and these available data are in general neglected in the afore-
mentioned dynamic flexibility analysis. Specifically, in addition to Equation 4.3, the
following extra inequalities can often be established to characterize the uncertain
parameters better:

—A® <O(H)<+AO" 4.39)

where

o(1)= [[o(1)-0" (1)]r (4.40)

As also indicated before, the time functions 8" (¢), A® (), and A®"(¢) in
Equation 4.3 can usually be extracted from historical records of transient data. To
fix ideas, let us consider the precipitation data as an example. By setting H to be
24 hours, these time functions may be established on the basis of the hourly rainfall
records collected every day over a period of several months, and, in addition, the
scalar values of A®~ and A®" in Equation 4.39 can be estimated according to the
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daily rainfall data, which are usually also available. Because the random deviations
in parameters do not always stay at the upper or lower limits throughout the entire
horizon [0, H ], one would expect

H
AO < j A0 (1)dT @.41)
0

H
A®* SJ A" (T)dT 4.42)
0

Because the uncertainties in an unsteady system should be better modeled with
both Equations 4.3 and 4.39, there are clear incentives to develop a different flex-
ibility index accordingly.

APPENDIX 4.1: GAMS CODE USED IN CASE 4.1 OF THE BUFFER
TANK EXAMPLE

sets

m discrete time /1*800/
parameters

Ar area of tank /5/
k;

k=5**0.5/10;
positive variables
fl flexibility index
h(m) tank level
the(m) flow rate
variables

Z

h.1(m)=5;

equations

eqgcon (m) , ineqgconl (m) , ineqcon2 (m) ,up (m) ,h0, min
eqgcon (m) $ (ord (m) <800) . .Ar* (h(m+1)-h(m))=e=0.5* (the (m+1) +
the(m))-0.5*k* (h(m+1)**0.5+h(m) **0.5) ;
ineqgconl (m) .. (h(m)-10)=1=0;
ineqgcon2 (m) .. (1-h(m))=1=0;

up (m) . .the (m)=e=0.5+0.5*f1;

ho..h('1'")=e=5;

min..z=e=£f1;

model aaa /all/;

solve aaa using nlp maximizing z;

display z.1l,h.1,the.1;



74 Deterministic Flexibility Analysis: Theory, Design, and Applications

APPENDIX 4.2: GAMS CODE USED IN CASE 4.2 OF THE BUFFER
TANK EXAMPLE

sets

m discrete time /1*800/;
parameters

Ar area of tank /5/

dt uncertain deviation /0.1/
k;

k=5**0.5/10;

positive variables

fl flexibility index
h(m) tank level

the(m) flow rate;

variables

z

h.1l(m)=5;

equations

egcon (m) , inegconl (m) , inegcon2 (m) , hO0,min

upl (m) ,up2 (m) ,up3 (m) ,up4 (m) ,up5 (m) ,up6 (m) ,up7 (m) ,up8 (m) ,up9 (m) ,
uplO0 (m) ;

eqgcon (m) $ (ord (m) <800) . .Ar* (h(m+1)-h(m))=e=0.5* (the (m+1) +
the(m))-0.5*%k* (h(m+1)**0.5+h (m)**0.5) ;
inegconl (m) .. (h(m)-10)=1=0;

inegcon2 (m) .. (1-h(m))=1=0;

upl (m) $ (ord (m)<101) . .the (m)=e=0.5+dt*f1l;

up2 (m) $ (ord (m) <201 and ord(m)>100) ..the(m)=e=0.6+dt*fl;
up3 (m) $ (ord (m) <251 and ord(m)>200) ..the(m)=e=0.7+dt*£fl;
up4 (m) $ (ord (m) <301 and ord(m)>250) ..the(m)=e=0.8+dt*fl;
up5 (m) $ (ord (m) <351 and ord(m)>300) ..the(m)=e=0.6+dt*fl;
up6 (m) $ (ord (m) <451 and ord(m)>350) ..the(m)=e=0.5+dt*fl;
up7 (m) $ (ord (m) <501 and ord(m)>450) ..the(m)=e=0.4+dt*fl;
up8 (m) $ (ord (m) <601 and ord(m)>500) ..the(m)=e=0.2+dt*fl;
up9 (m) $ (ord (m) <701 and ord(m)>600) ..the(m)=e=0.6+dt*fl;

upl0 (m) $ (ord (m) >700) . .the (m) =e=0.5+dt*£fl;
ho..h('1')=e=5;

min..z=e=£f1;

model aaa /all/;

solve aaa using minlp maximizing z;
display z.1l,h.1,the.1;
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5 Temporal Flexibility Index

As mentioned in Section 4.4, there are real incentives to develop a quantitative
flexibility measure that takes into account the accumulated effects of uncertain
parameters in nonsteady processes. For this purpose, Adi and Chang (2013) sug-
gested computing a so-called temporal flexibility index (FI,) by solving an optimiza-
tion problem similar to that described in the previous chapter.

5.1 MODEL FORMULATION

The model formulation of the present problem can be obtained by modifying
Equations 4.1 and 4.4 through 4.6, that is,

FI, = maxd (5.1
subject to
hi(d,z(r),%x(1),x(¢),0(t)) =0, x(0)=x", Viel (5.2)
11(}(:;1))( {I}ir(l)maxgj(d,z(t),x(t),O(t))SO; (5.3)
0V (1)- A0 (1)< 0(t)< 0" (t)+A08" (1); (5.4)
A0 <O(H)<+3AO" (5.5)

13
where O(t) = J[e(r)— 6" (1) ]dt and t [0, H]. Although Equations 5.2 and 5.3 in
0

this model are the same as Equations 4.1 and 4.5, Equations 5.4 and 5.5 are introduced
to replace Equation 4.6 for computing FI,. Note also that a scalar variable § is used
here to adjust the range of the accumulated quantities in Equation 5.5, whereas the
transient variations of uncertain parameters are still bounded between the original
upper and lower limits (i.e., see Equation 5.4). In computing the dynamic flexibility
index FI,, the former constraints are in fact not considered, whereas the latter are
modified with 8 instead (i.e., see Equation 4.6).

5.2 NUMERICAL SOLUTION STRATEGIES

The traditional vertex method and the active set method can also be extended to
compute the temporal flexibility index (Wu and Chang, 2017). These two alternative
approaches are discussed in detail in the following subsections.
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5.2.1 ExTENDED VERTEX METHOD—TEMPORAL VERSION

The vertex locations of a hypercube defined by Equation 5.5 can be expressed
mathematically as

O(H)=38A0" (5.6

where A®" denotes a vector pointing from the origin (i.e., the nominal point) in the
n, — dimensional Euclidean space (where 7, is the number of the uncertain param-
eters) toward the k™ vertex (k=1,2,3,---,2"), and each element in A®* must be

the same as the corresponding entry in either —A®~ or +A®". Furthermore, from

H
the definition of ©(H) | = J.[G(‘r)— oV (I)]dr , it is clear that every vertex can be
0

reached with an infinite number of time profiles that are bounded by Equation 5.4.
Therefore, to be able to implement the temporal version of the vertex method in
practical applications, it is, of course, necessary to reduce the search space to a man-
ageable size.

It has been found that, in addition to Equation 5.4, a useful heuristic can be
adopted to further constrain the candidate time profiles of uncertain parameters,
that is,

ABs(t) , if O0<tf<t<tj<H
0,(N—6, (1) = G.7)
0 , if 0<t<ty or t;<t<H

where n=1,2,---,n, and k = 1,2,3,---,2". It should be noted that A} (1) in this equa-
tion represents the element n of a vector, which corresponds to vertex k of the hyper-
cube defined by Equation 5.5. More specifically, the position of this vertex can be
expressed as

0(1)=0"(t)+A0* (1) (5.8)

where ()= 0,()  0:() 0, (1) T,
6 (=] o' e - e |.
Aﬂk(t)z[ ABY (1)  AB5(1) - AB, (1) Tand o <t<ty(n=1,2,---,n,).

As mentioned previously in Chapter 4, A@* (¢) can be viewed as a vector in the func-
tional space of ©(t), which starts from the nominal point " (¢) and ends at the k"
vertex, and each element of A®* (¢) should be selected from the corresponding entry
in either —AO™ (¢) or +A8" (¢). Notice also that as clearly indicated in Equation 5.7, the
allowed deviation in each uncertain parameter may begin and terminate at instances that
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are not the same as those of the other parameters. Finally, although the justification for
the heuristics earlier is derived from an intuitive belief, that is, the most severe distur-
bance a realistic process can withstand is usually the one with the largest possible mag-
nitude within the shortest period, its validity has been verified in extensive case studies.
In principle, FI, can be determined by solving Equations 5.1 through 5.3 and
Equations 5.6 through 5.8 via discretization, and for illustration simplicity, let us again
utilize the trapezoidal rule for this purpose here. Because the starting and ending times
of parameter deviations, that is, f5, ¢ and n=1,2,---,n,, are not given a priori, an
extra binary variable €, € {0,1} must be introduced at every discretized time ), to
reflect if the corresponding deviation, that is, A@" (t; ), takes place. Specifically,

AB(p) if gy =1
0 if ,=0

0.(5)-00 (1) = (5.9)

With these binary variables, additional logic constraints can be incorporated in
a mathematical programming model to enforce the heuristic in Equation 5.7. If the
disturbance in 8, earlier starts at a particular discretized time #;, then Equations 5.7
and 5.8 can be expressed as follows:

el =1 (5.10)
g=¢=.=¢,,=0 (5.11)
(1-gp)+ep <1 (5.12)

where p’ €{1,2,---,M —1} and p= p’,p’+1,---,M —1. Equation 5.12 clearly implies
the following:

1. If deviation is not present at ¢, (i.e., €}, = 0), then there will not be any at the
next instance t,, (i.e., €5, =0).

2. If otherwise (i.e., €, =1), then the disturbance at ¢,,; may or may not take
place (i.e., €}, =0 or ).

Consequently, Equation 5.7 can be rewritten as
0.(1p)=0) (1) +e,A05 (13) (5.13)

where p=1,2,---,M, n=1,2,---,n,, and k = 1,2,3,---,2". The accumulated param-
eter variations can then be expressed accordingly as

M

O, (H)= Y &30} (17) (5.14)

p=1
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where n=1,2,---,n,. Finally, the discretized version of Equation 5.5 should be

M
~5A0; < ) &0} (17) <80 (5.15)

p=1

where n=1,2,---,n,.

By making use of these formulations, a mixed integer nonlinear programming
(MINLP) model can be constructed to implement the temporal version of the vertex
method, that is,

FI, = minmax 6 (5.16)

ke ZX.E

subject to Equations 4.14 through 4.16 and Equations 5.10 through 5.15. More
specifically,

€ € €y
2 2 2
e £ €
E= 7 E
8;'1’ ggp 8nM1’

where pi,ps,--, pr, € {12, .M =1}; k=1,2,3,---,2".

Notice that Equation 5.16 is a two-level optimization problem. If there are rela-
tively few uncertain parameters, the minimization calculations in the upper level
may be accomplished with a simple-minded exhaustive enumeration procedure, and
the lower-level maximization can be performed by using a commercial solver. This
approach is summarized in Figure 5.1.

5.2.2 EXTENDED ACTIVE SET METHOD—TEMPORAL VERSION

Because the temporal version of the feasibility functional can be formulated with
Equations 4.21 through 4.24 as well, the resulting Karush-Kuhn-Tucker (KKT)
conditions should be the same as those described in Section 4.2.3. As a result, the
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( Start )

r

A

Select a vertex direction k that
has not been considered before

\
Use MATLAB® for loop to enumerate all
combinations of the discretized initial times
of the uncertain disturbances

l.—

Select a set of discretized initial times
that has not been considered before

.

Maximize 85 under the constraint
of Equations 4.14 through 4.16
and 5.20 through 5.15

Has every set of
initial times been
considered?

Choose the minimum value of 8

Has every vertex
been considered?

Choose the smallest 8 as the
temporal flexibility index

End

FIGURE 5.1 Temporal version of the extended vertex method. (From Kuo, Y.C., 2015.
Applications of the dynamic and temporal flexibility indices, Department of Chemical
Engineering. National Cheng Kung University, Tainan.)
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optimization problem to be solved in the temporal version of the active set approach
(Kuo and Chang, 2016) can be expressed as follows:

FI, = min 5 (5.17)
Bty (1)u0i (1)1 (1), (1), v (1), xi (). 2¢ (1), (1)
dxc"it(t)=<pl.(d,x(t),z(t),9(t)), x(0)=x{, Viel; (5.18)
gi(d,z(r),x(1),0(2))+5;(t)=0, s;(1)20, Vjel; (5.19)
L ()= Y 1 (), 1 (0)=0, w,(H)=1, (5.20)
Jj'el
z E)(p, ag, .
b (D S0 27‘ “(0), w(H)=0, Viel (521)
i’el j'el
D e t)a(p, +Zx (1) agf )=0, c=12,n; (5.22)
i’el
(5.23)
0) (1)— A8, (1)<0,(t)<0) (1)+A6; (), n=1,2,--,n,; (5.24)
H
-8AO; < J[e,, (1)-6) (1) |[dr < 84O (5.25)

where 0 <t < H. Although Equations 5.18 through 5.23 are identical to Equations
4.27 through 4.32, these constraints are still presented here for the sake of complete-
ness. Note that to compute FI,, an implementable formulation should again be gener-
ated by discretizing all of the earlier constraints with the trapezoidal rule.

5.3 AN ILLUSTRATIVE EXAMPLE

Let us again consider the buffer operations described previously in Section 4.3 (see
Figure 4.2). The system description is partially repeated here for illustration clarity.
In particular, the dynamic model of this buffer system can be written as

A— =0(t)— kvh (5.26)
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where & denotes the height of liquid level (m); A (= 5 m?) is the cross-sectional area

of the tank; k (=+/5/10 m**>min™") is a proportionality constant; and 6 denotes
the feed flow rate (m?® min™') and it is treated as the only uncertain parameter in the
present example. The allowed range of the state variable—that is, the height of the
liquid level—and the time horizon are the same as those given in Section 4.3, that is,

1. The height of tank itself is 10 m (h <10).
2. Due to the operational requirement of downstream unit(s), the outlet flow

rate of the buffer tank must be kept above \/§ /10 m>min~". Thus, the mini-
mum allowable height of its liquid level should be 1 m (k> 1).
3. The time horizon covers a period of 800 minutes (0 < ¢ <800).

Case 5.1: Continuous Operation

Let us again assume that in the continuous operation under consideration,
the nominal steady-state value of the feed rate is 6"(t)=0.5m’min™" and
the corresponding anticipated positive and negative deviations are set at
A6 (t)= A6 (t)=0.5 m’min”", respectively. Therefore, the range of the uncertain
parameter is

0<6(t)<1 (5.27)

Moreover, the nominal height of the liquid level at the steady state should be 5 m.
To facilitate computation of the temporal flexibility index in the present case,
let us further set the accumulated positive and negative deviations in liquid vol-

umes (m?3) to be
AO" =A® =62.5 (5.28)

In other words, the feed rate in the anticipated worst-case scenario is required
to be reduced to the lower limit (0.0 m’min™) or raised to the upper bound

(1.0 m*min™) for a period of 125 (: %2—55) minutes. By executing the GAMS code

in Appendix 5.1, it can be found that F/, = 0.444, which implies that the given
system can only withstand the most severe disturbance for a shorter period of
55.5 (=125x 0.444) minutes. Figure 5.2 shows the simulation results of two cor-
responding scenarios. One can observe that (1) the water level just touches 1T m
(i.e., the lower bound of h) at 55.5 min after introducing the largest negative distur-
bance at 0 min, and (2) the water level always stays considerably below the upper
limit (i.e., h<10) if the largest positive disturbance lasts only 55.5 minutes. The
former is therefore the worst-case scenario.

As mentioned previously in Case 4.1, the value of Fly (which is 0.415 for the
base-case design) can be improved to the implied target of 1 by increasing the
cross-sectional area of the buffer vessel from 5 m* to 61 m?. Because a relatively
large tank is called for, the required capital investment may not be justifiable.
However, if it can be predicted on the basis of operation experience that the largest
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disturbances rarely last for the entire horizon, then the design target of F/; =1 may
be acceptable. In this case, the corresponding area should be 11.3 m?, and the
required cost is obviously much lower. Figure 5.3 shows the simulation results of
the worst-case scenarios for Fl, =1 in Case 5.1.

10 !
A — Upper limit
— Lower limit [

/

Water level (m

\ /
\V4

0 0 100 200 300 400 500 600 700 800
Time (min)

FIGURE 5.2 Simulation results of the worst-case scenarios in Case 5.1 (FI, =0.444,
A=5.0m? ty=0 min, t; =55.5 min). (Reprinted with permission from Kuo and Chang,
2016, 670-682. Copyright 2016 American Chemical Society.)

10 , - :
! A=5m?
9 ; N ---A=5m?
—A=11.3 m?
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FIGURE 5.3 Simulation results of the worst-case scenarios in Case 5.1 (FI, =1,
A=50o0r11.3m? t, =0 min, ¢, =55.5 min). (Reprinted with permission from Kuo and
Chang, 2016, 670-682. Copyright 2016 American Chemical Society.)
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Flow rate (m3/min)

Case 5.2: Periodic Operation

The time profiles of the nominal feed rate and its anticipated positive and negative
deviations in one operation cycle have already been reported in Chapter 4; for
illustration convenience, they are repeated in Figure 5.4. To facilitate the concrete
computation of the temporal flexibility index in the present case, let us assign the
accumulated positive and negative deviations in liquid volumes (m?) to be

A®* =AO™ =20.0 (5.29)

By discretizing Equation 5.26 according to the trapezoidal rule (see Section
4.2.1.2) and then implementing the extended vertex method (see Subsection 5.2.1),
one can find that the corresponding temporal flexibility index is 0.185 for which
the disturbance only exists in the time interval between 562 and 599 minutes
(see the GAMS and MATLAB codes in Appendix 5.2). These results imply that
when the largest deviation in the feed rate is present in the period noted earlier,
an accumulated volume decrease of 3.7 (= 20x0.185) m* should cause the water
level to reach the lower limit of 1 m at the end point of this time interval. This pre-
diction can be clearly observed in the simulation results presented in Figure 5.5.
Finally, notice that the temporal flexibility in this case can also be enhanced with a
larger tank. From the optimum solution of the proposed programming model, one
can deduce that at least a cross-sectional area of 6.98 m? should be adopted to
achieve the designated design target when Fl, =1 (see Figure 5.6). Finally, it should
be noted that the same Fl, (0.185) can be obtained more efficiently in this case
with the extended active set method. The needed computation time in GAMS
23.9.5 on an i7-4770 PC was found to be 265 sec, which is much shorter than that
consumed with the extended vertex method (1920 sec).
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FIGURE 5.4 Nominal feed rate and its upper and lower limits in a single period in Case 5.2.
(Reprinted with permission from Kuo and Chang, 2016, 670—682. Copyright 2016 American
Chemical Society.)
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FIGURE 5.5 Simulation results of the worst-case scenarios in Case 5.2 (FI, =0.185,
A=5.0m? f, =562 min, #; =599 min). (Reprinted with permission from Kuo and Chang,
2016, 670—682. Copyright 2016 American Chemical Society.)
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FIGURE 5.6 Simulation results of the worst-case scenarios in Case 5.2 (FI, = 1),
A=6.95m?, t, =399 min, t; =599 min). (Reprinted with permission from Kuo and Chang,
2016, 670—682. Copyright 2016 American Chemical Society.)
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5.4 APPLICATIONS OF DYNAMIC AND TEMPORAL
FLEXIBILITY ANALYSES IN PROCESS DESIGNS

Because the dynamic and temporal indices are defined to characterize distinct fea-
tures in the transient behaviors of unsteady systems, their numerical values should
be interpreted differently. The following conclusions can be drawn from the earlier
discussions:

e A less-than-1 dynamic flexibility index (F1, < 1) implies that the given sys-
tem cannot withstand at least a set of disturbances in the worst-case sce-
nario constrained by Equation 4.3. Although the corresponding value of the
temporal flexibility index is unbounded—that is, its value may (or may not)
be smaller than one—the larger of the two indices can only be determined
on a case-by-case basis.

e A less-than-1 temporal flexibility index (FI, < 1) implies that the given sys-
tem cannot withstand at least a set of the disturbances in the worst-case
scenario constrained by Equations 4.3, 4.39, and 4.40. Although the cor-
responding value of the dynamic flexibility index should also be less than
1 (FI, <1), the larger of the two can only be determined on a case-by-case
basis.

e FI, =11implies FI, <1, whereas FI, =1 implies FI, > 1.

* Due to the requirements imposed in Equations 4.41 and 4.42, a fixed larger-
than-1 upper limit of FI, should be reached for all FI, 1.

Based on the earlier observations, a generic design procedure can be accordingly
summarized as follows:

For any given design, the dynamic flexibility index should be computed first. If it
can be determined that FI, > 1, then, of course, no changes are needed. If otherwise
and the corresponding revamp measures for achieving FI, =1 are expensive, then
the temporal flexibility index should be determined according to the proposed math-
ematical program. The proper design modifications for realizing FI, =1 can then be
identified on the basis of their economic implications.

APPENDIX 5.1: GAMS CODE USED IN CASE 5.1
OF THE BUFFER TANK EXAMPLE

sets

m discrete time /1*800/
parameters

Ar area of tank /5/

k;

k=5**0.5/10;

positive variables

fl flexibility index
h(m) tank level
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the (m) flow rate

variables

z

h.1l(m)=5;

binary variables

e (m)

equations

eqgcon (m) , inegconl (m) , inegcon2 (m)
lo(m),el(m),se,h0,e0,min

eqgcon (m) $ (ord (m) <800) . .Ar* (h(m+1)-h(m)) =e=0.5* (the (m+1) +the

)
(m))-0.5*k* (h(m+1)**0.5+h(m) **0.5);
ineqconl (m) .. (h(m)-10)=1=0;
ineqgcon2 (m) .. (1-h(m)) =1=0;

lo(m)..the(m)=e=0.5-0.5*e (m);

el (m) $(ord(m)<800) .. (l-e(m))+e(m+1)=1=1;
se..fl=e=sum(m,0.5%*e(m))/62.5;
ho..h('1')=e=5;

el..e('1l'")=e=1;

min. .z=e=£f1;

model aaa /all/;

solve aaa using minlp maximizing z;
display z.1l,h.1,the.1l,e.1;

APPENDIX 5.2: GAMS AND MATLAB CODES USED
IN CASE 5.2 OF THE BUFFER TANK EXAMPLE

GAMS CODE

sets

m discrete time /1*800/
parameters

Ar area of tank /6.95/
s initial time /1/

dt uncertain deviation /-0.1/
k;

k=5**0.5/10;

positive variables

fl flexibility index
h(m) tank level

the (m) flow rate

7

variables
z
h.1(m)=5;

binary variables



Temporal Flexibility Index

e (m)
equations
eqgcon (m) , inegconl (m) , inegcon2 (m)

89

upl (m) ,up2 (m) ,up3 (m) ,up4 (m) ,up5 (m) ,up6 (m) ,up7 (m) ,up8 (m) ,up9 (m) ,

upl0 (m)

el (m),hO,ee(m),e0,sel, min

eqgcon (m) $ (ord (m) <800) . .Ar* (h(m+1)-h(m)) =e=0.5* (the (m+1) +
the(m))-0.5*k* (h(m+1) **0.5+h(m) **0.5);
ineqgconl (m) .. (h(m)-10)=1=0;

ineqcon2 (m) .. (1-h(m))=1=0;

upl (m) $ (ord (m) <101) . .the (m)=e=0.5+dt*e (m) ;

(m)
up2 (m) $ (ord (m) <201 and ord(m)>100) ..the (m)=e=0.6+dt*e (m);
up3 (m) $ (ord (m) <251 and ord(m)>200) the (m) =e=0.7+dt*e (m);
up4 (m) $ (ord (m) <301 and ord(m)>250) the (m) =e=0.8+dt*e (m);
up5 (m) $ (ord (m) <351 and ord(m)>300) ..the (m)=e=0.6+dt*e (m);
up6 (m) $ (ord (m) <451 and ord(m)>350) ..the (m)=e=0.5+dt*e (m);
up7 (m) $ (ord (m) <501 and ord(m)>450) the (m) =e=0.4+dt*e (m);
up8 (m) $ (ord (m) <601 and ord(m)>500) the (m) =e=0.2+dt*e (m);
up9 (m) $ (ord (m) <701 and ord(m)>600) ..the (m)=e=0.6+dt*e (m);
(m)
(m)

ho..h('1')=e=5;

ee (m) $ (ord(m)<s) ..e(m)=e=0;

e0 (m) $(ord(m)=s)..e(m)=e=1;
sel..sum(m, -dt*e (m) ) =e=20*f1;

min. .z=e=f1;

model aaa /all/;

solve aaa using minlp maximizing z;
scalars modelStat, solveStat;
modelStat = aaa.modelstat;
solveStat = aaa.solvestat;

display z.1l,h.1,the.1l,e.1,modelStat, solveStat;

MATLAB CODE

for k=1:800

ns.name = 's';

ns.type = 'parameter';
ns.val = k;

ns.form = 'full';

ns.dim = 0;
wgdx ('voldata',ns) ;
gams_output = 'std';

gams ( 'newtank') ;
solGDX="'volsol.gdx"';
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rs = struct('name','z',6 'field','1l', 'form', 'full');
r = rgdx (solGDX, rs);
obj = r.val;
result (k) =obj;
end
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Systematic Revamp
Strategies for Improving
Operational Flexibility of
Existing Water Networks

6.1 BACKGROUND

Water is an essential natural resource needed in almost every processing plant. For
instance, it is used for crude oil desalting in petroleum refineries; for liquid—liquid
extraction in hydrometallurgical processes; for cooling, quenching, and scrubbing in
the iron and steel industries; and for various washing operations in food processing
facilities. Due to the bleak forecast concerning the water crisis in the near future and
the increasingly stringent environmental regulations for wastewater disposal, effi-
cient water utilization is, of course, an indispensable criterion that must be adopted
in designing any industrial process (Byers et al., 2003).

Various industrial water management issues have already been addressed exten-
sively in the literature. In particular, some mathematical programming models
were developed to optimally route the process streams in a water network for the
purpose of minimizing the freshwater consumption rate and/or wastewater genera-
tion rate. One of the pioneering papers in this area was published by Takama et al.
(1980), who studied the optimal water allocation problem in a petroleum refinery.
Wang and Smith (1995) suggested considering water reuse, regeneration—reuse,
and regeneration—recycling in water network designs as viable wastewater minimi-
zation strategies. They also proposed a heuristic methodology for designing efflu-
ent treatment systems in which wastewater was processed in a distributed manner.
Alva-Argaez et al. (1998) used a mathematical programming approach to optimize
a superstructure in which all possibilities of water treatment and reuse were embed-
ded. Bagajewicz et al. (1999) developed a systematic method to transform the nonlin-
ear model for multicontaminant large-scale water system designs to a linear program
(LP). Another important work was carried out by Huang et al. (1999), who presented
a comprehensive programming approach to synthesize the optimal water usage and
treatment networks in chemical processes. Feng and Seider (2001) assessed the feasi-
bility of simplifying network configurations in large plants with internal water mains.
Karuppiah and Grossmann (2006) studied the optimal synthesis problem of inte-
grated water systems, where water using and treatment operations were incorporated
into a single network in such a way that the total annual cost could be minimized.

From these studies, it can be observed that complex configurations are often
needed in the optimal water networks to facilitate effective reuse—recycle and
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reuse—regeneration. These elaborate process structures obviously hamper resilient
operation and control under uncertain disturbances from the environment. In the
past, very few studies have been performed to deal with this important issue. Tan
and Cruz (2004) formulated two different versions of the symmetry fuzzy linear
programming (SFLP) models for the purpose of synthesizing robust water-reuse
networks based on imprecise process data. Al-Redhwan et al. (2005) developed a
three-step procedure to design water networks under uncertain operating tempera-
tures and pressures. Tan et al. (2007) used the Monte Carlo simulation techniques to
analyze the vulnerability of water networks with noisy mass loads. Karuppiah and
Grossmann (2008) proposed a spatial branch-and-cut algorithm to locate the global
optimum. Zhang et al. (2009) suggested using the concepts of maximum tolerance
amount of a water unit (MToAWU), rank of unit (RU), and outflow branch number
of a unit (OBNU) to quantify the resilience of a given water network.

To address these issues, Chang et al. (2009) developed a generalized mixed-
integer nonlinear programming model (MINLP) for assessing and improving the
operational flexibility of water network designs. They found that any given network
can be enhanced with two revamp strategies: (1) relaxation of the upper limit of
the freshwater supply rate and (2) installation of auxiliary pipelines and/or elimina-
tion of existing ones. By making use of the insights gained from active constraints,
Riyanto and Chang (2010) later developed a heuristic manual strategy in a subse-
quent study to raise the steady-state flexibility indices (FI;s) of existing single-
contaminant water networks. In addition, Li and Chang (2011) constructed a new
nonlinear programming formulation model by incorporating process knowledge into
the conventional vertex method to simplify FI; calculation.

Although satisfactory results have been reported in the works mentioned earlier, it
should be noted that only the single-contaminant systems were considered and, more
importantly, the total number of candidate configurations may be too large to be evalu-
ated in a manual evolution procedure. Also, if the active set method is to be utilized for
calculation of the steady-state flexibility index, the Karush-Kuhn-Tucker (KKT) condi-
tions must be invoked to construct a tedious model for the multicontaminant case. Thus,
it is evident that the iterative solution processes of the previously mentioned MINLP
model for computing FI; may not always converge. To overcome these difficulties, an
alternative computation strategy has been devised by Jiang and Chang (2013) by solving
an NLP model iteratively. On the basis of this modified computation method, the proper
revamp options can be identified evolutionarily with a genetic algorithm.

The aforementioned revamp strategies for the single- and multicontaminant water
networks are presented in detail in the next sections.

6.2 AUGMENTED SUPERSTRUCTURE

Because it is tedious and inefficient to construct different versions of the flexibility
index model for various candidate designs then carry out the needed optimization
runs, a generalized model should be formulated and used as a design tool for all
possible structures under consideration. It is necessary first to build an augmented
superstructure in which all possible new connections are embedded to develop such
a model by an existing network.
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6.2.1 LABEL SETS

For illustration convenience, let us first define the following label sets:

W = {wl 'wy is the label of an existing primary water source}
W, = {wz \wz is the label of an existing secondary water source}
S= {s‘s is the label of an existing sink}
U= {u\u is the label of an existing water using unit}
T= {t\t is the label of an existing treatment unit}

X = {x\x is the label of an added treatment unit}

Based on these definitions, one can then assemble the following sets for character-
izing the superstructure:

e The label set of all water sources embedded in the superstructure, that is,
W=wuWw,
* The label set of all processing units embedded in the superstructure, that is,
P=UUTUX
e The label set of all existing processing units, that is,
P=UUT
e The label set of all split nodes in the superstructure, that is,
M=WuUuTuX
* The label set of all split nodes at the outlets of existing units, that is,
M =WuUuT
e The label set of all mixing nodes in the superstructure, that is,
N=UuTuXuUS
e The label set of all mixing nodes at the inlets of existing units, that is,
N =UuUTUS

Finally, if multiple contaminants are present in a water network, then an additional
label set should be considered:

K= {k\k is the label of a water contaminant}
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6.2.2 SUPERSTRUCTURE CONSTRUCTION

A conventional superstructure for grassroots designs can be constructed according
to the following steps:

Step 1: Connect the split node at the outlet of every primary water source in
W, to the mixing node at the inlet of every processing unit in P.

Step 2: Connect the split node at the outlet of every secondary water source in
W, to every mixing node in N.

Step 3: Connect the split node at the outlet of every processing unit in P to
every mixing node in N.

This conventional configuration can then be transformed into an augmented
superstructure by classifying all embedded connections into three types. More spe-
cifically, these connection types can be associated, respectively, with (1) the exist-
ing pipelines; (2) the new pipelines between existing units—that is, the connections
from M’ to N’, which are not present in the given network—and (3) the new pipe-
lines between the added treatment units and other units, that is, the connections from
M to X and from X to N. Finally, the notational convention in Table 6.1 is followed
throughout this chapter to facilitate unambiguous formulation of the corresponding
mathematical model, and a simple example is given next for further clarification.

Example 6.1

Let us consider the existing water network presented in Figure 6.1, in which a
freshwater source (W), a water-using unit (Uy), a wastewater treatment unit (7y), and
asink (§) are involved. The corresponding augmented superstructure can be found
in Figure 6.2. The symbols FTy, FT,, FT, and FTs in this superstructure, respec-
tively, denote the throughputs in W, U,, T, and S, whereas fy, , Fu, s, and Fr s,
denote the flow rates in the existing pipelines (Type-1 connections), that is, from W,
to U, from U;to Ty, and from T to Sy, respectively. Based on the classification criteria
mentioned earlier, there can be four new pipelines connecting the split nodes in
M’ and the mixing nodes in N". Specifically, these Type-2 connections are (W, T;),
(Ui, $) (T3, Uy), and (T;, Ty); moreover, the corresponding flow rates are expressed
as fwyrn, fu, s, frw, and fr 5, respectively. If an extra treatment unit X; is allowed
to be installed in this network, then at most six new pipelines may be added, that

Fy,

f Fy Fr

1 1
Fy F F

U u,,T, T,,S.
Wl r~1 = l {1 1 l 1 1°1

Fy

1

S

FIGURE 6.1 Existing water network in Example 6.1. (Reprinted from Chemical
Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic revamp strategy
for improving operational flexibility of multi-contaminant water networks, 289-299.
Copyright 2013 with permission from Elsevier.)
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Wy, U FT, Fu, 1y
1
fT , U fLI , X
v > ul """"" ‘ !
|
le, u, fu} S

E Fu, 1, Fr.s
Wy, Uy F Tl' 51
FTy, fwn FTr, {TI, u, \ Ty,

FTy,

FIGURE 6.2 Augmented superstructure for Example 6.1. (Reprinted from Chemical
Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic revamp strategy for
improving operational flexibility of multi-contaminant water networks, 289-299. Copyright
2013 with permission from Elsevier.)

is, (Wi, X1), (Un, X1 ), (T, X1), (X,,Uh), (X0, Th), and (Xy,S;); moreover, they should
be regarded as Type-3 connections. Their flow rates are denoted, respectively, as

iy forxe frxw ooy fon and fi s,

6.3 MODEL CONSTRAINTS

The equality and inequality constraints of the mathematical programming model
can be formulated by the augmented superstructure and the notational convention
given in Table 6.1. A brief summary of these constraints can be found in the sequel.

6.3.1 BINARY DESIGN PARAMETERS

In the proposed computation procedure, the flexibility index of a revamped network
is calculated by the existing network and a collection of new pipelines and/or new
treatment units, which are chosen from the outset. To facilitate model formulation,
let us introduce the following binary design parameters:

d. = 1 if the new connection between m € M and n € N is chosen ©.1)
" 0 otherwise
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TABLE 6.1
Notational Convention
Notation Definition
Subscripts The label corresponding to a water
k contaminant
m The label corresponding to a split node in the
superstructure
n The label corresponding to a mixing node in
the superstructure
p The label corresponding to a processing unit
s The label corresponding to an existing sink
t The label corresponding to an existing
treatment unit
w The label corresponding to an existing
water source
X The label corresponding to an added
treatment unit
Continuous C The contaminant concentration
variables or f The water flow rate of a new connection
parameters ft The water throughput in a new unit
F The water flow rate of an existing connection
FT The total water throughput in an existing unit
ML The mass load in a water-using unit
R The removal ratio of a contaminant in a
treatment unit
0 The uncertain multiplier
Binary The existence/nonexistence of a new
parameters d connection (pipeline)
Superscripts in The inlet of a unit
out The outlet of a unit
max Upper bound
Sets K The label set for all contaminants
M The label set for all split nodes in the
superstructure
N The label set for all mixing nodes in the
superstructure
P The label set for all processing units
S The label set for all existing sinks
T The label set for all existing treatment units
w The label set for all existing water sources
X The label set for all available new

treatment units

Source: Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D.,
Chang, C.T., An algorithmic revamp strategy for improving operational
flexibility of multi-contaminant water networks, 289-299. Copyright
2013 with permission from Elsevier.
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Note that these parameters should be fixed before computing the flexibility index.
Also, the following flow constraints should be imposed in the flexibility index model:

dem,n < fm,n < fUdm,n (62)

6.3.2 PRIMARY SOURCES

The freshwater supplies secured by a chemical plant are regarded as the primary
water sources in the model. It is also assumed that any effluent is not allowed to
be mixed with freshwater to meet the discharge limit required by environmental
regulation. The mass balance at the outlet split node of every primary source can be

written as:
FT =Y Fupt D fun ©63)

peP’ neP

In practical applications, an upper bound should be imposed upon the freshwater
supply rate:

FT,, <FT™ 6.4)

where w; € W,.

6.3.3 SECONDARY SOURCES

The pollutant concentrations in secondary water are usually higher than those in the
primary source. The mass balance at the outlet split node can be expressed as

FToo= Y Fopt 3 Fuost Y funs 6.5)

peP’ seS neN
where w, € W,.

6.3.4 SINKS

The wastewater can be discharged into the environment or other effluent treatment
facilities. The mass balance constraints at the inlet mixing node of each sink can be

expressed as
FL=Y Fpt Y Fuit Y fus 6.6)

peP’ waeW, meM
FLCA',k = sz,scp,k + 2 sz,s sz,k + zfm,scm,k (67)
peP’ wpeWs meM

where s € S and k € K. Obviously, an upper bound should be imposed on every
contaminant concentration at the sink to conform to the environmental regulations:

Cox <G 6.8)
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6.3.5 WATErR-UsING UNITS

The mass balances for characterizing the water-using units are given as follows:

FT,(C —Cil ) = ML, (6.9)
FT,= Y Fuut Y Fout Y fu
weW peP’ meM
e " (6.10)
=Y Fopt D Fut D fun
s s o

where ueU and k € K. The upper limits of Cj, and Cg% must also be imposed,
that is,

e SO 6.11)

o <o 6.12)

6.3.6  WATER TREATMENT UNITS

The following mass balance constraints are adopted in this work to model the water
treatment units:

N (1=R.)=C% 6.13)
FT, = Z Fo,+ Z F,, + Z fos
wew peP’ meM 6.14)
=D Fpt D Fut D fun
peP’ seS neN

where t € T and k € K. For every treatment unit, the inequality constraints are usu-
ally imposed upon the water throughput and the pollutant concentrations at the inlet,
that is,

FT, < FT™ (6.15)
e S Gl (6.16)

6.3.7 New TReaTMENT UNITS

The model constraints for these new treatment units are primarily the same as those
for the existing ones, that is,
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Y(1-R.)=CY 6.17)
fro= Y fux= X o (6.18)
meM neN
m#x n#Xx
FCl= Y o (6.19)
meM

m#x

where x € X and k € K. For every new treatment unit, the upper bounds of the
throughput and the pollutant concentrations at the inlet must also be included in the
model, that is,

Joo < f1 (6.20)

SO 6.21)

6.4 UNCERTAIN MULTIPLIERS

Because the actual operating conditions may vary with time, the values of some
model parameters may be uncertain. A water network designed solely by nomi-
nal conditions may not be flexible enough to cope with all possible changes during
operation. In this work, the following uncertain multipliers are adopted to facilitate
systematic flexibility analysis:

T~ max

FT™ = FTu"8 g Vw, e W, (6.22)
FT,, = FT\,0p,,  VYweW, (6.23)

Cus = CuniBc,,, Vw,eW, Vkek (6.24)
ML, = MLuiBy,, YueU VkekK (6.25)
N = Gl O VuelU VkeK (6.26)
k= Ok ™0 oy YueU Vkek 6.27)
Ri =R, VteT VkekK (6.28)
FT™ = FT"0,m  VI€T (6.29)
C™ = OO i VieT Vkek (6.30)

Cix
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R.i = Ruibi,, VxeX Vkek 6.31)
T = f 0 e VxeX (6.32)
CI™ = C™0 v VieX Vkek (6.33)

Taamax oo —~ q g L max
where FTW] 5 FTwz, sz ks MLu ks Cl‘,"kmdx, C,,(:}lkt'mdx, R,’k, FT[ Cm X Rx,k’ -ﬁx . and
Ci™ represent the nominal values of the uncertain parameters and 0 Frms Or7,,»
Oc,, Omr, o Gcmmax, Gcm max, Op, ., O Fmss Gcm max, Op, s Gﬁmx, and Gcmmax are the cor-
responding uncertain mulnplzers Note that the nominal value of every uncertain
multiplier always equals 1.

6.5 SINGLE-CONTAMINANT SYSTEMS

To facilitate clear explanation, let us first modify the previous model formulations
for the single-contaminant systems by dropping the subscript k because it is only
adopted to distinguish different contaminants.

6.5.1  FLEXIBILITY ASSESSMENT STRATEGIES

Two alternative computation strategies can be taken to evaluate the steady-state flex-
ibility indices of given water networks, and they are outlined next.

6.5.1.1 Flexibility Index Models Derived from the Active Set Method

Clearly, not all branches in the augmented superstructure are present in a given
(revamp) design. The flow rates in the nonexistent branches should be set to zero
by fixing all binary variables d,,, defined in Equation 6.1. The resulting inequal-
ity constraints established according to Equation 6.2 must then be used together
with the material balances—that is, Equations 6.3 through 6.21, and the expected
ranges of uncertain parameters, that is, Equations 6.22 through 6.33—to compute
the flexibility index. In other words, these equality and inequality constraints should
be substituted into Equations 2.15 through 2.25 to produce an MINLP model for
flexibility assessment, and this model is referred to as the MINLP-FI model in the
present chapter.

By utilizing the hyperbolic approximation technique proposed by Balakrishna
and Biegler (1992), the smoothing function method (Raspanti et al., 2000) can be
applied to convert the aforementioned MINLP model into an alternative nonconvex
nonlinear program. Specifically, Equations 2.15 through 2.25 can be approximated
with the following NLP model:

FI,= min & (6.34)
8.7 A .xi .2 On

subject to the constraints in Equations 2.3, 2.4, and 2.17 through 2.19, 2.23, and
2.25 and
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Because the smoothing method is an approximation technique, this approach
inevitably produces local solutions that may not be identical to those obtained
with the original MINLP formulation. The validity of this approximation strategy
depends to a great extent on the magnitude of the chosen parameter €. A smaller €
yields a more accurate solution, but may cause ill conditioning. Because in general,
the solution process of an NLP model converges faster, the corresponding results can
be used at least as a good initial guess for solving the MINLP-FI model.

6.5.1.2 Flexibility Index Models Derived from the Vertex Method

As mentioned in the previous section, evaluating the flexibility index of water net-
works with the MINLP-FI model often requires elaborate initialization schemes
and/or significant computation resources. It is therefore desirable to develop a more
efficient solution approach based on the vertex method. Let us consider the cor-
responding mathematical formulation, that is, Equations 2.3, 2.4, and 2.26 through
2.28 and its solution procedure presented in Subsection 2.2.2. Notice that all ver-
tices still have to be checked if this original version of the vertex method is to be
implemented directly. However, it has also been observed by Chang et al. (2009)
that the most constrained point (or the critical point) of a water network design can
usually be associated with an upper or lower limit of each uncertain parameter by
physical insights. These particular locations are (1) the upper bounds of (i) the mass
loads of water-using units and (ii) the pollutant concentrations at the primary and
secondary sources and (2) the lower bounds of (i) the removal ratios of wastewater
treatment units, (ii) the allowed maximum inlet and outlet pollutant concentrations
of water-using units, and (iii) the allowed maximum inlet pollutant concentration
of wastewater treatment units. The flexibility index of a water network can thus be
determined by this most constrained point alone. Such an improved model for com-
puting flexibility index is referred to as the NLP-FI model in this chapter. It should
be emphasized that the validity of this solution strategy has been confirmed empiri-
cally by extensive case studies in Chang et al. (2009).

6.5.2 RuLE-BASED REVAMP STRATEGIES

6.5.2.1 Heuristic Rules

By the heuristic rules presented in the sequel, two classes of structural modifications
can be considered to improve the operational flexibility of a given water network:
(1) inserting/deleting pipeline connections and (2) adding/replacing treatment units.
Although it is possible to automatically search for the needed design modification
with mathematical programming models, such a brute force approach may not always
be justifiable because the required computation load can grow exponentially, and we
usually do not look for or need a network design in a revamping study that involves
a drastic structural change. It is thus our intention to heuristically identify an accept-
able solution while keeping the size of the optimization problem reasonably small.
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For this purpose, several effective heuristics have been developed in this study by
a large volume of test-case results (Riyanto, 2009). These heuristic design rules are
briefly summarized here and, in general, they should be implemented in the same
order given.

1. Introduce additional pipeline connection(s) to the nominal network so as to
relax the active constraints in the solution of the original flexibility index
model.

a. Send clean water to the water-using unit to relax its inlet concentra-
tion constraint. This water can be taken from a water treatment unit or
water-using unit.

b. Increase the throughput of the water-using unit to relax its outlet con-
centration constraint. A higher throughput may be achieved with clean
enough water from another unit.

c. Send clean water to a water treatment unit to relax its inlet concen-
tration constraint. Because the output of the treatment unit should be
cleaner than its inputs, self-recycle is a viable option.

d. Divert a portion of the water flow going into a sink to a water treatment
unit(s) so as to relax the concentration constraint at the sink. This action
must be considered along with other restrictions in the water network,
such as the concentration and/or throughput constraints of the treatment
unit(s) at the receiving end and the constraints of the unit(s) farther
downstream.

2. Improve the performance of one or more existing treatment units. This task
can be accomplished by replacing old units with better ones, by implement-
ing a more up-to-date technology, by adding a post-treatment unit, or simply
by repairing the existing treatment unit that is not working so well. It should
also be noted that this approach does not guarantee flexibility enhancement.

3. Place one or more new treatment units to relax the active constraints
described as follows:

a. Place them before a water-using unit to relax its inlet and/or outlet con-
centration constraints.

b. Put them in parallel with an existing unit to relieve its treatment load
and to relax its active throughput constraint as well.

c. Put them on the effluent flows to relax the concentration constraint at
the sink.

Notice that these revamp measures can be roughly classified into three types based
on capital investment costs, that is, (1) adding auxiliary pipelines, (2) upgrading
existing treatment units, and (3) adding extra treatment units. Because their cost
ranges are significantly different, these three options should be attempted sequen-
tially one at a time according to the aforementioned order. If structural changes of
the same type are being considered, they are ranked by their operating costs.

Three illustrative examples are presented to illustrate the implementation steps of
these heuristic rules and to demonstrate the feasibility and benefits of the rule-based
revamp procedure.
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Example 6.2

Let us consider the nominal water network presented in Figure 6.3 (Riyanto and
Chang, 2010). The corresponding model parameters and cost coefficients are
shown in Table 6.2. The solution of the flexibility index model for this network is
presented in Table 6.3. Let us assume that the upper limit of the freshwater supply
rate cannot exceed 30 tonne/hr. Under this condition, Table 6.3 shows that the
nominal network may not be resilient enough because the corresponding flexibil-
ity index is only 0.32. Due to budget constraints, it is also assumed in this example
that new treatment units cannot be added to improve the system performance.
From the values of the binary variables y, it is clear that the active constraints are

. o=y my sy =U —==U —=U —Uu .
associated with £, FY, RY, Clu, COw, COu2, and Cgi. Also it should be noted that
only the last four of these active constraints may be relaxed with auxiliary pipe-
lines. Let us first analyze those possibilities:

—U . . . .
1. Cli: The inlet concentration of unit ul cannot be lowered by adding
new connections from other processing units, as the only flow with

an acceptable concentration level, which should be lower than 531
(1 ppm), is the freshwater (0.1 ppm).

—y ) ) o
2. COui: The corresponding constraint may be relaxed if ul is operated at
a higher throughput level. However, such a requirement cannot be satis-

fied with auxiliary pipelines because the constraint associated with Cla
is already active, and based on the argument against the revamp action
mentioned earlier, it is not possible to find any secondary water source
with a concentration lower than 1 ppm. Therefore, the present revamp
option should be abandoned.

3. COua: Itis feasible to relax this constraint because the inlet concentration of
u2 in the nominal design does not reach its upper bound. A new connec-
tion is thus added from u1 to u2 as the water flow from u1 is the cleanest
among all three water-using units and all treatment units have already been
connected to u2. For convenience, this revamp option is referred to as

ul |«

v

wl

u3 u2

sl

t1

A4
v

w2 t2

\ 4
\ 4
\ 4
A 4

FIGURE 6.3 The nominal structure of the water network in Example 6.2. (Reprinted
from Chemical Engineering Science, Vol. 65, Riyanto, E., Chang, C.T., A heuristic
revamp strategy to improve operational flexibility of water networks based on active
constraints, 2758—2770. Copyright 2010 with permission from Elsevier.)
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design 6.2.A. It was determined that the flexibility index of design 6.2.A is
the same as that of the original structure. Such a result is because the outlet
stream of unit u1 is much dirtier than the inlet of unit u2.

—U . . .
4. Csi: None of the flows heading toward sink s1 can be diverted to the
treatment units as they are all at their throughput limits.

As mentioned before, the second stage of the revamping procedure is to improve
the separation efficiencies of existing treatment units. Let us consider two sce-
narios where the removal ratios of t1 and t2 can be enhanced to 0.95 (design
6.2.B) and 0.85 (design 6.2.C), respectively. Although the structures of both
designs are the same as that of the nominal network, the corresponding flex-
ibility indices can be raised, respectively, to 0.964 for design 6.2.B and 0.650 for
design 6.2.C. This is because in these networks cleaner water can be produced
with better treatment units and, consequently, cleaner inputs can be used in all

TABLE 6.2

Model Parameters Used in Example 6.2
Parameters Values  Parameters Value
FY (tonne/hour) 30.000 A6, , 0.100
F,» (tonne/hour) 30 AB¢,, 0.100
C, (ppm) 0.100 A}y, 0.150
Cor (ppm) 150.000 Ay, 0.150
i (ppm) 1.000 A0, 0.150
& (ppm) 80.000 A8y, 0.150
o (ppm) 50.000 A8}y, 0.150
e (ppm) 185.000 AOy, 0.150
e (ppm) 200.000 ABjr, 0.030
cr4 (ppm) 101.000 AOgg,, 0.030
& (ppm) 240.000 ABix,, 0.030
e’ (ppm) 200.000 ABzg, 0.030
C, (ppm) 10.000

FY (tonne/hour)  125.000
FY (tonne/hour) 135.000

M, (kg/hour) 4.000 Cost coefficients

M, (kg/hour) 5.600 Yt ($/tonne) 1
M. (kg/hour) 4.500 Yo ($/tonne) 2
RR: 0.9 Yi2 ($/tonne) 1
RR.» 0.8 Y1 ($/tonne) 0

Source: Reprinted from Chemical Engineering Science, Vol. 65, Riyanto, E.,
Chang, C.T., A heuristic revamp strategy to improve operational flex-
ibility of water networks based on active constraints, 2758-2770.
Copyright 2010 with permission from Elsevier.
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TABLE 6.3
A Solution of the MINLP-FI Model for Nominal Design
in Example 6.2

Results

ﬁvl,ul
Forer
Jutaz
Jurer
Juzs
Jiza
ﬁl,u]

fl],uZ

Jitas
Jitst
fl‘lu}
f;Z,tl
Sras
Cl,
Cl,
Cl,;
Cl,
Cl,
COu,
CO.
CO.s
CO,
CO,,

Ca

Source: Reprinted from Chemical Engineering Science, Vol. 65, Riyanto, E.,

(tonne/hr)
(tonne/hr)
(tonne/hr)
(tonne/hr)
(tonne/hr)
(tonne/hr)
(tonne/hr)
(tonne/hr)

(tonne/hr)
(tonne/hr)
(tonne/hr)
(tonne/hr)
(tonne/hr)
(ppm)
(ppm)
(ppm)
(ppm)
(ppm)
(ppm)
(ppm)
(ppm)
(ppm)
(ppm)

(ppm)

Values

30.000
30.000
41.921
24.116

0.676
38.963
11.921
24.791

38.079
50.208
0.883
125.000
9.117
1.000
3.265
3.872
30.050
144.689
101.000
240.000
124916
3.265
30.050

10.000

Results
Ygu

wl
Y
Yery),
Yerl,
Yery
Yery,
Yeoy,
Yeol,
Yeo,
e
Vi

Yy

Minimized operation
cost ($/hr)
Flexibility index

Copyright 2010 with permission from Elsevier.

Values

—_—— O OO D = =

—_ = = O

266.137

0.320

Chang, C.T., A heuristic revamp strategy to improve operational flex-
ibility of water networks based on active constraints, 2758-2770.
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. . . . . L =U —=—U
water-using units and sinks. As a result, the constraints associated with Clui, COu,

CO. , and Cs can be relaxed simultaneously.
Next let us consider the possibility of augmenting design 6.2.B or design 6.2.C
with additional auxiliary pipelines. According to the earlier discussions, we can

see that it is only possible to relax the active constraint associated with COb> in
the original model by adding auxiliary pipelines. Because the network structures
of design 6.2.B and 6.2.C are identical to that of the nominal design and there are
no new active constraints, it can be expected that the only candidate constraint is

again associated with COy2. Because this constraint is not active in design 6.2.B,
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it is only necessary to evaluate the benefit of adding a connection from u7 to u2
in design 6.2.C (which will be referred to as design 6.2.D). It can be observed that
the flexibility levels of design 6.2.C and 6.2.D are the same. The argument applied
to explain why design 6.2.A fails to achieve a better performance over the nominal
design—that is, the positive effect of increasing throughput of unit u2 is canceled
out by the increase in inlet concentration—is also applicable in the present case.

Our last resort (design 6.2.E) is a combination of design 6.2.B and design
6.2.C. The optimization results show that the corresponding flexibility index can
be improved to 1.478. This indicates that design 6.2.E should be a suitable revamp
candidate for the present application.

Example 6.3

Let us consider the water network presented in Figure 6.4. The model parameters
and the cost coefficients adopted in the present case are the same as those used
previously in Example 6.2 (see Table 6.2). Let us assume that the upper limits of
the freshwater supply rate also cannot exceed 30 tonne/hr. The optimal solution
of the corresponding flexibility index model can be found in Table 6.4. Notice that
this nominal network is not flexible enough because Fi, reaches only 0.387. The

. . . . . . TU TU U ~=U ==U
active constraints in this case are those associated with £Y, Y, BY, COu, COu,

@33, and Eiﬁ, whereas only the last four may be relaxed by adding auxiliary pipe-
lines. Let us evaluate these possibilities first.

1. @31, @52, and @33: The active constraint associated with the outlet
concentration of a water-using unit can often be relaxed by introducing an
additional clean water flow to increase its throughput. The water flows from
treatment units cannot be selected for this purpose, as all of them are used
to maintain the active constraints on other units and/or sinks. Specifically,

the output from t1 is needed to keep the constraints for C_Of,}b @52, @53,

and Eﬁ, whereas the output from 2 is necessary for @31, @32, and 65“1.
Sharing these flows will inevitably result in a lower flexibility level. Thus,
the output from unit u1 is chosen to be the water source for increasing the
throughputs of u2 and u3 because its concentration is the lowest among

ak
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w2 —> > > > 11
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FIGURE 6.4 The nominal structure of the water network in Example 6.3. (Reprinted from
Chemical Engineering Science, Vol. 65, Riyanto, E., Chang, C.T., A heuristic revamp strategy
to improve operational flexibility of water networks based on active constraints, 2758-2770.
Copyright 2010 with permission from Elsevier.)
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TABLE 6.4
A Solution of the MINLP-FI Model for the Nominal
Design in Example 6.3

Results Values Results Values
St (tonne/hr) 30.000 e 1
Swaa (tonne/hr) 30.000 Yau 0
Surn (tonne/hr) 42.098 Yery, 0
Jurn (tonne/hr) 26.713 Yer, 0
fan (tonne/hr) 26.188 Yery 0
Sinuz (tonne/hr) 26.713 Ve, 0
S (tonne/hr) 26.188 Yeoy, 1
S (tonne/hr) 41.284 Yeot, 1
Jrisi (tonne/hr) 30.814 Yeol, 1
Sz (tonne/hr) 12.098 Yeu 1
Sz (tonne/hr) 93.716 Yy 1
Jias (tonne/hr) 29.186 Yy 1
Cly (ppm) 0.463
Cl. (ppm) 18.182
Cl,; (ppm) 18.182
CI, (ppm) 164.601
Cl,, (ppm) 6.505
CO, (ppm) 101.000
CO,, (ppm) 240.000
COu (ppm) 200.000
CO, (ppm) 18.182
CO, (ppm) 1362 Minimized 307.265
operation
cost ($/hr)
Ca (ppm) 10.000 Flexibility 0.387
index

Source: Reprinted from Chemical Engineering Science, Vol. 65, Riyanto, E.,
Chang, C.T., A heuristic revamp strategy to improve operational flex-
ibility of water networks based on active constraints, 2758-2770.
Copyright 2010 with permission from Elsevier.

all eligible candidates. Also, unit u1 is a bad choice to be considered as
the recipient of additional flow because its inlet concentration limit is very
low (1 ppm). A revamp design is generated by adding a pipeline from unit
ul to unit u2 (design 6.3.A), and another design by adding the connection
from ul to u3 (design 6.3.B). The optimal solutions of the corresponding
flexibility index models show that these design options raise FI, to 1.150 for
design 6.3.A and to 0.658 for design 6.3.B. In the former case, although the
revamp action significantly causes an increase in the inlet concentration of

unit u2, the active constraint corresponding to COy is relaxed due to the
increase of throughput in unit u2 (42.340 tonne/hour in design 6.3.A versus
26.713 tonne/hour in the nominal design). On the other hand, the flexibility
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level of design 6.3.B is improved significantly, although not enough to
reach the desired level of 1. It appears that although the constraint for COus

is relaxed, the constraint associated with CO.. is still active. To confirm that
the exit flow from unit u1 is indeed the best candidate for use as the needed
additional water source, we have tried to determine the effects of connect-
ing unit u3 to u2 (design 6.3.C). The solution of the corresponding model
shows that the flexibility index of design 6.3.C (0.535) is smaller than those
achieved in designs 6.3.A and 6.3.B. The optimal solution from the corre-
sponding flexibility index model also shows that the active constraints in all

three cases are the same, except an extra one—that associated with 632
—is embedded in design 6.3.C. This finding reveals that although adding

. . . . —=U
a connection from u3 to u2 is capable of relaxing the constraint for COv.: ,

the constraint for Cl,2 becomes a new bottleneck, which prevents design
6.3.C from further improving its flexibility level. This is not a problem in
design 6.3.A because the pollutant concentration of the water flow from
unit u1 is much lower than that from u3.

. Ca The water flows heading toward sink s1 cannot be diverted to the

treatment units as they are at their throughput limits. Because in this case
it has already been shown that design 6.3.A is capable of compensating
for the anticipated disturbances, it is not necessary to further consider
upgrading/replacing treatment units. Therefore, our final selection in this
example should be design 6.3.A.

Example 6.4

Let us consider the nominal water network presented in Figure 6.5, which
consists of one freshwater source, one secondary water source, four water-
using units, one treatment unit, and one sink. In addition to the uncertain

wl » u2
(] (]

e

w2

FIGURE 6.5 The nominal structure of the water network in Example 6.4. (Reprinted from
Chemical Engineering Science, Vol. 65, Riyanto, E., Chang, C.T., A heuristic revamp strategy
to improve operational flexibility of water networks based on active constraints, 2758-2770.
Copyright 2010 with permission from Elsevier.)
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parameters discussed in the previous two examples, the random disturbances
in the freshwater supply rate 6u) and freshwater quality (8 v) are considered
here. It is assumed that the upper limit of the freshwater supply rate cannot
exceed 25 tonne/hr and all revamp options are allowed in this example. The
corresponding model parameters and cost coefficients are shown in Table 6.5,
and the solution of the flexibility index model for this network can be found in
Table 6.6. It can be observed that the flexibility index of the nominal design is
only 0.249, and from the values of the binary variables y/, the active constraints

are associated with FY, 534, H)Lﬁ, @52/ @33/ and @54. According to the

proposed heuristics, the last five of these active constraints may be relaxed with
auxiliary pipelines. Let us examine these possibilities.

—u —v . . .
1. Clus and COuas: Both constraints can be relaxed by increasing the
throughput and/or lowering the inlet concentration of unit u4. These
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TABLE 6.5

Model Parameters Used in Example 6.4

Parameters Values Parameters Value

F) (tonne/hour) 25 A8}y 0.100

Fi (tonne/hour) 100 AO 0.100

~ wl

gwl (ppm) 0.050 AB,, 0.100

Cua (ppm) 100.000 A®C,, 0.100

Cl (ppm) 1.000 A®F,, 0.100

ClLo (ppm) 50.000 AB;,, 0.050

cly (ppm) 100.000 A, 0.150

Clus (ppm) 100.000 AByy,, 0.150

I (ppm) 200.000 A8, 0.150

@i]} (ppm) 50.000 A8y, 0.150

cou2 (ppm) 250.000 A8}, 0.150

COM (ppm) 200.000 A8y, 0.150

CO.s (ppm) 200.000 A8}, 0.150

CH (ppm) 50.000 A8y, 0.150

Fr1 (tonne/hour) 125.000

M (kg/hour) 0.100

Mo (kg/hour) 2.000 Cost coefficients

Mo (kg/hour) 5.000 Ywi ($/tonne) 2
M (kg/hour) 7.000 Yo ($/tonne) 1
RR. 0.8 Ys1 ($/tonne) 1.5

Source: Reprinted from Chemical Engineering Science, Vol. 65, Riyanto, E., Chang, C.T., A heuristic
revamp strategy to improve operational flexibility of water networks based on active constraints,

2758-2770. Copyright 2010 with permission from Elsevier.
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TABLE 6.6
A Solution of the MINLP-FI Model for the Nominal
Design in Example 6.4

Results Values Results Values

Sota (tonne/hr) 2.077 Vey, 1

fotuz (tonne/hr) 8.300 Yo, 0

Fotus (tonne/hr) 12.239 Yery, 0

Ftua (tonne/hr) 1.762 Yerl, 0

Soru (tonne/hr) 28.090 Yery, 1

Sorua (tonne/hr) 70.848 Yy 1

foan (tonne/hr) 1.061 Yoy, 1

fan (tonne/hr) 2.077 Yeol, 1

furn (tonne/hr) 8.300 Yeot, 1

fian (tonne/hr) 40.330 Yeol, 1

Sfuan (tonne/hr) 72.610 Yeu 0

fas (tonne/hr) 124.378 Ve 0

Cl, (ppm) 0.051

Cl,, (ppm) 0.051

Cl,; (ppm) 71.399

Cl,, (ppm) 100.000

Cl, (ppm) 200.000

CO, (ppm) 50.000

CO,, (ppm) 250.000

CO,3 (ppm) 200.000

CO,4 (ppm) 200.000

CO, (ppm) 40.000 Minimized operation 342.273
cost ($/hr)

Cy (ppm) 40.000 Flexibility index 0.249

Source: Reprinted from Chemical Engineering Science, Vol. 65,
Riyanto, E., Chang, C.T., A heuristic revamp strategy to improve
operational flexibility of water networks based on active
constraints, 2758-2770. Copyright 2010 with permission from
Elsevier.

tasks can be achieved by sending a clean water flow to u4. According to
Table 6.6, the output of unit t1 is clearly the best choice because its pol-
lutant concentration is relatively low and adding a stream from t1 to u4
will not affect the other constraints. Therefore, we connect unit t1 to unit
u4 as our first design option (design 6.4.A). The optimal solution of the
corresponding MINLP-FI model shows that the flexibility index of design
6.4.A can only be raised to 0.280. This is because the output of u4 is
eventually directed to t1 and the throughput limit of unit t1 prevents a
large recycle flow from t1 to u4.
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2. Cln: This constraint may be relaxed by adding a self-recycling flow
around unit t1 as the next design option (design 6.4.B). From the optimal
solution of the corresponding MINLP-FI model, it can be observed that
the flexibility index again can only reach 0.280. The reason for this is the
same as that described previously for design 6.4.A.

3. COui: Because the inlet concentration limit of ul is very low, it is not
possible to identify a water source in the given network that is clean
enough for relaxing the constraint under consideration.

4. COu» and COus: These two constraints may be relaxed by diverting
the outlet stream from t1 to u2 and u3, respectively, to increase their
throughputs. This action obviously results in the same problem as that
encountered in design 6.4.A and 6.4.B—namely, the throughput limit of
unit t1. To confirm this prediction, the impacts of connecting unit t1 to
unit u2 (design 6.4.C) and connecting unit t1 to unit u3 (design 6.4.D)
have been evaluated. As expected, neither design 6.4.C nor 6.4.D can
be adopted to improve the operational flexibility to a satisfactory level.
In fact, the flexibility levels in both cases are the same as those achieved
in design 6.4.A and design 6.4.B. Because each of the two options is
individually hampered by the throughput limit of unit 1, the improve-
ment should still be minimal if both changes are combined in the next
design option, design 6.4.E. This prediction can be confirmed in the
solution of the corresponding MINLP-FI model, as the flexibility index
for this design is also 0.280.

In the next phase of the proposed revamp procedure, it is required to upgrade the
existing treatment unit (design 6.4.F). Let us assume that the removal ratio of unit t1
can be improved to 0.9. However, because the water flow from unit t1 is directed
only to the sink in the nominal design, upgrading t1 only relaxes the concentration
constraint at s1. As there are no changes in the network structure, no improvement
can be anticipated either. The solution of the corresponding model shows that
the flexibility level of design 6.4.F is not different from the original level (0.249).
Therefore, it can be concluded that the operational flexibility of a water network
cannot be enhanced by applying the design heuristics to improve a constraint that
is originally not active (corresponding to C4 in this particular case).

In the final revamp phase, the possibilities of installing additional treatment
units are explored. Let us assume that the available new treatment units are of the
same type and their removal ratios are the same (0.9). Following is a list of possible
locations for these units:

1. Clus and COys: These two constraints can be relaxed simultaneously by
placing the new treatment unit t2 before unit u4 to lower the pollutant
concentration of the secondary water and by diverting a portion of the
outlet flow of unit t2 to sink s1. This option is referred to as design 6.4.G
(see Figure 6.6). The solution of the corresponding model shows that
this design is flexible enough, as the flexibility index can be improved
to 1.604.

——=U ——=U . . .
2. COu and COu2: As freshwater is used in ul and u2, it makes no sense
to install new treatment units to produce cleaner inputs for these units.

11
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3. CO.: This constraint can be relaxed by installing a new treatment unit
t2 before u3 to lower the pollutant concentration of the secondary water
source and again diverting a portion of the outlet flow of ¢2 to sink s1
(see design 6.4.H in Figure 6.7). The rationale for adopting this design is
similar to that for design 6.4.G. The solution of the corresponding flex-
ibility index model shows that the operational flexibility of design 6.4.H
also reaches a satisfactory level of 1.314.

wl > u2
t1

u4

FIGURE 6.6 Revamp design 6.4.G. (Reprinted from Chemical Engineering Science,
Vol. 65, Riyanto, E., Chang, C.T., A heuristic revamp strategy to improve operational
flexibility of water networks based on active constraints, 2758-2770. Copyright 2010 with
permission from Elsevier.)

]

u4

J]l[]

2 |

w2

FIGURE 6.7 Revamp design 6.4.H. (Reprinted from Chemical Engineering Science,
Vol. 65, Riyanto, E., Chang, C.T., A heuristic revamp strategy to improve operational
flexibility of water networks based on active constraints, 2758—2770. Copyright 2010 with
permission from Elsevier.)
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4. Ry: Although this constraint is not active in the original nominal design, it
becomes active in several revamped versions, that is, 6.4.A, 6.4.B, 6.4.C,
6.4.D, and 6.4.E. Let us try to improve design 6.4.B by installing unit t2 to
work in parallel with unit t7, thus relaxing its throughput limit (see design
6.4.1 in Figure 6.8). The optimal solution shows that this design can also
be adapted to adequately compensate for the anticipated disturbances,
as the flexibility index is raised to 1.071.

Because more than one design—that is, 6.4.G, 6.4.H, and 6.4.1—can be used to
achieve the desired flexibility level, additional criteria (e.g., total capital investment
and operating cost) must be adopted to select the most appropriate one for the actual
application. A more detailed discussion can be found in Riyanto and Chang (2010).

6.5.3 MOoODEL-GUIDED REVAMP STRATEGIES

6.5.3.1 Extra Model Constraints

Other than the model constraints listed in Section 6.3, additional ones are needed
to facilitate the formulation of the utility models for generating the revamp designs.

1. Overdesign levels:
If the freshwater supply rate can be adequately controlled, its upper bound
should not be treated as an uncertain parameter, that is, 0 s = 1. Thus,
FT,;™ in Equation 6.4 can be viewed as the chosen capacity of the freshwa-
ter supply system. The overdesign level in this capacity can be expressed as

FT;™ =SC,, (1+03,) (6.36)

ul

v

wl > u2

A

L

FIGURE 6.8 Revamp design 6.4.1, (Reprinted from Chemical Engineering Science,
Vol. 65, Riyanto, E., Chang, C.T., A heuristic revamp strategy to improve operational flex-
ibility of water networks based on active constraints, 2758—2770, Copyright 2010 with per-
mission from Elsevier.)




114 Deterministic Flexibility Analysis: Theory, Design, and Applications

where SC,1 and O}, respectively, represent the nominal supply rate and
the corresponding overdesign percentage of freshwater w,, and both should
be considered as given parameters. On the other hand, the upper limit of the
flow rate in each existing pipeline can be written as

Fpw<FCua(1+05,) meM,neN 6.37)

where FC,,, is the nominal flow rate of the existing stream from split node
m to mixing node n, and O, is the corresponding overdesign level.
2. Critical direction:

This critical direction in the parameter space is determined with the upper
or lower limit of each uncertain parameter by physical insights. Specifically,
this direction should be associated with the following:

a. The upper bounds of the pollutant concentrations at secondary sources

and the mass loads of water-using units, that is,

ecwz =1+ SAGJ(SWZ VWQ € W2 (638)
O, = 1+ 5A00, Vuel (6.39)

b. The lower bounds of the allowed maximum inlet and outlet pollutant
concentrations of water-using units, the removal ratios of wastewater
treatment units, the allowed maximum throughputs of treatment units,
and the allowed maximum inlet pollutant concentrations of treatment
units, that is,

O =1—8A0 pme  Vuel (6.40)
Ocoumn =1 —8ABaums  VuelU (6.41)
0z, =1-05A0; VieT (6.42)

0 =1— A0z, VxeX (6.43)

0 e = 1= OAQ 7max VieT (6.44)
0 oo = 1— 8A0 s VxeX (6.45)
Ocnms =1—-8A0mme  ViET (6.46)
Ocmmn =1—8A0mm:  VxeX (6.47)

Finally, note that the critical limit for the supply rate of every secondary
source can only be identified on a case-by-case basis. If the secondary
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water is too dirty to be consumed by any water-using unit, the upper
bound of its flow rate should be treated as the limiting constraint.
Otherwise, the lower bound must be chosen.
3. Nonexistent flows:
The nonexistent branches of the given network may or may not be selected as
the auxiliary pipeline for flexibility enhancement. The selected ones should
be constrained by fixing the binary parameters in Equation 6.2 to be 1,
whereas the remaining parameters must be set to 0.

6.5.3.2 Utility Models

If a given nominal network is infeasible, the utility models presented next can be
used to determine the exact (lowest) overdesign level of a freshwater supply system
and/or to identify the optimal structural changes so as to cope with all possible varia-
tions defined in the expected region of uncertain parameters, that is, when 6 =1in
Equation 2.10. Their formulations are summarized in the sequel.

e Minimal Source Capacity. The utility model for calculating the smallest
upper limit of the total freshwater supply rate is referred to as the NLP-SC
model. The model formulation can be expressed as

min 2 FT,, (6.48)

wieW

subject to Equations 6.1 through 6.33, 6.35 through 6.46, and
5=1 (6.49)

Notice that because usually there is only one primary source, the mini-
mized objective value in this case can also be used to determine the desired
overdesign level of the freshwater supply system.

e Optimal Network Reconfiguration. As mentioned before, the network
configuration can be modified by adding new pipelines and/or removing
existing ones. In principle, these pipelines are selected mainly to relax one
or more active constraints so as to create chances for further flexibility
increase (Riyanto and Chang, 2010). To facilitate construction of a math-
ematical programming model to reconfigure the network connections auto-
matically, the following inequality constraints must be imposed upon the
flow rates that are facilitated with replaced pipelines:

Fpp $yunF' meMmneN (6.50)

where FY is a large enough positive constant and FY > FC,,, (1+0,f,,,);
Ym.n 18 @ binary variable used to signify whether or not the corresponding
pipeline can be replaced in the final network design. On the other hand, the
flow rate in a selected new connection, that is, when d,,,- =1, must also be
constrained according to
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fm',n’ < Zm',n'fU m' € M, I’l' eN (65])

where fV is a design parameter defined in Equation 6.2 and Z. is a
binary variable used to signify whether or not the corresponding pipeline
can be added in the final network design. To minimize the total capital
expenditure, the following simplified objective function is used in the util-
ity model for optimal network reconfiguration:

min| Cpo| D Yuut D 2w |+ Y, CuF T, (6.52)

meM m'eM wiew;
neN n’eN

where C,, is the average annualized cost of installing and operating a
new pipeline and C,,; is the model coefficient for the annualized capital
cost of the freshwater supply system wl. It should be noted that a more
elaborate cost model can certainly be adopted if accurate cost data are
available. Notice also that the model constraints in this mathematical
program have already been described in Equations 6.1 through 6.33, 6.35
through 6.46, and 6.48, and it is referred to as the MINLP-NR model in
this chapter.

The use of utility models for generating revamp designs is illustrated with an
example given next.

Example 6.5

Let us consider the grassroots design problem studied in Chang et al. (2009). There
are two water sources, three water-using units, two wastewater treatment units,
and a wastewater sink in this chemical process. The nominal flow rate and con-
taminant concentration of the water sources are presented in Table 6.7, and the
design specifications of the water-using units and wastewater treatment units are
provided in Tables 6.8 and 6.9, respectively. Finally, the pollutant concentration at
the sink is required to be kept below 10 ppm.

TABLE 6.7

Nominal Stream Data of Water Sources in Example 6.5
F" (ton/hr) C., (ppm)

wl - 0.1

w2 30 150.0

Source: Reprinted with permission from Li and Chang 2011, 3763-3774.
Copyright 2011 American Chemical Society.
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By minimizing the freshwater consumption rate by a conventional superstruc-
ture, two alternative designs can be generated with the aforementioned nominal
data. For convenience, they are referred to as design 6.5.1 (Figure 6.9) and design
6.5.11 (Figure 6.10), respectively. Because the flow ratios of the streams branched
from a splitter may be adjusted to compensate for external disturbances during
operation, all splitters are marked in the figures by small circles to facilitate
intuitive assessment of operational flexibility. The nominal operating conditions
of the water-using and wastewater treatment units in these designs are provided
in Tables 6.10 and 6.11. In this example, these two structures are used as the
base-case designs for the subsequent flexibility analysis. Notice that although the
numbers of branches (12) and splitters (5) are the same in both networks, the
freshwater usage of design 6.5.1 is 26.489 tonne/h, whereas much less (8.384
tonne/h) is needed in design 6.5.11. The reduction of the freshwater requirement
is achieved in the latter case by allowing the self-recycle stream around treatment
unit t2. The overdesign levels of the freshwater supply system and all pipelines in
both designs are set at 30% and 50%, respectively. Therefore, the upper bound
of the freshwater consumption rate should be 34.436 tonne/h in design 6.5.1,
whereas it is 10.90 tonne/h in design 6.5.11.

TABLE 6.8

Nominal Design Specifications of Water-Using Units in

Example 6.5

Unit Ci Cas Fin M
(ppm) (ppm) (ton/hr) (kg/hr)

ul 1 101 40 4.0

u2 80 240 35 5.6

u3 50 200 30 4.5

Source: Reprinted with permission from Li and Chang 2011, 3763-3774.
Copyright 2011 American Chemical Society.

13.511 T22‘815 T43.425
v
< :26.489 ul u3 u2

22.815 1.240 » dl
40

42.185 10ppm

il 125 45.248
w2 t2 t1
30

FIGURE 6.9 Design 6.5.1. (Reprinted with permission from Li and Chang 2011, 3763-3774.
Copyright 2011 American Chemical Society.)
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31.616
< M)
(: )8‘384 P oul <« " 7

O 88.419
120.035
40 3
v
w2 O v ,l 0 14.965 ‘
46.581

10ppm
24.955 30.045 PP

@ 30 v v Y, i SN 23.419

FIGURE 6.10 Design 6.5.11. (Reprinted with permission from Li and Chang 2011,
3763-3774. Copyright 2011 American Chemical Society.)

TABLE 6.9

Nominal Design Specifications of Wastewater Treatment
Units in Example 6.5

Unit cn Fin RemOVil Ratio
(ppm) (ton/hr) R

t1 185 125 0.9

2 200 135 0.8

Source: Reprinted with permission from Li and Chang 2011, 3763-3774.
Copyright 2011 American Chemical Society.

TABLE 6.10

Nominal Operating Conditions of All Units in Design 6.5.1

Unit ul u2 u3 t1 2 d1
Flow rate (ton/hr) 40.000 43.425 22815 125.000 135.000 56.489
C (ppm) 1.000 2.764 2.764 27.644 138.220 10.000
Co (ppm) 101.000 131.723 200.000 2.764 27.644

Source: Reprinted with permission from Li and Chang 2011, 3763-3774. Copyright 2011 American
Chemical Society.

Let us next assume in this example that the external disturbances during
normal operation may cause three types of design parameters to fluctuate: (1)
the contaminant concentration in secondary water, (2) the mass load of every
water-using unit, and (3) the removal ratio of every wastewater treatment unit.
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TABLE 6.11

Nominal Operating Conditions of All Units in Design 6.5.11

Unit ul u2 u3 t 2 d1

Flow rate (ton/hr)  40.000 24.955 30.045 125.000 135.000 38.384
C (ppm) 1.000 15.598 15.598 155.983 6.193 10.000
€ (ppm) 101.000  240.000 165.375 15.598 1.239

Source: Reprinted with permission from Li and Chang 2011, 3763-3774. Copyright 2011 American

Chemical Society.

Thus, the following uncertain multipliers were introduced into the flexibility

index models:

09<0c,, <1.1 wreW,
0.85<0y, <1.15 ueU

0.97<0;,0p <1.03 tel xeX

(6.53)
(6.54)

(6.55)

Notice that these multipliers have already been defined in Section 6.4. A brief

summary of the steps in generating the revamp designs is given here:

1. The flexibility indices of design 6.5.1 and design 6.5.11 can be found with
the NLP-FI model to be 0.765 and 0.113, respectively. In both cases, the
freshwater consumption rates at critical conditions reached their respec-
tive upper bounds. Thus, it is clear that the expected uncertain distur-
bances cannot be compensated for by adjusting the control variables in
both cases. The subsequent assessment steps should then be applied to
these two nominal designs individually.

2. Let us first consider design 6.5.1. The possibility of raising its operational
flexibility by relaxing the upper bound of the freshwater supply rate is
first explored. It was found by solving the NLP-FI model again that the
flexibility index can be improved to 1.351 if this upper limit is increased
to 40 tonne/h. Under the critical condition, the freshwater consumption
rate was 39.734 tonne/h because the upper limit of one or more pipeline
capacities was reached. The corresponding minimum upper limit of the
freshwater supply rate was then determined to be 36.62 tonne/h with the
proposed NLP-SC model. Thus, the overdesign level of the freshwater
supply system in design 6.5.1 should be at least 38.25%. Finally, note that
a summary of the assessment findings is presented in Table 6.12.

3. Let us next evaluate the outcomes of implementing various revamp mea-
sures to design 6.5.11:

a. The upper limit of the freshwater supply rate was first raised to
20 tonne/h. By solving the NLP-FI model, the I, can be improved
slightly to 0.190. The reason for such a minor improvement is that
the critical freshwater usage is 12.576 tonne/h, which is the result
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TABLE 6.12
Comparison of Optimal Solutions of Utility Models Based on Design 6.5.1
Step Model Overdesign Flexibility Freshwater
Freshwater Pipelines Index Usage(ton/hr)
NLP-FI 30% 50% 0.765 26.489
2 NLP-FI Relaxed 50% 1.351 39.734
2 NLP-SC 38.25% 50% 1 36.62

Source: Reprinted with permission from Li and Chang 2011, 3763-3774. Copyright 2011 American
Chemical Society.

of one or more upper limits imposed upon pipeline capacity. Next,
the model constraints were further relaxed by removing all capac-
ity limits on the water flows in existing pipelines, and the upper
limit of the freshwater supply rate was increased to 50 tonne/h
(denoted as design 6.5.11-A). The resulting flexibility index has also
been computed with the NLP-FI model, and this value is 0.398. The
obtained critical conditions are presented in Table 6.13 and Figure
6.11. Note that the dashed line in Figure 6.11 means that there is no
flow under the critical condition. These results also show that rais-
ing the freshwater capacity to any level higher than 42.01 tonne/h
is useless.

b. It can be observed from Table 6.13 that the upper limits of Ci, C3i",

o, C, FTa, and FT,, are reached, and thus the corresponding

inequalities are the active constraints. Obviously, the flexibility
index can be increased only if the active constraints are relaxed.
Thus, new auxiliary pipelines may be added so as to facilitate the
relaxation of such constraints. Because it is clearly not feasible to
lower the throughput of any wastewater treatment unit by feeding
an extra water flow, only the possibilities of relaxing the first four
inequality constraints are considered here. These considerations are
summarized as follows:

i. Because sink d1 already accepts water streams from t1 and t2
in the present network, it is only necessary to consider other
sources. Notice that the concentration at the sink (C) is less
likely to be lowered by adding a pipeline from any of the water-
using units, that is, ul, u2, or u3 to sink d1. This is because the
outlet concentrations of these units reach their maxima in the
optimal solution, which is much larger than the allowed maxi-
mum value of C&. It should also be noted that dilution of efflu-
ent to sink d1 directly with freshwater w1 is not allowed in the
present study. Therefore, it can be concluded that the active
constraint corresponding to Cih cannot be relaxed by introduc-
ing new pipelines.

ii. The option of adding an extra water flow to lower Ci* should
be ignored because unit u1 has the lowest concentration limits
on both inlet and outlet.
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TABLE 6.13

Critical Operating Conditions of All Units in Design 6.5.11-A

Unit ul u2 u3 t1 t2 d1
Flow rate (ton/hr) 42.007 26.758 26.234 125.000 135.000 72.007
C (ppm) 0.100 18.241 18.241 164.724 5.561 10.000
Co (ppm) 101.000 240.000 200.000 18.241 1.165

P m———— - ——— - —— - O¢——

I 100.250

M\
ul
42.007
42.007
34.750
A 4
p o ()
34.750

26.234 10ppm

26.758

37.257

FIGURE 6.11 Critical operating conditions of design 6.5.11-A. (Reprinted with permission
from Li and Chang 2011, 3763-3774. Copyright 2011 American Chemical Society.)

iii. Based on the optimality conditions of the water utilization sys-
tem (Savelski and Bagajewicz, 2000), the used water from u1
can be partly reused in u2 to reduce Cg3'. This mainly is because
the allowed maximum outlet concentration of ul is much less
than that of 2, and there is still room for the inlet concentration
of u2 to increase.

iv. For the same reason, pipelines from u1 to u3 and from u3 to u2

may be added to design 6.5.11-A.

The revised network is referred to as design 6.5.11-B, and the
corresponding flexibility index found by solving the NLP-FI
model is 1.4535. The resulting critical operating conditions are
given in Table 6.14 and Figure 6.12. Notice that the added auxil-
iary pipelines are marked with blue dotted lines.

c. Design 6.5.11-B can then be reconfigured with the MINLP-NR
model. By setting the cost coefficients C,; and C,, to be 1 and 0.5,
respectively, design 6.5.11-C can be obtained. The optimal solution
is shown in Table 6.15 and Figure 6.13. In this case, the minimum
total annual cost is 26.840, and the freshwater consumption rate is
27.680 tonne/h. Notice that one of the added pipelines is eliminated
in the optimal network (as shown with a blue dashed line) and one
existing branch is also removed (as shown with a black dashed line).

d. It should be noted that the optimal solution is not unique. Other
alternatives can be easily created by slightly changing the initial



122 Deterministic Flexibility Analysis: Theory, Design, and Applications

TABLE 6.14

Critical Operating Conditions of All Units in Design 6.5.11-B

Unit ul u2 u3 t1 2 d1
Flow rate (ton/hr) 66.652 42.631 36.541 125.000 135.000 80

C (ppm) 1.000 80 50 185.00 15.762 10.000
Co (ppm) 74.097 240.000 200.000 25.760 3.702

Source: Reprinted with permission from Li and Chang 2011, 3763-3774. Copyright 2011 American
Chemical Society.
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FIGURE 6.12 Critical operating conditions of design 6.5.11-B. (Reprinted with permission
from Li and Chang 2011, 3763-3774. Copyright 2011 American Chemical Society.)

TABLE 6.15

Critical Operating Conditions of All Units in Design 6.5.11-C

Unit ul u2 u3 t1 2 d1

Flow rate 46.000 61.240 33.760 125.000 135.000 57.680
(ton/hr)

C (ppm) 1.000 68.261 46.712 178.578 10.535 10.000

C** (ppm) 101.000 173.421 200.000 22.679 2.360

Source: Reprinted with permission from Li and Chang 2011, 3763-3774. Copyright 2011 American
Chemical Society.

guess or using a different solver. An example is given in Figure 6.14
(design 6.5.11-D). Although the objective value of this design is the
same as that of Figure 6.13, only one of the three added auxiliary
pipelines is kept in this solution.
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FIGURE 6.13 Critical operating conditions of design 6.5.1I-C. (Reprinted with permission
from Li and Chang 2011, 3763-3774. Copyright 2011 American Chemical Society.)
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FIGURE 6.14 Alternative critical operating conditions of design 6.5.II-D. (Reprinted with
permission from Li and Chang 2011, 3763-3774. Copyright 2011 American Chemical Society.)

6.6 MULTICONTAMINANT SYSTEMS

6.6.1 ITERATIVE EVALUATION OF THE FLEXIBILITY INDEX VIA SINGLE-VERTEX TESTS

Although the available solution strategies for evaluating the steady-state flexibility
index have already been presented in Chapter 2, their basic model framework is still
briefly repeated in this subsection for illustration clarity and completeness. As men-
tioned before, let us express the model constraints as

h(d,z,x,0)=0 Viel (6.56)

2;(d,z2,x,0)<0 Vjel (6.57)
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where
I={ili is the label of an equality constraint }

J= { j1j is the label of an inequality constraint}

Also in these constraints, d represents a vector in which all binary parameters
in Equation 6.1 are stored; z denotes the vector of adjustable control variables; x is
the vector of state variables; and 6 denotes the vector of uncertain parameters (or
multipliers), and these parameters are present in a space 1"(8) defined as follows:

r'(3)={6"-8A6"<0<0"+3A0"} (6.58)

where AB" and AO~ denote the vectors of expected deviations in the positive and
negative directions, respectively; 8 > 0 is a scalar variable.

The steady-state flexibility index FI; was traditionally regarded as the maximum
value of & that renders all points in I'(8) feasible. In the single-contaminant cases,
FI; can usually be determined with the active set method by solving a nonconvex
MINLP model (Riyanto and Chang, 2010). Although this approach is theoretically
sound, there are a number of drawbacks for the multicontaminant applications.
In particular, because of the need to invoke KKT conditions, it is often tedious to
construct the corresponding MINLP model even for a moderately complex water
network. Another more serious disadvantage can be attributed to the fact that the
convergence of the optimization run cannot be guaranteed. This feature is especially
unacceptable when, for the purpose of identifying the best revamp design in an evo-
lutionary procedure, the model must be solved repeatedly for various combinations
of the binary parameters in d.

To overcome the aforementioned computational difficulties, the flexibility index
is computed in the present case by solving the flexibility test problem iteratively
according to the underlying principles of the vertex method. Specifically, for a given
value of scalar variable & and a given set of binary parameters d, the feasibility of a
water network design can be tested by carrying out the optimization run required by
the following formulation:

x4)= pamin

s.t.
h(d,z,x,0")=0 Viel (6.59)
g (dzx.0)<u Vjel
where V denotes the set of all vertices in T'(8) and 6" is one of them in this set (i.e.,
vertex k). The design is considered feasible if y(d) <0 and infeasible if otherwise.

It can also be observed from Equation 6.59 that the minimum values of u at all ver-
texes must be determined in this optimization problem. As mentioned before in the
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single-contaminant scenarios, the multicontaminant problems can also be simplified
by checking only a single critical vertex. For the purpose of reducing computation
load, the single-vertex test (i.e., Equation 6.59) is repeatedly performed to guide the
search for determining the flexibility index FI,. More specifically, a simple bisection
search strategy is adopted to locate the maximum feasible § by a set of given binary
parameters in d. Following is a description of the proposed algorithm:

1. Let n = 0. Set the lower bound of the flexibility index to be FI,°* = 0 and the
upper bound FI,;* an arbitrarily selected large number.

up low
2. Letd= w and apply the single-vertex flexibility test.

3. Let n=n+1. If the test in step 2 is feasible, set FI,"" =& and FI® = FI'™,.

Otherwise, set FI°" = FI'®} and FI' = .
4. Check if a given termination criterion (say, FI\* — FI,>™ <€) is satisfied. If
not, go to step 2. Otherwise, stop.

Note that an implied assumption in this procedure is that the test result for & = FI°
is infeasible. If this is not the case with the selected initial guess, then the upper
bound must be enlarged to satisfy this requirement.

Three examples are presented next to demonstrate the feasibility and superior-
ity of the single-vertex search algorithm. All problems were solved on a PC that is
equipped with an Intel® Core™2 Quad CPU Q9400 and 4.00 GB RAM (3.25 GB
usable) 32-bit operating system platform. The single-vertex flexibility test model was
coded with GAMS and solved with BARON, and the bisection search procedure was
realized using MATLAB via the MATLAB-GAMS interface.

Example 6.6

Let us consider the nominal water network presented in Figure 6.15, in which one
freshwater source (W), one secondary source (W), three water-using units (U;, U,,
and U;), two wastewater treatment units (71 and T2), and a sink are involved. The
model parameters for this example are presented in Table 6.16. Six uncertain multi-
pliers are considered in this example, and their expected deviations are:

AB¢,,, =A6c,, ,, =0.1

ASL%A =A0y,, , = AGLLUZ,A =470y, , = AGL%A = A9, ,=0.15
AG;RM =20, , = AG+RR(2,A = ABy, , =0.03

Notice also that this example is taken from Riyanto and Chang (2010), and the
flexibility index was found to be 0.32 with the active set method.

The convergence process of the bisection search with the single-vertex method
is described in Figure 6.16. Notice that both the upper and lower bounds, if the
flexibility indices are plotted at every iteration and their initial guesses, were set
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FIGURE 6.15 The nominal structure of the water network in Example 6.6. (Reprinted from
Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic revamp
strategy for improving operational flexibility of multi-contaminant water networks, 289-299.
Copyright 2013 with permission from Elsevier.)

TABLE 6.16

The Model Parameters Used in Example 6.6

Parameter Value Parameter Value

o™ (tonne/hr) 30.0 l‘j;‘[;"‘” (ppm) 200.0

F,, (tonne/hr) 30.0 F™ (tonne/hr) 125.0

Cua (ppm) 0.1 F™ (tonne/hr) 135.0

sz “ (ppm) 150.0 A (ppm) 10.0

C;]":;m (ppm) 1.0 (kg/hr) 4.0
A (ppm) 101 MLy 4.0 MLy (kg/hr) 5.6
inanax (ppm) 80.0 ML (kg/hr) 45

e (ppm) 240.0 Rua 0.9
;wax (ppm) 50.0 ﬁlz' N 0.8

Source: Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic
revamp strategy for improving operational flexibility of multi-contaminant water networks,
289-299. Copyright 2013 with permission from Elsevier.

to be 16 and 0, respectively. It is clear that the search converges after about
10 iterations to the correct value. The computation time in this case is 152 sec;
however, a much longer 571 sec is needed if the traditional vertex method is used
to perform the flexibility test.

Example 6.7

Because the single-vertex strategy has only been applied to the single-contaminant
systems in Section 6.5, it is, of course, desirable to find out if the same approach
is also effective in multicontaminant applications. For this purpose, let us consider
the nominal water network presented in Figure 6.17 and the corresponding model
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FIGURE 6.16 The convergence behavior of bisection searches in Example 6.6.
(Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An
algorithmic revamp strategy for improving operational flexibility of multi-contami-
nant water networks, 289-299. Copyright 2013 with permission from Elsevier.)
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FIGURE 6.17 The nominal structure of the water network in Example 6.7. (Reprinted
from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic
revamp strategy for improving operational flexibility of multi-contaminant water net-
works, 289-299. Copyright 2013 with permission from Elsevier.)

parameters in Table 6.17. Four uncertain multipliers are adopted in this example,
and their expected deviations are

A, =A0, =A0, =A6,,  =0.1

Mbn,B MLy B My, A Mlup,A

AO7,  =AB;, =02

MLy, A Ml A

A8y, , =48, ,=03
The flexibility index of this network can be found to be 0.491 by the traditional
active set method.
Although the critical vertex can be determined according to the selection cri-
teria described in the previous section—the corner points that correspond to the
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TABLE 6.17
The Model Parameters Used in Example 6.7
Parameter Value Parameter Value
Fr (tonne/hr) 35.0 inmax (ppm) 15.0
F,, (tonne/hr) 30.0 o (ppm) 50.0
Fm (tonne/hr) 125.0 in max (ppm) 60.0
Coa (ppm) 0.1 P (ppm) 90.0
Cus (ppm) 1.0 Cinmax (ppm) 90.0
Ciza (ppm) 100.0 B (ppm) 30.0
Ciyp (ppm) 10.0 ML, 4 (kg/hr) 2.0
:T:me (ppm) 1.0 MLy (kg/hr) 5.0
Coi™ (ppm) 101.0 MLu.s (kg/hr) 1.0
inaman (ppm) 80.0 ML (kg/hr) 2.0
outmax (ppm) 240.0 Ry 4 0.9
inmax (ppm) 185.0 R 0.6
s (ppm) 30.0

Source: Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic
revamp strategy for improving operational flexibility of multi-contaminant water networks,
289-299. Copyright 2013 with permission from Elsevier.

upper bounds of all mass loads in the present example—each vertex has been
tested in the proposed bisection search procedure to produce a corresponding
“flexibility index.” The results of 16 separate runs can be found in Table 6.18. It
can be clearly observed that the correct Fl; value can indeed be obtained with the
proposed single-vertex approach.

Example 6.8

This example in this section is adopted to demonstrate the advantage of the pro-
posed computation strategy for solving large problems. Let us consider the com-
plex nominal water network presented in Figure 6.18 in which three contaminants,
one freshwater source (W), one secondary source (W,), four water-using units
(U,, Uy, Us, and U,), a wastewater treatment unit (7;), and a sink (S;) are involved.
The corresponding model parameters are presented in Table 6.19. It is also
assumed that there are 18 uncertain multipliers, and the corresponding expected
deviations are

A8y, = A8, , =48}, =A8, =A8y =A8, =015
A8y, = A8, =A0y,  =A8, . =A8), =A6, =025
Ay, =N,  =A6y  =A0,  =A8, =A6, =02
AOT,  =A0,,  =A0], =A0,, ~=A0;, ~=A8, =03

MLug A MLug A MLug B Mlug B MLug ,C Mlug C
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ABE,, . =A6c,, = ABC, , = A6, , =A6C,  =ABc,,  =0.1

ABE,,, = A6, , =AB¢,, =0.1

Ae&wz,f\ = Aeéwz,B = Aengyc =0.05
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TABLE 6.18
The Flexibility Indices Obtained at All Vertices in Example 6.7

AB

My, A

o+ o+ o+ o+ o+t

AB

Mlup A

+ o+ o+ o+

AB

Mluy,B

o+ o+

+ o+

o+ o+

+ o+

AB

Ml B

Flexibility Index

9.99
3.08
2.38
1.71
2.53
2.53
2.38
1.71
0.491
0.491
0.491
0.491
0.491
0.491
0.491

Source: Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic

revamp strategy for improving operational flexibility of multi-contaminant water networks,

289-299. Copyright 2013 with permission from Elsevier.
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FIGURE 6.18 The nominal structure of the water network in Example 6.8. (Reprinted from
Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic revamp
strategy for improving operational flexibility of multi-contaminant water networks, 289-299.
Copyright 2013 with permission from Elsevier.)
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TABLE 6.19
The Model Parameters Used in Example 6.8
Parameter Value Parameter Value
Fo™ (tonne/hr) 25.0 (ppm) 250.0
F,, (tonne/hr) 100.0 B (ppm) 30.0
Fo (tonne/hr) 150.0 Cr i (ppm) 10.0
Cina (ppm) 0.05 Coe™ (ppm) 150.0
Cuns (ppm) 1.0 e (ppm) 100.0
Cuc (ppm) 5.0 Coe™ (ppm) 200.0
Cunt (ppm) 100.0 n.max (ppm) 100.0
Cus (ppm) 100.000 P (ppm) 250.0
Curc (ppm) 50.0 inmax (ppm) 100.0
Cai™ (ppm) L0 e (ppm) 250.0
o (ppm) 50.0 in (ppm) 250.0
v (ppm) 50.0 e (ppm) 70.0
oy (ppm) 250.0 ML A (kg/hr) 0.1
in.max (ppm) 100.0 MLy (kg/hr) 2.0
out max (ppm) 200.0 MLus.a (kg/hr) 5.0
e (ppm) 100.0 ML, (kg/hr) 7.0
outmax (ppm) 200.0 MLu s (kg/hr) 0.3
nmax (ppm) 200.0 MLy s (kg/hr) 2.0
max (ppm) 50.0 MLy (kg/hr) 3.0
inmax (ppm) 5.0 ML, 5 (kg/hr) 6.0
out max (ppm) 120.0 MLu.c (kg/hr) 0.4
n.max (ppm) 70.0 MLuy.c (kg/hr) 2.0
outmax (ppm) 170.0 MLuyc (kg/hr) 3.0
Cinne (ppm) 120.0 MLu,c (kg/hr) 6.0
Ccovymex (ppm) 200.0 Ry 0.8
i (ppm) 120.0 R, 5 0.9
outmax (ppm) 200.0 Ryc 0.6

Source: Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic
revamp strategy for improving operational flexibility of multi-contaminant water networks,
289-299. Copyright 2013 with permission from Elsevier.

A problem of this scale cannot be solved with the active set method in a reason-
able period (say, 24 hours). However, it took only 18 sec for the proposed search
to converge, and a flexibility index of 0.0165 was found for the given system.
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6.6.2 EvOLUTIONARY IDENTIFICATION OF REVAMP DESIGNS

As mentioned previously, the ultimate objective of this work is to identify proper
revamp designs for improving the operational flexibility of any given water network.
The allowed revamp options are limited to those incorporated in the augmented
superstructure (i.e., the new pipelines and/or treatment units). The design specifi-
cations of the embedded treatment units are assumed to be available in advance.
Because the number of alternative structures increases exponentially with network
complexity, a deterministic search strategy may fail to identify the optimal solution
within a reasonable period. Therefore, a modified version of the genetic algorithm
(GA) has been adopted to circumvent this drawback. Notice also that in a typical
evolution procedure, every chromosome in a population can be expressed as a string
of Os and 1s, and this mechanism can be easily utilized for coding the structural
optimization problem considered here.

In the proposed algorithm, the binary parameters defined in Equations 6.1 and
6.2—that is, the elements of a vector d in Equations 6.56 and 6.57—are encoded
in every individual within a population. Essentially two alternative fitness mea-
sures (FM) can be considered for the purpose of generating revamp designs,
that is,

FM, = FI (6.60)

or

EM, = (6.61)

FI
p

Note that the flexibility index FI; in Equation 6.60 or 6.61 can be computed
according to the single-vertex search algorithm described in Subsection 6.6.1. In
particular, FM; is a measure of the operational flexibility of the revamped system,
whereas FM, can be viewed as a cost-penalized version of FM;.

The “fittest” individual(s) is obviously the one with the largest measure. The GA
in MATLAB (MathWorks, 2016) is used to facilitate the necessary evolutionary
computation procedure. Four standard evolutionary steps are performed for each
generation: selection, recombination, mutation, and reinsertion.

In all cases presented in this chapter, the same GA parameters have been utilized
in every run. A brief summary is given here:

e The population size was always set to be 100.

e The generation gap in the selection step was chosen to be 0.7.

e The crossover rate in the recombination step was 0.7.

e The mutation probability was fixed at the default value of 0.7/Lind in the
mutation step, where Lind is the chromosome length.
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¢ In the reinsertion step, the offspring individuals were ranked according to
their fitness measures, and the top 50% of them were selected to replace the
same number of least-fit parents.

The evolutionary procedure was terminated if (1) the total number of evaluated
generations exceeds 200 and (2) the largest fitness measure in a population stayed
approximately the same for at least 30 generations.

Finally, because each FI; is determined iteratively and this computation pro-
cess can be very time consuming, an additional mechanism has been built into
the MATLAB code to avoid repeating the same calculation for identical network
configurations. In particular, the individuals and their corresponding fitness mea-
sures in the parent generation and those in all previous generations can be accu-
mulated in a database. Every newly created individual in the offspring generation
can be compared with the ones already stored there. If a match is identified,
the corresponding fitness measure can be directly retrieved without the iterative
computation.

The aforementioned evolution strategy has been tested extensively in the three
examples summarized next.

Example 6.9

Let us consider the nominal water network in Figure 6.17 and the corresponding
model parameters in Table 6.17. The uncertain parameters are the same as those
described in Example 6.7. Without adding any more water treatment units, there
are 11 new connections in the augmented superstructure. Additional treatment
units could drastically increase the number of new connections in the superstruc-
ture. For example, this figure is raised from 11 to 32 if two new treatment units
are allowed.

By using FM; as the fitness measure, more than one network structure was
identified with the GA-based method. It was observed that two new connections,
thatis, (T,U;) and (T;,U,), were embedded in all revamp options and, in fact, the
highest FI; value (=2.6953) could also be achieved with these two indispensable
additions only (see Figure 6.19). On the other hand, the second fitness measure
was also adopted in an additional GA run to address the need to limit piping costs
in revamp designs. In fact, exactly one new pipeline (T;,U,) was called for in
the optimum solution obtained with FM, (see Figure 6.20). Notice that although
the flexibility index of this structure was slightly decreased to 2.3828, the piping
cost was obviously also lower than that of Figure 6.19. Finally, it was found that
although adding the aforementioned new pipeline(s) is quite effective for flexibil-
ity enhancement, the given system could not be further improved with any new
treatment unit.

Example 6.10

To show the potential benefits of installing additional treatment units, let us con-
sider a single-contaminant system studied by Riyanto and Chang (2010). The nom-
inal network structure of this problem is essentially the same as that presented
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FIGURE 6.19 The revamp design obtained according to FM, in Example 6.9.
(Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An
algorithmic revamp strategy for improving operational flexibility of multi-contaminant
water networks, 289-299. Copyright 2013 with permission from Elsevier.)
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FIGURE 6.20 The revamp design obtained according to FM, in Example 6.9.
(Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An
algorithmic revamp strategy for improving operational flexibility of multi-contaminant
water networks, 289-299. Copyright 2013 with permission from Elsevier.)

in Figure 6.18, and the corresponding model parameters are given in Table 6.20.
Seven uncertain multipliers were considered in their original work, and the follow-
ing expected deviations were adopted:

AeLLm,A =470, , = AGLL%A =A8,,,,=0.15
ASLLHM =A0,,,. = AGXMM =A9,,, ,=0.15

A8 = ABf i = 0.03

wi wi

AL, = A8, , = AF,, , =0.1
A, , =0.05

The flexibility index of this original network was found to be 0.249 with the
active set method.

Without incorporating any additional treatment units, the number of new
connections in the augmented superstructure can be found to be 25. The same
Fl; value (i.e., 0.6445) was obtained by using either FM; or FM, in the GA evo-
lution procedure. Three optimal structures were generated in the latter case
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TABLE 6.20
The Model Parameters Used in Example 6.10
Parameter Value Parameter Value
Fuy (tonne/hr) 25.0 o (ppm) 200.0
F,, (tonne/hr) 100.0 crn (ppm) 100.0
F (tonne/hr) 125.0 Cotme (ppm) 200.0
Cua (ppm) 0.05 Cinmax (ppm) 200.0
Cura (ppm) 100.0 ma (ppm) 50.0
Cinmax (ppm) 1.0 MLua (kg/hr) 0.1
Covmx (ppm) 50.0 MLy (kg/hr) 2.0
chn (ppm) 50.0 MLus.a (kg/hr) 5.0
o (ppm) 250.0 MLy (kg/hr) 7.0
Cinmax (ppm) 100.0 Ry 0.8

Source: Reprinted from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic
revamp strategy for improving operational flexibility of multi-contaminant water networks,
289-299. Copyright 2013 with permission from Elsevier.

(see Figure 6.21), and each contains two new connections. Specifically, the added
pipelines in these three designs are (a) (Us, $1) and (T;,U,); (b) (U4, S) and (Th,Us) ;
© (Uy,S1) and (T, Us).

If one additional wastewater treatment unit ( X;) (with a removal ratio of 0.9)
is allowed to be added to the existing water network, 39 new connections are
present in the augmented superstructure. It is obviously impractical to evaluate
all 2%% possible structures. By following the proposed GA evolution procedure
with either FM; or FM, as the fitness measure, the maximum F/; was raised to the
same value of 6.660. Only one solution was produced by using the latter measure
(see Figure 6.22), and this revamp design requires four new connections: (T1,U2),
(Us, X1), (X1,Us), and (X;,Us). In this case, FM, = 6.660/ 4 =1.665.

It should be noted that the highest FI; value reported by Riyanto and Chang
(2010) was only 1.604 for the present example. The corresponding revamp design
consists of one new treatment unit (with a removal ratio of 0.9) and three new
connections: (Uy, X1), (X;,W,), and (X;,5:). For comparison purposes, let us also
compute the second fitness measure for this design: FM, =1.604/3=0.535.
Thus, it can be observed from the values of both FI; and FM, that the proposed
programming-based revamp strategy clearly outperforms the heuristic approach
in this example.

Example 6.11

In this last example, let us consider the nominal structure described in Example 6.8.

The first scenario is concerned with an augmented superstructure in which
additional wastewater treatment units are not allowed. Thus, the total number
of new connections should be 25. A maximum F/; value of 1.331 was obtained
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FIGURE 6.21 The revamp designs obtained according to FM, in Example 6.10 (without
new treatment units): (a) structure 6.10.1; (b) structure 6.10.2; (c) structure 6.10.3. (Reprinted
from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic revamp
strategy for improving operational flexibility of multi-contaminant water networks, 289-299.
Copyright 2013 with permission from Elsevier.)
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FIGURE 6.22 The revamp design (structure 6.10.4) obtained according to FM, in
Example 6.10 (with one new treatment unit). (Reprinted from Chemical Engineering
Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic revamp strategy for improving
operational flexibility of multi-contaminant water networks, 289-299. Copyright 2013
with permission from Elsevier.)

by using FM; as the fitness measure. On the other hand, the flexibility index was
reduced to 0.859 with the second fitness measure FM, . Two alternative structures
were obtained (see Figure 6.23), and only one new pipeline was needed in each
design, that is, (@) (T,Us) and (b) (Us,Us).

If two additional treatment units (with the same removal ratio of 0.9 for all
contaminants) are allowed in the augmented superstructure, the total number of
new connections should be increased to 53. Again FM; and FM, were used as the
fitness measures in two separate GA runs. The resulting Fl values were determined
to be 3.332 and 3.327, respectively. The required computation time for the former
run was 15,385 sec, whereas that for the latter was 13,920 sec. Finally, it was
found that by maximizing the second fitness measure, one new treatment unit (X,)
and three new pipelines, that is, (Uy,X,), (X2,U,) and (X,,U,), were selected in
the optimal revamp design (see Figure 6.24).

6.7 CONCLUDING REMARKS

1. A novel heuristic strategy is developed in this chapter to improve the opera-
tion resiliency of any existing water network by relaxing the active con-
straints identified in the optimal solution of the flexibility index model.
Each of the proposed structural modifications—that is, introducing the
auxiliary pipelines, upgrading the existing treatment units, and installing
new treatment units—may be used for this purpose when increasing the
upper limit of the freshwater supply rate is not effective or not possible.
The appropriate revamp options can be selected systematically with the
aid of proposed design heuristics. From the results obtained so far in case
studies, it can be concluded that this simple heuristic approach can provide
good starting points for a rigorous method and reasonably good designs in
practical applications.
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FIGURE 6.23 The revamp designs obtained according to FM, in Example 6.11
(without new treatment units): (a) structure 6.11.1; (b) structure 6.11.2. (Reprinted
from Chemical Engineering Science, Vol. 102, Jiang, D., Chang, C.T., An algorith-
mic revamp strategy for improving operational flexibility of multi-contaminant water
networks, 289-299. Copyright 2013 with permission from Elsevier.)

2. A programming approach is also presented in this chapter to assess the
operational flexibility of given water networks. The flexibility of a given
water network can be improved by relaxing the upper limit of the freshwa-
ter supply rate and/or incorporating structural modifications. It has been
shown in the case studies that the proposed assessment procedure is feasible
and efficient. Furthermore, the following conclusions can also be drawn
from the optimization results obtained in the examples: (a) The proposed
NLP-FI model is much easier to solve than the existing active constraint-
based formulation, and the same quality solutions can be obtained in both
cases. (b) The traditional ad hoc approach to set the overdesign levels on
the freshwater supply system and pipelines may not be sufficient to over-
come all uncertain disturbances. The proposed NLP-SC model represents a
better alternative, which could be used to exactly determine the minimum
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FIGURE 6.24 The revamp design (structure 6.11.3) obtained according to FM, in
Example 6.11 (with one new treatment unit). (Reprinted from Chemical Engineering
Science, Vol. 102, Jiang, D., Chang, C.T., An algorithmic revamp strategy for improving
operational flexibility of multi-contaminant water networks, 289-299. Copyright 2013
with permission from Elsevier.)

freshwater supply capacity. (c) The proposed MINLP-NR model can be
used to add/remove pipelines automatically so as to achieve the desired
level of operational flexibility.

3. A programming-based approach has been developed to revamp any given
water network for the purpose of flexibility enhancement. To alleviate the
overwhelming manual and computational efforts required in deriving and
solving the conventional flexibility index model with the active set method,
a simple strategy is devised in this study to determine FI by repeatedly
performing the flexibility test in a bisection search procedure. By incorpo-
rating this solution technique in a GA, more flexible revamp designs can
be identified automatically by two alternative fitness measures. A series of
numerical experiments and case studies have been carried out in this work
to verify the feasibility and effectiveness of the proposed approach. In every
example studied so far, the converged optimization results were not only
satisfactory, but also were obtained within a reasonable period.
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Steady-State and
Volumetric Flexibility
Analyses for Membrane
Modules and Heat
Exchanger Networks

Although the steady-state flexibility analysis has been applied successfully in the
previous chapter for revamping water networks, it should be noted that FI; may not
always be a representative performance measure in practical applications. In some
cases, it is beneficial to also consider the volumetric flexibility index (FI,) as an
alternative metric. To demonstrate the merits of this multicriteria approach, both
flexibility analyses are applied in this chapter to the designs of two different types of
realistic systems: the membrane module and the heat exchanger network (HEN). The
detailed discussions are presented one at a time in the sequel.

71  MEMBRANE MODULES

7.1.1 BACKGROUND

Separation processes play a remarkable role in the chemical and pharmaceutical
industries, where they account for 40%-70% of both capital and operating costs
(Adler et al., 2000). Starting in the late 1960s, membrane processes have gradually
attracted interest for industrial applications and have provided feasible alternatives
for, and have also been combined with, more traditional purification and separation
processes (such as distillation, evaporation, adsorption, extraction, chromatography,
etc.). This has been motivated by the benefits that membrane technology can offer
over conventional techniques in terms of economy, environment, and safety (Geens
et al., 2007; Lin and Livingston, 2007; Vandezande et al., 2008). Particularly in lig-
uid processing, membrane operations may be classified into three simple operating
modes: concentration, solvent exchange, and purification.

Although membrane filtration is, in principle, very promising, its widespread
industrial use has not been realized due to material- and process-focused chal-
lenges. Numerous studies on the modeling, design, and optimization of membrane
filtration systems have already been performed in recent years, for example, see
Kim et al. (2014), Lin and Livingston (2007), and Siew et al. (2013a, b). Lin and
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Livingston (2007) investigated multistage, continuous, countercurrent membrane
cascades with recycling of the retentate for the solvent exchange of methanol and
toluene. Apart from the experimental studies concerning the effects of cascade
parameters on the separation, they performed numerical simulations based on a
shortcut model and compared various cascade setups. In the recent works of Siew
and his coworkers, organic solvent nanofitration (OSN) membrane cascades were
applied for American Petroleum Institute (API) solute fractionation and concentra-
tion (Siew et al., 2013a, b). In their experimental study, they demonstrated that the
separation performance of a stripping membrane cascade for solute fractionation
was dependent on the relative permeability of the solutes through the membranes.
They showed experimentally that a three-stage stripping cascade configuration
leads to a significant reduction of the solvent use while maintaining high API puri-
ties (Siew et al., 2013a). In their subsequent paper, they demonstrated that mem-
brane cascades can lead to sufficient API rejections, and they also performed model
validation with experimental data and analyzed the effects of operating conditions
(e.g., reflux ratios) on separation efficiencies with a McCabe-Thiele representation
of the concentrations along the membrane cascade (Siew et al., 2013b). Kim et al.
(2014) successfully applied a two-stage membrane cascade for constant volume
diafiltration of PEG-400 and PEG-2000 in acetonitrile. Although successful appli-
cations were reported, it should be noted that the aforementioned works focused
only upon experimental and simulation verification, whereas the important issues
concerning operational flexibility have never been addressed.

Dealing with uncertainties is one of the practical issues that must be addressed
in designing and operating any separation process. A realistic membrane module
design is expected to be fully functional in the presence of uncertain operat-
ing temperature, feed flow rate, and concentration. As mentioned previously in
Chapter 2, the ability of a system to maintain feasible operation despite unex-
pected disturbances is referred to as its operational flexibility. Grossmann and his
coworkers first proposed a formal definition of operational feasibility/flexibility
and developed a quantitative performance measure accordingly to facilitate per-
formance evaluation (Grossmann and Floudas, 1987; Swaney and Grossmann,
1985a, b). More specifically, their steady-state flexibility index (denoted in this
book as FI;) was computed numerically by solving a multilevel optimization
problem. On the other hand, Lai and Hui (2008) suggested using an alterna-
tive metric—the volumetric flexibility index (denoted in this book as FI,)—to
complement the conventional steady-state approach. Essentially, this index can
be viewed in 3-D as the volumetric fraction of the feasible region inside a cube
bounded by the expected upper and lower limits of uncertain process parameters.
Because the total volume of the feasible region is calculated without the need to
specify a nominal point and/or to identify the biggest inscribable cube in the fea-
sible region, the magnitude of FI, may be more closely linked to process flexibil-
ity in cases when the feasible regions are nonconvex. Adi et al. (2016) developed
a computation method to accurately quantify the value of FI, in a given system
based on the Delaunay triangulation technique. Finally, it should be noted the
numerical procedures for computing FI; and FI, have already been detailed in
Chapters 2 and 3, respectively.
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7.1.2 MobDEeL FORMULATIONS

A membrane module can be described with a simple mathematical model according
to Figure 7.1. The corresponding material balance constraints can be imposed upon
the total and component flow rates of feed and product streams. For a system with X
components, the material balances can be written as

F=R+P (7.1

cF.F=cR.R+cP.P (7.2)
P

sc = 7 (7.3)

sc! < sc (7.4)

sc" > sc (7.5)

CP, min < P, (7.6)

where x € {1,2,--+,X} ; F is the total flow rate of fresh feed to the membrane module;
cF, is the weight fraction of component x in fresh feed; R is the total flow rate of
retentate; cR, is the weight fraction of component x in retentate; P is the total flow
rate of permeate; cP, is the weight fraction of component x in permeate; sc is the
stage cut of the membrane module (i.e., the ratio between the permeate flow rate
drawn from the module and the feed flow rate); s¢’ and sc¢”, respectively, denote the
lower and upper bounds of stage cut; and cP, y;, is the minimum purity requirement
in the permeate. Clearly the following constraints must also be included in the fol-
lowing mathematical model:

X

2 CF, =1 a7

x=1

A

R
5 kg/day |
CFpep 0.75
CFex 0.25 50 bar 14-cm?
F—» brane
module

P

v
0.1 kg/day < P
0.8 < cFep

FIGURE 7.1 A typical membrane module and its operational constraints.
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X

Z R, =1 (7.8)

x=1

X

Zch =1 (7.9)

x=1

Although various different models are available for characterizing membrane
performance, the solution-diffusion model for the OSN membrane is used in this
work for illustration simplicity. In a solution-diffusion model, solute transport
is expressed as a function of certain physicochemical and structural parameters
(Marchetti and Livingston, 2015), and the implied assumption is that permeate is
first adsorbed onto membrane and then diffuses along the concentration gradi-
ent (Wijmans and Baker, 1995). Separation is due to different rates of sorption
and diffusion among the solutes. According to Marchetti and Livingston (2015),
the embedded transport phenomena can be reliably described with this solution-
diffusion model. Moreover, because such a model may be used to characterize the
fluxes of both solute and solvent through the membranes, the model formulation
of multicomponent separation can be greatly simplified, and thus, this flux model
can be easily integrated into the unit models (Abejon et al., 2014). The following
is also assumed:

e The axial pressure drop (i.e., the pressure drop across the membrane) is
negligible compared to the actual operating pressure.

e The concentrations, temperature, and pressure in both compartments of
a membrane module are homogeneous, so the membrane module can be
modeled as two lumped systems.

* The heat generated by irreversible thermodynamic processes is negligible,
so each membrane stage operates isothermally.

The corresponding transport model can therefore be written as

P = AJAP (7.10)

X

7= (7.11)

x=1

vy -AP
jx = Dx CRX - Ve CPxe RT (712)
yR,x

n

V.= Za,-ci (7.13)

i=0
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cP.J = j, (7.14)
P'<P (7.15)
P'>p (7.16)

where A is the effective area; AP is the pressure drop applied to the membrane
module; J is the total flux through membrane; j, is the flux of component x; p, is the
permeability coefficient of component x; v, is the molar volume of component x; R
is the ideal gas constant; T is the operating temperature; v, is the activity coefficient
derived from the UNIFAC method, which could be approximated with polynomials;
and P' and P" denote the lower and upper bounds of permeate flow rate, respectively.
Note that Equation 7.12 is the primary nonlinear function in the mathematical model
if the activity coefficient 7y, is assumed to be constant or linear; otherwise, Equation
7.13 will be the other nonlinear function. The effective area (A), pressure drop (AP),
temperature (7)), and stage cut (sc) should be considered as the design parameters
in flexibility analyses, whereas the total and component fluxes (J and j,) and the
component concentrations in retentate and permeate streams (cR, and cP,) should
be the state variables. In the present model, there are no control variables, and the
uncertain parameters should be the total flow rate and the component concentration
in feed (i.e., F and cF,).

7.1.3 CASE STUDIES

In the following case studies, the operational flexibility of a lab-scale OSN mem-
brane module is evaluated according to two alternative metrics: FI; and FI,. The
flexibility analyses can be carried out to determine whether the membrane module is
operable when the feed flow rate and concentration are expected to fluctuate within
130% from the nominal value. More specifically, let us introduce two uncertain
multipliers (07 and 6.r) as follows:

F=0pF" (7.17)
CFileplane = GL'F CFilI:plane (718)

where 1-0.3<0;,0., <1+0.3. The membrane module under consideration is
designed for purifying a binary mixture of heptane and hexadecane, with a 75/25
weight fraction, that is, thﬁ’plane =0.75, and the membrane is operated at 50 bar
pressure to process 5 kg/day of feed, that is, FV = 5. It is expected that the heptane
purity in the permeate stream can reach no less than 80 wt. % by using a mod-
ule with effective area of 14 cm?®. In the first scenario considered here, the operat-
ing conditions of the membrane module are constrained so that (1) the stage cut of
the membrane is in the range of 0.3 to 0.7 and (2) the membrane module operates
at room temperature (i.e., 25°C). The molar volumes of heptane and hexadecane
can be found in the literature to be 1.482x10™* m® / mol and 2.997 x 10~ m® / mol,
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respectively. The permeability coefficients of both components for the particular
module under consideration are 6.24 kg/bar-m”-h and 0.95 kg/bar-m*-h.
Because the OSN membranes at hand reject more hexadecane than heptane, the
retentate stream should contain a higher mass percentage of hexadecane and, con-
versely, the permeate stream more heptane.

In Case 1 of the present example, FI; can be found to be 0.003, with the active
constraint located at the minimum stage cut of 0.3. The hypercube volume bounded
by the expected upper and lower limits of uncertain multipliers is 0.36 units, and
the corresponding volume of the feasible region is 0.16 units. Hence, it can be eas-
ily calculated that FI, = g—;g =0.44. It can also be concluded that although a very
pessimistic assessment is revealed by FI, the system actually can still be oper-
able if the uncertain multiplier of feed concentration 8. is in the positive region
(see Figure 7.2a). It also can be observed that the minimum stage cut constraint
is shown at the bottom right of the feasible region, and the minimum required
heptane purity constraint of 80% weight fraction is shown at the bottom left of the
feasible region.

It should also be noted that in the aforementioned membrane model, the only
constraint that could be compromised may be the one associated with the minimum
stage cut. Thus, in the second case, the lower bound of the stage cut is relaxed from
0.3 to 0.2 (which means that a lower permeate flow rate is allowed in the operation).
As aresult, FI; can be increased to 0.02, and the corresponding active constraint is
associated with the minimum heptane purity. Figure 7.2b shows the relaxed feasible
region where the minimum stage cut constraint is no longer affecting the feasible

region. The resulting FI; is 0.53 (= %) in this case.

One may wonder if the operating temperature can also be treated as an uncer-
tain parameter because the ambient conditions are clearly uncontrollable. Thus,
in Case 3 of this example, Case 1 is repeated under the assumption that 7 in
Equation 7.12 may also vary £30% from its nominal value (25°C). Consequently,
the feasible region is now three-dimensional because there are three uncertain
multipliers corresponding to the operating temperature, feed flow rate, and con-
centration, respectively. In this case FI; is still found to be 0.003, and the cor-
responding active constraint is at the minimum stage cut of 0.3. The volume of a
hypercube bounded by the expected upper and lower limits of uncertain param-
eters is 0.216 units, and the volume of the feasible region is now 0.0934 units.

0.0934

Hence, FI, = =0.432. From Figure 7.3, it can be observed that the impacts

of temperature variation are quite linear on the feasible region and thus do not
change the system flexibility significantly. One would therefore conclude that
temperature uncertainty exerts little or no influence and the membrane system
can be operated in a wide temperature range. A similar behavior may also be
expected for Case 2.

From Case 1 and Case 2, it can also be observed that the minimum heptane
purity of 80 wt. % is difficult to achieve when the feed concentration is at its lower
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FIGURE 7.2 Feasible regions in (a) Case 1 and (b) Case 2 of the membrane module.

FIGURE 7.3  Feasible region in Case 3 for the membrane module.
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bound. To increase the capability of the membrane module for the purifying feed,
it may be necessary to select a new membrane with better separation character-
istics and with a wider range of stage cut ratios. In Case 4, it is assumed that the
permeability coefficients of both components in the new membrane module can be
doubled to 12.48 kg / bar - m? - h and halved to 0.47 kg / bar - m” - h, respectively. The
corresponding stage cut is now in the range of 0.1 to 0.9. Consequently, FI; can
be increased to 0.1 and the active constraint located at the lower bound of heptane
purity. Figure 7.4 shows the corresponding feasible region where the minimum stage
cut constraint is no longer a dominant factor. Instead, the maximum stage cut con-

. . .. 0.24 .
straint now appears to be active. In addition, FI, = 036 =0.67. Notice also that a

more than 50% increase in FI, (i.e., from 0.44 to 0.67) can be achieved with this new
membrane module. Based on this observation, one would anticipate the proposed
new membrane module should be more fault tolerant than the ones discussed previ-
ously in Case 1 and Case 2.

7.1.4 CoONCLUDING REMARKS

The steady-state and volumetric flexibility indices have been computed for the
membrane modules discussed in four case studies. The feasible regions for oper-
ating the membrane modules can be efficiently identified and the critical design
constraints can be analyzed, respectively, to provide insights for identifying flex-
ible designs. Based on the flexibility indices obtained in these studies, one can see
that the upstream disturbances in feed flow rate and concentration exert profound
impacts on operability, whereas the operating temperature is relatively unim-
portant. A wider stage cut range and/or a higher separation factor is expected to
increase operational flexibility. To facilitate comprehensive assessment, further

FIGURE 7.4 Feasible region in Case 4 for the membrane module.
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works should be carried out for membrane cascades and with more rigorous
transport models.

7.2 HEAT EXCHANGER NETWORKS

7.2.1 BACKGROUND

The HEN is an indispensable component in almost any chemical process. From the
perspective of energy flows, three interactive components—the process, the utility
system, and the HEN—must all be properly tied together and coordinated to form
an operable plant (Aaltola, 2002). A large portion of the total annual cost (TAC) of
the entire plant can usually be attributed to the utility and capital costs of its HEN
(Verheyen and Zhang, 2006). Thus, the traditional aim of HEN synthesis consists
of finding a cost-optimal network structure under the constraints that the operat-
ing conditions are all fixed. In the previous works on HEN flexibility, it is usually
assumed that enough control loops have already been put in place to keep these
process conditions at the nominal levels.

However, because there are always significant changes (uncertainties) in the
plant environment (Verheyen and Zhang, 2006), dealing with uncertainties is an
inherent feature of any HEN design. Marselle et al. (1982) pioneered the studies on
HEN operability. It was proposed to manually integrate a series of optimal designs
for different worst-case scenarios. Kotjabasakis and Linnhoff (1986) introduced
the sensitivity tables for designing flexible HENs. To evaluate the operational flexi-
bility of a HEN, Saboo et al. (1985) proposed to calculate the resilience index (RI),
and Swaney and Grossmann (1985a, b) formulated the steady-state flexibility index
mentioned in Chapter 2. Grossmann and Floudas (1987) then developed an active
set strategy for the calculation of this index (also see Chapter 2). Subsequently,
the multiperiod/multiscenario formulations were proposed by Grossmann and
Floudas (1987), and the flexible HENs can be designed with a sequential approach.
Papalexandri and Pistikopoulos (1994a, b) later formulated a large and complex
MINLP model for the synthesis and retrofit of flexible and structurally controllable
HENS.

7.2.2  MoDEL FORMULATIONS

Because the topology of an HEN varies significantly from plant to plant, a gener-
alized model formulation can be difficult to comprehend. Thus, a simple example
is used here instead for illustration clarity. Specifically, let us consider the HEN
presented in Figure 7.5 (Biegler et al., 1997). Based on the fact that only cooling is
required in this network, one can deduce that its heat recovery level is maximized.
Although such a design is economically attractive, its operational flexibility may not
be acceptable. Let us assume that upstream disturbances may enter the inlet tem-
peratures of cold stream 73 and hot stream 7Ts. Let us also assume that their nominal
values can be estimated to be 388 K and 583 K, respectively, and each may deviate
+10 K from these values.



150 Deterministic Flexibility Analysis: Theory, Design, and Applications

1.5 kW/K
620K

1 kW/K
Ts

2 kW/K

v

Qc
3 kW/K

350K

FIGURE 7.5 A minimum utility HEN design.

The equality and inequality constraints of the corresponding mathematical model
can be respectively summarized as follows.

First of all, a heat balance equation can be established for each unit in Figure 7.5,
that is,

Exchanger 1: 1.5(620-T5) = 2(T, — T3) (7.19)
Exchanger 2: (T5 — Tg) = 2(563 -1T,) (7.20)
Exchanger 3: (Ts — T) = 3(393 - 313) (7.21)
Cooler: Q. =1.5(T, —350) (7.22)

Second, the temperature differences at the hot and cold ends of every heat
exchanger must be nonnegative, that is,

Exchanger 1: 7, - 75 20 (7.23)
620-T7, 20 (7.24)
Exchanger2: Tg — T, 20 (7.25)

T5-563=0 (7.26)



Steady-State and Volumetric Flexibility Analyses for Membrane Modules 151

Exchanger 3: 7; —313>0 (7.27)

T, —39320 (7.28)

Finally, the intermediate temperatures of each process stream must also be
constrained as follows:

T, <T, <563 (7.29)
620> T, > 350 (7.30)
T,>T,>323>T, (7.31)

Inequalities in Equations 7.23 through 7.28 essentially ensure that all heat exchanges
are feasible. The intermediate temperatures between heat exchangers—7;, T, and Tg—
are bounded according to inequalities in Equations 7.29 through 7.31, and an additional
constraint is imposed with Equation 7.31 on the target temperature of the second hot
stream; that is, 75 is allowed to reach any temperature that is lower than or equal to
323 K. The temperatures 15, T3, Ty, and 7; can be regarded as the state variables with
T; and Ts, being the uncertain parameters, and the cooler load Q. is a control variable.

7.2.3  CASE STUDIES

If the heat load of the cooler (Q,) remains unchanged, the corresponding steady-
state flexibility index (FI,) of the previously mentioned HEN can be easily calcu-
lated. Specifically, if Q. is fixed at 75 kW, which is the cooler load at the nominal
conditions of the uncertain parameters (i.e., TN =388 K and T¢¥ =588 K),
then FI; =0.001. Note that because these nominal temperatures lie almost
at the boundary, as shown in Figure 7.6, FI; is inevitably very small. On the
other hand, the volumetric flexibility index could also be calculated as follows:
FI, =95.04 +((593—573)x (398 —378)) = 0.2376 . It can be clearly observed from
Figure 7.6 that the feasible region of the HEN does not cover all points in the rectangle
area formed by the upper and lower bounds of the uncertain parameters; therefore,
FI, <1in this case. However, this volumetric flexibility index still represents a much
more optimistic assessment than that indicated by the steady-state flexibility index.
One may then want to see what happens if the control variable is adjusted to a
different value (e.g., 60 kWh). It can be found in Figure 7.7 that the feasible region
obtained from volumetric flexibility index analysis is shifted to the left. As a result,
the area of the feasible region becomes smaller and FI, =49.41/400 = 0.124. This
result indicates that the given HEN should be operable in certain conditions that are
bounded by the feasible region, although the corresponding operating conditions
may not be ideal (i.e., far from the designated operating condition, which one may
expect to be in the middle of the specified uncertain region). On the other hand,
FI; is indeterminable in this case because the nominal operating condition is way
outside the feasible region. It can thus be observed that FI; may be grossly misin-
terpreted if the selected nominal point is not within the feasible region (Figure 7.8).
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FIGURE 7.6 Feasible region of HEN with Q. =75 kW.
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FIGURE 7.7 Feasible region of HEN with O, = 60 kW.
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Finally, if Q, is adjusted to 80 kW, the nominal condition is now somewhere in
the middle of the feasible region, and thus, FI; can be increased to 0.15. On the
other hand, FI, does not vary significantly (i.e., FI, =94 /400 = 0.235). Notice that
although FI; is very sensitive to the chosen location of the nominal point, FI, is
only affected by the area of the feasible region. The only way to improve FI, is by
relaxing the temperature constraints so that the feasible region could be enlarged,
for example, increasing the constraint temperature in Equation 7.31 from 323 K to
333 K. Although the corresponding FI; is not altered because the active constraint
is the same (see the left region boundary of Figure 7.9), FI, can be increased signifi-
cantly to 192.5/400 = 0.48.

7.2.4 CONCLUDING REMARKS

The operational flexibility of an HEN could be analyzed using either steady-state or
volumetric flexibility indices. In cases when the former yields an overly pessimistic
assessment, the latter should be adopted as a complementary measure to improve
design. The boundary points of the feasible region, which are accurately identi-
fied in volumetric flexibility analysis, could be adopted for pinpointing the most
constrained segment of the active constraint(s) in steady-state flexibility analysis.
Moreover, instead of the single set of nominal conditions adopted in the traditional
ad hoc approach, many other options may be considered because any operable point
within the aforementioned feasible region can be chosen for design.
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8 Flexible Designs
of Solar-Driven
Membrane Distillation
Desalination Systems

8.1 BACKGROUND

Due to the alarming effects of global warming and a growing world population, there is an
ever-increasing demand on water resources almost everywhere on earth. Consequently,
considerable research effort has been devoted to the development of an efficient and
sustainable desalination technology in recent years. Among all viable alternatives, the
air gap membrane distillation (AGMD) is widely considered a promising candidate
because the energy consumed per unit of water generated is the lowest (Ben Bacha
et al., 2007; Bui et al., 2010; Cabassud and Wirth, 2003). Many researchers have already
rigorously analyzed the underlying transport phenomena to identify the key variables
affecting the water flux in an AGMD module (Ben Bacha et al., 2007; Chang et al.,
2010; Koschikowski et al., 2003; Meindersma et al., 2005, 2006). In particular, Ben
Bacha et al. (2007) and Chang et al. (2010, 2012) have built models of all units embed-
ded in a solar-driven membrane distillation desalination system (SMDDS): (1) the solar
absorber, (2) the thermal storage tank, (3) the counterflow shell-and-tube heat exchanger,
(4) the AGMD modules, and (5) the distillate tank and discussed various operational and
control issues accordingly. A typical process flow diagram of an SMDDS can be found
in Figure 8.1. Galvez et al. (2009) meanwhile designed a 50 cubic-meters-per-day desali-
nation setup with an innovative solar-powered membrane, and Guillen-Burrieza et al.
(2011) also assembled a solar-driven AGMD pilot. These two studies were performed
with the common goal of minimizing the energy needed for producing one unit of distil-
late. It should be noted that although applications of the solar-driven AGMD modules
were successful, the aforementioned works focused only upon thermal efficiency and
the important issues concerning operational flexibility have not been addressed.

8.2 UNIT MODELS

The SMDDS units—that is, the solar absorber, the thermal storage tank, the counter-
flow shell-and-tube heat exchanger, the AGMD modules, and the distillate tank—are
interconnected to form two distinct processing routes for seawater desalination and
solar energy conversion, respectively. Obviously a realistic system design must be fully
functional in the presence of uncertain sunlight radiation and unpredictable freshwater
demand. To achieve a desired flexibility target, the aforementioned units must be sized
properly and also the corresponding thermal storage scheme must be synthesized in a
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rational fashion. If the solar absorber is relatively small when compared with the mem-
brane distillation unit, then it may be beneficial to operate the stripped-down SMDDS
shown in Figure 8.1 (Structure I). Otherwise, at least one thermal storage tank must
be adopted to buffer the drastic energy surplus incurred during daytime operation.
Structure II in Figure 8.2 is the simplest design for such a purpose.

Heat
exchanger

=
Pump Brine Feed

disposal
H:P Customer

Distillate

FIGURE 8.1 Structure . (Reprinted from Desalination, Vol. 320, Adi, V.S.K., Chang, C.T.,
SMDDS design based on temporal flexibility analysis, 96—-104. Copyright 2013 with permis-
sion from Elsevier.)

= T >25
Heat FHXHL

exchanger Tf hx,Hi,,, < 25

—
Pump HE’ Customer

Distillate

FIGURE 8.2 Structure II. (Reprinted from Desalination, Vol. 320, Adi, V.S.K., Chang, C.T.,
SMDDS design based on temporal flexibility analysis, 96—-104. Copyright 2013 with permis-
sion from Elsevier.)
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For implementation convenience, the available unit models (Chang et al., 2010)
have been simplified as follows.

8.2.1 SOLAR ABSORBER

The solar absorber in an SMDDS design is used to convert solar energy to heat. The
following assumptions are adopted in formulating its model: (1) the fluid velocities
in all absorber tubes are the same; (2) the fluid temperature should be kept below
the boiling point; (3) there is no water loss; and (4) heat loss is negligible. The
corresponding transient energy balance can be written as

Asal (1)

de SA My sa
et == (T sage = Trosw, ) ¥ ——— ¢ 8.1
dt Mf,SA ( ) Mf’SACp_If
Tt 5000 < T She 8.2)

where T; g4, and Ty 4, denote the inlet and outlet temperatures (°C) of the solar
absorber, respectively; Ty, is the maximum allowable outlet temperature (°C);
M 54 denotes the total mass of operating fluid in the solar absorber (kg); m s4
denotes the overall mass flow rate of operating fluid in solar absorber (kg/h); Ag
is the exposed area of solar absorber (m?); Cpf is the heat capacity of the operat-
ing fluid (J/kg°C); and (¢) is the solar irradiation rate per unit area (W / m?) at
time 7.

8.2.2 THERMAL STORAGE TANK

Notice that the thermal storage tank is present only in structure II (see Figure 8.2).
By assuming that (1) the fluid inside the thermal storage tank is well mixed, (2) the
inlet and outlet flow rates are identical, and (3) the heat capacity of the operating fluid
is independent of temperature, the corresponding transient energy balance can be
expressed as

dT,
M f.5T % =Ty sty sTL (Tf,ST,,, - Tf,STW, ) 8.3)
m
rfYST = /5T (84)
My st

where T; 7, and T g7, denote the inlet and outlet temperatures (°C) of the thermal
storage tank, respectively; M sy represents the total mass of operating fluid in the
thermal storage tank (kg); m sz is the total mass flow rate driven by the pump in the
thermal loop (kg / h); and m g7 is the throughput of the thermal storage tank (kg /h),
which equals ry srm g7y

For simplicity, let us assume that the solar absorber is disconnected from the
thermal loop only when the outlet temperature of the hot fluid from the heat exchanger
is lower than 25°C. In other words,
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mes i Tfpx w,, 225 (8.5)
My sp = . '
0 it T omx iy, <25
Also, the flow ratio 7y s (f) defined in Equation 8.4 is treated as an adjustable
quantity in structure II, that is, 0 <7, g7 (f) <1, while held unchanged, respectively, at
different levels in # finite time intervals; that is,

drf ST
—2= =0 8.6
p (8.6)

where t;,_ <t<t;(i=1,2,---,n)and 0=1¢, <, <---<t, = H. This practice can be justi-
fied on the basis of the argument that in actual implementation, a piecewise-constant
control profile is more realizable than the time-variant counterpart implied by
Karush-Kuhn-Tucker (KKT) condition (iv) derived in Section 4.2.3. Finally, in cases
where the thermal storage tank is not utilized (i.e., structure I), one could simply set
mssa =my e, and rp g =0.

8.2.3 Heat EXCHANGER

The hot fluid used in the counterflow heat exchanger comes from the thermal storage
tank and/or solar absorber, whereas the cold fluid is the seawater. By assuming no
heat loss and ignoring the transient behavior, a steady-state energy balance is used to
characterize the heat exchange approximately. Thus, its unit model can be written as

My mp (Tf,HX,CL,,m =Ty ux cLs, ) =My HX,HL (7}',HX,HL,',, =T HX HLoue ) 8.7)

where my yy gy, is the mass flow rate of hot fluid (kg/h); Tr px ur, and Ty px i
respectively, denote the inlet and outlet temperatures of the hot fluid (°C); m up is
the mass flow rate of seawater in a membrane distillation loop (kg / h); and T yx c,,
and Ty yx c1,..» respectively, denote the inlet and outlet temperatures of the cold fluid
(°C). Note that the mass flow rate of hot fluid is essentially the same as that in the
thermal loop in either structure I or structure II, that is,

My fx 1L = My STI (8.8)

An energy balance around the valve V-2 yields
Ts px ur,, = (1 -r f,sr) Ty sa T 17577 57,0 (8.9)

Again, this equation is also valid in structure I when r; ¢ =0. Finally, let us
consider the outlet temperature of hot fluid. Because in structure II, the hot fluid
leaving the heat exchanger is recycled either back to the solar absorber or directly to
the thermal storage tank, the following constraints should be imposed:
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On the other hand, because structure I is not equipped with a thermal storage tank,
only the first constraint in Equation 8.10 can be used in the corresponding model.

8.2.4 AGMD Mobute

To relieve the computation load, only a simplified model is adopted in this study for
characterizing the AGMD unit. It is assumed that the mass flux of distillate across
the membrane is a function of the energy input rate. Specifically, this flux in a stan-
dard module can be expressed as

L
_ mf,MDCP P (Tf,HX,CL,,m _Tf,HX,CLi,,)

Nmem - (811)
STEC - Ayp - nagup

where N, denotes the distillate flux (kg / m*h); Ay is the fixed membrane area of
a standard AGMD module (m?); n,6up is the total number of standard modules; and
STEC is the specific thermal energy consumption constant (kJ / kg), which can be
considered the ratio of the energy supplied by the heat exchanger to the mass of the
distillate produced (Banat et al., 2007; Burgess and Lovegrove, 2016).

Strictly speaking, the mass flux through the AGMD membrane should be driven
primarily by the vapor pressure differential. However, this flux is assumed here to
be roughly proportional to the temperature difference for the purpose of simplifying
the calculation. Because Equation 8.11 is used essentially as an empirical relation,
in this case, it should be only valid within a finite range of the seawater flow rate.
Consequently, m; yp is treated in this work as a control variable that is allowed to
vary £10% from its nominal value, that is,

For the purpose of generating a realizable profile, this control variable is again
kept unchanged at different levels in n distinct time intervals, that is,

dmrww _ (8.13)
dt

where f; <t<t; (i=1,2,---,n) and 0=ty <t <---<t,=H. Finally, note that the
temperature of seawater entering the AGMD module should not be allowed to exceed
a specified upper bound so as to avoid damaging the membrane, that is,

Tt 1x CLow < TF X CLou (8.14)

where T fx c1,.. 1S the upper bound of the cold stream temperature at the outlet of the
heat exchanger (°C).
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8.2.5 DistiLLATE TANK

The distillate tank is used as a buffer to ensure uninterrupted supply to the fluctuat-
ing water demand. The corresponding model can be written as

dhp
Py Avr dtT =My pr, = My01,, (8.15)

where pf is the distillate density (kg/ m®); Apr is the cross-sectional area of the
distillate tank (m?); hpy is the height of liquid in the distillate tank (m); and m; pr,
and m; pr,, denote the inlet and outlet flow rates, respectively (kg /h). Note that the
inlet flow is produced by the AGMD unit, that is,

My pr, = nAGMDNmemAMD (816)

Finally, itis evident that the liquid height in the distillate tank should be maintained
within a specified range, that is,

horjow < hpr < hpr pigh (8.17)

where hipr 0w and Aipr pign, respectively, denote the given lower and upper bounds (m).

8.3 MODIFIED KKT CONDITIONS CONCERNING
CONTROL VARIABLES

Due to the additional constraints (i.e., Equations 8.6 and 8.13) imposed upon the
control variables, the corresponding KKT conditions for the present application
should be modified slightly. Let us revisit the derivation presented in Section 4.2.3.
The original necessary conditions in (i) to (iii) can still be produced by taking the
first variation of the aggregated objective functional L defined in Equation 4.25
and then setting it to zero, whereas the last set of conditions can be obtained by
considering the remaining term in dL after imposing the first three:

8L=;,£5{ (3"’)+M(agﬂdz_26zﬂ (a"’]mT(gzgint 0 8.18)

Because the elements in vector z; (and also 0z;) are constants in [#;_;,; ] but can be
chosen independently and arbitrarily, Equation 8.18 implies that

ti

a(P r( 0g _
J{u (az ]m (az Hdt 0 (8.19)

where i =1,2,---,n. Therefore, the KKT conditions in the present application should
be those in sets (i), (ii), (iii)', and Equation 8.19.
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8.4 CASE STUDIES

The case studies presented here are used mainly to show the usefulness of flexibility
indices in SMDDS design. In all examples considered in this section, the specifi-
cations of a standard AGMD module are the same as those given in Banat et al.
(2007). The effective area of the membrane is 10 m” per module. The flow chan-
nels in this module are fabricated by spiral-winding the membrane and condenser
foils. The effluent of cold seawater flows into the shell side of a heat exchanger then
into the hot flow channel of the AGMD unit. Because of the hydrophobic nature of
the porous membrane, only water vapor passes through the membrane pore, this flux
is driven primarily by the partial pressure difference across the membrane (Banat
et al., 2007). The transported water vapor is condensed on the wall surface of the
cold seawater flow channel and then collected in a distillate tank for consumption.

From Figures 8.1 and 8.2, it is quite obvious that the AGMD desalination unit is
driven by the thermal energy carried in the operating fluid. In the daytime operation,
the heat generated by the solar absorber can be consumed entirely in either structure
I or II if the irradiation level is low. In the case of strong sunlight, a portion of the
absorbed energy can be stored in the thermal storage tank of the second configu-
ration then used later to facilitate desalination operation after sunset. Because the
first structure is not equipped with an energy storage facility, it is necessary to use
a relatively small absorber so as to ensure complete consumption of solar energy in
the daytime and satisfy the freshwater demand during the night with the inventory
stored in a properly sized distillate tank.

The solar irradiation rate /(¢) is regarded as a time-variant uncertain parameter
in the flexibility analysis. Its nominal profile 7" (¢) and the expected upper and lower
bounds are all depicted in Figure 8.3. Note that the expected positive and negative
deviations at any time are both set at 10% of the nominal level. The water demand

1400

1200

1000

S N [ I Upper limit
800 +— PP

— — = Lower limit
600

Nominal profile

400 4

Solar irradiation (W/m?)
|
L
|

200

o

0 4 8 12 16 20 24
Time (min)

FIGURE 8.3 Solar irradiation rate. (Reprinted from Desalination, Vol. 320, Adi, V.S.K,,
Chang, C.T., SMDDS design based on temporal flexibility analysis, 96—104. Copyright 2013
with permission from Elsevier.)
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rate my pr,, () is another time-dependent uncertain parameter considered in the
case studies. Its nominal value is set at 18x wdf (¢) kg /h, where wdf (¢) is the ratio
between the demand rate at time ¢ and the constant reference value of 18 kg / h. The
expected deviations in my pr,,, are also selected to be 10% of its nominal value. The
nominal level of wdf (¢) and the corresponding upper and lower limits are sketched
in Figure 8.4. It is assumed that the transient household water consumption rate
can be closely characterized by the nominal profile of wdf (¢). Finally, it should be
noted that if alternative solar irradiation profiles and water demand profiles can be
made available in other applications, they can be easily incorporated in the proposed
flexibility analysis so as to ensure realistic designs.

Before solving the proposed mathematical programs, all model parameters must
be properly selected. Based on Equations 8.11 and 8.16, the production rate of each
AGMD module at Ty yx ci,, = 74°C is estimated to be 16.54 kg/h (Banat et al.,
2007) (assuming that the feed temperature is T gy cz,, = 25°C). According to Banat
et al. (2007), the nominal mass flow rate of seawater in a membrane distillation loop
(m}f wup) 18 1,125 kg / h per AGMD module. Also, a maximum daily water consump-
tion rate of 750.42 kg / day can be determined according to Figure 8.4. By adopt-
ing an average online period of 12 hour/day, the approximate number of parallel

AGMD modules can be calculated, that is, ngyp = 73042 =3.78 = 4, and thus

16.54 x12
the total membrane area should be 40 m> In the solar absorber, the total mass of

operating fluid per unit area, that is, M 54 / Ay, is set to be 15 kg / m? (Chang et al.,
2010). The flow rate in the solar thermal loop (m/ s7;) is chosen to be 36,000 kg / h,
which is eight times the total nominal flow rate of seawater in the membrane dis-
tillation loop (m}\fMD =1,125x4=4,500 kg/h). This value is selected to ensure
a quick temperature response in the desalination loop. The volume of the distillate
tank in each configuration is assumed to be 0.75 m® (Apr =0.35 m?; hpr1ow =0 m;
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FIGURE 8.4 Water demand. (Reprinted from Desalination, Vol. 320, Adi, V.S.K,
Chang, C.T., SMDDS design based on temporal flexibility analysis, 96—104. Copyright 2013
with permission from Elsevier.)
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hpr pign = 2.14 m), whereas a 10 m? thermal storage tank (M, sy =10,000 kg ) is uti-
lized in configuration II. Finally, it is assumed that the heat capacity of operating
fluid Cpf is held constant at 4,200 J / kg°C, and its density pf is also assumed to be
constant at 1,000 kg / m”> .

As previously mentioned, the solar absorber should be sized according to the
AGMD capacity. To facilitate a proper decision, an asymptotic energy utilization ratio
between these two units can be defined for use as a rough measure of their size ratio:

maximum supply rate of solar energy

q)util =

maximum consumption rate of thermal energy

(8.20)
ASAImaX

- .
mgyiCpy (Tf"flﬁlxx,cum, =TIy cu, )

Obviously, the energy captured by the solar absorber can be fully utilized by the
AGMD module if this ratio is not larger than 1 (¢,; <1). From Figure 8.3, it can

be observed that I™ =1,320 W/m”. On the basis of Equation 8.12, one could

max

deduce myyp =1.1X m}',MD =1,237.5 kg/h. Also, from the previous model
description, it is reasonable to assume that 75y cr,,, =100 °C and Tf'f“"X,CLm =25°C.
Note that only a simple calculation is needed to size the solar absorber accord-
ing to a given ¢,;. For example, the absorber area for ¢,; =1 should be
1,237.5%x 4 x 4,200 % (100 — 25)
1,320 % 3,600
all model parameters and variables used in the case studies are also listed in Table 8.1.
For ease of implementation, the two control variables in the preliminary case studies

Agy = =328.13 m’ . For the sake of completeness,

TABLE 8.1
Nomenclature

Symbol Definition Value Classification
TFSh Maximum allowable outlet temperature of the 100 °C d
solar absorber
M sh Total mass of operating fluid in the solar - d
absorber
Ay Exposed area in the solar absorber - d
Cpf Heat capacity of the operating fluid 4,200 J / kg°C d
M st Total mass of operating fluid in the thermal 10,000 kg d
storage tank

My sTL Mass flow rate in the thermal loop 36,000 kg /h
T 1x cri, Cold fluid inlet temperature of the heat 25 °C

exchanger
Amp Membrane area of a standard AGMD module 10 m? d
naGmMD Total number of standard AGMD modules 4 d
STEC Specific thermal energy consumption 14,000 kJ / kg d

(Continued)
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TABLE 8.1 (Continued)

Nomenclature
Symbol Definition Value Classification
TFHX Clow Maximum cold fluid outlet temperature of the 100 °C d
heat exchanger
pf Distillate density 1,000 kg / m®
Apr Cross-sectional area of the distillate tank 0.35m?
hpr jow Lower bound of liquid height in the 0m
distillate tank
Mo pigh Upper bound of liquid height in the 2.14m d
distillate tank
Guit Energy utilization ratio To be selected
m Maximum solar irradiation rate per unit area 1,320 W / m?
myap Maximum mass flow rate in the membrane 1,237.5kg/h d
distillation loop
Tf",',i}‘X'c,_m Minimum cold fluid inlet temperature of the 25 °C d
heat exchanger
Ty sa,, Inlet temperature of the solar absorber -
Tt sapm Outlet temperature of the solar absorber - X
My s Mass flow rate of operating fluid in the solar - X
absorber
Ty s1,, Inlet temperature of the thermal storage tank - X
T 51, Outlet temperature of the thermal storage tank - X
my sr Throughput of the thermal storage tank - X
m Mass flow rate of hot fluid in the heat - X
f.HX HL
exchanger
T ux i, Hot fluid inlet temperature of the heat - X
exchanger
T¢ 1% HLpw Hot fluid outlet temperature of the heat - X
exchanger
Tf 1% CLow Cold fluid outlet temperature of the heat - X
exchanger
hpr Liquid height in distillate tank - X
My pr,, Inlet flow rate of distillate tank - X
Noem Distillate flux through the AGMD membrane - X
M up Mass flow rate in the membrane 4,500 kg/h zZ
distillation loop (nominal)
Tyt Flow ratio for the thermal storage tank - z
I(1) Solar irradiation rate per unit area - 0
My pr, (1) Outlet flow rate of the distillate tank - 0

Source: Reprinted from Desalination, Vol. 320, Adi, V.S.K., Chang, C.T., SMDDS design based on
temporal flexibility analysis, 96—104. Copyright 2013 with permission from Elsevier.




Flexible Designs of Solar-Driven Membrane Distillation Desalination Systems 167

are both kept unchanged throughout the entire time horizon, that is, there is only one
time interval (n =1). A systematic approach is followed in these studies to size the solar
absorber on the basis of Equation 8.20 and a given AGMD module size. By adopting the
aforementioned thermal storage tank and distillate tank, the flexibility indices of struc-
tures I and II can be computed according to different utilization ratios (Adi and Chang,
2012). A summary of the optimization results is provided in Table 8.2 a through d.

It can be seen from Table 8.2 that when ¢,,; <1, both configurations yield the same
flexibility indices. This is because of the fact that the absorbed solar energy is con-
sumed almost immediately and completely; the thermal storage tank in structure II is
not needed at all (i.e., 7,57 (£) =0). On the other hand, one can see that ry ¢ (1) =0 if
0.7 > 1, which implies that the thermal storage tank is utilized for storing the excess
solar energy acquired during daytime operation in structure II. Note also that the active
constraint in each solution, that is, when g; =0, is also given in Table 8.2 a through d.
In the cases when ¢,,; <1is chosen, because the consumed energy may not be enough
to meet the demand, the distillate tank is expected to be emptied at some instances.
The optimization results of the corresponding two cases are analyzed as follows:

TABLE 8.2a
Optimization Results in Preliminary Case Studies
Case 1 2 3 4 5 6 7
Structure
Ouit 0.683 0.75 1 1.04 1112 1.25 1.34
I FI, 0 0415 1077 0.664 0 infea- infea-
sible sible
m 4050 4050 4950 4950 4950 N/A N/A
£.MD
8=0 " horov  ppy, TS TS TEL, NA N/A

Source: Reprinted with permission from Kuo 2015. Copyright 2015 National Cheng Kung University

Library.
TABLE 8.2b
Optimization Results in Preliminary Case Studies
Case 1 2 3 4 5 6 7
Structure
Ouai 0.683 0.75 1 1.04 1.112 1.25 1.34
I FI, 0 0.723 T 0.242 0 infea- infea-
sible sible
My nvp 4050 4050 T 4950 4950 N/A N/A
g =0 hpr jow hort jow T LT;X,,l,, TW?X‘,,‘, N/A N/A

Source: Reprinted with permission from Kuo 2015. Copyright 2015 National Cheng Kung University
Library.
T Unnecessary.




168 Deterministic Flexibility Analysis: Theory, Design, and Applications

TABLE 8.2c
Optimization Results in Preliminary Case Studies
Structure Case 1 2 3 4 5 6 7
Ourit 0.683 0.75 1 1.04 1.112 1.25 1.34
I Fl, 0 0.415 1.698 1.872 1.457 0.554 0
Tyst 0 0 0 0 0.064 0.083 0.137
My Mp 4050 4050 4050 4050 4841.76 4950 4950
g =0 hpr Jow hor jow hpr Jow hpr jow TF5h,, TF A T} 5
hDT‘high hDT,high hDT.high

Source: Reprinted with permission from Kuo 2015. Copyright 2015 National Cheng Kung University

Library.
TABLE 8.2d
Optimization Results in Preliminary Case Studies
Case 1 2 3 4 5 6 7
Structure
0w 0683 075 1 1.04 1112 1.25 1.34
11 FI, 0 0.723 T T T 0.389 0
Tyt 0 0 t F T 1 0.137
mewp 4050 4050 t t T 4950 4950
=0 horiow  horjow il i i i TS0
Mo high Mo pigh

Source: Reprinted with permission from Kuo 2015. Copyright 2015 National Cheng Kung University
Library.
T Unnecessary.

e Letus first consider Case 1 when ¢,,; =0.683. Note that FI;, =0and FI, =0,
that is, no deviations from the nominal parameters are allowed for both
configurations throughout the entire operation horizon. This is due to the
fact that the nominal absorption rate of solar energy is just enough to meet
the nominal demand.

e The dynamic flexibility indices of both structures when ¢,; =0.75 are
identical, that is, FI; =0.415, and the corresponding temporal indices are
also the same, that is, FI, =0.723, in this case. The simulation results of
the worst-case scenarios are plotted in Figures 8.5 and 8.6. Note in the
latter figure that the distillate tank in either structure is just emptied at the
end of 24 hours. It is also found that the worst-case scenario considered
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in computing the temporal flexibility index is concerned with a negative
deviation of the solar irradiation rate from its nominal value to its lower
bound between 241 and 441 minutes and a positive deviation of the water
demand from its nominal value to its upper bound between 938 and 1354
minutes at the same time. Clearly, structure I should be chosen in this
case because the equipment cost of the thermal storage facility can be cut
completely.

By raising the energy utilization ratio to 1 (i.e., ¢, =1), structure II can be made
more flexible (FI, =1.698) than structure I (FI; =1.077) in Case 3. Notice that the
corresponding active constraints are not the same. The outlet temperature of the
solar absorber reached its upper bound after 8 hours in structure I, whereas the water
level in the distillate tank dropped to its lower bound at the end of the horizon in
the structure II. Notice also that a larger-than-1 FI; implies that the given process is
operable throughout the entire horizon and thus guarantees FI, >1. As a result, the
computation of the temporal flexibility index is unnecessary.

Next, let us consider additional cases in which the solar absorbers are larger than
1, that is, ¢,,; > 1. Following are the corresponding descriptions and discussions:

e Structure I in Case 4 (¢, =1.04) obviously cannot withstand at least
some of the disturbances characterized by Figures 8.3 and 8.4 because
FI,=0.664, but the dynamic flexibility index of structure II (FI, =1.872)
indicates otherwise. Note that the active constraints in these two systems
are not the same either. The active constraint is associated with the upper
bound of the outlet temperature of the solar absorber after 8 hours in the
former case, whereas in the latter, the lower bound of the water level in
the distillate tank is at the end of the time horizon. Furthermore, it can
also be found that the worst-case scenario in evaluating the temporal flex-
ibility index for structure I (FI, =0.242) should be a positive deviation
of the solar irradiation rate from its nominal value to its upper bound
between 414 and 480 minutes. The simulated time profiles of two critical
variables—T} 54, and hpr—in the worst-case scenarios can be found in
Figures 8.7 through 8.10.

e InCase5 (¢, =1.112), the dynamic flexibility indices of structures I and 11
were found to be 0 and 1.46, respectively. The two active constraints in the
latter case are now associated with the upper bound of the water level in the
distillate tank after 16 hours and the upper bound of the outlet temperature
of the solar absorber after 8 hours. This is obviously due to the fact that the
solar energy is introduced at a rate that is much faster than the consump-
tion rate of thermal energy and that the water production rate is also higher
than the water demand. On the other hand, note that the dynamic flexibility
index for structure I is zero. This drastic reduction in flexibility can also be
attributed to the high intake rate of solar energy. Because there is no ther-
mal storage tank, it is very difficult to keep the outlet temperature of the
solar absorber (75 s4,,,) below 100°C.
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FIGURE 8.5 The time profiles of the solar absorber outlet temperature (7} s,,,) for both
structures in the worst-case scenario (¢u,,-l =0.75). (Reprinted from Journal of the Taiwan
Institute of Chemical Engineers, Wu, R.S., Chang., C.T., Development of mathematical pro-
grams for evaluating dynamic and temporal flexibility indices based on KKT conditions.
Copyright 2017 with permission from Elsevier.)
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FIGURE 8.6 The time profiles of water levels in distillate tanks (hDT) for both structures
in the worst-case scenarios (¢u,,-, =0.75). (Reprinted from Journal of the Taiwan Institute
of Chemical Engineers, Wu, R.S., Chang, C.T., Development of mathematical programs for

evaluating dynamic and temporal flexibility indices based on KKT conditions. Copyright
2017 with permission from Elsevier.)
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FIGURE 8.7 The time profiles of the solar absorber outlet temperature (7} s4,, ) in the worst-
case scenarios for structure I (q)u,l-, = 1.04). (Reprinted from Journal of the Taiwan Institute
of Chemical Engineers, Wu, R.S., Chang, C.T., Development of mathematical programs for
evaluating dynamic and temporal flexibility indices based on KKT conditions. Copyright
2017 with permission from Elsevier.)
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FIGURE 8.8 The time profiles of the water level in the distillate tank (A7) in the worst-
case scenarios for structure I (¢,,; =1.04). (Reprinted from Journal of the Taiwan Institute
of Chemical Engineers, Wu, R.S., Chang, C.T., Development of mathematical programs for

evaluating dynamic and temporal flexibility indices based on KKT conditions. Copyright
2017 with permission from Elsevier.)
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FIGURE 8.9 The time profiles of the solar absorber outlet temperature (7} s, ) in the worst-
case scenario of structure II (q),,,,., = 1.04). (Reprinted from Journal of the Taiwan Institute
of Chemical Engineers, Wu, R.S., Chang, C.T., Development of mathematical programs for

evaluating dynamic and temporal flexibility indices based on KKT conditions. Copyright
2017 with permission from Elsevier.)
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FIGURE 8.10 The time profile of the water level in the distillate tank (hDT) in the worst-
case scenario for structure II (¢,,; =1.04). (Reprinted from Journal of the Taiwan Institute
of Chemical Engineers, Wu, R.S., Chang, C.T., Development of mathematical programs for

evaluating dynamic and temporal flexibility indices based on KKT conditions. Copyright
2017 with permission from Elsevier.)
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e In Case 6 (¢,,; =1.25) and Case 7 (0., =1.34), the selected solar absorbers
are larger than those used in the previous cases. Because more water is
produced in structure II but the size of the distillate tank remains the same
in either Case 6 or Case 7, the resulting flexibility index becomes much
lower than that achieved in Case 5. Note that FI; =0 for structure I in
Case 5 and for structure II in Case 7. Thus, any further increase in the
utilization ratio in both cases inevitably renders the corresponding configu-
ration infeasible.

By plotting the dynamic flexibility indices of structures I and II at various values
of the asymptotic energy utilization ratio, one can construct Figure 8.11 and identify
five regions (A to E) as shown. In regions A and B are designs indicating that the
thermal storage tank is useless for enhancing flexibility. Thus, its budget can be
eliminated completely. On the other hand, the thermal storage tank should be helpful
in raising FI, to a larger-than-1 value in regions C and D and making the resulting
designs more flexible than structure I. Finally, designs in region E should be avoided
because they are inflexible and the most expensive.

Thus, with sufficient funds, one can certainly choose the designs in regions B, C,
and D to achieve the desired flexibility target. Otherwise, by relaxing the stringent
criterion of FI; >1 the designs in region A can probably be selected after rigorous
temporal flexibility analyses. Figure 8.12 shows the values of FI, in region A, and
clearly structure I with ¢,,; > 0.79 should be a good candidate.
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FIGURE 8.11 Dynamic flexibility indices of various system sizes.
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FIGURE 8.12 Temporal flexibility indices of structure I in Region A.

8.5 CONCLUDING REMARKS

As previously mentioned, the ability of a system to maintain feasible operation
despite unexpected disturbances is referred to as its operational flexibility. A sys-
tematic SMDDS design strategy is thus developed in this work through flexibility
analysis. Given a system configuration, all units can be appropriately sized to achieve
a target degree of flexibility. Given a fixed SMDDS design, additional enhance-
ment measures can be identified according to the active constraints embedded in
the optimum solution of the flexibility index model. These measures for further
refinements include modifications in unit sizes and/or system structure. Finally, the
optimization and simulation results obtained in case studies show that the proposed
approach is convenient and effective for addressing various operational issues in
SMDDS design.
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9 Flexible Designs of
Hybrid Power Generation
Systems for Standalone
Applications

9.1 BACKGROUND

Renewable energy sources have been attracting strong interest in recent years and
gained unprecedented importance after the COP 21 conference in Paris as viable
alternatives to fossil fuels for power generation. Among the various technological
options, those driven by sunlight, wind, and hydrogen appear to be mature enough
for practical applications. The pros and cons of these different power-generating
methods are briefly summarized in the sequel:

e The photovoltaic (PV) modules are capable of converting both direct and
scattered sunlight into electricity. Although solar energy is inexhaustible
and the power generation process is carbon free, it is widely recognized that
the PV generator alone is not suitable for off-grid applications due to the
intermittent and uncertain nature of sunlight irradiation. One way to over-
come this problem is to complement it with at least one additional source
(Sadri and Hooshmand, 2012).

* A wind turbine (WT) draws upon the force of moving air to generate
electricity by rotating the propeller-like blades around a rotor. An electric
network can certainly make use of the power produced by WT modules
(Wang and Nehrir, 2008). Whether the demand is short term or long term,
wind alone cannot provide power continuously due to its random speed and
direction. However, if used in conjunction with other energy sources, it can
offer economic benefits.

e The fuel cell (FC) is a quiet, responsive, and well-tested alternative for
backup power (Hwang et al., 2008). However, the continuous runtime of an
FC unit is often constrained by the onsite storage capacity of hydrogen. For
sites with relatively low power loads and short outages lasting from hours to
days, the fuel cell can be an ideal candidate.

It should also be noted that the operability of a PV or WT module can be greatly
enhanced if it is augmented with batteries (Sadri and Hooshmand, 2012). However,

177
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it is only an acceptable choice for short-duration backup support due to the need
for frequent replacement (Saathoff, 2016). The U.S. Department of Energy also
suggested that a combination of more than one type of power-generating tech-
nology should, in principle, outperform any single-source system because their
outputs peak at different times during the day and, therefore, the hybrid systems
are more likely to produce power on demand (Schoenung, 2011). Based on these
considerations, one can see that there is clearly a strong incentive to develop a
systematic approach to producing practically feasible hybrid power solutions that
incorporate all aforementioned power generation and energy storage options for
off-grid applications.

Although numerous studies on the modeling, design, and optimization of photo-
voltaic—fuel cell-wind turbine (PVFCWT) systems have already been carried out
in recent years—for example, see Banos et al. (2011), Li et al. (2009), and Zhou
et al. (2010)—most of them ignored the important issues related to operational flex-
ibility. Bajpai and Dash (2012) comprehensively reviewed studies concerning the
hybrid systems for standalone applications, but none provided procedures that can
accurately analyze their operational performance. Although incorporation of a large
enough battery may smooth the power generation operation, it is still necessary to
optimally allocate the capacities of various units in a hybrid system so as to avoid
overdesign. For this purpose, the operational flexibility of any given system must be
evaluated rigorously with one or more quantitative measures. It is worth noting that
Erdinc and Uzunoglu (2012) have done a thorough review of the optimum design of
hybrid renewable energy systems. A detailed analysis of different optimum sizing
approaches was provided, but most, if not all, of the approaches do not take into
account system flexibility.

Traditionally, the term flexibility is defined as the ability of a system to main-
tain feasible operation despite unexpected disturbances. Various approaches have
been proposed to devise a metric to facilitate flexibility analysis (Adi and Chang,
2011; Bansal et al., 2000, 2002; Floudas et al., 2001; Grossmann and Floudas,
1987; Grossmann and Halemane, 1982; Halemane and Grossmann, 1983; Lima
and Georgakis, 2008; Lima et al., 2010a, b; Malcolm et al., 2007; Ostrovski et al.,
2002; Ostrovsky et al., 2000; Swaney and Grossmann, 1985a, b; Varvarezos et al.,
1995; Volin and Ostrovskii, 2002). The original steady-state flexibility index (FI,)
was first defined by Swaney and Grossmann (1985a, b) for use as an unambigu-
ous gauge of the feasible region in the uncertain parameter space. Specifically, the
value of FI, is associated with the maximum allowable deviations of the uncertain
parameters from their nominal values, by which feasible operation can be assured
with proper manipulation of the control variables. Because the steady-state material
and energy balances are used as the equality constraints in this optimization prob-
lem (Grossmann and Floudas, 1987; Ostrovski et al., 2002; Ostrovsky et al., 2000;
Swaney and Grossmann, 1985a, b; Varvarezos et al., 1995; Volin and Ostrovskii,
2002), the traditional steady-state flexibility index should be regarded as a perfor-
mance measure of the continuous processes (Petracci et al., 1996; Pistikopoulos and
Grossmann, 1988a, b, 1989a, b).
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As indicated by Dimitriadis and Pistikopoulos (1995), the operational flexibility
of a dynamic system should be evaluated differently. By adopting a system of dif-
ferential algebraic equations (DAEs) as the model constraints, they developed a
mathematical programming formulation for computing the dynamic flexibility index
(FI,). In addition, although the unexpected fluctuations in some process parameters
may render an ill-designed system inoperable at certain instances, their cumula-
tive effects can result in serious consequences as well. In a prior study, Adi and
Chang (2013) developed a generic mathematical program to compute the temporal
flexibility index (F1,) for quantifying the system’s ability to buffer the accumulated
changes in uncertain parameters. Further work by Kuo and Chang (2016) reveals its
important role in design. Specifically, FI, could be used by the decision maker as a
complementary criterion when FI, is lower than the target value of 1. Because the
sunlight irradiation, wind speed and direction, and hydrogen supply may all vary
continuously with time and a PVFCWT system usually utilizes the battery units for
storing the excess energy, both FI,; and FI; may have to be computed to facilitate
rigorous flexibility analyses.

In the previous work, Adi and Chang (2015) used only the temporal flexibility
index to evaluate simple PVFC hybrid systems. More comprehensive studies are
therefore needed to extend this approach further to design the PVFCWT hybrid sys-
tems by both dynamic and temporal flexibility indices. Also, because some well-
developed software modules are readily available for simulating the realistic PV, FC,
and battery units, a systematic optimization strategy has thus been developed in this
work to integrate these existing codes for computing FI; and FI,. This simulation-
based flexibility evaluation strategy is tested in a practical application for planning
and designing the standalone hybrid power systems at the Annan campus of National
Cheng Kung University in Tainan, Taiwan.

9.2 UNIT MODELS

As shown in Figure 9.1, four building blocks have been considered in the conven-
tional analysis, that is, solar cell, wind turbine, polymer electrolyte membrane
(PEM) fuel cell, and battery (Saathoff, 2016). The incorporation of the photovoltaic
and/or wind modules is obviously designed to take advantage of the “free” energies
as much as possible. During daylight hours, the load may be supported primarily
by the former component, and as the wind blows, additional energy can be further
extracted with the latter. For reliable power generation, these two modules should
be complemented with batteries and perhaps also a fuel cell. If the power generated
by the wind and solar energies exceeds the load, the excess current can be diverted
toward the batteries and subsequently stored for later use. On the other hand, because
the fuel cell is a more stable source, incorporation of such a unit minimizes the
deep level of battery discharge and thus allows the hybrid system to function for a
much longer period. Finally, it may also be necessary to include two more units in
the proposed hybrid system to secure economical and reliable hydrogen supplies. A
hydrogen storage facility is needed if only external sources are allowed, whereas an
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FIGURE 9.1 PV/FC/WT power generation system (From Saathoff, S., 2016. Hybrid power
is the new green, OSP Magazine).

additional water electrolyzer should be considered to facilitate full recovery of the

excess solar/wind energy.
The mathematical models and the corresponding simulation codes of those

six units are briefly described next.

9.2.1 PHotovortaic CeLL

Let us roughly represent the essential characteristics at the terminals of practical
arrays of interconnected PV cells as follows:

Vpv + Ryl py )_ 1] _ Vpy + Ryl py ©.1)

Via R,

Ipy =1y, _Io[exp(

where Ipy and Vpy are the current (A) and voltage (V) of the PV module; 7,, and
I, are the photovoltaic and saturation currents (A), respectively; V, = NkT/q is
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the thermal voltage (V) of the array with N; cells connected in series; R; is the
equivalent series resistance (Q); R, is the equivalent parallel resistance (Q); and a
is the diode ideality constant. Because the detailed model formulation has already
been presented elsewhere (Villalva et al., 2009), it is omitted here for the sake of
conciseness. In fact, several well-developed computer programs and accurate, ready-
to-use circuit models are already available for download at http:/sites.google.com/
site/mvillalva/pvmodel.

9.2.2 PEM FurL CeLL

The numerical simulation codes of the PEM fuel cell stacks according to the existing
unit model (Wu et al., 2013) have also been developed. With an empirical formula
(Khan and Igbal, 2009; Wu et al., 2009), the following equation facilitates calcula-
tion of the output voltage of a single cell (Vy():

VFC =E- Vacr - Vohm (92)

In an operating fuel cell, the actual voltage V- should be lower than its open-
circuit voltage E due to various irreversible mechanisms that result in the activation
overvoltage V,, and the ohmic overvoltage V,,,.

Note that the Nernst equation results in an expression of the open circuit cell
potential E, that is,

E=1229-85x107(Tpc —298.15)+ R2T;C

In(Py, P)”) 9.3)

where R denotes the gas constant whose value is 8.314 JK'mol™; Py, is the
partial pressure of hydrogen (atm); P, is the partial pressure of oxygen (atm);
F is the Faraday’s constant (=9.648x10* C/mol); and Ty is the fuel cell
temperature (K).

By introducing the effects of double-layer capacitance charging at the electrode—
electrolyte interface with a first-order dynamic, the following differential equation
describes the activation overvoltage V,,,:

jrc qrc
d‘/act =d7+ d ‘/acl (94)
dt Ca  EuCa

where 17 is the fuel cell current density in Alem?; Cy is the double-layer capaci-
tance (F); and E,, is the activation drop (V) defined by

E.i =B1+B2Trc +B3Trc In C, + ByTrc In Ipc 9.5)

Moreover, the parametric coefficients Bi — B4+ can be determined as follows:


http://sites.google.com/site/mvillalva/pvmodel
http://sites.google.com/site/mvillalva/pvmodel
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B, =—0.948
B, =-0.00286+ 0.0002 In Az¢ +4.3x 107 In Cy, 9.6)
B;=7.6x107°
By =-1.93x10""
and
Co, =1.97x107 Py, exp(498)
TFC

.7
S 77
CH2 =9.174x10 PH2 exp —T—

FC

where Apc is the effective fuel area (cm?); Co, is the oxygen concentration at the
cathode/membrane interface (mol/m?); and Cy, is the hydrogen concentration at the
cathode/membrane interface (mol/m?).

The ohmic overvoltage V,, is

l
Voim = ALVMI FC 9.8

FC

where /), is the membrane thickness (cm) and ry, is the membrane resistivity (),
that is,

2 25
1403 j‘” +0.062(%) (i‘”‘f)
ry =181.6 Fe Fe

[11.866—3%)exp(4.18wj

(9.9)
FC FC

Based on the ideal gas law and the principle of mole conservation, the partial
pressures of hydrogen (Py,) and oxygen (F,,) associated with reactant flow rates at
the anode and cathode, along with the cell current, can be characterized, respec-
tively, as follows:

de2 RTFC |: 15 :l
= Fry = Kanode - in )~ I (910)
dr V.o H d (sz PH,, ) F FC
dez RTFC I: 75 :l
22 = T F = Keathode - -—=1 .11
d Vo 0, thod (Po; pBPR) F e

where V0 and V.umse denote the volumes of anode and cathode (m?), respectively;
Fy, and Fp, denote the molar flow rates (kmol/h) of hydrogen and oxygen, respec-
tively; kymode (= 6.5x1072 mol/s-atm) and Keupoqe (= 6.5 % 107> mol/s - atm) represent
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FIGURE 9.2 Model structure for PEM fuel cell.

the flow constants of anode and cathode, respectively; and Pgpy is the cell back pres-
sure (=1 atm).

Note that two pressure regulators with fixed parameters (i.e., kuuoqe a0d keanode)
are added to manipulate the outlet hydrogen flow at the anode and the outlet oxygen
flow at the cathode. Moreover, the voltage V. (V) and power P, (W) of the stack
are given by

Vstack = 3O‘/FC
Prc = Ve re

9.12)

These formulations have been adopted in this work to build a Simulink® code
(see Figure 9.2) to simulate a PEMFC stack under the assumptions that the mod-
ule is isothermal and its performance is only affected by the inlet flow rate of
hydrogen (Fy,).

9.2.3 WIND TURBINE

Dixon and Hall (2014) developed a generic model of the wind turbine, and they sug-
gested that three design factors be considered:

1. Cut-in wind speed (v.,_i»): This is the lowest acceptable wind speed at
which the turbine can deliver useful power. The value of v.,_;, is usually
between 3 and 4 m/s.

2. Cut-out wind speed (Voy—ou): This is the maximum wind speed at which
the turbine can operate safely. Such an upper bound is usually set accord-
ing to the highest tolerable stresses of turbine components. When reaching
this limit, the control system activates the braking system to bring the rotor
to rest.
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3. Rated output power (P.,.,) and wind speed (v,..q): The electrical power
output increases rapidly with wind speed, usually between 14 and 17m/s. At
higher wind speeds, the power output remains constant at the rated value by
the control system, making adjustment of the blade angles.

Notice first that the kinetic power Pyr (W) available in the wind is
1 3
Pyr = Epsz 9.13)

where p is the air density (kg/m®); A, is the disc area (m?); and v is the velocity
upstream of the disc (m/s). To mimic the cut-in and cut-out control in the wind tur-
bine, the following logic constraints are imposed:

0 V(t) < Veut—in O V(t) 2 Veut-out

PWT(t) = PWT Veur-in < V([) < Viated
9.14)

Prated Vyated < V([) < Veur—out

where P, Veur—ins a0d Ve oy are determined by the wind turbine supplier. The total
power Pyrow (W) when there are n turbines operating is

Pytiorar = 1 X Pyr(t) 9.15)

Simulink® code is then built according to the previous model formulations for
evaluating the power output of a wind turbine (see Figure 9.3).

Wind speed Result —

Wind speed sort logic
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0
0 - g
Lower than cut-in speed \
1

i o o « —(D
. EIDd Between cut-in and rated speed g W ; -
Wind speed (m) Kinetic power of wind . Total power (w)
) Multiply
[ > —
Between rated and cut-out speed
Rated speed
Number of WT'
[] <
0 q
Higher than cut-out speed
Zero
Multiport
switch

FIGURE 9.3 Model structure for a wind turbine.
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9.2.4 ALKALINE ELECTROLYZER

An existing mathematical model of the alkaline electrolyzer (Ulleberg et al., 2010) is
adopted here. The empirical current—voltage (I — U) relationships are used to model
the electrode kinetics of an electrolyzer. In electrolysis, the operating cell voltage is
the aggregate of reversible overvoltage, activation overvoltage, and ohmic overvolt-
age. Thus, the operating cell voltage is equal to:

‘/cell = ‘/rev + Vact + ‘/ahm (916)

Taking account of temperature dependency for activation and ohmic overvoltage,
the empirical current-voltage (I — U) can be expressed as:

V=Vw+smLL(ﬁ+Z;+TZJ+%+;LM+QE”) 9.17)
where Ty denotes the cell temperature (°C); Az denotes the area of the electrode
(m?); I denotes the electrical current flow through the cell; s (= 0.185 V), f, (= —0.1804
A™'m?), 1, (=18 A™"'m?°C), and t; (=—0.1804 A™'m?*°C?) are the coefficients for
activation overvoltage on electrodes; and r; (= 8.05 X 107° Qm? Yandr, (= —2.5%1077
Qm?>°C™) are the coefficients for the ohmic resistance of the electrolyte.

Based on Faraday’s law, the production of hydrogen is affected by the electrical
current in the external circuit. Moreover, the theoretical amount of the total hydro-
gen production rate in the electrolyzer should be multiplied by the Faraday efficiency
to gain the actual amount of the hydrogen production rate. The equation for the
operation is

n.d
ZF

AH, =1 9.18)

where n, represents the number of cells in series; Z denotes the electrons exchanged
during the electrolysis process; and F denotes the Faraday constant. The Faraday
efficiency (nr) is caused by parasitic current losses in which it will increase due to
the decrease in current densities. Because resistance decreases as temperature rises,
the net effect is a lowered Faraday efficiency due to an increased parasitic current
loss. This phenomenon can be described as follows:

(2
M= 9.19)
(%)
where f; (= 250 mA*cm™) and f, (= 0.98) are Faraday efficiency parameters.

A Simulink® code can also be built using these model formulations to evaluate
the hydrogen production rate of the alkaline electrolyzer (see Figure 9.4).
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FIGURE 9.4 Model structure for alkaline electrolyzer.

9.2.5 HYDROGEN STORAGE TANK

The high-pressure hydrogen storage tank is modeled by the ideal gas law. The pres-
sure change in the tank can be expressed as:

Py = Rt (9.20)

‘/tank

where R (=8.314x107* L bar K™ mol™) is the ideal gas constant; 7, is the tem-
perature of the hydrogen gas (K); and » is the amount of hydrogen (mol). This model
assumes that the atoms in an ideal gas behave as rigid spheres and the collisions are
perfectly elastic. Also, there are no intermolecular attractive forces between mol-
ecules. In an ideal gas, all the internal energy is present in the form of kinetic energy,
and the change of internal energy is accompanied by a temperature change.

A Simulink® block can be built with the previous formulations to describe the
pressure variation in the storage tank (see Figure 9.5).

9.2.6 BATTERY

The discharge model of the Li-ion battery in MATLAB (MathWorks, 2016) accu-
rately depicts the voltage dynamics when the current varies. The expression of
battery voltage is:
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FIGURE 9.5 Model structure for the hydrogen storage tank.

Viar = Eo = Vyor it = Rill oy + Aexp(=B-it) — Ryl pan 9.21)

where V,,, denotes the battery voltage (V); E, is a reference constant (V);
Voot = Ky 0 — is the polarization voltage (V); R, = K 0 -

O—it Q-—it
resistance (Q); Ky (Q) and K (Q) denote the polarization voltage and resistance
constants, respectively; Q is the battery capacity (A h); A is the exponential zone
amplitude (V); B is the inverse of the zone time constant (A); R, is the internal resis-
tance (Q); I,,,; denotes the battery current; I, denotes the filtered current, which

is the polarization

was determined using the first-order low-pass filter; and it = JI »andt TEprEsents the
actual battery charge or
ﬂ = Tpan (9.22)
dt
On the other hand, note that the voltage increases rapidly when the Li-ion batteries
reach the full charge. A polarization resistance term can model this phenomenon. In
the charge mode, the polarization resistance increases until the battery is almost full
(it = 0). Above this point, the polarization resistance should rise abruptly. Instead of
the polarization resistance in the aforementioned discharge model (i.e., see Equation
9.21), this resistance should be

Rpol =Ky % (923)

Note that as it — 0, it clearly should approach infinity. However, this is not exactly
the case in practice. Experimental results have shown that the contribution of the
polarization resistance shifts about 10% of the capacity of the battery. In the charg-
ing model, instead of the last term on the right side of Equation 9.21, the polarization
resistance should be

Rpol,charge = KR ﬁ (924)
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More specifically, the charging model used in the present study is
Vban = EO - Vpol it - Rilbatt + AeXP(_B : lt) - Rpol,chargeI;att (925)

The corresponding state of charge (SOC) is

S0C = 100(1—itJ (9.26)
0

In the following case studies, the simulation code for the Li-ion battery is taken
from the Simulink® model library. For further understanding, the model structure
and parameter settings can be found at http:/www.mathworks.com/help/physmod/
sps/powersys/ref/battery.html. Let us also assume that the battery connects directly
to a DC bus to store excess power during the daytime and provides electricity at night
when there is a shortage.

9.3 SIMULATION-BASED VERTEX METHOD

Although other alternative numerical strategies (such as the time-dependent version
of the active set method described in the previous chapters) may be utilized as well,
a simulation-based optimization method has been adopted here to compute the flex-
ibility indices. There are several advantages in taking such an approach. First of all,
to relieve the heavy computation load caused by the overwhelmingly large number
of possible candidate solutions in applying the conventional vertex method, some
effective heuristics can be easily incorporated into the search procedure to promote
convergence. This computation strategy is also believed to be especially attractive
in assessing the operational flexibility of a complex process in which a large variety
of different units are integrated to achieve a common objective. By incorporating
the independently developed and individually modularized simulation codes for all
embedded components into a generalized framework, any system configuration can
be analyzed and evaluated efficiently.

9.3.1  VERTEX SELECTION HEURISTICS

The dynamic version of the traditional vertex method can be formulated as the two-
level optimization problem described in section 4.2.2, that is,

FI, = min max &, 9.27)
k z(1),x(1)

subject to Equations 4.1 and 4.2 and the following constraint in a functional space
formed by all possible time profiles of 9(z):

0(r)=0(1)= 0" (1) + 8,4 0 (1) (9.28)

where A®*(f) denotes a vector pointing from the nominal point 6" (¢) toward the k™
vertex (k = 1,2,3,...,2N” and N, is the number of uncertain parameters) at time t.


http://www.mathworks.com/help/physmod/sps/powersys/ref/battery.html
http://www.mathworks.com/help/physmod/sps/powersys/ref/battery.html
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Note that each element in vector A®*(#) should be obtained from the corresponding
entry in either —A87(¢) or A@*(¢). Because the total number of vertices increases
exponentially with the number of uncertain parameters, there is a need to reduce at
least some of the search effort. For this purpose, the physical insights of the given
system may be utilized to facilitate elimination of a portion of vertices. Intuitively
speaking, the critical deviations in uncertain parameters from their nominal lev-
els should drive the system toward one or more boundaries of the feasible region.
These critical deviations can only be determined on a case-by-case basis in particu-
lar applications.

On the other hand, the vertex directions of a hypercube defined by Equation 5.5
can be expressed mathematically as

O(H)=§,A 6F (9.29)

where A®" denotes a vector pointing from the origin (i.e., the nominal point) in the

N ,-dimensional Euclidean space toward the k" vertex, and each element in A®* must

be the same as the corresponding entry in either —A@®~ or A@". From the definition of
H

O(H) | = J[B(T) -ov (T)]d‘c , it is clear that every vertex can be reached with an
0

infinite number of time profiles that are constrained by Equation 5.4. Therefore, to
be able to implement the temporal version of the extended vertex method in realistic
applications, it is obviously necessary to reduce the search space to a manageable
size. It has been found that in addition to Equation 5.4, an extra heuristic should
be adopted in computing FI, to further constrain the candidate time profiles of the
uncertain parameters for use in Equation 5.5, that is,

~ « A} (1), ifO<ty <t<t}<H
A8 (r13,17) = O (15,17 )~ 61 (1) = v Y 9:30)
0 , if0<t<tyort;<t<H

where n=1,2,...,N,; k=1,2,3,...,2"; 8)(¢) is the n™ element of vector " (¢)
defined in Equation 5.5 and A8} (¢) in time interval [t(')’,t}] represents the n™ ele-
ment of a vector pointing from the nominal point 8" (¢) toward the k™ vertex of the
functional hypercube defined by Equation 5.5. More specifically, the position of this
vertex can be expressed as

0(t)=0(t)=0"(+A 0"(t)

where

A

0(r)

[éf(t;t(l),t}-) 0 (nig.r) - éjkvp(t;t(’,vp,t_;v")f (9.31)

ov(=[6r() e - o (]
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A~ A A A T
AB* (1) = [Ae{‘ (nthory) A85(£5.e7) - ABK, (51”1} )}

As mentioned previously, A8 (¢) can be viewed as a vector in the functional
space of 0(t), which starts from the nominal point 8" (¢) and ends at the k™ vertex

only in time interval [té’ ,t}] and, in addition, each element of AG* (z) should be
obtained from the corresponding entry in either —A@ (¢) or A@" (¢). Notice also that
as clearly indicated in Equation 9.31, the allowed deviation in each uncertain param-
eter may begin and terminate at instances that are not the same as those of the other
parameters. Thus, FI, can, in principle, be determined as follows:

FI, = min max 6, (9.32)
k  z(t),x(t)

subject to Equations 4.1 through 4.3 and 9.29 through 9.31.

Finally, although the justification for these heuristics is derived from an intui-
tive belief—that is, the most severe disturbance a realistic process can withstand is
usually the one with the largest possible magnitude in the shortest period of time—
its validity has been verified by numerically simulating the worst-case scenarios
in extensive case studies and by solving the same problems independently with the
extended active set method.

9.3.2 SIMULATION-BASED ALGORITHM FOR COMPUTING DYNAMIC
FLexiBILITY INDICES

The dynamic flexibility index is determined by Equations 4.1, 4.2, 9.27, and 9.28.
In the proposed computation procedure, the bisection strategy is utilized to search
for the maximum value of §, under the constraint of Equations 4.1, 4.2, and 9.28.
The detailed solution algorithm can be illustrated with the flowchart in Figure 9.6.
Notice that there are three components in this computation procedure:

1. The maximum §, corresponding to every candidate vertex should be com-
puted, and the dynamic flexibility index is the smallest among them.

2. Before starting the bisection search, the initial range of §, that is,
[5?“,83‘” ], should be fixed a priori. 8§ is usually set at 0, whereas 8§
may assume the value of 3 just to save the computation time (a larger
value can be chosen if a higher flexibility is anticipated). At iteration nitr,
the midpoint of [5;’}1‘;‘, fl‘};“,"] is adopted for generating the maximum and/
or minimum uncertain parameter profiles. If the postulated profiles fail
the feasibility check after simlation, set the current 3" as the new upper
bound &, ;. Otherwise, replace the lower bound with the current &,
that is, set it to be 3. If §, is indeed present in the initial interval
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FIGURE 9.6 Optimization algorithm for computing the dynamic flexibility index.

[ oS5 ], the termination criterion after nstep iterations can obviously
be expressed as
Bnax _ Sanin
2nitr
3. This step performs the feasibility check according to Equation 4.2.
Specifically, the system behavior is simulated according to Equations 4.1
and 9.28 and a given value of &*.

<e (9.33)

9.3.3 SIMULATION-BASED ALGORITHM FOR COMPUTING
TempoRAL FLEXIBILITY INDICES

As mentioned previously, the temporal flexibility index can be determined by
Equations 4.1 through 4.3 and 9.29 through 9.32. There are three groups of decision
variables in this problem, respectively, characterizing the vertex direction A®*, the
scalar variable §*, and the initial and final times of each parameter deviation, that is,
t; and ¢} in Equation 9.30. Given a vertex direction A®", the subgoal of optimization
is to find the largest feasible §* in all possible scenarios defined by Equation 9.30.
The genetic algorithm (GA) is chosen here to search for the optimal f5s, whereas the
bisection strategy is used to identify the maximum value of §* according to a set of
given initial times. Note that it is only necessary to consider the candidate vertices
(which are selected heuristically), and the smallest objective value should be chosen
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as FI,. Figure 9.7 shows the corresponding flowchart. Notice that there are also three
components in this procedure:

1. For a candidate vertex, the evolution procedure of the GA starts with a
group of initial solution candidates. To calculate the temporal flexibility
index, each chromosome is made up of an array of starting times defined by
Equation 9.30, that is, f5 and n=1,2,...,N,. The chosen population size is
80, and each chromosome is made of three random integer numbers between
0 and 240, which represent the three initial disturbance times in multiples
of 0.1 hour. The fitness measure is the value of §, determined according
to Equation 9.32 (which can be implemented via a bisection search), and a
portion of the population is then selected with the roulette wheel. The next
step creates a random binary array to perform crossover between two chro-
mosomes. For example, if the two selected parents are

parentlZ[ wox 'y z ] 9.34)

parent2:[a b ¢ d:l

and the random binary array is [1 0 1 1], the resulting chromosomes should
be [w by z]. The mutation step adds a random number taken from a Gaussian
distribution with a mean 0 to each parent. The evolution process is stopped
either after 20 generations or when the average relative change in the best
fitness value is smaller than 0.003. Finally, notice that it is necessary to
check the candidate vertices exhaustively.

2. With the given initial disturbance times (#;s), the bisection search is used
to identify the largest §* that satisfies all inequality constraints defined in
Equations 4.2 and 5.5. First, select an initial interval [ 3‘“,53“"] that con-
tains §,. The methods to set dmin §max and the termination condition are
the same as those for computing the dynamic flexibility. However, the algo-
rithm applies the midpoint of [8?",82‘“] into Equation 9.29 to define the
amount of accumulated deviation. The next step is to check if one or more
inequality constraints become invalid. If yes, the current midpoint should
replace 8. If otherwise, the current midpoint should replace &;"™".

3. After fixing the initial disturbance times #; and 8", time profiles of uncer-
tain parameters 8" (#) can be determined by Equations 9.29 through 9.31.
The Simulink® codes mentioned previously in Section 2 then start to simu-

late the hybrid power system. As soon as the simulation time reaches #y, the
n" uncertain parameter changes to 6% (¢)+ A% (). When the accumulated
deviation of the n™ uncertain parameter reaches 8*A®f, the n™ uncer-

tain parameter changes back to 0} (¢). Finally, the feasibility test of each
inequality constraint is required after completing the simulation run.
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FIGURE 9.7 Optimization algorithm for computing the temporal flexibility index.

9.3.4 A BENCHMARK EXAMPLE

To better illustrate the proposed simulation-based optimization strategies, let us
revisit the simple buffer vessel described previously in Section 4.3 (see Figure 4.3).
As mentioned before, the dynamic model of this system can be formulated as follows:

Atank % = e(t)_ k\/ﬁ

(9.35)

In this model, & stands for the height of the liquid level (m); O denotes the
feed flow rate (m’min™"); A« (5m?) is the cross-section area of the tank; and k
(= /5/10 m**min™") is a proportional constant. A Simulink® code has been built
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from the model formulations to simulate the dynamic behavior of this buffer system
(see Figure 9.8). Specifically, this code integrates the difference between input and
output flow rates to determine the transient variations of liquid volume and level. For
illustration purposes, the following assumptions are adopted:

e The height of the tank is 10 m and the minimum required liquid level is 1 m.

e The time horizon is between 0 and 800 (i.e., 0 <t <800).

e The feed flow rate is the only uncertain parameter in this example, and its
nominal and anticipated positive and negative deviation profiles are shown
in Figure 9.9.

¢ The maximum accumulated positive and negative deviations in the feed are
chosen to be 20 m* (A@™ = A®* = 20).

* The initial height of the liquid level is 5 m.

For the simulation-based flexibility analyses, the equality constraint is Equation
9.35, and the inequality constraints should be written as

1<h(1)<10 9.36)
1
= 4{>—> »(1)
Flow in rate(m®/min) 5 | Volume High 7|£ Liquid level (m)
Integral 1/A (m™2)  Saturation

(prevent negative)

_1<_}47 Vu e

Flow out rate constant 5 qrt

Flow out rate

FIGURE 9.8 Model structure of the liquid buffer tank.
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FIGURE 9.9 Nominal feed rate and its upper and lower limits in a single period.
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Let us first try to identify the candidate vertices. Obviously, it can be expected
that the deviations in the feed flow rate may drive the liquid level toward the upper
or lower bounds. Numerical simulation results (see Figure 9.10) also confirmed these
predictions. Hence, both vertices should be taken into account in flexibility analyses.

To evaluate the dynamic flexibility index, it is necessary first to fix two algorithmic
parameters. The initial upper bound 85™ is set to be 3, whereas the termination upper
bound € is 0.001. The resulting dynamic flexibility index was found to be 0.3636.

The corresponding simulation results in Figure 9.11 show that at 8, = 0.3636, the
liquid level always satisfies the constraints in Equation 9.36 and just touches the
lower limit at 600 min. Thus, the tank system can withstand any uncertain feed
rate profile by reducing the permissible range of the uncertain parameter, that is,

0" (1) 0.3636x AO (1) <0(1) < 0" (1)+0.3636 x AO* (1) (9.37)

where 0" (¢), A®™(¢) and A" (¢) are defined in Figure 9.9.

To calculate the temporal flexibility index, it is also necessary to fix two algo-
rithmic parameters first. The initial 85 is set to be 2 to reduce the calculation time,
and the evolution process of the GA is terminated either after 20 generations or the
average relative change in the best fitness value is smaller than 0.003. The proposed
optimization runs were repeated three times according to the algorithm given in
Figure 9.7. Starting with 480 sets of initial disturbance times, each run took six
generations to reach the terminal condition, and the average computation time is
234.1 seconds on an Intel® Core(TM) i7-4790 CPU @ 3.60 GHz. The temporal
flexibility index was found to be 0.1836 for which the disturbance exists in the time
interval between 562.0 and 598.7 minutes. One can observe from the simulation
results in Figure 9.12 that as the feed rate drops to its minimum level at 562 minutes
and stays at that level until the instance when the feed decrease results in an accu-
mulated shortage of 3.672 (= 20 x 0.1836) m”, the liquid level just touches the lower
limit of 1 m.

12
11

—_
[«

Liquid level (m)
SO~ N W o ® O
—

0 200 400 600 800

Time (min)

FIGURE 9.10 Liquid level response to flow rate at upper limit and lower limit.
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FIGURE 9.12 Simulation results of the worst-case scenarios (FI, =0.1836, A =5m?
ty =562 min, t; = 598.7 min).

TABLE 9.1
Computation Times of Two Alternative Vertex Methods
Dynamic Flexibility Index Temporal Flexibility Index
Simulation- Extended Simulation-
Extended
based vertex vertex based vertex 4 thod
method method method vertex metho

Time consumed

0.93 0.91 234.1 394
(s)

In Table 9.1, the computation performance of the current method is compared
with that of the vertex method developed by Kuo and Chang (2016). Note that
although the proposed strategy does not have a significant improvement in accu-
racy, a reduction of 40% computation time for the temporal flexibility index can be
achieved due to the use of vertex selection heuristics and the GA.
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Based on these dynamic and temporal flexibility indices, one could conclude
that the buffer tank is not well designed to withstand the anticipated uncertain dis-
turbances. The design targets FI; =1 and FI, =1 can be achieved by enlarging the
cross-sectional area of the buffer tank to 8.25 m? and 7.02 m?, respectively. This
difference is due primarily to their different definitions. The former considers the
long-term disturbances throughout the entire horizon, whereas the latter cares only
about the accumulated effects of temporary disturbances.

9.4 CASE STUDIES

The case studies presented here are used to demonstrate the important roles of flex-
ibility analyses in evaluating the operational performance of a given hybrid power
system for standalone applications. To fix the ideas, let us consider the preliminary
designs aimed at providing uninterrupted power for the Annan campus of National
Cheng Kung University in Tainan, Taiwan. The optimal system configurations are
determined primarily by minimizing the total annual cost (TAC,y..,) under the con-
dition that FI ; =1and/or FI, =1.

9.4.1 MoDEL PARAMETERS

Let us consider a simplified schematic of the hybrid power plant in Figure 9.13. To
facilitate flexibility analyses, the unit models have been established according to
the published literature and vendor’s manuals. The model parameters of PV and
fuel cells have been taken, respectively, from the datasheet of BP Solar’s MSX
60 and from Wu et al. (2013), where each unit was sized to be equivalent to the
7-kW Panasonic household model “ENE-FARM,” whereas those of wind turbine
have been adopted from the design specifications of Hi-VAWT’s DS-700 Vertical
Axis Wind Turbines. The battery parameters were extracted from the MATLAB/
Simulink Simscape block, and the size of each module was chosen to be that of a
10-kWh Tesla Powerwall manufactured by Tesla Motors. For simplicity, an ideal
DC-AC inverter is assumed to be available to provide the 60 Hz electricity, and the
efficiency is 100% (Chayawatto et al., 2009). It is also assumed that all components

Wind turbine

—» Electricity| / \v Photovoltaic Electricity load
\ //
> H, flux % @

DC bus T

External H, source -
cell

FIGURE 9.13  Simplified schematics of PV/FC/WT hybrid power generation system.
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are interconnected via an electrical bus and, thus, the charging/discharging behavior
of the battery can be described as follows:

Lo = Ipy + Ipc + Twr — Liemana (9.38)

The hydrogen feed rate was set to be a constant in this case at 0.07 kmol/h, and
a total of three uncertain parameters have been considered in the case studies: the
wind speed, solar irradiance, and power demand. The time profiles of solar irradi-
ance and wind speed at Annan are presented in Figures 9.14 and 9.15, respectively,
and the time profiles of 8" (¢), A®™(¢), and A" (¢) in Equation 4.3 can then be esti-
mated accordingly. On the other hand, the average daily power demand and its upper
and lower bounds on the Annan campus were estimated to be 719 kWh, 862.8 kWh,
and 575.2 kWh, respectively. The corresponding hourly power demands in a day
(see Figure 9.16) were established by assuming that these time profiles are all identi-
cal to that of a typical Taiwanese office building. The second and third columns of
Table 9.2 list the anticipated values of A®~ and A®* for each uncertain parameter,
respectively. By comparing this with the integral values of the deviations taken from
Figures 9.14 through 9.16, respectively, in the last two columns, one can observe that
the inequalities given in Equations 4.21 and 4.42 are satisfied.

9.4.2 DESIGN VARIABLES

As a design variable, the energy supply-to-demand ratio should be specified a priori,
that is,

_ Nominal daily energy supply

Tsp = . : (9.39)
Nominal daily energy demand
1200
1000
&
£ 800
2
g 600 —— Maximum
;% —— Normal
E 400 Minimum
200
0
0 3 6 9 12 15 18 21 24

Time (h)

FIGURE 9.14 Hourly sun irradiance profile of Annan campus of National Cheng Kung
University in Tainan, Taiwan.
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Its denominator can be computed by numerically integrating the power demand
profile in Figure 9.16 over a period of 24 hours, whereas the numerator is computed
according to the following formula:

Nominal daily energy supply =

N N ¥ ; (9.40)
12
10
z 8
£
o
Y 6 ——— Maximum
&
o —— Normal
b=t
5 4 Minimum
2
0

0 3 6 9 12 15 18 21 24
Time (h)

FIGURE 9.15 Hourly wind speed profile of Annan campus of National Cheng Kung
University in Tainan, Taiwan.
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FIGURE 9.16 Assumed hourly power consumption profile of Annan campus of National
Cheng Kung University in Tainan, Taiwan.
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TABLE 9.2
Accumulated Deviations of Three Uncertain Parameters in Case Studies
H H
AO* AO~ J AB" (T)dt J. AB (1)dt
0 0
Wind speed (m hr/s) 577 28.2 131.8 474
Solar irradiance (W hr/m?) 3879.1 4557.6 4877.8 4800.0
Power consumption (kWh) 1896.0 2575.5 2404.2 3265.9

where Epy,, Efc, and Ej; denote the nominal daily energy outputs from PV, FC,
and WT modules, respectively, and they can be determined by integrating the
nominal profiles of the output powers produced by the corresponding modules with
MATLAB/Simulink; Ej denotes the initial energy stored in the battery, which can
be viewed as a design specification; and Npy, Nrc, Nwr, and Ny denote the numbers
of corresponding modules.

The four corresponding energy ratios are as follows:

N
Epy X Npy

Tpy = B . 941)
Nominal daily energy supply
Efe XN
e = PO X ©42)
Nominal daily energy supply
N
oy =~ X N (9.43)
Nominal daily energy supply
N
. Ral\l 044)
Nominal daily energy supply
tpy +1pc +yr +1p =1 (9.45)

9.4.3 PERFORMANCE MEASURES

For the purpose of quantitatively evaluating the economic performance, the capital
cost of every component in the hybrid system was estimated according to litera-
ture data. Based on the unit cost reported in Amazon.com in 2015, a figure of $346
was adopted as the approximate cost of a BP Solar’s MSX 60 module. It was also
assumed that a 7.5 kW Panasonic household fuel cell (ENE-FARM) system could
be purchased at the price of $226,000 in 2015. The installation cost of a Hi-VAWT’s
DS-700 VAWT was set at $1000. Finally, a purchasing cost of $3,500 was used as
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the capital cost of a 10 kWh Tesla Powerwall of Tesla Motors in 2015. To calculate
the total annualized cost (TACjyy.n), an annual interest rate of 5% is adopted in this
study, and the lifetime of each component is set to be 5 years. The annualized capital
cost is determined as follows (Nelson et al., 2006):

i(1+i,)

AC i = Cipip
' "(1+i) -1

(9.46)

where AC,,; is the annualized capital cost of any unit in the hybrid power system;
Cin is the purchase cost of the same unit; i, is the interest rate; and / is the expected
lifetime. The total annual cost of a unit (TAC,,;;) can then be calculated as follows:

TACunit = ACunit + OCunit (947)

where OC,,; is the total annual operating and/or maintenance cost of the cor-
responding unit. Thus, the total annual cost of the hybrid power system can be
expressed as

TACygem = TACpy + TACkc + TACyr + TACy (9.48)

It was also assumed that hydrogen can be purchased and continuously delivered at
a cost of 1.25 $/kmol (Thomas et al., 1998), which should be included in the operat-
ing cost of the fuel cell, and the maintenance cost of the WT unit was set at 3% of its
capital cost (Nelson et al., 2006).

To identify the optimal system configuration, the values of FI, for rgp =2 were
determined by varying all the possible energy ratios of PV, FC, WT, and battery
modules according to the same initial SOC for the battery bank (50%). As men-
tioned before, a F1, value of 1 is targeted to ensure feasible operation throughout
the entire time horizon under the expected uncertain disturbances. This target
surface is given in Figure 9.17, and the colors on surface map different TACj,em S
The numbers of PV, FC, WT, and battery modules in each configuration on the
target surface, the corresponding energy ratios, and TACj., are all listed in
Table 9.3.

It can be observed from Table 9.3 that, due to the stable power supply of the fuel
cell, the FC energy ratio is often quite large in the cheaper designs. On the other
hand, the PV and WT modules are not really in demand, as their energy supplies
cannot be confirmed (see Figures 9.14 and 9.15). To achieve the flexibility target, a
large number of PV units are usually needed so as to keep the minimum achievable
power output at a high enough level. Notice also that if required in a feasible con-
figuration, the number of WT modules tends to be quite large. This is because the
wind speed on the Annan campus is often too low to generate power economically
(Figure 9.15). Consequently, the hybrid system with the lowest TACj,.,, On the target
surface ($693,418.34) consists of only three types of components: 80 FC modules,
143 PV modules, and 310 battery modules.

The target surface for FI, =1 is presented in Figure 9.18. The numbers of PV,
FC, WT, and battery modules in each configuration on the target surface, the
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FIGURE 9.17  Surface area that represents all the possible ratios of PV, FC, WT, and battery
modules with FI,; value of 1 for rgp = 2.

corresponding energy ratios, and TAC,,.,, are shown in Table 9.4. It was found that
the optimal configuration in this case is actually the same as that for FI, = 1. Notice
that the feasible region is located above the colored surface in either Figure 9.17 or
9.18. The volume of the feasible region corresponding to FI, =1 (see Figure 9.18)
is clearly larger than that for FI, =1 (see Figure 9.17). This is due to the chosen
range for the accumulated deviations in Table 9.2. It should also be noted that the
feasible volume is expanded more toward the PV apex but not WT. This is because
the selected deviation of solar irradiance has the ability to generate power, whereas
the selected wind speed in Annan campus is still smaller than the cut-in wind speed.
The aforementioned surface positions reveal that FI, =1 is a more stringent design
criterion and, consequently, FI, should be computed first. If the budget to achieve
FI, =11is prohibiting, one can then switch to a relaxed criterion, that is, FI, =1, to
identify an economically and operationally feasible system configuration.

From the previous result, we can observe that PV and WT units are not favored
for the Annan campus of National Cheng Kung University in Tainan. This conclu-
sion is probably due to the inherent natures of both energy resources and perfor-
mance metrics. First of all, the wind and solar power sources are clearly not rich
enough in Annan for producing economically attractive power. On the other hand,
a flexibility analysis always considers the worst-case scenario, which is associated
with the lower bounds of wind speed and sun irradiance at all times. Thus, if one
wants to make use of a larger portion of the wind or solar energy in the hybrid power
system, one must take the risk of relaxing the constraint of FI, =1. To fix the idea,
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TABLE 9.3
Number of Units and Power Ratios Required for Fi, =1and ry, =2
Npy Nrc Nwr Ng 2% Trc Twr s TAC ($)
0 90 0 310 0 091 0 0.09 $714,332.85
143 80 0 310 0.1 0.81 0 0.09 $693,418.34
0 80 156555 310 0 0.81 0.1 0.09 $11,656,429.15
143 71 0 654 0.1 0.71 0 0.19 $883,844.12
0 71 156555 654 0 0.71 0.1 0.19 $11,846,854.93
287 6l 0 654 02 0.61 0 0.19 $862,929.62
143 61 156555 654 0.1 0.61 0.1 0.19 $11,825,940.43
0 61 313109 654 0 0.61 0.2 0.19 $22,788,951.24
287 51 0 999 0.2 0.51 0 0.29 $1,053,355.39
143 51 156555 999 0.1 0.51 0.1 0.29 $12,016,366.21
0 SI 313109 999 0 0.51 0.2 0.29 $22,979,377.02
430 41 0 999 03 0.41 0 0.29 $1,032,440.89
287 41 156555 999 0.2 041 0.1 0.29 $11,995,451.70
143 41 313109 999 0.1 041 0.2 0.29 $22,958,462.51
0 41 469664 999 0 041 0.3 0.29 $33,921,473.33
430 31 0 1343 03 0.31 0 0.39 $1,222,866.67
287 31 156555 1343 0.2 0.31 0.1 0.39 $12,185,877.48
143 31 313109 1343 0.1 031 0.2 0.39 $23,148,888.29
0 31 469664 1343 0 031 0.3 0.39 $34,111,899.10
430 21 0 1688 0.3 0.21 0 0.49 $1,413,292.45
287 21 156555 1688 0.2 021 0.1 0.49 $12,376,303.26
143 21 313109 1688 0.1 021 0.2 0.49 $23,339,314.07
0 21 469664 1688 0 021 0.3 0.49 $34,302,324.88
430 11 0 2032 0.3 0.11 0 0.59 $1,603,718.23
143 11 313109 2032 0.1 0.11 0.2 0.59 $23,529,739.85
0 11 469664 2032 0 0.11 0.3 0.59 $34,492,750.66
430 1 0 2376 0.3 0.01 0 0.69 $1,794,144.00
287 1 156555 2376 02 0.01 0.1 0.69 $12,757,154.82
143 1 313109 2376 0.1 0.01 0.2 0.69 $23,720,165.63
0 1 469664 2376 0 0.01 0.3 0.69 $34,683,176.44

let us change the design target to 0.7. In other words, the system design allows with-
standing only 70% of the uncertain range between the given upper and lower bounds.
Figure 9.19 shows the corresponding results. In the minimum 7AC,,,,,, on the target
surface ($630,675.83), FC, PV, and BT provide 60%, 30%, and 10% of total power,
respectively, that is, 51 FC, 573 PV, and 310 battery modules.

9.4.4 Errects OF CHANGING THE SuPPLY-TO-DEMAND RATIO

The minimum values of TAC,y,., under the constraint of FI, =1 or FI, =1 have
been determined according to a series of different rgp between 1.00 and 2.75
(see Tables 9.5 and 9.6). The lowest TAC,,., in the case of FI,; = lis $699,943, which
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FIGURE 9.18 Surface area that represents all the possible ratios of PV, FC, WT, and battery
modules with FI, value of 1 for rgp = 2.

can be obtained at rg, = 1.75, whereas this value in the case of FI, =1is $692,858 at
also rgp =1.75.

From Figure 9.20, it can be observed that a higher rg, results in an increase in
TACygem, Which is clearly due to overdesigns in the power-generating units. On the
other hand, a lower rgp also leads to a larger total annual cost because more expen-
sive but more stable power sources (such as the fuel cell and battery) are called for
in this situation. Notice that the minimum TACy.,, corresponding to FI, = 1is lower
than that associated with FI; =1. This result is primarily due to the fact that the
battery is more expensive than the fuel cell and, in the present example, the chosen
range for the accumulated deviation in power demand makes it possible to find the
FI, surface with smaller battery power ratios. Finally, notice that no feasible designs
can be found to achieve FI, =1if rgp <1.3 and FI, =1if rgy <1.25.

9.4.5 MERITS OF INCORPORATING THE ELECTROLYZER

As indicated before, to design a flexible hybrid power system, it is necessary to
ensure feasibility even when its instantaneous power output is at the lowest level.
This approach inevitably results in a waste of surplus energy when the total supply
from natural resources peaks unexpectedly. In this situation, an electrolyzer can be
introduced to generate hydrogen when the battery has no extra capacity for storing
electricity. This modified system layout can be found in Figure 9.21. Because the
energy efficiency of transforming electricity into hydrogen with the electrolyzer and
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TABLE 9.4
Number of Units and Power Ratios Required for F1, =1 Where ry, =2
Npy Nrc Nwr Np Trv ae Twr s TAC ($)
143 80 0 310 0.1 0.81 0.0 0.09 $693,418.34
0 80 156555 310 0.0 0.81 0.1 0.09 $11,656,429.15
143 71 0 654 0.1 0.71 0.0 0.19 $883,844.12
0 71 156555 654 0.0 0.71 0.1 0.19 $11,846,854.93
287 61 0 654 0.2 0.61 0.0 0.19 $862,929.62
143 61 156555 654 0.1 0.61 0.1 0.19 $11,825,940.43
0 61 313109 654 0.0 0.61 0.2 0.19 $22,788,951.24
430 51 0 654 0.3 0.51 0.0 0.19 $842,015.11
287 51 156555 654 0.2 0.51 0.1 0.19 $11,805,025.93
143 51 313109 654 0.1 0.51 0.2 0.19 $22,768,036.74
0 51 469664 654 0.0 0.51 0.3 0.19 $33,731,047.55
430 41 0 999 0.3 0.41 0.0 0.29 $1,032,440.89
287 41 156555 999 0.2 041 0.1 0.29 $11,995,451.70
143 41 313109 999 0.1 041 0.2 0.29 $22,958,462.51
0 41 469664 999 0.0 041 0.3 0.29 $33,921,473.33
430 31 0 1343 0.3 0.31 0.0 0.39 $1,222,866.67
287 31 156555 1343 0.2 0.31 0.1 0.39 $12,185,877.48
143 31 313109 1343 0.1 031 0.2 0.39 $23,148,888.29
0 31 469664 1343 0.0 031 0.3 0.39 $34,111,899.10
430 21 0 1688 0.3 0.21 0.0 0.49 $1,413,292.45
287 21 156555 1688 0.2 0.21 0.1 0.49 $12,376,303.26
143 21 313109 1688 0.1 0.21 02 0.49 $23,339,314.07
0 21 469664 1688 0.0 0.21 0.3 0.49 $34,302,324.88
573 11 0 1688 04 0.11 0.0 0.49 $1,392,377.94
430 11 156555 1688 0.3 0.11 0.1 0.49 $12,355,388.76
287 11 156555 2032 0.2 0.11 0.1 0.59 $12,566,729.04
143 11 313109 2032 0.1 0.11 0.2 0.59 $23,529,739.85
0 11 469664 2032 0.0 0.11 0.3 0.59 $34,492,750.66
573 1 0 2032 0.4 0.01 0.0 0.59 $1,582,803.72
430 1 156555 2032 0.3 0.01 0.1 0.59 $12,545,814.53
287 1 313109 2032 0.2 0.01 0.2 0.59 $23,508,825.35
143 1 313109 2376 0.1 0.01 02 0.69 $23,720,165.63
0 1 469664 2376 0.0 0.01 0.3 0.69 $34,683,176.44

then back to electricity with the fuel cell is only about 40% (Schoenung, 2011), one
should generate hydrogen only when needed to avoid conversion loss. Let us assume
that a simple cascade control loop (Figure 9.22) is available for manipulating the
hydrogen generation rate of the electrolyzer and the hydrogen feed rate of fuel cells.

The primary controller manipulates the set point of the battery’s SOC based on
the hydrogen pressure in the storage tank. Moreover, the SOC is controlled by adjust-
ing the hydrogen feed rate of the fuel cell and the hydrogen production rate of the
electrolyzer. When the SOC is lower than the set point, the feed rate of the fuel cell
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FIGURE 9.19 Surface area that represents all the possible ratios of PV, FC, WT, and battery

modules with the FI, value of 0.7 for rg, = 2.

TABLE 9.5

Minimum 7AC, .. and Number of Units for 1, =1

sp
1.10
1.20
1.30
1.40
1.50
1.75
2.00
2.25
2.50
2.75

NPV
N/A
N/A
0.0
0.0
0.0
375
143.0
321.7
536.2
786.4

Nrce
N/A
N/A
153
47.9
68.2
84.5
90.9
89.7
85.6
78.7

Nwr
N/A
N/A
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

Np
N/A
N/A

1994.0
941.0
491.2
331.8
310.2
349.0
387.8
426.5

TAC ($)

N/A

N/A
$1,500,515
$930,517
$721,633
$699,943
$727,313
$760,517
$780,897
$788,453

is increased to raise the power output, and the hydrogen generation rate of the elec-
trolyzer is decreased to reduce the power consumption. When the hydrogen pressure
is higher than its set point, the SOC set point is raised proportionally to increase the

hydrogen usage and decrease the hydrogen generation rate.

The capital cost of an electrolyzer is configured at $4,730, and its rated power
consumption is 60 kW and the output flow is 10 Nm%hr (Schoenung, 2011).
The capital cost of a high-pressure hydrogen storage tank is set at $2865. It is
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TABLE 9.6
Minimum 7AC,., and Number of Units for Fi, =1
¥sp Npy Nrc Nyr Ny TAC ($)
1.10 N/A N/A N/A N/A N/A
1.20 N/A N/A N/A N/A N/A
1.25 0.0 17.5 0.0 1615.7 $1,243,844
1.30 0.0 29.2 0.0 1344.3 $1,114,620
1.40 0.0 479 0.0 941.0 $930,517
1.50 0.0 68.2 0.0 4912 $721,633
1.75 12.5 87.4 0.0 301.6 $692,858
2.00 143.0 90.9 0.0 3102 $727,313
2.25 321.7 89.7 0.0 349.0 $760,517
2.50 536.2 85.6 0.0 387.8 $780,897
2.75 786.4 78.7 0.0 426.5 $788,453
$1,600,000
$1,500,000 A [,
$1,400,000 = FI,
& $1,300,000
2 $1,200,000
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£ $1,100,000
j=1
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FIGURE 9.20 Minimum total annual costs at different rgps under the constraint of FI; =1
or FI, =1.
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FIGURE 9.23 (a) Target surface for FI, = without electrolyzer. (b) Target surface for
Fl, = with electrolyzer.

assumed that the maximum tolerable pressure of this tank is 350 bar and its size is
258 L. Consequently; the total annual cost should be computed as follows:

TACyem = TACpy + TACpc + TACyr + TACy + TACg y + TAC i (9.49)

Let us assign rgp =1.5 and adopt the same weather data as before for flexibility
and economic analyses. Figure 9.23 shows the resulting target surface for achieving
FI, =1. Note that the volume of the feasible region does not improve significantly,
but 7A Cyysem increases about $6000 due to this additional electrolyzer. Note also that
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FIGURE 9.25 Hourly wind speed profile of Richfield, Idaho, USA.

the modified hybrid power system is incapable of achieving the originally intended
purpose of incorporating an electrolyzer, that is, to store the excess energy provided
by wind and/or sun. Because a flexibility analysis focuses upon the worst-case sce-
nario and the lower bounds of wind speed and solar irradiation rate in Annan essen-
tially yield little or even no power output, there is no need for an electrolyzer.
Although the electrolyzer is not needed in Annan, it may still be useful elsewhere.
Let us instead consider the weather data at Richfield in Idaho, USA. Figures 9.24 and
9.25 show the time profiles of local solar irradiance and wind speed in 2014, respec-
tively. Let us again set rgp to be 1.5, and the corresponding target surfaces for FI, =1
are shown in Figure 9.26. The lowest TAC,y.,, Without the electrolyzer is $699,234,
and the corresponding energy ratios are 66% FC (49 units), 3% WT (53 units), 9%
PV (98 units), and 22% BT (568 units). This lowest TAC,y., can be reduced to
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FIGURE 9.26 (a) Target surface for FI, =1 without electrolyzer. (b) Target surface for
F1, =1with electrolyzer.

TABLE 9.7
Accumulated Deviations of Three Uncertainties in Richfield,
Idaho, USA.

H H
AO" A6 _[ A6° (1) d1 j A0 (1)dt
0 0
Wind speed (m hr/s) 71.9 35.5 102.7 50.7
Solar irradiance
1038. 4 1482. 1270.
W b 0380 889 82.8 70.6
P ti
ower consumption 1896.0  3262.4 2404.2 3265.9
(kWh)

$594,116 after adding an electrolyzer. The resulting hybrid system consists of 41 FC
units, 53 WT units, 284 PV units, and 413 BT units. Notice that the feasible volume
expands toward PV. This is because the nominal solar energy absorbed during the
daytime cannot be completely utilized. With the electrolyzer, the surplus energy that
exceeds the battery capacity can be transformed into hydrogen. The stored hydrogen
can then be utilized later in the fuel cell to generate power when the battery’s SOC is
low. Also, notice that the feasible volume tends to incorporate a lower portion of BT.
This tendency is because of the fact that the electrolyzer acts as a secondary energy
storage unit.

Based on the model parameters listed in Table 9.7, the temporal flexibility analy-
sis was also applied to generate the target surface in Figure 9.27. The feasible volume
becomes larger due to these smaller accumulated deviations. Furthermore, the low-
est TAC,yy., further decreases to $381,398, which is caused by replacing FC units by
PV units. Specifically, there are 29 FC units, 36 WT units, 602 PV units, and 103 BT
units in this hybrid power system.
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FIGURE 9.27 (a) Target surface for FI; =1 without electrolyzer. (b) Target surface for
FI, =1 with electrolyzer.

9.5 CONCLUDING REMARKS

In the present chapter, the dynamic and temporal flexibility analyses have been
enhanced with the simulation-based optimization strategies. From the results
obtained in the benchmark example, it can be observed that the proposed approach
saves up to 40% of the computation time. Notice that the maintainability of the
corresponding computer code is ensured by its modularity, and this benefit can be
clearly demonstrated if more rigorous unit models (e.g., those for the wind turbines
and electrolyzers) become available in the future.

Notice also that the dynamic and temporal flexibility analyses have been success-
fully applied to generate candidate designs of the hybrid power systems in the case
studies. A few specific conclusions can be drawn from these studies:

¢ The dynamic flexibility index should be computed before its temporal coun-
terpart because FI; =1 is a more stringent requirement, whereas FI, =1
should be adopted as a design target only under tight budget constraints.

* An optimum energy supply-to-demand ratio (rsp) can be determined by
minimizing TAC,y..,, with the proposed solution algorithm.

e The electrolyzer is only favorable at locations where there are abundant
wind and solar energies.

Although the simulation-based vertex method has been successfully applied in the
case studies, there are still a few unresolved research issues. For example, studies
are needed to develop more rigorous unit models to facilitate more accurate analy-
ses, more efficient search algorithms to identify system configurations that satisfy
the requirements of FI, =1 and/or FI, =1, a systematic method to configure proper
control schemes, and a logical approach to assess the tradeoff between flexibility
and cost.
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’I O Further Extensions of
Flexibility Analyses

This chapter presents two additional areas of technical problems in which flexibility
analyses may be beneficial. Because the inherent uncertainties in these problems
play critical roles, the flexibility analyses clearly provide useful insights that facili-
tate the identification of practical solutions.

10.1 LARGE SYSTEM DESIGNS

10.1.1 POLYGENERATION PROCESSES

Coal and biomass, with their abundant reserves distributed across the world, are
promising energy sources for the immediate future. In recent years, several coal-
based conversion processes with high utilization efficiency and low carbon dioxide
(CO,) emissions have been developed to replace the current oil-based counterparts,
such as the integrated gasification combined cycle (IGCC) and other coal-to-liquids
(CTL) processes with carbon capture and sequestration (CCS) (Adams and Barton,
2010; Li and Fan, 2008). However, these single-product technologies cannot eas-
ily adapt to the fluctuation of market prices, especially the crude oil price, and
their profitability cannot be guaranteed under all economic conditions. Coal- and
biomass-based polygeneration processes with multiple products, such as electric-
ity, liquid fuels, and chemicals, have been proposed recently as an alternative. With
polygeneration, economic risks can be reduced by diversifying product portfolios,
and potentially higher profits can be achieved via optimization. Higher energy effi-
ciency may also be attained in polygeneration processes by tightening heat integra-
tion (Liu et al., 2007).

The economic performance of an optimal polygeneration plant for different mar-
ket prices and carbon taxes has already been studied in a previous work (Chen et al.,
2011), and it was demonstrated that such plants could achieve higher net present
values (NPVs) than the single-product plants. Although only the designs of static
systems with a fixed product mix were investigated, this study indicated that the
optimal design of a static system is always close or equal to a single-product sys-
tem, and hence, the benefit of polygeneration is not significant. In reality, the market
prices and demands fluctuate frequently during operation. For example, the prices of
liquid fuels (i.e., gasoline and diesel) vary seasonally, and the power prices fluctuate
daily. Furthermore, the power prices and demands at peak times can be several times
higher than those at off-peak times. Thus, a flexible polygeneration system that can
adapt the product mix to match market fluctuations has the potential to achieve good
economic performance.

215
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The major challenge in the design of flexible polygeneration systems is to
determine the optimal trade-off between flexibility and cost. Although the long-
term design problem and the short-term operational problems must both be solved,
they are often treated as two separate problems in process design (Chicco and
Mancarefla, 2009). For example, Yunt et al. (2008) developed a two-stage optimi-
zation formulation for the optimal design of a fuel cell system for varying power
demands. Liu et al. (2010a, b) studied the optimal design of a coal polygeneration
system coproducing power and methanol with multiple operation periods. In this
study, the feedstock and product prices were assumed to increase from period to
period due to inflation. The optimal design and operation schedule in three periods
(with several years in one period) were determined. However, seasonal variations
of market prices and daily fluctuations of power prices, which are critical in flex-
ible polygeneration operations, were not considered. The two-stage formulation was
also widely applied to optimal design and operation of many different kinds of sys-
tems under uncertainties such as the water networks (Karuppiah and Grossmann,
2008) and the natural gas production networks (Li et al., 2011).

It can be concluded from these discussions that the model formulation of any
polygeneration system should incorporate various unexpected disturbances in its
upstream and downstream conditions. Although there are a few works on the opti-
mal design and operation of polygeneration systems using flexibility analyses, most
of them utilized the aforementioned two-stage formulation. If the design strategy
could consider the trade-off between flexibility and capital cost at the same time, the
results could be better than those generated by the conventional approach.

10.1.2 BioLocicAL PROCESSES

Long before anyone understood the concept of bioreaction, humans were enjoying its
benefits. Bread, cheese, wine, and beer were all made possible through what was tra-
ditionally known as fermentation. It is the control of such processes that concerns
chemical engineers today first and foremost. The scope of bioengineering has grown
from simple wine-bottle microbiology to the industrialization of not only food produc-
tion, but also the production of biotechnology’s newer products—antibiotics, enzymes,
steroidal hormones, vitamins, sugars, and organic acids. Bioreactors differ from the
conventional reactors in that they support and control biological entities. As such, bio-
reactor systems must be designed to provide a higher degree of control over process
upsets and contaminations, because the organisms are more sensitive and less stable
than chemicals. Biological organisms, by their nature, will mutate, which may alter the
biochemistry of the bioreaction or the physical properties of the organism. Analogous
to heterogeneous catalysis, deactivation or mortality occur, and promoters or coen-
zymes influence the kinetics of the bioreaction. Although the majority of fundamental
bioreactor engineering and design issues are similar, maintaining the desired biologi-
cal activity and eliminating or minimizing undesired activities often present a greater
challenge than traditional chemical reactors typically require. As an example, let us
consider the industrial-scale A-B-E (acetone—butanol—ethanol) fermentation. Butanol
has recently been proposed as a gasoline additive, or even as a complete gasoline
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replacement (Lee et al., 2008). Note that it is superior to ethanol because it has higher
energy content, lower volatility, and less corrosiveness (Lee et al., 2008).

Batch fermentation is the most often used operation mode in industries due to
its high efficiency and good control (Cardona and Sanchez, 2007; Ghose and Tyagi,
1979). The fed-batch fermentation is another option and is usually considered when
substrate inhibition or catabolite repression might occur (Luli and Strohl, 1990;
Modak et al., 1986). Typically, the fed-batch fermentation is started with a low sub-
strate concentration. When the fermentation culture consumes the substrate, more
substrate is then added to maintain the fermentation process while not exceeding
the detrimental substrate level. Also, the dilution effect during the addition of the
substrate solution may solve the problem of catabolite toxicity, such as the acetate
problem in E. coli fermentation (Luli and Strohl, 1990). The continuous operation is,
of course, the third option and has several advantages over the batch and fed-batch
alternatives, including minimizing equipment downtime and time loss due to the lag
phase of the microbial culture.

Although three different modes are available, the system designs have been
mostly developed according to fixed initial conditions. Traditionally, the biochemi-
cal products have been manufactured in large facilities with multiple fixed, stainless
steel bioreactors ranging in size from 100 L to 20,000 L. Such facilities were often
designed for producing a single product or for campaigning just a few. Obviously,
designs of these facilities should consider the uncertainties caused by the biological
entities. The uncertainties could come in the form of the unknown reaction rates
and stoichiometry, mass transfer, heat transfer, and turbulence and mixing on prod-
uct distribution, as well as operational characteristics. These phenomena need to be
expressed in accurate but tractable models that can be used for design and optimiza-
tion calculations. The equipment sizing should not only rely on simple safety factors,
but instead on a rigorous flexibility analysis.

10.1.3 MEeMBRANE CASCADES

Downstream processing is an indispensable part of the biotechnological and phar-
maceutical production processes. For nearly every product manufactured in these
industrial sectors, one starts with a dilute suspension and tries to generate a purified
dry product. Most of the downstream processes include four main steps: removal of
insoluble particles, isolation of the product, purification, and polishing. The major
part of the production costs of pharmaceuticals can be imputed to the downstream
processing steps due to their ineffectiveness. In fact, product recovery should be
considered the most expensive part of the entire process (Degerman et al., 2008).
Several techniques are available for the treatment of the solutes, including distil-
lation, crystallization, chromatography, adsorption—desorption, ion exchange,
extraction, molecular imprinting, and membranes (Siew et al., 2013a; Szekely et al.,
2013). Most membrane technologies have found room in downstream processing,
for example, microfiltration (van Reis and Zydney, 2007), ultrafiltration (Grote
et al., 2011), nanofiltration (Rathore and Shirke, 2011), and reverse osmosis (Grote
et al., 2012). The solute separation processes by membrane can achieve high
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product purity and process yield when the solutes to be separated show appreciable
differences in their molecular sizes. From the fact that the more challenging separa-
tions involving solutes with closer sizes cannot be carried out by the single-stage pro-
cesses, additional stages become necessary. To this end, it was demonstrated that the
membrane cascades can be configured satisfactorily. The design of membrane cas-
cades has been studied extensively in the past (Gunderson et al., 2007; Lightfoot,
2005; Lightfoot et al., 2008). Various types of membranes have been used in a cas-
cade scheme for applications ranging from microfiltration (Abatemarco et al., 1999)
to reverse osmosis (Abejon et al., 2012). Ultrafiltration and nanofiltration are the
most frequently used membrane technologies for biotechnological and pharmaceu-
tical purposes. The former is widely used for the separation and fractionation of
proteins and other biological molecules (Arunkumar and Etzel, 2013; Cheang and
Zydney, 2004; Ghosh, 2003; Isa et al., 2007; Mayani et al., 2009, 2010; Mohanty
and Ghosh, 2008; Overdevest et al., 2002; Vanneste et al., 2011; Wang et al., 2010),
whereas the latter is implemented for pesticide removal (Caus et al., 2009), solvent
exchange (Lin and Livingston, 2007), and separation and fractionation of pharma-
ceutical solutes (Siew et al., 2013a, b; Vanneste et al., 2013).

Although significant progress has been achieved in recent years in design-
ing downstream processing systems, there is still room for improvement by tak-
ing advantage of the well-developed process systems engineering tools (Troup
and Georgakis, 2013). Some recent experiences show the benefits of using such
tools in the pharmaceutical industry (Cervera-Padrell et al., 2012; Gernaey et al.,
2012). Efforts have been specifically aimed at the downstream process develop-
ment (Winkelnkemper and Schembecker, 2010a, b), and the optimization of mem-
brane processes has been investigated vigorously (vanReis and Saksena, 1997,
Venkiteshwaran and Belfort, 2010). Despite the large number of studies described
earlier, the membrane cascade designs still ignore uncertainties. Most of them
were obtained under the assumption that the upstream conditions are fixed. As
shown in the flexibility analyses in Chapter 7, a significant range of uncertain
parameters could render the membrane modules inoperable. This operational
problem could further propagate in a membrane cascade where more than one
module is in place.

10.1.4 SimuULATION-BASED APPROACH TO COMPUTE STEADY-STATE AND
VOLUMETRIC FLEXIBILITY INDICES USING COMMERCIAL SOFTWARE

Because commercial software (e.g., ASPEN PLUS®) is often utilized for the material
and energy balance calculations in realistic process designs, the simulation-based
approach described in Chapter 9 can be modified to compute the steady-state and
volumetric flexibility indices via the proper interface between simulation and opti-
mization platforms (e.g., between ASPEN and GAMS). The conceptual algorithms
for FI; and FI, are summarized in Figures 10.1 and 10.2, respectively.

Notice that the computation flowchart in Figure 10.1 is only a slightly modified
version of Figure 9.6. Specifically, the simulation runs required in the third block of
the latter flowchart are now facilitated with ASPEN PLUS® instead. On the other
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FIGURE 10.1 Simulation-based algorithm for computing steady-state flexibility index.

hand, notice that the computation flowchart of FI, in Figure 10.2 can be developed
on the basis of the algorithms described in Chapter 3. In particular, the following
items in Figure 3.5 have been changed:

e Feasibility check performed according to Equation 3.3: ASPEN PLUS®
is equipped with an optimization solver where the control variables z
can be calculated simultaneously. Let us consider the rigorous distillation
as an example. For each input, ASPEN PLUS® finds the corresponding
control variables (e.g., reboiler load, reflux ratio, etc.) within the speci-
fied limits for a distillation column to satisfy the required constraints
(e.g., product purity, product flow rate, etc.). If the optimization solver
is unable to determine the suitable values for control variables, the cor-
responding block status should show an error and the resulting value is 1.
Otherwise, a status value of 0 indicates that the given condition passes
the feasibility check.

e Random line search performed according to Equation 3.4: The bisection
search is adopted in this algorithm to locate the proximity points, and because
there are two directions along a straight line, it is done twice. Two initial
points in each direction are determined. One is placed at the lower/upper
limit of uncertain range and the other at b. Clearly, the block status associ-
ated with each of these points can be evaluated with ASPEN PLUS® also.
The third point should be introduced at the middle of the two initial points,
and the corresponding block status can also be evaluated in the same way.
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On the basis of the block status values generated with ASPEN PLUS®, the
bisection search can be carried out to identify the closest two points, where
one is marked with a block status of 1 and the other 0. The latter point is then
reported as the boundary point.

Random Line Search|
Algorithm
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FIGURE 10.2 Simulation-based algorithm for computing volumetric flexibility index.
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10.2 PID CONTROLLER DESIGNS

10.2.1 PID CONTROLLER SETTINGS

Traditionally, the PID controller settings can be estimated with a number of
alternative techniques, for example, the direct synthesis (DS) method, the internal
model control (IMC) method, and the controller tuning relations. Note that each
method can be applied in advance on the basis of a given process model. Because the
subsequent online tuning can be time consuming, it is very useful to have good ini-
tial estimates of controller settings in order to minimize the required time and effort.

In the DS method, the controller settings are determined according to a process
model and a desired closed-loop transfer function. The latter is usually specified
either for the set-point changes or external disturbances (Chen and Seborg, 2002).
This approach yields valuable insight into the connections between the process
model and the corresponding controller. Although the resulting feedback controllers
do not always have a PID structure, the DS method does produce PI or PID control-
lers for many simple systems. A more comprehensive model-based method, Internal
Model Control (IMC), was developed by Morari and coworkers (Garcia and Morari,
1982; Rivera et al., 1986). The IMC method also relies on an assumed model and
leads to analytical expressions for the controller settings.

Analytical expressions for PID controller settings have been derived from other
perspectives as well. These expressions are referred to as the controller tuning rela-
tions, or just tuning relations, and they can be roughly divided into three groups as
follows:

1. IMC tuning relations. The IMC method can be used to derive PID control-
ler settings for a variety of transfer function models. Different tuning rela-
tions can be derived depending on the type of low-pass filter and time-delay
approximation that are selected (Chien and Fruehauf, 1990; Rivera et al.,
1986; Skogestad, 2003). Accordingly, the PID controller tuning relations for
the parallel form could be derived (Chien and Fruehauf, 1990) for common
types of process models. Note that the values in the tuning relations table
(Chien and Fruehauf, 1990) are all derived based on fixed process condi-
tions, and the value of the tuning parameters are assumed to be constant for
the whole operation campaign.

2. Tuning relations based on integral error criteria. Controller tuning rela-
tions have been developed that optimize the closed-loop response for a
simple process model and a specified disturbance or set-point change. The
optimum settings minimize an integral error criterion, that is, the integral
of the absolute value of the error (IAE), the integral of the squared error
(ISE), and the integral of the time-weighted absolute error (ITAE). In gen-
eral, the ITAE is the more preferred criterion because it usually results in
the most conservative controller settings.

3. Miscellaneous tuning relations. Two early controller tuning relations were
published by Ziegler and Nichols (1993) and Cohen and Coon (1953).
These well-known tuning relations were developed to provide closed-loop
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responses that have a quarter decay ratio. Because a response with a quarter
decay ratio is considered to be excessively oscillatory for most process con-
trol applications, these tuning relations are not recommended.

10.2.2 CONTROLLER PERFORMANCE CRITERIA

The intended function of installing a PID controller is to ensure that the closed-loop
system has the desired system dynamics and steady-state response characteristics.
Ideally, the closed-loop system should meet the following performance criteria:

1. The closed-loop system must be stable.

2. The effects of disturbances are minimized, providing good disturbance
rejection.

3. Rapid, smooth responses to set-point changes are obtained, that is, good
set-point tracking.

4. Steady-state error (offset) is eliminated.

. Excessive control action is avoided.

6. The control system is robust, that is, insensitive to changes in process condi-
tions and to inaccuracies in the process model.

9]

In typical control applications, it is not possible to achieve all goals simultane-
ously because they involve inherent conflicts and tradeoffs. First of all, the selected
PID controller must balance two important objectives: performance and robustness.
A feedback control system exhibits a high degree of performance if it provides rapid
and smooth responses to disturbances and set-point changes with little, if any, oscil-
lation. On the other hand, a control system should also be robust, that is, the control-
ler provides satisfactory performance for a wide range of process conditions and
for a reasonable degree of model inaccuracy. Robustness can usually be achieved
by choosing conservative controller settings, but this choice tends to result in poor
performance.

A second type of tradeoff occurs because PID controller settings that provide
excellent disturbance rejection can produce large overshoots for set-point changes.
On the other hand, if the controller settings are specified to provide excellent set-
point tracking, the disturbance responses can be very sluggish. Thus, a tradeoff
between set-point tracking and disturbance rejection usually also occurs for the PID
controllers.

10.2.3 POTENTIAL APPLICATION STRATEGY

In a traditional application, the controller settings are set in advance according to
a process model that can be expressed in the form of a set of differential equations
or transfer functions. However, this controller design approach totally ignores the
inherent system characteristics that are expressible in the form of inequalities and,
also, the inherent uncertainties in external disturbances. Clearly, the dynamic and/
or temporal flexibility analyses may be useful for providing insights to address these
important issues. Note also that in the previous chapters, perfect control is assumed
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in the flexibility analyses. If an explicit control policy is incorporated in the flex-
ibility index model, the corresponding controller settings could be systematically
selected according to two additional performance criteria: FI,; and FI,. More specifi-
cally, let us express the general control policy as

2=C(x,,) (10.1)

where C and o, denote the vectors of controller models and controller settings,
respectively. Note that this equation can be directly substituted into Equations 4.1,
4.2,5.2, and 5.3, and the computation procedures described in Chapters 4 and 5 can
still be carried out without any modification.
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