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PREFACE

In recent years, there has been an explosive growth of literature in clinical trials. As
indicated in the first edition, the purpose of this book is to provide a comprehensive and
unified presentation of the principles and methodologies in designs and analyses utilized for
various clinical trials and to give a well-balanced summary of current regulatory
requirements and recently developed statistical methods in this area. Since the first edition
was published in 1998, it has been well received by clinical scientists/researchers and is
now widely used as a reference source and a graduate textbook in clinical research and
development. It is our continuing goal to provide a complete, comprehensive, and updated
reference and textbook in the area of clinical research.

The second edition can be distinguished from the first in three ways. First, we have
revised and/or updated sections to reflect good clinical practice in regulatory review/
approval process and recent developments in design and analysis in clinical research. For
example, the second edition provides an update of the status of clinical trials and
regulations, especially ICH (International Conference on Harmonization) guidelines for
clinical trials since 1998. Second, the second edition is expanded to 15 chapters.
Additional new topics and three new chapters are added to provide a total account of the
most recent development in clinical trials. To name just a few, the second edition includes
new topics such as clinical significance and reproducibility and generalizability (Chapter
2); goals of clinical trials and target population (Chapter 4); clustered randomized design,
group sequential design, placebo-challenging design, and blinded reader design (Chapter
5); superiority trials, active control and equivalence/noninferiority trials, dose-response
trials, bridging studies, and vaccine clinical trials (Chapter 7); sample size determination
on equivalence and noninferiority trials and comparing variabilities (Chapter 11); and use
of genomic information for evaluation of efficacy (Chapter 12). The three new chapters
include “Designs for Cancer Clinical Trials” (Chapter 6), “Preparation and Implementation
of a Clinical Protocol” (Chapter 14), and “Clinical Data Management” (Chapter 15).

ix



X PREFACE

Finally, the second edition includes more than 280 new references from clinical-related
literature. We believe that this revised and expanded second edition will benefit clinical
scientists/researchers from the medical-pharmaceutical industry, regulatory agencies, and
academia by serving as an extremely useful reference source in clinical research.

From John Wiley and Sons, I would like to thank Steve Quigley for providing us the
opportunity to work on this edition, and Susanne Steitz for her outstanding efforts in
preparing this edition. The first author would like to thank support from colleagues from
StarPlus, Inc. and Millennium Pharmaceuticals, Inc. during the preparation of this edition.
The second author wishes to express his gratitude to his wife, Dr. Wei-Chu Chie, and their
daughter Angela for their support, patience, and understanding during the preparation of
this edition.

Finally, the views expressed are those of the authors and not necessarily those of
Millennium Pharmaceuticals, Inc., and National Cheng-Kung University and National
Health Research Institutes, Taiwan. We are solely responsible for the contents and errors of
this edition. Any comments and suggestions will be very much appreciated.

SHEIN-CHUNG CHOW
JEN-PEI LI1U

Cambridge, Massachusetts
Tainan, Taiwan
September;, 2003



PREFACE TO THE FIRST EDITION

Clinical trials are scientific investigations that examine and evaluate safety and efficacy of
drug therapies in human subjects. Biostatistics has been recognized and extensively
employed as an indispensable tool for planning, conduct, and interpretation of clinical
trials. In clinical research and development, the bio-statistician plays an important role that
contributes toward the success of the trial. An open and effective communication among
clinician, biostatistician, and other related clinical scientists will result in a successful
clinical trial. The mutual communication, however, is a two-way street: not only (1) the
biostatistician must effectively deliver statistical concepts and methodologies to his/her
colleagues but also (2) the clinician must communicate thoroughly clinical and scientific
principles embedded in clinical research to the biostatistician. The biostatistician can then
formulate these clinical and scientific principles into valid statistical hypotheses, models,
and methodologies for data analyses. The integrity, quality, and success of a clinical trial
depend on the interaction, mutual respect, and understanding among the clinician, the
biostatistician, and other clinical scientists.

There are many books on clinical trials already on the market. These books, however,
emphasize either statistical or clinical aspects. None of these books provides a balanced
view of statistical concepts and clinical issues. Therefore the purpose of this book is not
only to fill the gap between clinical and statistical disciplines but also to provide a
comprehensive and unified presentation of clinical and scientific issues, statistical
concepts, and methodologies. Moreover this book focuses on the interactions among
clinicians, biostatisticians, and other clinical scientists that often occur during the various
phases of clinical research and development. This book is intended to give a well-balanced
overview of current and emerging clinical issues and newly developed statistical
methodologies. Although this book is written from a viewpoint of pharmaceutical research
and development, the principles and concepts presented in this book can be applied to
nonbiopharmaceutical settings.

xi



xii PREFACE TO THE FIRST EDITION

It is our goal to provide a concise and comprehensive reference book for physicians,
clinical researchers, pharmaceutical scientists, clinical or medical research associates,
clinical programmers or data coordinators, and biostatisticians in the areas of clinical
research and development, regulatory agencies, and academe. Hence this book is written
for readers with minimal mathematical and statistical backgrounds. Although it is not
required, an introductory statistics course that covers the concepts of probability, sampling
distribution, estimation, and hypothesis testing would be helpful. This book can also serve
as a textbook for graduate courses in the areas of clinical and pharmaceutical research and
development. Readers are encouraged to pay attention to clinical issues and their statistical
interpretations as illustrated through real examples from various phases of clinical research
and development.

The issues covered in this book may occur during the various phases of clinical trials in
pharmaceutical research and development, and their corresponding statistical interpreta-
tions, concepts, designs, and analyses. All the important clinical issues are addressed in
terms of the concepts and methodologies of the design and analysis of clinical trials. For
this reason this book is composed of clinical concepts and methodologies. Each chapter
with different topics is self-contained.

Chapter 1 provides an overview of clinical development for pharmaceutical entities, the
process of drug research and development in pharmaceutical industry, and regulatory
processes and requirements. The aim and structure of the book is also discussed in this
chapter. The concepts of design and analysis of clinical trials are covered from Chapters 2
through 6. Basic statistical concepts such as uncertainty, bias, variability, confounding,
interaction, and statistical versus clinical significance are introduced in Chapter 2. Funda-
mental considerations for the selection of a suitable design in achieving certain objectives
of a particular trial under various circumstances are provided in Chapter 3. Chapter 4
illustrates the concepts and different methods of randomization and blinding that are
indispensable to the success and integrity of a clinical trial. Chapter 5 introduces different
types of statistical designs for clinical trials such as parallel, crossover, titration, and
enrichment designs and discusses their relative advantages and drawbacks. Various types
of clinical trials, which include multicenter, active control, combination, and equivalence
trials, are the subject of Chapter 6.

Methodologies and the issues for clinical data analysis are addressed in Chapters 7
through 12. Since clinical endpoints can generally be classified into three types,
continuous, categorical, and censored data, various statistical methods for analyses of
these three types of clinical data and their advantages and limitations are provided in
Chapters 7, 8, and 9, respectively. In addition, group sequential procedures for interim
analysis are given in Chapter 9. Different procedures for sample size determination are
provided in Chapter 10 for data under different designs. Statistical issues in analyzing
efficacy data are discussed in Chapter 11. These issues include baseline comparisons,
intention-to-treat analyses versus evaluable or per-protocol analyses, adjustment of
covariates, multiplicity issues, and data monitoring. Chapter 12 focuses on the issues of
analysis of safety data, including the extent of exposure, coding, and analysis of adverse.
events, and analysis of laboratory data.

For each chapter, whenever possible, real examples from clinical trials are included to
demonstrate the clinical and statistical concepts, interpretations, and their relationships and
interactions. Comparisons of the relative merits and disadvantages of statistical methodo-
logy for addressing different clinical issues in various therapeutic areas are discussed in
appropriate chapters. In addition, if applicable, topics for future development are provided.
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All computations in this book were performed using SAS. Other statistical packages such
as SPSS, BMDP, or MINTAB may also be applied.

At John Wiley, we would like to thank Acquisition Editor Steve Quigley for providing
us with the opportunity to work on this book and for his outstanding effort in preparing this
book for publication. We are greatly indebted to the Bristol-Myers Squibb Company and
Covance, Inc. for their support, in particular, to S. A. Henry, L. Meinert, and H. Koffer. We
are grateful for A. P. Pong, C. C. Hsieh, and G. Y. Han for their assistance in preparing the
many charts, figures, graphs, and tables in this book. We are grateful to Y. C. Chi, F. Ki,
and C. S. Lin for many helpful discussions and for reviewing the manuscript. We also wish
to thank A. P. Pong, M. L. Lee, and E. Nordbrock for their constant support and
encouragement. The first author also wishes to express his appreciation to his wife, Yueh-Ji,
and their daughters, Emily and Lilly, for their patience and understanding during the
preparation of this book.

Finally, we are fully responsible for any errors remaining in the book. The views
expressed are those of the authors and are not necessarily those of Covance, Inc. and the
National Cheng-Kung University.

SHEIN-CHUNG CHOW
JEN-PEI LI1U

Princeton, New Jersey
Tainan, Taiwan
October 1997






INTRODUCTION

1.1 WHAT ARE CLINICAL TRIALS?

Clinical trials are clinical investigations. They have evolved with different meanings by
different individuals and organizations at different times. For example, Meinert (1986)
indicates that a clinical trial is a research activity that involves administration of a test
treatment to some experimental unit in order to evaluate the treatment. Meinert (1986) also
defines a clinical trial as a planned experiment designed to assess the efficacy of a treat-
ment in humans by comparing the outcomes in a group of patients treated with the test
treatment with those observed in a comparable group of patients receiving a control treat-
ment, where patients in both groups are enrolled, treated, and followed over the same time
period. This definition indicates that a clinical trial is used to evaluate the effectiveness of
a treatment. Piantadosi (1997) simply defined a clinical trial as an experimental testing
medical treatment on human subject. On the other hand, Spilker (1991) considers clinical
trials as a subset of clinical studies that evaluate investigational medicines in phases I, II,
and III, the clinical studies being the class of all scientific approaches to evaluate medical
disease preventions, diagnostic techniques, and treatments. This definition is somewhat
narrow in the sense that it restricts to the clinical investigation conducted by pharmaceuti-
cal companies during various stages of clinical development of pharmaceutical entities
which are intended for marketing approval. The Code of Federal Regulations (CFR)
defines a clinical trial as the clinical investigation of a drug that is administered or dis-
pensed to, or used involving one or more human subjects (21 CFR 312.3). Three important
key words in these definitions of clinical trials are experimental unit, treatment, and evalu-
ation of the treatment.

Design and Analysis of Clinical Trials: Concepts and Methodologies, Second Edition
By Shein-Chung Chow and Jen-pei Liu
ISBN 0-471-24985-8 Copyright © 2004 John Wiley & Sons, Inc.



2 INTRODUCTION

Experimental Unit

An experimental unit is usually referred to as a subject from a targeted population under
study. Therefore the experimental unit is usually used to specify the intended study popu-
lation to which the results of the study are inferenced. For example, the intended popula-
tion could be patients with certain diseases at certain stages or healthy human subjects. In
practice, although a majority of clinical trials are usually conducted in patients to evaluate
certain test treatments, it is not uncommon that some clinical trials may involve healthy
human subjects. For example, at very early phase trials of clinical development, initial
investigation of a new pharmaceutical entity may only involve a small number of healthy
subjects, say fewer than 30. Large primary prevention trials are often conducted with
healthy human subjects with size in tens of thousand subjects. See, for example, Physi-
cian’s Health Study (PHSRG, 1988), Helsinki Health Study (Frick et al., 1987), and
Women Health Trial (Self et al., 1988).

Treatment

In clinical trials a freatment can be a placebo or any combinations of a new pharmaceutical
identity (e.g., a compound or drug), a new diet, a surgical procedure, a diagnostic test, a
medial device, a health education program, or no treatment. For example, in the Physi-
cian’s Health Study, one treatment arm is a combination of low-dose aspirin and beta
carotene. Other examples include lumpectomy, radiotherapy, and chemotherapy as a com-
bination of surgical procedure and drug therapy for breast cancer; magnetic resonance
imaging (MRI) with a contrast imaging agent as a combination of diagnostic test and a
drug for enhancement of diagnostic enhancement; or a class III antiarrhythmic agent and
an implanted cardioverter defibrillator as a combination of a drug and a medical device for
treatment of patients with ventricular arrhythmia. As a result, a treatment is any interven-
tion to be evaluated in human subjects regardless that it is a new intervention to be tested
or serves as a referenced control group for comparison.

Evaluation

In his definition of clinical trials, Meinert (1986) emphasizes the evaluation of efficacy of
a test treatment. It, however, should be noted that the assessment of safety of an interven-
tion such as adverse experiences, elevation of certain laboratory parameters, or change in
findings of physical examination after administration of the treatment is at least as impor-
tant as that of efficacy. Recently, in addition to the traditional evaluation of effectiveness
and safety of a test treatment, clinical trials are also designed to assess quality of life, phar-
macogenomics, and pharmacoeconomics such as cost-minimization, cost-effectiveness,
and cost-benefit analyses to human subjects associated with the treatment under study. It is
therefore recommended that clinical trials should not only evaluate the effectiveness and
safety of the treatment but also assess quality of life, impact of genetic factors, pharma-
coeconomics, and outcomes research associated with the treatment.

Throughout this book we will define a clinical trial as a clinical investigation in which treat-
ments are administered, dispensed, or used involving one or more human subjects for evalua-
tion of the treatment. By this definition, the experimental units are human subjects either with
a pre-existing disease under study or healthy. Unless otherwise specified, clinical trials in this
book are referred to as all clinical investigations in human subjects that may be conducted by
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pharmaceutical companies, clinical research organizations such as the U.S. National Institutes
of Health (NIH), university hospitals, or any other medical research centers.

1.2 HISTORY OF CLINICAL TRIALS

We humans since our early days on earth have been seeking or trying to identify some inter-
ventions, whether they be a procedure or a drug, to remedy ailments that inflict ourselves
and our loved ones. In this century the explosion of modern and advanced science and tech-
nology has led to many successful discoveries of promising treatments such as new medi-
cines. Over the years there has been a tremendous need for clinical investigations of these
newly discovered and promising medicines. In parallel, different laws have been enacted and
regulations imposed at different times to ensure that the discovered treatments are effective
and safe. The purpose for imposing regulations on the evaluation and approval of treatments
is to minimize potential risks that they may have for human subjects, especially for those
treatments whose efficacy and safety are unknown or are still under investigation.

In 1906, the United States Congress passed the Pure Food and Drug Act. The purpose
of this act is to prevent misbranding and adulteration of food and drugs. However, the
scope of this act is rather limited. No preclearance of drugs is required. Moreover the act
does not give the government any authority to inspect food and drugs. Since the act does
not regulate the claims made for a product, the Sherley Amendment to the act was passed
in 1912 to prohibit labeling medicines with false and fraudulent claims. In 1931, the U.S.
Food and Drug Administration (FDA) was formed. The provisions of the FDA are intended
to ensure that (1) food is safe and wholesome, (2) drugs, biological products, and medical
devices are safe and effective, (3) cosmetics are unadulterated, (4) the use of radiological
products does not result in unnecessary exposure to radiation, and (5) all of these products
are honestly and informatively labeled (Fairweather, 1994).

The concept of testing marketed drugs in human subjects did not become a public issue
until the Elixir Sulfanilamide disaster occurred in the late 1930s. The disaster was a safety
concern of a liquid formulation of a sulfa drug that caused more than 100 deaths. This
drug had never been tested in humans before its marketing. This safety concern led to the
pass of the Federal Food, Drug and Cosmetic Act (FD&C Act) in 1938. The FD&C Act
extended its coverage to cosmetics and therapeutic devices. More important, the FD&C
Act requires the pharmaceutical companies to submit full reports of investigations regard-
ing the safety of new drugs. In 1962, a significant Kefauver-Harris Drug Amendment to
the FD&C Act was passed. The Kefauver-Harris Amendment not only strengthened the
safety requirements for new drugs but also established an efficacy requirement for new
drugs for the first time. In 1984, the Congress passed the Price Competition and Patent
Term Restoration Act to provide for increased patent protection to compensate for patent
life lost during the approval process. Based on this act, the FDA was also authorized to
approve generic drugs only based on bioavailability and bioequivalence trials on healthy
male subjects. It should be noted that the FDA also has the authority for designation of
prescription drugs or over-the counter drugs. In the United States, on average, it will take
a pharmaceutical company about 10 to 12 years for development of a promising pharma-
ceutical entity with an average cost between $350 millions to $450 millions US. Drug
development is a lengthy and costly process. This lengthy process is necessary to ensure
the safety and efficacy of the drug product under investigation. On average, it may take
more than two years for regulatory authorities such as the FDA to complete the review of
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the new drug applications submitted by the sponsors. This lengthy review process might
be due to limited resources available at the regulatory agency. As indicated by the U.S.
FDA, they will be able to improve the review process of new drug applications if
additional resources are available. As a result, in 1992, the U.S. Congress passed the
Prescription Drug User Fee Act (PDUFA), which authorizes the FDA to utilize the
so-called user fee financed by the pharmaceutical industry to provide additional resources
for the FDA’s programs for development of drug and biologic products. From 1992 to
1997, this program has enabled the FDA to reduce the average time required for review of
a new drug application from 30 months to 15 months. In 1997, the U.S. Congress also
passed the Food and Drug Administration Modernization Act (FDAMA) to enhance the
FDA’s missions and its operations for the increasing technological, trade, and public
health complexities in the 21st Century by reforming the regulation of food, drugs,
devices, biologic products, and cosmetics.

The concept of randomization in clinical trials was not adapted until the early 1920s
(Fisher and Mackenzie, 1923). Amerson et al. (1931) first considered randomization of
patients to treatments in clinical trials to reduce potential bias and consequently to increase
statistical power for detection of a clinically important difference. At the same time a Com-
mittee on Clinical Trials was formed by the Medical Research Council of the Great Britain
(Medical Research Council, 1931) to promulgate good clinical practice by developing
guidelines governing the conduct of clinical studies from which data will be used to support
application for marketing approval. In 1937, the NIH awarded its first research grant in
clinical trial. At the same time the U.S. National Cancer Institute (NCI) was also formed to
enhance clinical research in the area of cancer. In 1944, the first publication of results from a
multicenter trial appeared in Lancet (Patulin Clinical Trials Committee, 1944). Table 1.2.1
provides a chronic accounts of historical events for both clinical trials and the associated
regulations for treatments intended for marketing approval. Table 1.2.1 reveals that the
advance of clinical trials goes hand in hand with the development of regulations.

OKlin (1995) indicated that there are at least 8,000 randomized controlled clinical trials
conducted each year whose size can include as many as 100,000 subjects. As more clinical
trials are conducted worldwide each year, new service organization and/or companies have
emerged to provide information and resources for the conduct of clinical trials. Table 1.2.2
provides a summary of resources available for clinical trials from a web-based clinical trial
listing service called CenterWatch.® These trials are usually sponsored by the pharmaceutical
industry, government agencies, clinical research institutions, or more recently a third party
such as health maintenance organizations (HMO) or insurance companies. In recent years
clinical trials conducted by the pharmaceutical industry for marketing approval have become
more extensive. However, the sizes of clinical trials funded by other organizations are even
larger. The trials conducted by the pharmaceutical industry are mainly for the purpose of reg-
istration for marketing approval. Therefore, they follow a rigorously clinical development
plan which is usually carried out in phases (e.g., phases I, II, and III trials, which will be dis-
cussed later in this chapter) that progress from very tightly controlled dosing of a small num-
ber of normal subjects to less tightly controlled studies involving large number of patients.

According to USA Today (Feb. 3, 1993), the average time that a pharmaceutical com-
pany spends getting a drug to market is 12 years and 8 months. Of this figure, six years and
8 months are spent in clinical trials to obtain the required information for market registra-
tion. The FDA review takes 2 years and 6 months. As a result of PDUFA, the review time
at the U.S. FDA has been reduced considerably. Table 1.2.3 provides a summary of median
review time at the Center for Drug Review and Research (CDER) at the U.S. FDA in 2001.
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6 INTRODUCTION

Table 1.2.2 Summary of Resources for Clinical Trials

Description Resources
Number of Clinical Trials 41,000
Clinical Investigators 25,000
Academic Clinical Research Center 600
Pharmaceutical, Biotechnology, and Medical Device Companies 275
Contract Research Organization (CRO) 250
Companies Provides Services to Clinical Trials 130
Financial and Investment Professionals for Clinical Trials 100

Source: CenterWatch® Clinical Trials Listing Service (http://www.centerwatch.com).

For example, for the 10 drugs receiving priority status, the median review time is only
6 months. The median overall approval time is 14 months. However, it is not surprising
that new molecular entities requires about more than 7 months to review. This lengthy clin-
ical development process is necessary to assure the efficacy and safety of the drug product.
As aresult, this lengthy development period sometimes does not allow the access of prom-
ising drugs or therapies to subjects with serious or life-threatening illnesses. Kessler and
Feiden (1995) point out that the FDA may permit promising drugs or therapies currently
under investigation to be available to patients with serious or life-threatening diseases
under the so-called treatment IND in 1987. The Parallel Track Regulations in 1992 allow
promising therapies for serious or life-threatening diseases to become available with
considerably fewer data than required for approval. In the same year, the FDA published the
regulations for the Accelerated Approval based only on surrogate endpoints to accelerate the
approval process for promising drugs or therapies indicated for life-threatening diseases.

The size of trials conducted by the pharmaceutical industry can be as small as a dozen
subjects for the phase I trial in human, or it can be as large as a few thousands for support
of approval of ticlopidine for stroke prevention (Temple, 1993). The design of the trial can
be very simple as the single-arm trial with no control group, or it can be very complicated
as a 12-group factorial design for the evaluation of the dose responses of combination
drugs. Temple (1993) points out that information accumulated from previous experience in
the database of preapproval New Drug Application (NDA) or Product License Application
(PLA) can range from a few hundred subjects (e.g., contrast imaging agents) to four or five
thousand subjects (antidepressants or antihypertensives, antibiotics, etc.).

When the safety profile and mechanism of action for the efficacy of a new drug or ther-
apy are well established, probably after its approval, a simple but large confirmatory trial is
usually conducted to validate the safety and effectiveness of the new drug or therapy. This

Table 1.2.3 Summary of Median Review Time at CDER of the U.S. FDA in 2001

Number of Approved Drugs Median Review Time in Months
66 14
NME (24) 19
Priority status (10) 6
Standard status (56) 12

Source: FDA talk paper on January 25, 2002 at www.fda.gov.
NME = New Molecular Entities.
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kind of trial is large in the sense that there are relaxed the entrance criteria to enroll a large
number of subjects (e.g., tens of thousands) with various characteristics and care settings.
The purpose of this kind of trial is to increase the exposure of a new drug or therapy to
more subjects with the indicated diseases. For example, the first Global Utilization of
Streptokinase and Tissue Plasminogen Activator for Occluded Coronary Arteries Trial
(GUSTO I, 1993) enrolled over 41,000 subjects in 1,081 hospitals from 15 countries while
in the Physician’s Health Study funded by the NIH over 22,000 physicians were random-
ized to one of four arms in the trial. In addition, these trials usually follow subjects for
a much longer period of time than most trials for marketing approval. For example,
Helsinki Heart Study followed a cohort over 4,000 middle-aged men with dyslipidemia for
five years (Frick et al., 1987). The recent Prostate Cancer Prevention Trial (PCPT) plans
to follow 18,000 healthy men over age 55 for 7 years (Feigl et al., 1995). Such trials are
simple in the sense that only few important data are collected from each subject. Because
the sizes of these trials are considerably large, they can detect a relatively small yet impor-
tant and valuable treatment effects that previous smaller studies failed to detect. Some-
times, public funded clinical trials can also be used as a basis for approval of certain
indications. An example is the combined therapy of leuprolide with flutamide for patients
with disseminated, previously untreated D, stage prostate cancer. Approval of flutamide
was based on a study funded by NCI.

On the other hand, health care providers such as HMO or insurance companies will be
more interested in providing funding for rigorous clinical trials to evaluate not only efficacy
and safety of therapies but also quality of life, pharmacoeconomics, and outcomes. The pur-
pose of this kind of clinical trial is to study the cost associated with the health care provided.
The concept is to minimize the cost with the optimal therapeutic effect under the same qual-
ity of health care. Temple (1993) points out that from the results of the study of Systolic
Hypertension in the Elderly (SHEP), a potential savings of six billion dollars per year can be
provided by the treatment regimen of chlorthalidone with a beta blocker backup such a atenol
as compared to the combined treatment of an angiotensin converting enzyme (ACE) inhibitor
with a calcium channel blocker backup. Temple (1993) also indicates that a multicooperative
group study supported by health care providers is already under way to evaluate the effects of
bone marrow transplant with aggressive chemotherapy for breast cancer.

1.3 REGULATORY PROCESS AND REQUIREMENTS

Chow and Liu (1995a) indicated that the development of a pharmaceutical entity is a lengthy
process involving drug discovery, laboratory development, animal studies, clinical trials,
and regulatory registration. The drug development can be classified into nonclinical, pre-
clinical, and clinical development phases. As indicated by the USA Today (Feb. 3, 1993),
approximately 75% of drug development is devoted to clinical development and regulatory
registration. In this section we will focus on regulatory process and requirements for clini-
cal development of a pharmaceutical entity.

For marketing approval of pharmaceutical entities, the regulatory process and require-
ments may vary from country (or region) to country (or region). For example, the European
Community (EC), Japan, and the United States have similar but different requirements as
to the conduct of clinical trials and the submission, review, and approval of clinical results
for pharmaceutical entities. In this section, for simplicity, we will focus on the regulatory
process and requirements for the conduct, submission, review, and approval of clinical
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trials currently adopted in the United States. As was indicated earlier, the FDA was formed
in 1931 to enforce the FD&C Act for marketing approval of drugs, biological products, and
medical devices. With very few exceptions, since the enactment of the FD&C Act, treat-
ment interventions such as drugs, biological products, and medical devices either currently
on the market or still under investigation are the results of a joint effort between the phar-
maceutical industry and the FDA. To introduce regulatory process and requirements for
marketing approval of drugs, biological products, and medical devices, it is helpful to be
familiar with the functional structure of the FDA.

The Food and Drug Administration

The FDA is a subcabinet organization within the Department of Health and Human Ser-
vices (HHS) which is one of the major cabinets in the United States government. The FDA
is headed by a commissioner with several deputy or associate commissioners to assist him
or her in various issues such as regulatory affairs, management and operations, health
affairs, science, legislative affairs, public affairs, planning and evaluation, and consumer
affairs. Under the office of commissioner, there are currently six different centers of vari-
ous functions for evaluation of food, drugs, and cosmetics. They are Center for Drug Eval-
uation and Research (CDER), Center for Biologics Evaluation and Research (CBER),
Center for Devices and Radiological Health (CDRH), National Center for Toxicological
Research (NCTR), Center for Veterinary Medicine (CVM), and Center for Food Safety
and Applied Nutrition (CFSAN).

Recently, in the interest of shortening the review process, the sponsors are required to
provide the so-called user’s fee for review of submission of applications to the FDA. In
October 1995 CDER was reorganized to reflect the challenge of improving efficiency and
shortening the review and approval process as demanded by the United States Congress and
the pharmaceutical industry. Figure 1.3.1 provides the current structure of CDER at the
FDA, which is composed of 10 major offices. These offices include Office of Management,
Office of Training and Communications, Office of Compliance, Office of Information Tech-
nology, Office of Regulatory Policy, Office of Executive Program, Office of Medical Policy,
Office of New Drugs, Office of Pharmaceutical Science, and Office of Pharmacoepidemiol-
ogy and Statistical Science. The Office of New Drugs is responsible for drug evaluation,
which consists of six offices, including Offices of Drug Evaluation I-V and Office of Pedi-
atric Drug Development and Program Initiatives. On the other hand, Office of Pharmaceuti-
cal Science consists of four offices, including Office of New Drug Chemistry, Office of
Generic Drugs, Office of Clinical Pharmacology and Biopharmaceutics, and Office of Test-
ing and Research. Furthermore, CDER recently establishes the Office of Pharmacoepidemi-
ology and Statistical Science in recognition of the importance of epidemiology and statistics
in drug evaluation. Office of Pharmacoepidemiology and Statistical Science includes Office
of Drug Safety and Office of Biostatistics. Note that each of these offices consists of several
divisions. Figures 1.3.2, 1.3.3, and 1.3.4 provide respective organizations of Offices of New
Drugs, Pharmaceutical Science and Pharmacoepidemiology and Statistical Science. Note
that CBER has a similar functional structure though it has fewer offices than CDER.

FDA Regulations for Clinical Trials

For evaluation and marketing approval of drugs, biological products, and medial devices, the
sponsors are required to submit substantial evidence of effectiveness and safety accumulated
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Figure 1.3.3 Office of Pharmaceutical Science.

from adequate and well-controlled clinical trials to CDER, CBER, or CDRH of the FDA,
respectively. The current regulations for conducting clinical trials and the submission,
review and approval of clinical results for pharmaceutical entities in the United States can
be found in CFR (e.g., see 21 CFR Parts 50, 56, 312, and 314). These regulations are devel-
oped based on the FD&C Act passed in 1938. Table 1.3.1 summarizes the most relevant
regulations with respect to clinical trials. These regulations cover not only pharmaceutical
entities such as drugs, biological products, and medical devices under investigation but
also the welfare of participating subjects and the labeling and advertising of pharmaceuti-
cal products. It can be seen from Table 1.3.1 that pharmaceutical entities can be roughly
divided into three categories based on the FD&C Act and hence the CFR. These categories
include drug products, biological products, and medical devices. For the first category,
a drug is as defined in the FD&C Act (21 U.S.C. 321) as an article that is (1) recognized in
the U.S. Pharmacopeia, official Homeopathic Pharmacopeia of the United States, or offi-
cial National Formulary, or a supplement to any of them; (2) intended for use in the diag-
nosis, cure, mitigation, treatment, or prevention of disease in humans or other animals,
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Figure 1.3.4 Office of Pharmacoepidemiology and Statistical Science.

or (3) intended to affect the structure or function of the body of humans or other animals.
For the second category, a biological product is defined in the 1944 Biologics Act (46
U.S.C. 262) as a virus, therapeutic serum, toxin, antitoxin, bacterial or viral vaccine, blood,
blood component or derivative, allergenic product, or analogous product, applicable to the
prevention, treatment, or cure of disease or injuries in humans. Finally, a medical device is
defined as an instrument, apparatus, implement, machine contrivance, implant, in vitro
reagent, or other similar or related article, including any component, part, or accessory
that—similar to a drug—is (1) recognized in the official National Formulary or the U.S.
Pharmacopeia or any supplement in them; (2) intended for use in the diagnosis in humans
or other animals; or (3) intended to affect the structure or function of the body of humans
or other animals.
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Table 1.3.1 U.S. Codes of Federal Regulation (CFR) for Clinical Trials Used to
Approve Pharmaceutical Entities

CFR Number Regulations
21 CFR 50 Protection of human subjects
21 CFR 56 Institutional review boards (IRB)
21 CFR 312 Investigational new drug application (IND)
Subpart E Treatment IND
21 CFR 314 New drug application (NDA)
Subpart C Abbreviated applications
Subpart H Accelerated approval
21 CFR 601 Establishment license and product license applications
(ELA and PLA)
Subpart E Accelerated approval
21 CFR 316 Orphan drugs
21 CFR 320 Bioavailability and bioequivalence requirements
21 CFR 330 Over-the-counter (OTC) human drugs
21 CFR 812 Investigational device exemptions (IDE)
21 CFR 814 Premarket approval of medical devices (PMA)
21 CFR 60 Patent term restoration
21 CFR 201 Labeling
21 CFR 202 Prescription drug advertising

The CDER of the FDA has jurisdiction over administration of regulation and approval
of pharmaceutical products classified as drug. These regulations include Investigational
New Drug Application (IND) and New Drug Application (NDA) for new drugs, orphan
drugs, and over-the-counter (OTC) human drugs and Abbreviated New Drug Application
(ANDA) for generic drugs. On the other hand, the CBER is responsible for enforcing the
regulations of biological products through processes such an Establishment License
Application (ELA) or Product License Application (PLA). Administration of the regula-
tions for medical devices belongs to the jurisdiction of the CDRH through Investigational
Device Exemptions (IDE) and Premarket Approval of Medical Devices (PMA) and other
means.

A treatment for a single illness might consist of a combination of drugs, biological
products, and/or medical devices. If a treatment consists of a number of drugs, then it is
called a combined therapy. For example, leuprolide and flutamide are for treatment of dis-
seminated, previously untreated D, stage prostate cancer. However, if a treatment consists
of a combination of drugs, biologics, and/or devices such as drug with device, biologic
with device, drug with biologic, drug with biologic in conjunction with device, then it is
defined as a combined product. For a combined product consisting of different pharma-
ceutical entities, FDA requires that each of entities should be reviewed separately by
appropriate centers at the FDA. In order to avoid confusion of jurisdiction over a combina-
tion product and to improve efficiency of approval process, the principle of primary mode of
action of a combination product was established in the Safe Medical Devices Act (SMDA) in
1990 (21 U.S.C. 353). In 1992, based on this principle, three intercenter agreements were
signed between CDER and CBER, between CDER and CDRH, and between CBER and
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CDRH to establish the ground rules for assignment of a combined product and intercenter
consultation (Margolies, 1994).

Phases of Clinical Development

In a set of new regulations promulgated in 1987 and known as the IND Rewrite, the phases
of clinical investigation adopted by the FDA since the late 1970s is generally divided into
three phases (21 CFR 312.21). These phases of clinical investigation are usually conducted
sequentially but may overlap.

Phase I clinical investigation provides an initial introduction of an investigational new
drug to humans. The primary objectives of phase I clinical investigation are twofold. First,
it is to determine the metabolism and pharmacologic activities of the drug in humans, the
side effects associated with increasing doses, and early evidence on effectiveness. In addi-
tion it is to obtain sufficient information about the drug’s pharmacokinetics and pharmaco-
logical effects to permit the design of well-controlled and scientifically valid phase II
clinical studies. Thus phase I clinical investigation includes studies of drug metabolism,
bioavailability, dose ranging, and multiple doses. Phase I clinical investigation usually
involves 20 to 80 normal volunteer subjects or patients. In general, protocols for phase I
studies are less detailed and more flexible than for subsequent phases, but they must pro-
vide an outline of the investigation and also specify in detail those elements that are criti-
cal to safety. For phase I investigation, FDA’s review will focus on the assessment of
safety. Therefore extensive safety information such as detailed laboratory evaluations are
usually collected at very intensive schedules.

Phase II studies are the first controlled clinical studies of the drug, and they involve no
more than several hundred patients. The primary objectives of phase II studies are not only
to initially evaluate the effectiveness of a drug based on clinical endpoints for a particular
indication or indications in patients with the disease or condition under study but also to
determine the dosing ranges and doses for phase III studies and the common short-term
side effects and risks associated with the drug. Although the clinical investigation usually
involves no more than several hundred patients, expanded phase II clinical studies may
involve up to several thousand patients. Note that some pharmaceutical companies further
differentiate this phase into phases ITA and IIB. Clinical studies designed to evaluate dos-
ing are referred to as phase IIA studies, and studies designed to determine the effectiveness
of the drug are called phase IIB.

Phase III studies are expanded controlled and uncontrolled trials. The primary objec-
tives of phase III studies are not only to gather the additional information about effective-
ness and safety needed to evaluate the overall benefit-risk relationship of the drug but also
to provide an adequate basis for physician labeling. Phase III studies, which can involve
from several hundred to several thousand patients, are performed after preliminary evi-
dence regarding the effectiveness of the drug has been demonstrated. Note that studies per-
formed after submission before approval are generally referred to as phase II1IB studies.

In drug development, phase I studies refer to an early stage of clinical pharmacology,
and phase II and III studies correspond to a later stage of clinical development. For differ-
ent phases of clinical studies, the investigational processes are regulated differently, for
example, the FDA review of submissions in phase I ensures that subjects are not exposed
to unreasonable risks, while the review of submissions in phases II and III also ensures that
the scientific design of the study is likely to produce data capable of meeting statutory
standards for marketing approval.
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Phase IV trials generally refer to studies performed after a drug is approved for market-
ing. The purpose for conducting phase IV studies is to elucidate further the incidence of
adverse reactions and determine the effect of a drug on morbidity of mortality. In addition
a phase IV trial is also conducted to study a patient population not previously studied such
as children. In practice, phase IV studies are usually considered useful market-oriented
comparison studies against competitor products.

Note that there is considerable variation within the pharmaceutical industry in categoriz-
ing clinical studies into phases. For example, in addition to phases I through IV described
above, some pharmaceutical companies consider clinical studies conducted for new indica-
tions and/or new formulations (or dosage forms) as phase V studies.

1.4 INVESTIGATIONAL NEW DRUG APPLICATION

As indicated in the previous section, different regulations exist for different products, such
as IND and NDA for drug products, ELA and PLA for biological products, IDE and PMA
for medical devices. However, the spirit and principles for the conduct, submission, review,
and approval of clinical trials are the same. Therefore, for the purpose of illustration, we
will only give a detailed discussion on IND and NDA for drug products.

Before a drug can be studied in humans, its sponsor must submit an IND to the FDA.
Unless notified otherwise, the sponsor may begin to investigate the drug 30 days after the
FDA has received the application. The IND requirements extend throughout the period
during which a drug is under study. As mentioned in Sections 312.1 and 312.3 of 21 CFR,
an IND is synonymous with Notice of Claimed Investigational Exemption for a New Drug.
Therefore an IND is, legally speaking, an exemption to the law that prevents the shipment
of a new drug for interstate commerce. Consequently the drug companies that file an IND
have flexibility of conducting clinical investigations of products across the United States.
However, it should be noted that different states might have different laws that may require
the sponsors to file separate IND to the state governments. As indicated by Kessler (1989),
there are two types of INDs, commercial and noncommercial. A commercial IND permits
the sponsor to gather the data on the clinical safety and effectiveness needed for an NDA.
If the drug is approved by the FDA, the sponsor is allowed to market the drug for specific
uses. A noncommercial IND allows the sponsor to use the drug in research or early clinical
investigation to obtain advanced scientific knowledge of the drug. Note that the FDA itself
does not investigate new drugs or conduct clinical trials. Pharmaceutical manufacturers,
physicians, and other research organizations such as NIH may sponsor INDs. If a commer-
cial IND proves successful, the sponsor ordinarily submits an NDA. During this period the
sponsor and the FDA usually negotiate over the adequacy of the clinical data and the word-
ing proposed for the label accompanying the drug, which sets out description, clinical
pharmacology, indications and usage, contraindications, warnings, precautions, adverse
reactions, and dosage and administration.

By the time an IND is filed, the sponsor should have enough information about the chem-
istry, manufacturing, and controls of the drug substance and drug product to ensure the iden-
tity, strength, quality, and purity of the investigational drug covered by the IND. In addition the
sponsor should provide adequate information about pharmacological studies for absorption,
distribution, metabolism, and excretion (ADME) and acute, subacute, and chronic toxicologi-
cal studies and reproductive tests in various animal species to support that the investigational
drug is reasonably safe to be evaluated in clinical trials of various durations in humans.
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A very important component of an IND is the general investigational plan, which is in
fact an abbreviated version of the clinical development plan for the particular pharmaceu-
tical entity covered by the IND. However, the investigational plan should identify the
phases of clinical investigation to be conducted that depend on the previous human experi-
ence with the investigational drug. Usually if a new investigational drug is developed in the
United States, it is very likely that at the time of filing the IND no clinical trial on human has
ever been conducted. Consequently the investigational plan might consist of all clinical tri-
als planned for each stage of phases I, II, and III during the entire development period. On
the other hand, some investigational pharmaceutical entities may be developed outside the
United States. In this case sufficient human experiences may have already been accumu-
lated. For example, for an investigational drug, suppose that the clinical development plan
outside the United States has already completed phase II stage. Then the initial safety and
pharmacological ADME information can be obtained from phase I clinical trials. In addi-
tion phase II dose response (ranging) studies may provide adequate dose information for
the doses to be employed in the planned phase III studies. Consequently the investigational
plan may only include the plan for phase III trials and some trials for specific subject pop-
ulation such as renal or hepatic impaired subjects. However, all information and results
from phases I and II studies should be adequately documented in the section of previous
human experience with the investigational drug in the IND. A general investigational plan
may consist of more than one protocol depending on the stage of the clinical investiga-
tional plan to be conducted.

An IND plays an important role in the clinical development of a pharmaceutical entity.
An IND should include all information about the drug product available to the company up
to the time point of filing. Table 1.4.1 lists the contents of an IND provided in Section 312.23
(a) (6) of 21 CFR that a sponsor must follow and submit. A cover sheet usually refers to the
form of FDA-1571. The form reinforces the sponsor’s commitment to conduct the investiga-
tion in accordance with applicable regulatory requirements. A table of contents should also
be included to indicate the information attached in the IND submission. The investigational
plan should clearly state the rationale for the study of the drug, the indication(s) to be stud-
ied, the approach for the evaluation of the drug, the kinds of clinical trials to be conducted,
the estimated number of patients, and any risks of particular severity or seriousness antici-
pated. For completeness, an investigator’s brochure should also be provided. As mentioned
earlier, the central focus of the initial IND submission should be on the general investiga-
tional plan and protocols for specific human studies. Therefore a copy of protocol(s) which
includes study objectives, investigators, criteria for inclusion and exclusion, study design,

Table 1.4.1 Documents to Accompany an IND Submission

A cover sheet

A table of contents

The investigational plan

The investigator’s brochure

Protocol

Chemistry, manufacturing, and controls information
Pharmacology and toxicology information

Previous human experiences with the investigational drug
Additional information

Relevant information
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dosing schedule, endpoint measurements, and clinical procedure should be submitted along
with the investigational plan and other information such as chemistry, manufacturing, and
controls, pharmacology and toxicology, previous human experiences with the investiga-
tional drug, and any additional information relevant to the investigational drug. Note that the
FDA requires that all sponsors should submit an original and two copies of all submissions
to the IND file, including the original submission and all amendments and reports.

Clinical Trial Protocol

To ensure the success of an IND, a well-designed protocol is essential when conducting
a clinical trial. A protocol is a plan that details how a clinical trial is to be carried out and
how the data are to be collected and analyzed. It is an extremely critical and the most
important document, since it ensures the quality and integrity of the clinical investigation
in terms of its planning, execution, and conduct of the trial as well as the analysis of the
data. Section 312.23 of 21 CFR provides minimum requirements for the protocol of a clin-
ical trial. In addition the Guideline for the Format and Content of the Clinical and Statisti-
cal Sections of an Application was issued by CDER of the FDA in October 1988.
Appendix C of this guideline describes key elements for a well-designed protocol. All of
these requirements and elements are centered around experimental units, treatments, and
evaluations of the treatments as discussed previously in Section 1.1.

Table 1.4.2 gives an example for format and contents of a well-controlled protocol for a
majority of clinical trials. A well-designed protocol should always have a protocol cover
sheet to provide a synopsis of the protocol. A proposed protocol cover sheet can be found
in Appendix C of the FDA guideline. The objective of the study should be clearly stated at
the beginning of any protocols. The study objectives are concise and precise statements of
prespecified hypotheses based on clinical responses for evaluation of the drug product
under study. The objectives usually consist of the primary objective, secondary objectives,
and sometimes the subgroup analyses. In addition these objectives should be such that can
be translated into statistical hypotheses. The subject inclusion and exclusion criteria should
also be stated unambiguously in the protocol to define the targeted population to which the
study results are inferred. The experimental design then employed should be able to
address the study objectives with certain statistical inference. A valid experimental design
should include any initial baseline or run-in periods, the treatments to be compared, the
study configuration such as parallel, crossover, or forced titration, and duration of the treat-
ment. It is extremely important to provide a description of the control groups with the
rationale as to why the particular control groups are chosen for comparison.

The methods of blinding used in the study to minimize any potential known biases
should be described in detail in the protocol. Likewise the protocol should provide the
methods of assignments for subjects to the treatment groups. The methods of assignment
are usually different randomization procedures to prevent any systematic selection bias
and to ensure comparability of the treatment groups with respect to pertinent variables.
Only the randomization of subjects can provide the foundation of a valid statistical infer-
ence. A well-designed protocol should describe the efficacy and safety variables to be
recorded, the time that they will be evaluated, and the methods to measure them. In addi-
tion the methods for measuring the efficacy endpoints such as symptom scores for benign
prostatic hyperplasis or some safety endpoints such as some important laboratory assay
should be validated and results of validation need to be adequately documented in the pro-
tocol. The FDA guideline also calls for designation of primary efficacy endpoints. From
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Table 1.4.2 Format and Contents of a Protocol

1. Protocol cover sheet
2. Background
3. Objectives
Primary
Secondary
. Study plan
Study design
Subject inclusion criteria
Subject exclusion criteria
Treatment plan
. Study drugs
Dose and route
Method of dispensing
Method and time of administration
Description of controls
Methods of randomization and blinding
Package and labeling
Duration of treatment
Concomitant medications
Concomitant procedures
5. Measurements and observations
Efficacy endpoints
Safety endpoints
Validity of measurements
Time and events schedules
Screening, baseline, treatment periods,
and post-treatment follow-up
6. Statistical methods
Database management procedures
Methods to minimize bias
Sample size determination
Statistical general considerations
Randomization and blinding
Dropouts, premature termination,
and missing data
Baseline, statistical parameters,
and covariates
Multicenter studies
Multiple testing
Subgroup analysis
Interim analysis
Statistical analysis of demography and
baseline characteristics
Statistical analysis of efficacy data
Statistical analysis of safety data
7. Adverse events
Serious adverse events
Adverse events attributions
Adverse event intensity
Adverse event reporting
Laboratory test abnormalities

~

()}



INVESTIGATIONAL NEW DRUG APPLICATION 19

Table 1.4.2 (Continued)

8. Warning and precautions
9. Subject withdrawal and discontinuation

Subject withdrawal
End of treatment
End of study

10. Protocol changes and protocol deviations
Protocol changes
Protocol deviation
Study termination

11. Institutional review and consent requirements
Institutional review board (IRB)
Informed consent

12. Obligations of investigators and
administrative aspects
Study drug accountability
Case report forms
Laboratory and other reports
Study monitoring
Study registry
Record retention
Form FDA 1572
Signatures of investigators
Confidentiality
Publication of results

13. Flow chart of studies activities

14. References

15. Appendixes

the primary objective based on the primary efficacy endpoint, the statistical hypothesis for
sample size determination can be formulated and stated in the protocol. The treatment
effects assumed in both null and alternative hypotheses with respect to the experimental
design employed in the protocol and the variability assumed for sample size determination
should be described in full detail in the protocol as should the procedures for accurate, con-
sistent, and reliable data. The statistical method section of any protocols should address
general statistical issues often encountered in the study. These issues include randomiza-
tion and blinding, handling of dropouts, premature termination of subjects, and missing
data, defining the baseline and calculation of statistical parameters such as percent change
from baseline and use of covariates such as age or gender in the analysis, the issues of mul-
ticenter studies, and multiple comparisons and subgroup analysis.

If interim analyses or administrative looks are expected, the protocol needs to describe
any planned interim analyses or administrative looks of the data and the composition, func-
tion, and responsibilities of a possible outside data-monitoring committee. The description
of interim analyses consists of monitoring procedures, the variables to be analyzed, the fre-
quency of the interim analyses, adjustment of nominal level of significance, and decision
rules for termination of the study. In addition the statistical methods for analyses of
demography and baseline characteristics together with the various efficacy and safety end-
points should be described fully in the protocol. The protocol must define adverse events,
serious adverse events, and attributions and intensity of adverse events and describe how
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the adverse events are reported. Other ethical and administration issues should also be
addressed in the protocol. They are warnings and precautions, subject withdrawal and dis-
continuation, protocol changes and deviations, institutional review board and consent
form, obligation of investigators, case report form, and others.

It should be noted that once an IND is in effect, the sponsor is required to submit a pro-
tocol amendment if there are any changes in protocol that significantly affect the subjects’
safety. Under 21 CFR 312.30(b) several examples of changes requiring an amendment are
given. These examples include (1) any increase in drug dosage, duration, and number of
subjects, (2) any significant change in the study design, (3) the addition of a new test or
procedure that is intended for monitoring side effects or an adverse event. In addition the
FDA also requires an amendment be submitted if the sponsor intends to conduct a study
that is not covered by the protocol. As stated in 21 CFR 312.30(a) the sponsor may begin
such study provided that a new protocol is submitted to the FDA for review and is
approved by the institutional review board. Furthermore, when a new investigator is added
to the study, the sponsor must submit a protocol amendment and notify FDA of the new
investigator within 30 days of the investigator being added. Note that modifications of the
design for phase I studies that do not affect critical safety assessment are required to be
reported to FDA only in the annual report.

Institutional Review Board

Since 1971 the FDA has required that all proposed clinical studies be reviewed both by the
FDA and an institutional review board (IRB). The responsibility of an IRB is not only to
evaluate the ethical acceptability of the proposed clinical research but also to examine the
scientific validity of the study to the extent needed to be confident that the study does not
expose its subjects to unreasonable risk (Petricciani, 1981). This IRB is formally desig-
nated by a public or private institution in which research is conducted to review, approve,
and monitor research involving human subjects. Each participating clinical investigator is
required to submit all protocols to an IRB. An IRB must formally grant approval before an
investigation may proceed, which is in contrast to the 30-day notification that the sponsors
must give the FDA. To ensure that the investigators are included in the review process, the
FDA requires that the clinical investigators communicate with the IRB. The IRB must
monitor activities within their institutions.

The composition and function of an IRB are subject to FDA requirements. Section 56.107
in Part 56 of 21 CFR states that each IRB should have at least five members with varying
backgrounds to promote a complete review of research activities commonly conducted by
the institution. In order to avoid conflict of interest and to provide an unbiased and objective
evaluation of scientific merits, ethical conduct of clinical trials, and protection of human
subjects, the CFR enforces a very strict requirement for the composition of members of an
IRB. The research institution should make every effort to ensure that no IRB is entirely
composed of one gender. In addition no IRB may consist entirely of members of one pro-
fession. In particular, each IRB should include at least one member whose primary con-
cerns are in the scientific area and at least one member whose primary concerns are in
nonscientific areas. On the other hand, each IRB should include at least one member who
is not affiliated with the institution and who is not part of the immediate family of a person
who is affiliated with the institution. Furthermore no IRB should have a member partici-
pate in the IRB’s initial or continuous review of any project in which the member has a
conflicting interest, except to provide information requested by the IRB.
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Safety Report

The sponsor of an IND is required to notify FDA and all participating investigators in a writ-
ten IND safety report of any adverse experience associated with use of the drug. Adverse
experiences need to be reported include serious and unexpected adverse experiences. A seri-
ous adverse experience is defined as any experience that is fatal, life-threatening, requiring
inpatient hospitalization, prolongation of existing hospitalization, resulting in persistent or
significant disability/incapacity, or congenital anomaly/birth defect. An unexpected adverse
experience is referred to as any adverse experience that is not identified in nature, severity,
or frequency in the current investigator brochure or the general investigational plan or else-
where in the current application, as amended.

The FDA requires that any serious and unexpected adverse experience associated with
use of the drug in the clinical studies conducted under the IND be reported in writing to the
agency and all participating investigators within 10 working days. The sponsor is required
to fill out the FDA-1639 form to report an adverse experience. Fatal or immediately life-
threatening experience require a telephone report to the agency within three working days
after receipt of the information. A follow-up of the investigation of all safety information is
also expected.

Treatment IND

During the clinical investigation of the drug under an IND, it may be necessary and ethical
to make the drug available to those patients who are not in the clinical trials. Since 1987
the FDA permits an investigational drug to be used under a treatment protocol or treatment
IND if the drug is intended to treat a serious or immediately life-threatening disease, espe-
cially when there is no comparable or satisfactory alternative drug or other therapy avail-
able to treat that stage of the disease in the intended patient population. FDA, however,
may deny a request for treatment use of an investigational drug under a treatment protocol
or treatment IND if the sponsor fails to show that the drug may be effective for its intended
use in its intended patient population or that the drug may expose the patients to an unrea-
sonable and significant additional risk of illness or injury.

Withdraw and Termination of an IND

At any time a sponsor may withdraw an effective IND without prejudice. However, if an
IND is withdrawn, FDA must be notified and all clinical investigations conducted under
the IND shall be ended. If an IND is withdrawn because of a safety reason, the sponsor has
to promptly inform FDA, all investigators, and all reviewing IRBs with the reasons for
such withdrawal.

If there are any deficiencies in the IND or in the conduct of an investigation under an
IND, the FDA may terminate an IND. If an IND is terminated, the sponsor must end all
clinical investigations conducted under the IND and recall or dispose all unused supplies
of the drug. Some examples of deficiencies in an IND are discussed under 21 CFR 312.44.
For example, FDA may propose to terminate IND if it finds that human subjects would be
exposed to an unreasonable and significant risk of illness or injury. In such a case the FDA
will notify the sponsor in writing and invite correction or explanation within a period of
30 days. A terminated IND is subject to reinstatement based on additional submissions that
eliminate such risk. In this case a regulatory hearing on the question of whether the IND
should be reinstated will be held.
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Communication with the FDA

FDA encourages open communication regarding any scientific or medical question that
may be raised during the clinical investigation. Basically it is suggested that such commu-
nication be arranged at the end of the phase II study and prior to a marketing application.
The purpose of an end-of-phase II meeting is to review the safety of the drug proceeding to
phase III. This meeting is helpful not only in that it evaluates the phase III plan and proto-
cols but also in that it identifies any additional information necessary to support a market-
ing application for the uses under investigation. Note that a similar meeting may be held at
the end of phase I in order to review results of tolerance/safety studies and the adequacy of
the remaining development program. At the end of phase I, a meeting would be requested
by a sponsor when the drug or biologic product is being developed for a life-threatening
disease and the sponsor wishes to file under the expedited registration regulations. The
purpose of pre-NDA meetings is not only to uncover any major unresolved problems but
also to identify those studies that are needed for establishment of drug effectiveness. In
addition the communication enables the sponsor to acquaint FDA reviewers with the gen-
eral information to be submitted in the marketing application. More important, the com-
munication provides the opportunity to discuss (1) appropriate methods for statistical
analysis of the data and (2) the best approach to the presentation and formatting of the data.

1.5 NEW DRUG APPLICATION

For approval of a new drug, the FDA requires at least two adequate well-controlled clinical
studies be conducted in humans to demonstrate substantial evidence of the effectiveness
and safety of the drug. The substantial evidence as required in the Kefaurer-Harris amend-
ments to the FD&C Act in 1962 is defined as the evidence consisting of adequate and well-
controlled investigations, including clinical investigations, by experts qualified by scientific
training and experience to evaluate the effectiveness of the drug involved, on the basis of
which it could fairly and responsibly be concluded by such experts that the drug will have
the effect it purports to is represented to have under the conditions of use prescribed, rec-
ommended, or suggested in the labeling or proposed labeling thereof. Based on this
amendment, the FDA requests that reports of adequate and well-controlled investigations
provide the primary basis for determining whether there is substantial evidence to support
the claims of new drugs and antibiotics. Section 314.126 of 21 CFR provides the definition
of an adequate and well-controlled study, which is summarized in Table 1.5.1. It can be
seen from Table 1.5.1 that an adequate and well-controlled study is judged by eight criteria
specified in the CFR. These criteria are objectives, method of analysis, design of studies,
selection of subjects, assignment of subjects, participants of studies, assessment of
responses, and effect. First, each study should have a very clear statement of objectives for
clinical investigation such that they can be reformulated into statistical hypotheses and
estimation procedures. In addition proposed methods of analyses should be described in
the protocol and actual statistical methods used for analyses of data should be described in
detail in the report. Second, each clinical study should employ a design that allows a valid
comparison with a control for an unbiased assessment of drug effect. Therefore selection
of a suitable control is one of keys to integrity and quality of an adequate and well-
controlled study. The CFR recognizes the following controls: placebo concurrent control,
dose-comparison concurrent control, no treatment control, active concurrent control, and
historical control. Next, the subjects in the study should have the disease or condition
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Table 1.5.1 Characteristics of an Adequate and Well-Controlled Study

Criteria Characteristics

Objectives Clear statement of investigation’s purpose

Methods of analysis Summary of proposed or actual methods of analysis

Design Valid comparison with a control to provide a quantitative
assessment of drug effect

Selection of subjects Adequate assurance of the disease or conditions under study

Assignment of subjects Minimization of bias and assurance of comparability of groups

Participants of studies Minimization of bias on the part of subjects, observers, and
analysts

Assessment of responses Well-defined and reliable

Assessment of the effect Requirements of appropriate statistical methods

under study. Furthermore subjects should be randomly assigned to different groups in the
study to minimize potential bias and ensure comparability of the groups with respect to
pertinent variables such as age, gender, race, and other important prognostic factors. All
statistical inferences are based on such randomization and possibly stratification to achieve
these goals. However, bias will still occur if no adequate measures are taken on the part of
subjects, investigator, and analysts of the study. Therefore blinding is extremely crucial to
eliminate the potential bias from this source. Usually an adequate and well-controlled
study is at least double blinded whereby investigators and subjects are blinded to the treat-
ments during the study. However, currently a triple-blind study in which the sponsor (i.e.,
clinical monitor) of the study is also blinded to the treatment is not uncommon. Another
critical criterion is the validity and reliability of assessment of responses. For example, the
methods for measurement of responses such as symptom scores for benign prostate hyper-
plasia should be validated before their usage in the study (Barry et al., 1992). Finally,
appropriate statistical methods should be used for assessment of comparability among
treatment groups with respect to pertinent variables mentioned above and for unbiased
evaluation of drug effects.

Section 314.50 of 21 CFR specifies the format and content of an NDA, which is sum-
marized in Table 1.5.2. The FDA requests that the applicant should submit a complete
archival copy of the new drug application form (A) to (F) with a cover letter. In addition,
the sponsor needs to submit a review copy for each of the six technical sections with the
cover letter, application form (356H) of (A), index of (B), and summary of (C) as given in
Table 1.5.2 to each of six reviewing disciplines. The reviewing disciplines include chem-
istry reviewers for the chemistry, manufacturing, and controls; pharmacology reviewers
for nonclinical pharmacology and toxicology; medical reviewers for clinical data section;
and statisticians for statistical technical section. The outline of review copies for clinical
reviewing divisions include (1) cover letter, (2) application form (356H), (3) index, (4) sum-
mary, and (5) clinical section. The outline of review copies for statistical reviewing divi-
sion consists of (1) cover letter, (2) application form (356H), (3) index, (4) summary, and
(5) statistical section.

Table 1.5.3 provides a summary of the format and content of a registration dossier for
the European Economic Community (EEC). A comparison of Table 1.5.2 and Table 1.5.3
reveals that the information required by the FDA and ECC for marketing approval of a drug
is essentially the same. However, no statistical technical section is required in the ECC
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Table 1.5.2 A Summary of Contents and Format of a New
Drug Application (NDA)

Cover letter
. Application form (365H)
. Index
. Summary
. Technical sections
. Chemistry, manufacturing, and controls
. Nonclinical pharmacology and toxicology
. Human pharmacology and bioavailability
. Microbiology (for anti-infective drugs)
. Clinical data
6. Statistical
E. Samples and labeling
F. Case report forms and tabulations
1. Case report tabulations
2. Case report forms
3. Additional data

gnwp

B AW =

Note: Based on Section 314.50 of Part 21 of Codes of Federal Regulation
(4-1-94 edition).

registration. In October 1988, to assist an applicant in presenting the clinical and statistical
data required as part of an NDA submission, the CDER of the FDA issued the Guideline
for the Format and Content of the Clinical and Statistical Sections of an Application under
21 CFR 314.50, which is summarized in Table 1.5.4. The guideline indicates the prefer-
ence of having one integrated clinical and statistical report rather than two separate reports.
A complete submission should include clinical section [21 CFR 314.50(d)(5)], statistical
section [21 CFR 314.50(d)(6)], and case report forms and tabulations [21 CFR 314.50(f)].
The same guideline also provides the content and format of the fully integrated clinical
and statistical report of a controlled clinical study in an NDA. A summary of it is given in
Table 1.5.5. Based on the content and format of the fully integrated and statistical report of
a controlled study required by the FDA, the Structure and Content of Clinical Study
Reports was also issued by the European Community in May 1993. A summary is given in
Table 1.5.6. In addition the European Community also published a guideline entitled Bio-
statistical Methodology in Clinical Trials in Applications for Marketing Authorizations for
Medicinal Products in March 1993.

Expanded Access

A standard clinical development program of phases I, II, and III clinical trials and tradi-
tional approval of a new pharmaceutical entity through IND and NDA processes by the
FDA will generally take between 8 to 12 years with an average cost around $500 million.
Kessler and Feiden (1995) indicated that on average, the FDA receives around 100 origi-
nal NDAs each year. For each NDA submission, FDA requires substantial evidence of
efficacy and safety be provided with fully matured and complete data generated from at
least two adequate and well-controlled studies before it can be considered for approval.
This requirement is necessary for drugs with marginal clinical advantages and for
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Table 1.5.3 Format and Contents of a Registration Dossier for the
European Economic Community (EEC)

Flyleaf
Annex I:

Annex II:

Annex ILA:
Annex I1.B:
Annex I1.C:
Annex IL.D:
Annex ILE:
Annex ILF:
Annex I1.G:

Annex III:

Annex IILA:
Annex II1.B:
Annex III.C:
Annex II1.D:
Annex IILE:

Annex IILF:

Annex II1.G:

Annex IV:

Annex IV.A:
Annex IV.B:
Annex IV.C:

Annex V:

Annex V.A:
Annex V.B:
Annex V.C:
Annex V.D:

General information

Information and documents on physicochemical,
biological, or microbiological tests

Complete qualitative and quantitative composition

Method of preparation

Controls of starting materials

Control tests on intermediate products (if necessary)

Control tests for the finished product

Stability tests

Conclusions

Toxicological and pharmacological tests
Acute toxicity

Toxicity with repeated administration
Fetal toxicity

Fertility studies

Carcinogenicity and mutagenicity
Pharmacodynamics

Pharmacokinetics

Clinical trials

Human pharmacology
Clinical data

Side effects and interactions

Special particulars

Dosage forms

Samples

Manufacturing authorization
Marketing authorization

Table 1.5.4 Summary of the Clinical and Statistical
Section of an NDA

C I QMmO ®y

. List of investigators; list of INDs and NDAs

. Background/overview of clinical investigations

. Clinical pharmacology

. Control clinical studies

. Uncontrolled clinical studies

. Other studies and information

. Integrated summary of effectiveness data

. Integrated summary of safety data

. Drug abuse and overdosage

. Integrated summary of benefits and risks of the drug

Source: Based on Guideline for the Format and Content of the
Clinical and Statistical Sections of an Application (July, 1988,
Center for Drug Evaluation and Research, FDA).

25



26 INTRODUCTION

Table 1.5.5 Summary of Format and Contents of a Fully Integrated
Clinical and Statistical Report for a Controlled Study in an NDA

A. Introduction

B. Fully integrated clinical and statistical report of a controlled clinical study
1. Title page
2. Table of contents for the study
3. Identity of the test materials, lot numbers, etc.
4. Introduction

5. Study objectives

6. Investigational plan

7. Statistical methods planned in the protocol

8. Disposition of patients entered

9. Effectiveness results

10. Safety results

11. Summary and conclusion

12. References

13. Appendices

Source: Based on Guideline for the Format and Content of the Clinical and Statistical
Sections of an Application (July, 1988, Center for Drug Evaluation and Research, FDA).

treatment of conditions or diseases that are not life-threatening. However, if the diseases
are life-threatening or severely debilitating, then the traditional clinical development and
approval process might not be soon enough for the subjects whose life may be saved by
the promising drugs. According to Section 312.81 in 21 CFR, life-threatening diseases
are defined as (1) the diseases or conditions where the likelihood of death is high unless
the course of the disease is interrupted and (2) diseases or conditions with potentially fatal
outcomes, where the endpoint of clinical trial analysis is survival. On the other hand,

Table 1.5.6 Summary of Format and Contents of Clinical Study
Reports for the European Economic Community (EEC)

. Title page

. Table of contents for the study
Synopsis

. Investigators

. Introduction

. Study objectives

. Investigational plan

. Study subjects

. Effectiveness evaluation

10. Safety evaluation

11. Discussion

12. Overall conclusions

13. Summary tables, figures, and graphs cited in text
14. Reference list

15. Appendices

[ e N T

Nel

Source: Based on Structure and Content of Clinical Study Reports Joint EFPIA/CPMP
Document—May 13, 1993.
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severely debilitating diseases are those that cause major irreversible morbidity. Since
1987 regulations have been established for early access to promising experimental drugs
and for accelerated approval of drugs for treatment of life-threatening or severely debili-
tating diseases.

Expanded access is devised through treatment IND (Section 312.34 of 21 CFR) and
parallel track regulations. For a serious or immediately life-threatening disease with no
satisfactory therapy available, as mentioned before, a treatment IND allows promising
new drugs to be widely distributed even when data and experience are not sufficient
enough for a full marketing approval. On the other hand, for example, for the patients
infected with human immunodeficiency virus (HIV) who are not qualified for clinical tri-
als and have no other alternative treatment, parallel track regulations issued in 1992 pro-
vide a means for these patients to obtain experimental therapy very early in the
development stage through their private physicians. In 1992 the FDA also established the
regulations for accelerated approval of the drug for serious or life-threatening diseases
based on a surrogate clinical endpoint other than survival or irreversible morbidity (Sub-
part H of Section 314 in 21 CFR). A new concept for approval called Telescoping Trials
has also emerged (Kessler and Feiden, 1995). Under this concept, phase III clinical trials
might be totally eliminated. For example, the FDA might consider approval of a drug for a
serious disease which, during phase II clinical trials, demonstrates a positive impact on
survival or irreversible morbidity. The time table for drug evaluation and approval is illus-
trated in Figure 1.5.1 which is adopted from Kessler and Feiden (1995). A successful
example of expanded access and accelerated approval provided by these regulations is the
review and approval of dideoxyinosine (ddl) of Bristol-Myers Squibb Company for
patients with HIV. An expanded access to ddI was initiated in September 1989. The new
drug application based on the data of phase I clinical trials with no control group was filed
in April 1991. The FDA granted conditional approval of the drug in October 1991 based
on a clinical surrogate end point called a CD4+ lymphocyte count. With the data from
phases II and III clinical trials submitted in April 1992, the approval of ddI was broadened
in September 1992. The history of ddI case is illustrated in Figure 1.5.2 (also adopted
from Kessler and Feiden, 1995). Another example for fast-track development and acceler-
ated approval is the case of fludarabine phosphate (fludara) for treatment of refractory
chronic lymphocytic leukemia (CLL) (Tessman, Gipson, and Levins, 1994). Fludara is the
first new drug approved for this common form of adult leukemia in the United States over
50 years. The NDA, filed in November 1989 and approved in April 1991, was in fact based
on retrospective analyses of phase II clinical trials conducted by NCI through cooperative
groups including Southwest Oncology Group (SWOG) and M.D. Anderson Cancer Center
in Houston, Texas. In addition an early excess to the drug was provided in 1989 through
NCI’s Group C protocol, which is equivalent to NCI’s version of treatment IND. The last
example is the approval of Gleevec (omatinib mesylate) for oral treatment for patients
with chronic myeloid leukemia (CML) by the U.S. FDA in 2001. Gleevec is a specific
inhibitor of tyrosine kinase enzymes that plays an important role in CML. Under acceler-
ated approval regulation and orphan drug status, the U.S. FDA reviewed and approved the
marketing application in less than 3 months. This approval for three phases of CML was
based on separate single-arm studies using surrogate endpoints such as major cytogenetic
response. One of these studies was recently published (Kantarjian et al., 2002). However,
the then-U.S. FDA acting commissioner, B. A. Schwetz, D.V.M., Ph.D., indicated that fur-
ther studies are needed to evaluate whether Gleevec provides an actual clinical benefit,
such as improved survival.
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April 1991
New drug
application
based on
phase | trials

April 1992
Data from
Phase il
and il trials

September 1989
Expanded access

September 1992
Approval broadened;

October 1991

Conditional Recommended
approval dose lowered
granted

Figure 1.5.2 Case history of dideoxyinosine (ddl) shows how efforts to streamline the regulatory
process have paid off. In September 1989 the drug was made available to many AIDS patients on an
expanded-access basis. The FDA approved the drug for sale after reviewing preliminary results from
ongoing studies and then expanded the approval once final results came in. (Source: Kessler and
Faiden, 1995.)

Abbreviated New Drug Application

An abbreviated NDA (ANDA) is usually reserved for drug products (e.g., generics) that
duplicate products previously approved under a full NDA. For an ANDA, reports of non-
clinical laboratory studies and clinical investigations except for those pertaining to in vivo
bioavailability of the drug product are not required. The information may be omitted when
the FDA has determined that the information already available to it is adequate to establish
that a particular dosage form of a drug meets the statutory standards for safety and effec-
tiveness. The duplicate products are usually referred to as products with the same active
ingredient(s), route of administration, dosage form, strength, or condition of use that may
be made by different manufacturers.

As mentioned earlier, under the Drug Price Competition and Patient Term Restoration
Act passed in 1984, the FDA may approve generic drug products if the generic drug com-
panies can provide evidence that the rates and extents of absorption of their drug products
do not show a significant difference from those of the innovator drug products when
administered at the same molar dose of the therapeutic moiety under similar experimental
conditions (21 CFR 320). The Drug Price Competition and Patent Term Restoration Act
states FDA’s authority for all generic drug approvals through an ANDA submission for
bioequivalence review. An ANDA submission should include product information, phar-
macokinetic data and analysis, statistical analysis, analytical methodology and validation,
and clinical data. In the ANDA submission the FDA requires the sponsor to provide nec-
essary information regarding the drug product such as formulation, potency, expiration
dating period (or shelf life), and dissolution data. For example, the dissolution profile of
the generic drug product should be comparable with that of the innovator drug product for
drug release. Before the conduct of a bioavailability and bioequivalence study, the FDA
also requires the sponsor to provide validation data for the analytical method used in the
study. The analytic method should be validated according to standards specified in the
U.S. Pharmacopeia and National Formulary (USP/NF, 2002). For example, the analytical
method needs to be validated in terms of its accuracy, precision, selectivity, limit of detec-
tion, limit of quantitation, range, linearity, and ruggedness (Chow and Liu, 1995a). For
pharmacokinetic data, descriptive statistics should be given by the sampling time point and
for each pharmacokinetic responses. To ensure the validity of bioequivalence assessment,
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the Division of Bioequivalence, Office of Generic Drugs of CDER at the FDA issued a
Guidances on Bioavailability and Bioequivalence Studies for Orally Administrated Drug
Products—General Consideration in March, 2003 and Statistical Approaches to Estab-
lishing Bioequivalence in January 2001, respectively. The guidance sets forth regulations
for valid statistical analysis for bioequivalence assessment. Note that detailed information
regarding statistical design and analysis of bioavailability and bioequivalence studies can
be found in Chow and Liu (2000). In addition any relevant clinical findings, adverse reac-
tions and deviation from the protocol need to be included in the ANDA submission.

Supplemental New Drug Application

A supplemental NDA (SNDA) is referred to as documentation submitted to FDA on a drug
substance or product that is already the subject of an approved NDA. Supplements may be
submitted for a variety of reasons such as labeling changes, a new or expanded clinical
indication, or a new dosage form. For example, for labeling changes, the sponsor may want
to add a new specification or test method or changes in the methods, facility, or controls to
provide increased assurance that the drug will have the characteristics of identity, strength,
quality, and purity that it purports to possess. For drug substance and/or drug product, the
sponsor may want to relax the limits for a specification, establish a new regulatory analyt-
ical method, or delete a specification or regulatory analytical method. In addition the spon-
sor may want to extend the expiration date of the drug product based on data obtained
under a new or revised stability testing protocol that has not been approved in the applica-
tion or to establish a new procedure for reprocessing a batch of the drug product that fails to
meet specification. It, however, should be noted that in an SNDA, the sponsor is required to
fully describe the change in each condition established in an approved application beyond
the variation already provided for in the application.

Advisory Committee

The FDA has established advisory committees each consisting of clinical, pharmacological,
and statistical experts and one consumer advocate (not employed by the FDA) in designated
drug classes and subspecialities. The responsibilities of the committees are to review data
presented in NDA’s and to advise FDA as to whether there exists substantial evidence of
safety and effectiveness based on adequate and well-controlled clinical studies. In addition
the committee may also be asked at times to review certain INDs, protocols, or important
issues relating to marketed drugs and biologics. The advisory committees not only supple-
ment the FDA’s expertise but also allow an independent peer review during the regulatory
process. Note that the FDA usually prepares a set of questions for the advisory committee to
address at the meeting. The following is a list of some typical questions:

. Are there two or more adequate and well-controlled trials?
. Have the patient populations been well enough characterized?
. Has the dose-response relationship been sufficiently characterized?

W N =

. Do you recommend the use of the drug for the indication sought by the sponsor for
the intended patient population?

The FDA usually will follow the recommendations made by the Advisory Committee for
marketing approval, though they do not have to legally.
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1.6 CLINICAL DEVELOPMENT AND PRACTICE

Clinical research and development in pharmaceutical environment is to scientifically eval-
uate the benefits and risks of promising pharmaceutical entities at a minimal cost and
within a very short timeframe. To ensure the success of the development of the pharma-
ceutical entity, a clinical development plan is necessary.

Clinical Development Plan

A clinical development plan (CDP) is a description of clinical studies that will be carried
out in order to assess the safety and effectiveness of the drug. A clinical development plan
typically includes a development rationale, listing of trial characteristics, timeline, cost,
and resource requirements. A good and flexible clinical development plan hence is
extremely crucial and important to the success and unbiased assessment of a potential
pharmaceutical entity. Although a typical CDP is based primarily on the validity of med-
ical and scientific considerations, other factors that involve issues such as biostatistics, reg-
ulatory, marketing, and management are equally important. For a successful CDP, we first
need to define a product profile for the promising pharmaceutical entity before any clinical
development. Table 1.6.1 lists essential components of a product profile. These compo-
nents set the goals and objectives for the clinical development program of a pharmaceuti-
cal entity. A clinical development program is referred to as the set of different clinical trial
plans at different stages with milestones for assessment and decision making to evaluate
the goals and objectives stated in the product profile. For example, if the drug product
under development is for an indication intended for a particular population, the relative
merits and disadvantages of the product as compared to other products either on the mar-
ket or still under development should objectively be assessed. In order to evaluate the rela-
tive merits, minimum requirements and termination criteria on the effectiveness and safety
of the product are usually set. These requirements and criteria are evaluated through statis-
tical analysis of data collected from a series of clinical trials. The deadlines for milestones
and decision making should also be scheduled in CDP according to the time when certain
clinical trials to evaluate the requirements and criteria are completed and the data are ade-
quately analyzed. Since a huge investment is usually necessarily committed to develop
a new pharmaceutical entity, information based on efficacy and safety alone may not be
enough to evaluate a potential product. It is therefore recommended that cost-effectiveness
and quality of life be evaluated, especially for the me-too products in a saturated market. In
this case requirements and criteria for cost-effectiveness and quality of life need to be
included at milestones and/or decision-making points. As indicated earlier, although many
factors such as statistics, marketing, regulatory, and management need to be considered in
a CDP, the scientific validity of clinical investigations is the key to the success of a clinical
development program.

In the pharmaceutical industry clinical development of a pharmaceutical entity starts
with seeking alternatives or new drug therapies for an existing health problem (e.g., hyper-
tension) or a newly identified health problem (e.g., AIDS). The health problem of interest
may be related to virus, cardiovascular, cancer diseases, or other diseases. Once the health
problem is selected or identified, whether it is worth developing an alternative or a new
pharmaceutical entity for this particular disease is a critical development decision point. A
clear decision point can increase the success of the project and consequently reduce the risk
and cost. Suppose that it is decided to proceed with the development of a pharmaceutical
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Table 1.6.1 Components of a Pharmaceutical
Product Profile

Target population
Innovation potentials
Therapeutic concepts
Innovative elements
Technological advances
Patent status
Route of administrations
Doses
Formulations
Regimens
Duration of dosing
Status of market
Current competitors
On market
Under development
Advantages
Disadvantages
Minimum requirements
Efficacy
Safety
Termination criteria
Efficacy
Safety
Time frames
Milestones

entity (e.g., enzymes or receptors), a number of chemical modifications and ADME tests in
animals may be necessary before it can be tested on humans. ADME studies are used to
determine how a drug is taken up by the body, where it goes in the body, the chemical
changes it undergoes in the body, and how it is eliminated from the body. ADME studies
describe the pharmacokinetics and bioavailability of a drug. If the drug shows promising
effectiveness and safety in animals, the sponsor normally will make a decision to go for an
IND. As indicated in Section 1.4, an IND is a synthesis process that includes formulation,
analytical method development and validation, stability, animal toxicity, pharmacokinetic/
pharmacology, previous human experience, and clinical development. The sponsor will then
prepare a registration document that combines all the relevant data to allow the FDA to
review and decide whether to approve marketing of the new drug. As discussed in Section
1.5, an NDA submission should include chemistry, pharmacology, toxicology, metabolism,
manufacturing, quality controls, and clinical data along with the proposed labeling.

Good Clinical Practices

Good clinical practices (GCP) is usually referred to as a set of standards for clinical studies
to achieve and maintain high-quality clinical research in a sensible and responsible manner.
The FDA, the Committee for Proprietary Medicinal Products (CPMP) for the European
Community, the Ministry of Health and Welfare of Japan, and other countries worldwide
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have each issued guidelines on good clinical practices. For example, the FDA promulgated
a number of regulations and guidelines governing the conduct of clinical studies from which
data will be used to support applications for marketing approval of drug products. The FDA
regulations refer to those regulations specified in 21 CFR Parts 50, 56, 312, and 314, while
the FDA guidelines are guidelines issued for different drug products such as Guidelines for
the Clinical Evaluation of Anti-Anginal Drugs and Guidelines for the Clinical Evaluation of
Bronchodilator Drugs. On the other hand, the European Community established the princi-
ples for their own GCP standard in all four phases of clinical investigation of medicinal
products in July 1990. Basically these guidelines define the responsibilities of sponsors,
monitors, and investigators in the initiation, conduct, documentation, and verification of
clinical studies to establish the credibility of data and to protect the rights and integrity of
study participants.

In essence GCP concerns patient protection and the quality of data used to prove the
efficacy and safety of a drug product. GCP ensures that all data, information, and docu-
ments relating to a clinical study can be confirmed as being properly generated, recorded,
and reported through the institution by independent audits. Therefore the basic GCP con-
cerns are not only the protection of study subjects through informed consent and consulta-
tion by ethics committees such as IRB but also the responsibilities of the sponsors and
monitors to establish written procedures for study monitoring and conduct and to ensure
that such procedures are followed. In addition GCP emphasizes the responsibilities of
investigator to conduct the study according to the protocol and joint responsibilities for
data reporting, recording, analysis, and archiving as well as prompt reporting of serious
adverse events. Moreover GCP calls for the most appropriate design for a valid statistical
evaluation of the hypotheses of the clinical trials. The chosen design must suit the purpose
with the best possible fit. Incorporating the concerns of GCP in the protocol will ensure
a protocol of high standard, which in turn will help generate high-quality data.

Study conduct according to GCP standards requires regular visits to investigating cen-
ter to monitor study progress. The activities of the sponsor’s monitors that will affect the
investigator and support staff should be stated in the protocol. Not only this is courteous, it
prevents misunderstanding, facilities cooperation, and aids the speedy acquisition of com-
pleted case report form. The activities include frequency of monitoring visits, activities
while on site (e.g., auditing CRFs), and departments to be visited (e.g., pharmacy). The
practical effects of adopting GCP are that the investigator is audited by the sponsor’s mon-
itors (to confirm data on CRFs are a true transcript of original records), by a sponsor
administratively separate from the clinical function and in some countries, by the national
regulatory agency. The sponsor’s monitors are audited by a compliance staff and by
national regulatory agencies to confirm the accuracy of data recorded and the implementa-
tion of all written procedures such as standard operating procedure (SOP) and protocol.

Most of pharmaceutical companies and research institutions have a protocol review
committee (PRC) to evaluate the quality and integrity of the protocol and hence to approve
or disapprove the protocol. Some companies also ask the principal study medical monitor
and statistician to submit a case report form (CRF) and a statistical analysis plan with
mock tables and listing for presentation of the results to PRC at the same time when the
protocol is submitted for review.

Lisook (1992) has assembled a GCP packet to assist the sponsors in the planning, execu-
tion, data analysis, and submission of results to the FDA. A summary of this GCP packet is
given in Table 1.6.2. Most of these regulations have been discussed in the previous sections
of this chapter. To improve the conduct and oversight of clinical research and to ensure the
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Table 1.6.2 References to Keep at Hand for Good Clinical Practice

. Information on FDA regulations
. Center for Drug Evaluation and Research publications
. Clinical Investigations (excerpt from the Federal Register, 9-27-1977)
. Protection of Human Subjects, Informed Consent Forms
. New Drug, Antibiotic, and Biologic Drug Product Regulations; Final Rule
(excerpt from the Federal Register, 3-19-1987)
6. Investigational New Drug, Antibiotic, and Biologic Drug Product Regulations;
Treatment Use and Sale; Final Rule (excerpt from the Federal Register, 5-22-1987)
7. Guideline for the Monitoring of Clinical Investigations
8. Investigational New Drug, Antibiotic, and Biologic Drug Product Regulations; Procedure
Intended to Treat Life-Threatening and Severely Debilitating Illness; Interim Rule
(excerpt from the Federal Register, 10-22-1988)
9. FDA IRB (Institution Review Board) Information Sheets
10. FDA Clinical Investigator Sheet
11. Reprint of Alan B. Lisook, M.D. FDA audits of clinical studies: Policy and procedure,
Journal of Clinical Pharmacology, 30 (April 1990) 296-302.
12. Federal Policy for the Protection of Human Subjects; Notices and Rules
(excerpt from the Federal Register, 6-18-1991)
13. FDA Compliance Program Guidance Manual-Clinical Investigators (10-1-1997)
14. FDA Compliance Program Guidance Manual-Sponsors, Contract Research
Organization and Monitors (2-21-2001)
15. FDA Compliance Program Guidance Manuals-Institutional Review Board (10-1-1994)

I O S

protection of subjects participating in the FDA-regulated clinical research, the U.S. FDA
established the Office of Good Clinical Practice (OGCP) within the Office of the Commis-
sioned and its Office of Science Coordination and Communication in 2001. This new office
has distinct roles from the Office of Human Research Protections (OHRP) of the Depart-
ment of Health and Human Services (DHHS). These distinct roles include (1) coordination
of the FDA’s policies, (2) provision of leadership and direction through the administration
of the FDA’s Human Subject Protection/Good Clinical Practice Steering Committee, (3)
coordination of the FDA’s Bioresearch Monitoring program, (4) contribution to the interna-
tional Good Clinical Practice harmonization activities, (5) planning and conducting training
and outreach programs, and (6) serving as a liaison with OHRP and other federal agencies
and other stakeholders committed to the protection of human research participants.

In the past, as demonstrated in Tables 1.5.2 and 1.5.3, Tables 1.5.5 and 1.5.6, health reg-
ulatory authorities in different countries have different requirements for approval of com-
mercial use of the drug products. As a result, considerable resource had been spent by the
pharmaceutical industry in the preparation of different documents for applications of
the same pharmaceutical product to meet different regulatory requirements requested by
different countries or regions. However, because of globalization of the pharmaceutical
industry, arbitrary differences in regulations, increase of health care costs, need for reduc-
tion of time for patients to access new drugs, and of experimental use of humans and
animals without compromising safety, the necessity to standardize these similar yet differ-
ent regulatory requirements has been recognized by both regulatory authorities and pharma-
ceutical industry. Hence, The International Conference on Harmonization (ICH) of Technical
Requirements for the Registration of Pharmaceuticals for Human Use was organized to pro-
vide an opportunity for important initiatives to be developed by regulatory authorities as
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well as industry association for the promotion of international harmonization of regulatory
requirements.

Currently, ICH, however, is only concerned with tripartite harmonization of technical
requirements for the registration of pharmaceutical products among three regions: The
European Union, Japan, and the United States. Basically, the organization of the ICH con-
sists of two representatives, one from a regulatory authority and one from the pharmaceu-
tical industry, from each of the three regions. As a result, the organization of the ICH
consists of six parties of these three regions which include the European Commission of
the European Union, the European Federation of Pharmaceutical Industries’ Associations
(EFPIA), the Japanese Ministry of Health, Labor and Welfare (MHLW), the Japanese
Pharmaceutical Manufacturers Association (JPMA), the Centers for Drug Evaluation and
Research and Biologics Evaluation and Research of the US FDA, and the Pharmaceutical
Research and Manufacturers of America (PhRMA). The ICH steering committee was
established in April, 1990 to (1) determine policies and procedures, (2) to select topics,
(3) to monitor progress, and (4) to oversee preparation of biannual conferences. Each of
the six parties has two seats on the ICH steering committee. The ICH steering committee
also includes observers from the World Health Organization, the Canadian Health Protec-
tion Branch, and the European Free Trade Area which have one seat each on the commit-
tee. In addition, two seats of the ICH Steering Committee are given to the International
Federation of Pharmaceutical Manufacturers Association (IFPMA), which represents the
research-based pharmaceutical industry from 56 countries outside ICH regions. IFPMA
also runs the ICH Secretariat at Geneva, Switzerland which coordinates the preparation of
documentation.

In order to harmonize technical procedures the ICH has issued a number of guidelines
and draft guidelines. After the ICH steering committee selected the topics, the ICH guide-
lines initiated by a concept paper and went through a 5-step review process given in
Table 1.6.3. The number of ICH guidelines and draft guidelines at various stages of review
process is given in Table 1.6.4. Table 1.6.5 provides a list of currently available ICH guide-
lines or draft guidelines pertaining to clinical trials while Table 1.6.6 gives the table of con-
tents for the ICH draft guideline on general considerations for clinical trials. In addition, the
table of contents of the ICH guidelines for good clinical practices: consolidated guidelines,
for structure and content of clinical study reports, and for statistical principles for clinical
trials are given, respectively in Tables 1.6.7, 1.6.8, and 1.6.9. From these tables, it can be
seen that these guidelines are not only for harmonization of design, conduct, analysis, and
report for a single clinical trial but also for consensus in protecting and maintaining the sci-
entific integrity of the entire clinical development plan of a pharmaceutical entity. Along
this line, Chow (1997, 2003) introduced the concept of good statistics practice (GSP) in
drug development and regulatory approval process as the foundation of ICH GCP. The con-
cepts and principles stated in the ICH clinical guidelines will be introduced, addressed, and
discussed in the subsequent chapters of this book.

1.7 AIMS AND STRUCTURE OF THE BOOK

As indicated earlier, clinical trials are scientific investigations that examine and evaluate
drug therapies in human subjects. Biostatistics has been recognized and extensively
employed as an indispensable tool for planning, conduct, and interpretation of clinical trials.
In clinical research and development the biostatistician plays an important role that
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Table 1.6.3 Review Steps for the ICH Guidelines

—_ (e e R S

AW -

Step 1

. Harmonized topic identified

. Expert working group (EWG) formed

. Each party has a topic leader and a deputy

. Rapporteur for EWR selected

. Other parties represented on EWG as appropriate

. Produce a guideline, policy statement, “points to consider”
. Agreement on scientific issues

. Sign-off and submit to the ICH steering committee

Step 2

. Review of ICH document by steering committee
. Sign-off by all six parties
. Formal consultation in accord with regional requirements

Step 3

. Regulatory rapporteur appointed

. Collection and review of comments across all three regions
. Step 2 draft revised

. Sign-off by EWR regulatory members

Step 4

. Forward to steering committee
. Review and sign-off by three regulatory members of ICH
. Recommend for adoption to regulatory bodies

Step 5

. Recommendations are adopted by regulatory agencies
. Incorporation into domestic regulations and guidelines

contributes toward the success of clinical trials. Well-prepared and open communication
among clinicians, biostatisticians, and other related clinical research scientists will result in
a successful clinical trial. Communication, however, is a two-way street: Not only (1) must
the biostatistician effectively deliver statistical concepts and methodologies to his or her
clinical colleagues but also (2) the clinicians must communicate thoroughly clinical and sci-
entific principles embedded in clinical research to the biostatisticians. The biostatisticians

Table 1.6.4 Summary of the Number of ICH Guidelines
or Draft Guidelines

Step1 Step2  Step 3 Step4  Step S

Efficacy 0 0 0 0 1
Safety 0 0 1 0 1
Quality 0 0 6 0 1
Multidiscipline 0 0 1 0

5
3
7
4
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Table 1.6.5 The ICH Clinical Guidelines or Draft Guidelines
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1.

o

11.
12.
13.
14.
15.
16.

17.
18.

©NO LA W

E1A: The Extent of Population Exposure to Assess Clinical Safety for Drugs Intended for
Long-term treatment of Non-Life-Threatening Conditions

. E2A: Clinical Safety Data Management: Definitions and Standards for Expedited Reporting

E2B: Data Elements for Transmission of Individual Case Safety Reports
E2B(M): Data Elements for Transmission of Individual Case Safety Reports

Structure and Content of Clinical Studies

Dose-Response Information to Support Drug Registration
Ethnic Factors in the Acceptability of Foreign Clinical Data
Good Clinical Practice: Consolidated Guideline

Studies in Support of Special Populations: Geriatrics
General Considerations for Clinical Trials

Statistical Principles for Clinical Trials

E10: Choice of Control Group in Clinical Trials

E11: Clinical Investigation of Medicinal Products in the Pediatric Population

M4: Common Technical Document for the registration of Pharmaceuticals for Human Use
Main Document (Organization)

Efficacy

Safety

Safety Appendices

Quality

Principles for Clinical Evaluation of New Antihypotensive Drugs

Draft Guidelines M2: Electronic Technical Document Specification (eTD)

. M2:E2B(M): Electronic Transmission of Individual Case Safety Reports Message Specification
E2C: Clinical Safety Data Management: Periodic Safety Update Reports for Marketed Drugs

E3:
E4:
ES:
. E6:
E7:
E8:
E9:

Table 1.6.6 The Table of Contents for the Guideline on General
Considerations for Clinical Trials

1. Objectives of this document
2. General principles
2.1 Protection of clinical trial subjects
2.2 Scientific approach in design and analysis
3. Development methodology
3.1 Considerations for development
3.1.1 Nonclinical studies
3.1.2 Quality of investigational medicinal products
3.1.3 Phases of clinical development
3.1.4 Special considerations
3.2 Considerations for individual clinical trials
3.2.1 Objectives
3.2.2 Design
3.2.3 Conduct
3.2.4 Analysis
3.2.5 Reporting
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Table 1.6.7 Table of Contents for the ICH Guideline on Good Clinical Practice:
Consolidated Guideline

Introduction
1. Glossary
2. The Principles of ICH GCP
3. The Institutional Review Board/Independent Ethnic Committee (IRB/IEC)
3.1 Responsibilities
3.2 Composition, functions, and operations
3.3 Procedures
3.4 Records
4. Investigators
4.1 Investigator’s qualifications and agreements
4.2 Adequate resources
4.3 Medical care of trial subjects
4.4 Communication with IRB/IEC
4.5 Compliance with protocol
4.6 Investigational products
4.7 Randomization procedures and unblinding
4.8 Informed consent of trial subjects
4.9 Records and reports
4.10 Progress reports
4.11 Safety reporting
4.12 Premature termination or suspension of a trial
4.13 Final report(s) by investigator/institution
5. Sponsor
5.1 Quality assurance and quality control
5.2 Contract research organization
5.3 Medical expertise
5.4 Trial design
5.5 Trial management, data handling, recordingkeeping, and independent data monitoring
committee
5.6 Investigator selection
5.7 Allocation of duties and functions
5.8 Compensation to subjects and investigators
5.9 Financing
5.10 Notification/submission to regulatory authority(ies)
5.11 Confirmation of review of IRE/IEC
5.12 Information on investigational product(s)
5.13 Manufacturing, packaging, labeling, coding investigation product(s)
5.14 Supplying and handling, investigational product(s)
5.15 Record access
5.16 Safety information
5.17 Adverse drug reaction reporting
5.18 Monitoring
5.19 Audit
5.20 Noncompliance
5.21 Premature termination or suspension of a trial
5.22 Clinical trial/study reports
5.23 Multicenter trials
6. Clinical Trial Protocol and Protocol Amendment(s)
6.1 General information
6.2 Background information
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Table 1.6.7 (Continued)

6. Clinical Trial Protocol and Protocol Amendment(s) (Continued)
6.3 Trial objectives and purpose
6.4 Trial design
6.5 Selection and withdrawal of subjects
6.6 Treatment of subjects
6.7 Assessment of efficacy
6.8 Assessment of safety
6.9 Statistics
6.10 Direct assess to source data/documents
6.11 Quality control and quality assurance
6.12 Ethics
6.13 Data handling and recordkeeping
6.14 Financing and insurance
6.15 Publication
6.16 Supplements
7. Investigator’s Brochure
7.1 Introduction
7.2 General considerations
7.3 Contents of the investigator’s brochure
7.4 Appendix 1
7.5 Appendix 2
8. Essential documents for the conduct of a clinical trial
8.1 Introduction
8.2 Before the clinical phase of the trial commences
8.3 During the clinical conduct of the trial
8.4 After completion or termination of the trial

Table 1.6.8 Table of Contents for the ICH Guideline on
Structure and Contents of Clinical Study Reports

Introduction to the guideline
1. Title page
. Synopsis
. Table of contents for the individual clinical study report
. List of abbreviations and definition of terms
Ethics
. Investigators and study administrative structure
. Introduction
. Study objectives
. Investigational plan
10. Study patients
11. Efficacy evaluation
12. Safety evaluation
13. Discussion and overall conclusions
14. Tables, figures, graphs referred to but not included in the text
15. Reference list
16. Appendices
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Table 1.6.9 Table of Contents for the ICH Guideline on Statistical
Principles for Clinical Trials

I. Introduction
1.1 Background and purpose
1.2 Scope and purpose
II. Considerations for Overall Clinical Development
2.1 Trial content
2.2 Scope of trials
2.3 Trial techniques to avoid bias
III. Trial Design Considerations
3.1 Design configuration
3.2 Multicenter trials
3.3 Type of comparison
3.4 Group sequential designs
3.5 Sample size
3.6 Data capture and processing
IV. Trial Conduct Considerations
4.1 Trial monitoring and interim analysis
4.2 Changes in inclusion and exclusion criteria
4.3 Accrual rates
4.4 Sample size adjustment
4.5 Interim analysis and early stopping
4.6 Role of independent data monitoring committee (IDMC)
V. Data Analysis Considerations
5.1 Prespecification of the analysis
5.2 Analysis sets
5.3 Missing values and outliers
5.4 Data transformation
5.5 Estimation, confidence interval, and hypothesis testing
5.6 Adjustment of significance and confidence levels
5.7 Subgroups, interaction, and covariates
5.8 Integrity of data and computer software validity
VI. Evaluation of Safety and Tolerability
6.1 Scope of evaluation
6.2 Choice of variables and data collection
6.3 Set of subjects to be evaluated and presentation of data
6.4 Statistical evaluation
6.5 Integrated summary
VII. Reporting
7.1 Evaluation and reporting
7.2 Summarizing the clinical database
Annex I Glossary

can then formulate these clinical and scientific principles into valid statistical hypotheses
under an appropriate statistical model. Overall, the integrity, quality, and success of a clin-
ical trial depends on the interaction, mutual respect, and understanding between the clini-
cians and the biostatisticians.

The aim of this book is not only to fill the gap between clinical and statistical disciplines
but also to provide a comprehensive and unified presentation of clinical and scientific issues,
statistical concepts, and methodology. Moreover the book will focus on the interactions
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between clinicians and biostatisticians that often occur during various phases of clinical
research and development. This book is also intended to give a well-balanced summarization
of current and emerging clinical issues and recently developed corresponding statistical
methodologies. Although this book is written from the viewpoint of pharmaceutical research
and development, the principles and concepts presented in this book can also be applied to a
nonbiopharmaceutical setting.

It is our goal to provide a comprehensive reference book for physicians, clinical
researchers, pharmaceutical scientists, clinical or medical research associates, clinical pro-
grammers or data coordinators, and biostatisticians or statisticians in the areas of clinical
research and development, regulatory agencies, and academe.

The scope of this book covers clinical issues, which may occur during various phases of
clinical trials in pharmaceutical research and development, their corresponding statistical
interpretations, concepts, designs and analyses, which are adopted to address these impor-
tant clinical issues. Basically, this book is devoted to the concepts and methodologies of
design and analysis of clinical trials. As a result, this book can be divided into two parts:
concepts and methodologies. Each part consists of several chapters with different topics.
Each part and each chapter are self-contained. But, at the same time, parts and chapters are
arranged in a sensible manner such that there is a smooth transition between parts and from
chapter to chapter within each part.

Chapter 1 provides an overview of clinical development for pharmaceutical entities,
drug research and development process in the pharmaceutical industry, regulatory review,
and approval processes and requirements. Also included in this chapter are the aim and
structure of the book. Chapters 2 to 7 cover the concepts of design and analysis of clinical
trials. Chapter 2 introduces basic statistical concepts such as uncertainty, bias, variability,
confounding, interaction, clinical significance and equivalence, and reproducibility and
generalizability. Chapter 3 provides some fundamental considerations for choosing a valid
and suitable design for achieving study objectives of clinical trials under various circum-
stances. Chapter 4 illustrates the concepts and different methods of randomization and
blinding, which are critically indispensable for the success and integrity of clinical trials.
Chapter 5 introduces different types of statistical designs for clinical trials. These study
designs include parallel group, crossover, titration, enrichment, clustered, group-sequential,
placebo-challenging, and blinder-reader designs. Also included in this chapter is the dis-
cussion of the relative merits and disadvantages of these study designs. Specific designs
for cancer clinical trials are introduced in Chapter 6. These designs include standard esca-
lation, accelerated titration, and continual reassessment method (CRM) in determination
of maximum tolerable dose (MTD) for phase I cancer trials. In addition, Simon’s optimal
two-stage design and randomized phase II designs are also discussed. Various types of
clinical trials, including multicenter, superiority, dose-response, active control, equiva-
lence and noninferiority, drug-to-drug interaction, combination, and bridging trials, are
discussed in Chapter 7.

Chapters 8 through 13 cover methodologies and various issues that are commonly
encountered in the analysis of clinical data. As clinical endpoints can generally be classified
into three types: continuous, categorical, and censored data, different statistical methods
for analysis of these three types of clinical data are necessary. Chapters 8, 9, and 10 discuss
the advantages and limitations of statistical methods for analysis of continuous, categori-
cal, and censored data, respectively. In addition, group sequential procedures for interim
analysis are also given in Chapter 10. Chapter 11 provides different procedures for sample
size calculation for various types of data under different study designs. Chapter 12
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discusses statistical issues in analyzing efficacy data. These issues include baseline com-
parison, intention-to-treat analysis versus evaluable or per-protocol analysis, adjustment of
covariates, multiplicity, the use of genomic information for assessment of efficacy, and
data monitoring. Chapter 13 focuses on the issues for analysis of safety data, which
include the extent of exposure, coding and analysis of adverse events, the analysis of labo-
ratory data, and the use of genomic information for evaluation of drug safety.

Issues of study protocols and clinical data management are provided in Chapters 14 and
15, respectively. Chapter 14 focuses on the development of a clinical protocol. This chap-
ter discusses the structure and components of an adequate and well-controlled clinical trial
protocol, issues that are commonly encountered in protocol development, commonly seen
deviations in the conduct of a clinical trial, clinical monitoring, regulatory audit and
inspection, and assessment of the quality and integrity of clinical trials. Chapter 15 sum-
marizes basic standard operating procedures for good clinical data management practice.
These standard operating procedures cover the development of case report forms (CRF),
database development and validation, data entry, validation and correction, database final-
ization and lock, CRF flow and tracking, and the assessment of clinical data quality.

For each chapter, whenever possible, real examples from clinical trials are included to
demonstrate the clinical and statistical concepts, interpretations, and their relationships and
interactions. Comparisons regarding the relative merits and disadvantages of the statistical
methodology for addressing different clinical issues in various therapeutic areas are dis-
cussed wherever deemed appropriate. In addition, if applicable, topics for future research
development are provided.
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2.1 INTRODUCTION

As was indicated in the preceding chapter, in general, the FDA requires that two adequate
well-controlled clinical trials be conducted to demonstrate the effectiveness and safety of a
drug product. The success of an adequate well-controlled clinical trial depends on a well-
designed protocol. A well-designed protocol describes how the clinical trial is to be carried
out, which ensures the quality of clinical data collected from the trial. Based on the high-
quality clinical data, appropriate statistical methods can then be applied to provide a valid
and unbiased assessment of the efficacy and safety of the drug product. Spilker (1991) indi-
cated that the greater the attention paid to the planning phase of a clinical trial, the greater the
likelihood that the clinical trial will be conducted as desired. In this chapter, we will describe
several basic statistical concepts and issues that have a great impact on the success of a clini-
cal trial during its planning, design, execution, analysis, and reporting phases. These basic
statistical concepts include uncertainty and probability, bias and variability, confounding and
interaction, and descriptive and inferential statistics using hypotheses testing and p-values,
for example.

In the medical community, there are many unknowns remaining in the clinical research
of certain diseases such as AIDS. These unknowns or uncertainties are often scientific
questions of particular interest to clinical scientists. Once a scientific question regarding
the uncertainty of interest is clearly stated, clinical trials are necessarily conducted to pro-
vide scientific or clinical evidence to statistically address the uncertainty. Under some
underlying probability distribution assumption, a statistical inference can then be derived
based on clinical data collected from a representative sample of the targeted patient popu-
lation. To provide a valid statistical assessment of the uncertainty with a desired accuracy
and reliability, statistical and/or estimation procedures should possess the properties of
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unbiasedness and least variability whenever possible. In practice, well-planned statistical
designs can generally serve to avoid unnecessary bias and minimize the potential variabil-
ity that can occur during the conduct of the clinical trials. In some clinical trials, design
factors such as race and gender may have an impact on the statistical inference of clinical
evaluation of the study medication. In this case, it is suggested that possible confounding
and/or interaction effects be carefully identified and separated from the treatment effect in
order to have a valid and unbiased assessment of the clinical evaluation of the study med-
ication. After the completion of a clinical trial, the collected clinical data can either be
summarized descriptively to provide a quick overview of clinical results or be analyzed to
provide statistical inference on clinical endpoints of interest. Descriptive statistics usually
provide useful information regarding a potential treatment effect. This information can be
confirmed by a valid statistical inference with a certain assurance that can be obtained
through an appropriate statistical analysis such as hypotheses testing and p-values.

These basic statistical concepts play an important role in the success of clinical trials.
They are helpful not only at the very early stage of a study’s concept statement development
but also at the stage of protocol development. In addition to these basic statistical concepts,
there are many statistical/medical issues that can affect the success of a clinical trial. For
example, clinical scientists may be interested in establishing clinical efficacy using a one-
sided test procedure rather that a two-sided test procedure based on prior experience of the
study medication. It should be noted that different test procedures require different sample
sizes and address different kinds of uncertainty regarding the study medication. In addition,
clinical scientists always focus on clinical difference rather than statistical difference. It
should be noted that the statistical test is meant to detect a statistical difference with a
desired power. The discrepancy between a clinical difference and a statistical difference has
an impact on the establishment of clinical equivalence between treatments. As a result, these
issues are also critical in the success of clinical trials which often involve considerations
from different perspectives such as political, medical, marketing, regulatory, and statistical.

2.2 UNCERTAINTY AND PROBABILITY

For a medication under investigation, there are usually many questions regarding the proper-
ties of the medication that are of particular interest to clinical scientists. For example, the
clinical scientists are interested to know whether the study medication works for the intended
indication and patient population. In addition, the clinical scientists may be interested in
knowing whether the study medication can be used as a substitute for other medications cur-
rently available on the market. To address these questions (or uncertainties) regarding the
study medication, clinical trials are necessarily conducted to provide scientific/clinical evi-
dence for a fair scientific/clinical evaluation/justification. In order to address the uncertainty
regarding the study medication for the targeted patient population, a representative sample is
typically drawn for clinical evaluation according to a well-designed protocol. Based on clin-
ical results from the study, statistical inference on the uncertainty can then be made under
some underlying probability distribution assumption. As a result, the concept of uncertainty
and probability plays an important role for clinical evaluation of a study medication.

Uncertainty

Bailar (1992) indicated that uncertainties of interest to clinical scientists include uncer-
tainty from confounders, uncertainty regarding scientific or medical assumptions (or
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hypotheses), and uncertainty about the generalization of the results from animals to
humans. These uncertainties are to be verified through clinical trials. A recent example of
uncertainty on medical assumptions is the cardiac arrhythmia suppression trial (CAST,
1989). Two antiarrhythmic agents, namely, encainide and flecainide were approved for
the indication of ventricular arrhythmia by the FDA based on indisputable evidence on
the suppression of objective endpoint premature ventricular beats (PVB) per hours as
documented by ambulatory 24-hour Holter monitor. This is because the occurrence of
premature ventricular depolarization is considered a risk factor in the survivor of myocar-
dial infarction. The approval of encainide and flecainide in treating patients who survived
myocardial infarction is based on the fundamental assumption that the suppression of
PVB will reduce the chance of subsequent sudden death. This crucial assumption of treat-
ing patients with asymptomatic or symptomatic ventricular arrhythmia after myocardial
infarction was never challenged until the CAST trial initiated by the U.S. National Heart,
Lung, and Blood Institute. After an average of 10 months of follow-up, an interim analy-
sis conducted by the investigators of the CAST discovered that the relative risk of deaths
from arrhythmia and nonfatal cardiac arrest of the patients receiving encainide or
flecainide (33 of 725) as compared to the placebo (9 of 725) is 3.5. In other words, the
chance of death or suffering cardiac arrest for patients who took either encainide or
flecainide were three times as high as those who took placebo. The study was terminated
shortly after this finding. As a result, the investigators recommended that neither
encainide nor flecainide be used to treat patients with asymptomatic or mildly sympto-
matic ventricular arrhythmia after myocardial infarction. The saga of CAST demonstrates
that the assumption of the suppression of PVB as a surrogate clinical endpoint for sur-
vival of this patient population is inadequate. In clinical trials, we usually make scientific
or medical assumptions that are based on previous animal or human experiences. It is
suggested that these critical assumptions be precisely stated in the protocol for clinical
test, evaluation, and interpretation.

Uncertainty regarding confounders and scientific or medical assumptions can not usu-
ally be quantified until the confounders are controlled or assumptions are properly investi-
gated. Note that the concept of confounders will be introduced later in this chapter. In
practice, the uncertainty caused by known variations can be statistically quantified. For
example, in the GUSTO I (the Global Use of Strategies to Open Occluded Coronary Arter-
ies, 1993) study it was suggested that for the patients with evolving myocardial infarction,
on the average, the intravenous administration of t-PA (accelerated) over a period of one
and a half hour produced a 14.5% reduction in 30-day mortality as compared with the
streptokinase therapy. An interesting question is, How likely is it that the same mortality
reduction will be observed in patients with similar characteristics as the 41,021 patients
enrolled in the GUSTO I study? It depends on underlying source of variations. The accel-
erated t-PA provided a 21% mortality reduction for patients who are younger than 75 years
old, while only a 9% reduction in the patients older than 75. This illustrates the uncertainty
due to biological variation. Thus, due to the various sources of variation, before the admin-
istration of the accelerated t-PA, cardiologists can only expect that on the average, a 93.7%
myocardial infarction will be saved. The 30-day survival of a patient can be realized by the
accelerated t-PA only after until it is administrated and the patient is observed over a period
of 30 days. Even though the relationship between the accelerated t-PA and 30-day mortal-
ity was deterministic due to the variation from different causes, clinicians have to think
probabilistically in the application of any clinical data, such as the results of the GUSTO I
study.
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Probability

The purpose of clinical trials is not only to investigate or verify some scientific or medical
hypotheses of certain interventions in a group of patients but also to be able to apply the
results to the targeted patient population with similar characteristics. This process is called
(statistical) inference. It is the process by which clinicians can draw conclusions based on
the results observed from the targeted patient population. Suppose that a clinical trial is
planned to study the effectiveness of a newly developed cholesterol-lowering agent in
patients with hypercholesterolemia as defined by nonfasting plasma total cholesterol level
being greater than 250 mg/dL. Furthermore, assume that this new agent is extremely prom-
ising as shown by previous small studies and that the elevation of the cholesterol level is
a critical factor for reduction of the incidence of coronary heart disease. For this reason, the
government is willing to provide unlimited resources so that every patient with hypercho-
lesterolemia in the country has the opportunity to be treated with this promising agent. One
of the primary clinical responses is the mean reduction in total cholesterol level after six
months of treatment from the baseline. In this hypothetical trial, the targeted patient popu-
lation is patients with hypercholesterolemia. The mean reduction of total cholesterol level
after six months of treatment is a characteristic regarding the targeted patient population
that we are interested in this study. If we measure mean reduction in total cholesterol level
for each patient, the mean reductions in total cholesterol level from baseline would form a
population distribution. Statistically, a distribution can be characterized by its location,
spread and skewness. The location of a distribution is also referred to as the central ten-
dency of the distribution. The most commonly used measures for the central tendency are
arithmetic mean, median, and mode. The arithmetic mean is defined as the sum of the
reductions divided by the number of patients in the patient population. The most frequently
occurring reductions are called the mode, while the median is the middle value of the
reductions among all patients. In other words, half of the patients have their reductions
above the median and the other half have theirs below it. Spread is the variation or disper-
sion among the patients. The commonly used measures for variation are range, variance,
and standard deviation (SD). The range is simply the difference between the largest and
smallest reductions in the patient population. The variance, however, is the sum of the
squares of the deviations from the mean divided by the number of the patients. The most
commonly employed measure for dispersion is the standard deviation, which is defined as
the positive square root of the variance. These measures for description of the population
distribution are called parameters. Statistically, we can impose some probability laws to
describe the population distribution. The most important and frequently used probability
law is probably the bell-shaped normal distribution which serves an adequate and satisfac-
tory model for description of many responses in clinical research such as height, weight,
total cholesterol level, blood pressure, and many others. For this hypothetical study, sup-
pose that mean and standard deviation of the reduction in total cholesterol level from base-
line are 50 and 10mg/dL, respectively. Then about 68% patients are expected to have
reductions between 40 and 60 mg/dL. The chance that a reduction exceeds 70 mg/dL is
only about 2.5%. Under the normal probability law, the uncertainty of reduction in total
cholesterol level can be completely quantified because the scope of this trial is the entire
population of patients with hypercholesterolemia. In reality, however, the government will
have a limited budget/resource. We therefore could not conduct such intensive study.
Alternatively, we randomly select a representative sample from the patient population. For
this sample, similar descriptive measures for central tendency and variation are computed.
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They are called statistics. These statistics are estimates for the corresponding parameters
of the patient population. Since it is almost impossible to conduct a clinical trial on the
entire patient population and the parameters are always unknown, statistics, in turn, can be
used to approximate its corresponding population parameters. This process of making a
definitive conclusion about the patient population based on the results of randomly
selected samples is referred to as statistical inference. Statistical inference provides an
approximation to the parameters of the patient population with certain assurance. It there-
fore involves uncertainty too. The closeness of the approximation to the unknown popula-
tion parameters by the sample statistics can also be quantified by the probability laws in
statistics. These probability laws are called the sampling distribution of sample statistics.
The sampling distributions are the basis of statistical inference. To provide a better under-
standing, we continue the above example concerning the study of reduction in total choles-
terol level in patients with hypercholesterolemia. Suppose we randomly select a sample of
100 patients from the patient population and calculate the mean reduction after six months
of treatment. In practice, we can select another sample of 100 patients from the same
patient population with replacement and compute its mean reduction. We can repeat this
sampling process indefinitely and compute mean reduction for each sample drawn from
the same population. The sampling distribution for the sample mean reductions in total
cholesterol level for the sample size of 100 patients can then be determined as the fre-
quency distribution of these mean reductions. It can be verified that the mean of the sam-
pling distribution of the sample mean reductions in total cholesterol level is equal to its
unknown population parameter. This desirable statistical property is called unbiasedness.
In practice, we only draw one sample from the patient population, and hence we only have
one sample mean cholesterol reduction. It is then of interest to know how we would judge
the closeness of the sample mean cholesterol reduction to its corresponding population pa-
rameter. This can be determined by the precision of the sample mean cholesterol reduction.
With the sample size of 100, therefore, the variance of the sample mean is simply equal to
the population variance divided by 100. The square root of the variance of the sample mean
is called the standard error (SE) of the sample mean. The approximation of the population
mean by the sample mean can be quantified by its standard error. The smaller the standard
error is, the closer to the unknown population mean it is. When the sample size is suffi-
ciently large, the sampling distribution will behave like a normal distribution regardless of
its corresponding population distribution. This important property is called the Central
Limit Theorem. As a result we can quantify the standard error of the sample mean in con-
junction with the central limit theorem in terms of probability, that is, the closeness of the
approximation of the sample mean to the population mean in the total cholesterol reduc-
tion provided that the sample size is at least of moderate size.

2.3 BIAS AND VARIABILITY

As was indicated earlier, the FDA requires that the results from clinical trials be accurate
and reliable in order to provide a valid and unbiased assessment of true efficacy and safety
of the study medication. The accuracy and reliability are usually referred to as the closeness
and the degree of the closeness of the clinical results to the true value regarding the targeted
patient population. The accuracy and reliability can be assessed by the bias and variability
of the primary clinical endpoint used for clinical assessment of the study medication. In
what follows, we will provide more insight regarding bias and variability separately.
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Bias

Since the accuracy of the clinical results is referred to as closeness to the true value, we
measure any deviation from the true value. The deviation from the true value is considered
as a bias. In clinical trials, clinical scientists would make any attempt to avoid bias in order
to ensure that the collected clinical results are accurate. It, however, should be noted that
most biases are probably caused by human errors. Webster’s II New Riverside University
Dictionary (1984) defines bias as an inclination or preference, namely one that interferes
with impartial judgment. Along this line, Minert (1986) considers bias as a preconceived
personal preference or inclination that influences the way in which a measurement, analysis,
assessment, or procedure is performed or reported. Spilker (1991), on the other hand, views
bias as a systematic error that enters a clinical trial and distorts the data obtained, as opposed
to a random error that might enter a clinical trial. Yet another definition, by Sackett (1979),
describes bias as any process at any stage of inference that tends to produce results or con-
clusions that differ systematically from the truth. ICH E9 guideline, entitled Statistical Prin-
ciples for Clinical Trials, defines bias as the systematic tendency of any factors associated
with the design, conduct, analysis, and evaluation of the results of clinical trials to make the
estimate of a treatment effect deviate from its true value. Thus, the bias could occur at any
stage of a clinical trial, and it mainly comes from the four sources of design, conduct, analy-
sis, and evaluation of results. Bias caused by the deviation in conduct is referred to as oper-
ational bias. Bias introduced from the other sources is referred to as statistical bias. As a
summary of these different definitions, we define bias as a systematic error that deviates
data from the truth caused by the partial judgment or personal preference that can occur at
any stage of a clinical trial.

Clinical trials are usually planned, designed, executed, analyzed, and reported by a team
that consists of clinical scientists from different disciplines to evaluate the effects of the
treatments in a targeted population of human subjects. When there are such nonnegligible
differences in human background, education, training, and opinions, it is extremely difficult
to remain totally impartial to every aspect at all stages of a clinical trial. Bias inevitably
occurs. Where bias occurs, the true effects of the treatment cannot be accurately estimated
from the collected data. Since it is almost impossible for a clinical trial to be free of any
biases, it is crucial to identify any potential bias that may occur at every stage of a clinical
trial. Once the potential bias are identified, one can then implement some procedures such
as blinding or randomization to minimize or eliminate the bias.

Sackett (1979) partitions a clinical trial (or research) into seven stages at which bias can
occur. These seven stages are (1) in reading up on the field, (2) in specifying and selecting
the study sample, (3) in executing the experimental maneuver, (4) in measuring exposures
and outcomes, (5) in analyzing the data, (6) in interpreting the analysis result, and (7) in
publishing the results. Sackett also provides a detailed catalog of biases for each stage of a
case-control trial (see Table 2.3.1). Although the purpose of this catalog is to demonstrate
that more biases can occur in case-control studies than in randomized control trials, it still
can be applied to the different phases of clinical trials. In addition to the 57 types of bias
listed by Sackett (1979), Spilker (1991) describes the six types of biases summarized in
Table 2.3.2. Here we will classify all the possible biases into three groups: bias due to selec-
tion, observation, and statistical procedures.

Selection bias is probably the most common source of bias that can occur in clinical
trials. For example, at the planning stage of a clinical trial, selection bias can occur if clin-
ical scientists review only a partial existing literature on current treatments for a certain
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Table 2.3.1 Catalog of Biases

1.1

1.2

1.3

1.4

1.5

2.1

22

23

24

2.5

2.6

2.7

2.8

2.9

2.10

2.12

2.13

2.14

2.15

1. In Reading the Literature

Bias of rhetoric. Any of several techniques used to convince the reader without appealing to
reasons.

All’s well literature bias. Scientific or professional societies may publish reports or editori-
als that omit or play down controversies or disparate results.

One-sided reference bias. Authors may restrict their references to only those works that sup-
port their position; a literature review with a single starting point risks confinement to a sin-
gle side of the issue.

Positive results bias. Authors are more likely to submit, and editors accept, positive than
null results.

Hot stuff bias. When a topic is hot, neither investigators or editors may be able to resist the
temptation to publish additional results, no matter how preliminary or shaky.

2. In Specifying and Selecting the Study Sample

Popularity bias. The admission of patients to some practices, institutions, or procedures (sur-
gery, autopsy) is influenced by the interest stirred by the presenting and its certain causes.
Centripetal bias. Reputations of certain clinicians and institutions cause individuals with
certain disorders or exposures to gravitate toward them.

Referral filter bias. As a group of ill persons referred from primary to secondary to tertiary
care, the number of rare causes, multiple diagnoses, and hopeless cases may increase.
Diagnostic access bias. Individuals differ in their geographic, temporal, and economic
access to the diagnostic procedures which label them as having a given disease.

Diagnostic suspicion bias. Knowledge of the subject’s prior exposure to a putative cause
(ethnicity, taking a certain drug, having a second disorder, being exposed in an epidemic)
may influence both the intensity and the outcome of the diagnostic procedure.

Unmasking (detection signal) bias. An innocent exposure may become suspect if, rather than
causing a disease, it causes a sign or symptom that precipitates a search for the disease, such
as the current controversy over postmenopausal estrogens and cancer of the endometrium.
Mimicry bias. An innocent exposure may become suspect if, rather than causing a disease, it
causes a (benign) disorder that resembles the disease.

Previous opinion bias. The tactics and results of a previous diagnostic process on a patient,
if known, may affect the tactics and results of a subsequent diagnostic process on the same
patient, such as multiple referrals among hypertensive patients.

Wrong sample size bias. Samples that are too small can prove noting; samples that are too
large can prove anything.

Admission rate (Berkson) bias. If hospitalization rates differ for different exposure/disease
groups, the relation between exposure and disease will become distorted in hospital-based
studies.

Prevalence-incidence (Neyman) bias. A late look at those exposed (or affected) early will
miss fatal and other short episodes, plus mild or “silent” cases and cases where evidence of
exposure disappears with disease onset.

Diagnostic vogue bias. The same illness may receive different diagnostic labels at different
points in space or time.

Diagnostic purity bias. “Pure” diagnostic groups that exclude comorbidity may become
nonrepresentative.

Procedure selection bias. Certain clinical procedures may be preferentially offered to those
who are poor risk, such as selection of patients for “medical” versus “surgical” therapy.
Missing clinical data bias. Clinical data may be missing if they are normal, negative, never
measured, or measured but never recorded.
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Table 2.3.1 (Continued)

2.16

2.17

2.18

2.19

2.20

221

222

3.1

32

33

35

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

49

Noncontemporaneous control bias. Secular changes in definitions, exposures, diagnoses,
diseases, and treatments may render noncontemporaneous controls noncomparable.

Starting time bias. Failure to identify a common starting time for exposure or illness may
lead to systematic misclassification.

Unacceptable disease bias. Socially unacceptable disorders (V.D., suicide, insanity) tend to
be under-reported.

Migrator bias. Migrants may differ systematically from those who stay home.

Membership bias. Membership in a group (the employed, joggers, etc.) may imply a degree
of health that differs systematically from the general population, such as more exercise and
recurrent myocardial infarction.

Nonrespondent bias. Nonrespondents (or “latecomers”) from a specified sample may exhibit
exposures or outcomes that differ from those of early respondents such as in cigarette smoking.
Volunteer bias. Volunteers in a study sample may exhibit exposures or outcomes (they

tend to be healthier) that differ from those of nonvolunteers or latecomers, such as in the
screening selection.

3. In Executing the Experiment Maneuver (or Exposure)

Contamination bias. In an experiment when members of the control group inadvertently
receive the experiment maneuver, the difference in outcomes between experimental and
control patients may be systematically reduced.

Withdrawal bias. Patients who are withdrawn from an experiment may be differ systematically
from those who remain, such as in a neurosurgical trial of surgical versus medical therapy of
cerebrovascular disease, patients who died during surgery were withdrawn as “unavailable for
follow-up” and excluded from early analyses.

Compliance bias. In requiring patient adherence to therapy, issues of efficacy become
confounded with those of compliance.

Bogus control bias. When patients allocated to an experimental maneuver die or sicken
before or during its administration and are omitted or reallocated to the control group, the
experimental maneuver will appear spuriously superior.

4. In Measuring Exposure and Outcomes

Insensitive exposures and outcomes. when outcome measures are incapable of detecting
clinically significant changes or difference, type II errors occur.

Underlying causing bias (rumination bias). Patients may ruminate about possible causes for
their illness and exhibit different recall or prior exposure than controls.

End-digit preference bias. In converting analog to digital data, observers may record some
terminal digits with an unusual frequency.

Apprehension bias. Certain measures (pulse, blood pressure) may alter systematically from
their usual levels when the subject is apprehensive.

Unacceptability bias. Measurements that hurt, embarrass, or invade privacy may be
systematically refused or evaded.

Obsequiousness bias. Subjects may systematically alter questionnaire responses in the
direction they perceive desired by the investigator.

Expectation bias. Observers may systematically err in measuring and recording
observations so that they concur with prior expectations.

Substitution game. The substitution of a risk factor that has not been established as causal
for its associated outcome.

Family information bias. The flow of family information about exposure and illness is
stimulated by, and directed to, a newly arising case.
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Table 2.3.1 (Continued)

4.10 Exposure suspicion bias. A knowledge of the subject’s disease status may influence both the
intensity and outcome of a search for exposure to the putative cause.

4.11 Recall bias. Questions about specific exposures may be asked several times of cases but
only once of controls.

4.12  Attention bias. Study subjects may systematically alter their behavior when they know they
are being observed.

4.13  Instrument bias. Defects in the calibration or maintenance of measurement instruments may
lead to systematic deviations from true value.

5. In Analyzing Data

5.1 Post hoc significant bias. When decision levels or “tails” for o and f are selected after the
data have been examined, conclusions may be biased.

5.2 Data dredging bias (looking for the pony). When data are reviewed for all possible associa-
tions without prior hypothesis, the results are suitable for hypothesis-forming activities only.

5.3 Scale degradation bias. The degradation and collapsing of measurement scales tend to
obscure differences between groups under comparison.

5.4 Tidying-up bias. The exclusion of outliers or other untidy results cannot be justified on sta-
tistical grounds and may lead to bias.

5.5 Reported peek bias. Repeated peeks at accumulating data in a randomized trial are not inde-
pendent and may lead to inappropriate termination.

6. In Interpreting the Analysis

6.1  Mistaken identity bias. In compliance trials, strategies directed toward improving the patients
compliance may, instead or in addition, cause the treating clinician to prescribe more vigor-
ously such that the effect on achievement of the treatment goal may be misinterpreted.

6.2 Cognitive dissonance bias. The belief in a given mechanism may increase rather than
decrease in the face of contradictory evidence.

6.3 Magnitude bias. In interpreting a finding, the selection of a scale of measurement may
markedly affect the interpretation; for example, 1,000,000 may be also be 0.0003% of the
national budget.

6.4 Significance bias. The confusion of statistical significance with biological or clinical or
health care significance can lead to fruitless and useless conclusion.

6.5 Correlation bias. Equating correlation with causation leads to errors of both kinds.

6.6 Underexhaustion bias. The failure to exhaust the hypothesis space may lead to authoritarian
rather than authoritative interpretation.

Source: Sackett (1979).

disease. A review that does not provide a full spectrum of all possible positive and negative
results of certain treatments in all possible demographic subpopulations will in turn bias
the thinking of the clinical scientists who are planning the study. As a result, a serious
selection bias will be introduced in the selection of patients and the corresponding treat-
ment assignment.

As indicated in the previous chapter, one of the most critical questions often asked at the
FDA advisory committee meeting is whether the patient population has been sufficiently
characterized. It should be recognized that the patients in a clinical trial are only a sample
with certain characterizations of demography and disease status defined by the inclusion
and exclusion criteria of the protocol. The real question is whether the patients are a true
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Table 2.3.2 Other Types of Bias

1. Selection bias. Physicians may recruit patients for clinical trials in ways that abuse the data.

2. Information bias. The information patients provide to physicians (or others) is heavily tainted
by their own beliefs and values.

3. Observer bias. The objectivity of physicians or others who measure the magnitude of patient
responses varies greatly, even in tests with objective endpoints.

4. Interviewer bias. Interviewer bias is a well-known and obvious source of bias in clinical trials,
particularly when interviews are used in measuring endpoints that determine the clinical trial’s
outcome.

5. Use of nonvalidated instruments. The use of nonvalidated instruments is widespread in clinical
trials.

6. Active control basis. Biased higher cure rates for a new antifungal medicine compared with an
active medicine rather than compared with a placebo.

Source: Spilker (1991).

representative sample of the targeted patient population. Ideally the patients in a clinical
trial should be a representative sample randomly selected from the targeted patient popula-
tion to which the results of the trial can be inferenced. However, in practice, most of clini-
cal trials enrolled patients sequentially as long as they meet the inclusion and exclusion
criteria. This practice is quite different from that of survey sampling or political poll for
which samples can easily be selected at random using a telephone book or voter’s registra-
tion list. For clinical trials it is almost impossible to achieve the ideal goal of random selec-
tion of representative sample from the targeted population. If the size of the study is quite
large, for example, the GUSTO I trial (1993), valid inference and bias may not be issues
for major efficacy and safety evaluation in a trial size of 41,000 patients. On the other hand,
most clinical trials conducted by the pharmaceutical industry for registration are of small
to moderate size. Bias will occur if care is not exercised in the selection of random samples
from the targeted population. This bias is particularly crucial for a clinical development
program because it will accumulate from phase I to phase III when adequate and well-
controlled studies must produce substantial evidence for the approval of the drug.

In many clinical trials the enrollment is slow due to a seasoning of the disease or the geo-
graphical location. In such cases, the sponsors will open more study sites or enroll more
patients at existing sites, whenever possible, in order to reach the required number of evalu-
able patients. For example, let us consider a phase II dose-ranging trial on basal cell carci-
noma (a common skin cancer) conducted by a major pharmaceutical company. This study
consisted of a placebo group and three treatment groups of low, medium, and high doses.
The study called for a total of 200 patients with 50 patients per dose group. This study was
a multicenter study with four study sites in the United States. Three sites were located in the
south: San Diego, California, Phoenix, Arizona, and Houston, Texas, which are known to
have high prevalence and incidence of skin cancers. The other site was Minneapolis, Min-
nesota. It turned out that the three sites in the south had no problem of enrollment but that
the site at Minneapolis only enrolled a total of three patients. In order to finish the study on
time, a decision was made not to open new sites but to enroll as many patients as possible at
the three other sites. In order to meet the required sample size of 200 patients, this study
ended up with one site of only three patients and three sites with 65 to 70 patients. As a
result the validity of statistical inference based on the results from the study is doubtful due
to the possible bias caused by the fact that one site in the north only enrolled three patients
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and the other three sites in the south enrolled most patients which may not constitute a rep-
resentative sample of the targeted patient population.

Variability

As mentioned earlier, the reliability is referred to as the degree of the closeness (or preci-
sion) of the clinical results to the true value regarding the targeted patient population. The
reliability of a clinical trial is an assessment of the precision of the clinical trial which mea-
sures the degree of the closeness of the clinical results to the true value. Therefore the reli-
ability of a clinical trial reflects the ability to repeat or reproduce similar clinical outcomes
in the targeted patient population to which the clinical trial is inferred. The higher preci-
sion a clinical trial has, the more likely the results will be reproducible. The precision of a
clinical trial can be characterized by the variability of an estimated treatment effect based
on some clinical endpoints used for clinical evaluation of the trial. In practice, sample size
and the variability of the primary clinical endpoint play an important role in determining
the precision and reproducibility of the clinical trial. The larger the sample size of the clin-
ical trial is, the higher the precision and the more reliable the result will be. In clinical tri-
als, however, the sample size is usually not large, and it cannot be increased indefinitely
due to limited budget, resources, and often difficulty in patients recruitment. Indeed, the
cost of achieving a desired precision can be extremely prohibitive. As an alternative, we
can carefully define patient inclusion and exclusion criteria to reduce the variability of
primary clinical endpoints and consequently reduce the cost. It is therefore critical that
detailed procedures be implemented in the protocol to ensure that all the participating
investigators keep to a clinical evaluation that is as homogeneous (less variable) as possi-
ble. To draw a reliable statistical inference on the efficacy and safety of the study medica-
tion, it is equally imperative to identify all sources of variations that may occur during the
conduct of the trial. After these known sources of variation are identified, an appropriate
statistical methodology based on the study design can be used to separate the known vari-
abilities from any naturally inherent variability (or random error) for clinical evaluation of
the study medication.

Note that for a clinical response consisting of several components, the variation of the
clinical response may involve some known and unknown sources of variations. For exam-
ple, a clinical response may include some continuous measurements such as systolic and
diastolic blood pressures (mmHg) or direct bilirubin (mg/dL), ordinal categorical data
such as NIH stroke scale (NIHSS) for quantification of neurologic deficit in the patients
with acute ischemic stroke, or some binary data such as the cure of a patient infected with
a certain bacteria by some antibiotic. All these clinical responses may be viewed as a sum
of several components. One of the components may constitute the true unknown variation,
and the others may consist of known sources of variations. These variations cause the vari-
ation of the clinical response.

Colton (1974) classifies sources of variation of quantitative clinical responses into three
types: true biological and temporal variation and variability due to the measurement error.
True biological variation is caused by the difference between subjects. In other words, fac-
tors such as age, gender, race, genotype, education status, smoking habit, sexual orientation,
study center, and underlying disease characteristics at the baseline possibly can cause varia-
tion among subjects. True biological variation explains the differences among individuals.
This source of variation is classified as a source of variation for the intersubject variability.
The second type of the variation is the variability of clinical responses from the same
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subject measured at different time points at which the status of the subject may change and
vary. A well-known phenomenon of this type of variation is the circadian rhythms. For
example, the systolic and diastolic blood pressures measured every 30 minutes by a 24-hour
ambulatory device, premature ventricular contraction (PVC) as recorded on a 24-hour
Holter monitor, or iron level measured every 8 hours over a 7-day period by either ICP or
colorimetric methods all demonstrate the circadian rhythms of these clinical measurements.
As a result, if the clinical responses exhibit temporal variation such as circadian rhythms, it
is very important to eliminate this type of variation from comparison between treatments.
Since the temporal variation reflects the fluctuation of clinical responses within the same
subject, it is also known as a source of the intrasubject variability. Note that since the status
for the cause of the temporal variation may be different treatments received by the same
subject at different time points, this information may be used at the planning stage of clini-
cal trials. Dose titration studies and crossover designs are typical examples utilizing tempo-
ral variation for comparison of treatments. As compared to parallel designs that involve both
intersubject and intrasubject variabilities, dose titration studies and crossover designs utiliz-
ing intrasubject variabilities will provide better precision.

For assessment of efficacy and safety of study medication, a question of particular inter-
est to clinical scientists is, Can similar clinical results be observed if the trial is to be
repeatedly carried out under the same conditions? This concerns the variation of a clinical
response due to the so-called measurement error. Measurement error is probably the most
important variation that is difficult to detect and/or control. Measurement error induces the
variation among the repeated measurements for the same clinical endpoint obtained from
the same subject under the same environment. The possible causes of measurement error
include observers such as clinicians or study nurses and laboratory errors caused by an
instrument, the technician, or others. If a clinical endpoint produces an unacceptable mea-
surement error, then the results cannot be reproduced under the same conditions. In this
case the data have very little value in the clinical evaluation because they do not provide
reliably the intended measurement. Since the variation due to measurement error is the
variation of replication from the same subject, it can also be classified as a source of intra-
subject variability.

Both true biological and temporal variations can be controlled by appropriate statistical
designs, blocking, or stratification. Their impact on the precision of the estimates for treat-
ment effects may be eliminated through adequate statistical analyses. In practice, the variation
of a primary clinical endpoint due to measurement error is often used for the determination of
sample size. Although variation due to measurement error cannot be eliminated completely, it
can, however, be reduced tremendously by specifying standard procedures for measuring
clinical endpoints in the protocol. Training can then take place, at the investigators’ initiatives
of the appropriate personnel who will be involved in the trial. Increasingly the training of cli-
nicians, study nurses, and laboratory technicians is becoming important, since the data are
gathered by sophisticated machinery, computers, or questionnaires. The clinical personnel
must not only understand the rationale and newly developed technology but also be able to
perform consistently throughout the study according to the procedures specified in the proto-
col. For example, the bone mineral density (BMD in g/cm?) of the spine is one of the primary
and objective clinical responses for clinical evaluation of osteoporosis by certain interven-
tions. A densitometer, which is a dual-energy X-ray absorptiometer, and its accompanying
computer algorithm are used to determine bone mineral density. To ensure the reproducibility
and consistency of BMD measurements, technicians are trained on the densitometer using
an anthropomorphic spine phantom with a User’s Manual provided by the manufacturer. In



CONFOUNDING AND INTERACTION 55

addition the spine phantom be used daily for calibration to lessen the drift effect of the instru-
ment. The regular quality control evaluation should be maintained by the manufacturer.
Another source of variation for BMD measurements is the position of the patients. In order to
reduce this variation, the positioning of the patient at the various visits should be as close as
possible to that at his/her baseline visit. Since the measurement error associated with BMD
determination is mainly with the performance of technician, it is preferable that one techni-
cian carry out the measurements through the entire study.

Another example for possible reduction of measurement error by training is the NIH
Stroke Scale (NIHSS) which was developed by the U.S. National Institute of Neurologic
Disorder and Stroke (NINDS) from the original scale devised at the University of Cincin-
nati. Technically, it is a rating scale for quantifying a neurological deficit by a total of
42 points in 11 categories such as given in Table 2.3.3. In practice, it is a rating scale based
on the subjective judgment of qualified neurologists and emergency physicians. This scale
has recently been used in several clinical trials as the primary outcome measure for
efficacy assessment in various thrombolytic agents in patients with acute ischemic stroke
(The National Institute of Neurological Disorders and Stroke rt-PA Stroke Study Group,
1995). In these multicenter clinical trials, in order to maintain double-binding, different
clinicians were asked to perform the baseline and subsequent NIHSS. Standardization of
the procedure for rating NIHSS in the protocol by the clinicians within the same center as
well as by investigators at different centers is considered crucial in order to reduce mea-
surement error and produce reliable, consistent, and reproducible results. As a result, video
training was selected to train and certify investigators who perform NIHSS so that the
measurement error in those clinical trials could be reduced.

In summary, to have an accurate and reliable assessment of the true efficacy and safety
of a study medication, it is important to avoid bias and to minimize the variability of the
primary clinical endpoint whenever possible. Figure 2.3.1 shows the impact of bias and
variability in tackling the truth. As can be seen from the figure, the ideal situation is to have
an unbiased estimate with no variability. If the estimate has a nonnegligible bias, the truth
is compromised even for the smallest variability. If the estimate is biased with a lot of vari-
ability, the assessment for the treatment effect must be discarded.

2.4 CONFOUNDING AND INTERACTION

In clinical trials, confounding and interaction effects are the most common distortions in
the evaluation of medication. Confounding effects are contributed by various factors such
as race and gender that cannot be separated by the design under study; an interaction effect
between factors is a joint effect with one or more contributing factors (Chow and Liu,
1995a). Confounding and interaction are important considerations in clinical trials. For
example, when confounding effects are observed, we cannot assess the treatment effect
because it is contaminated by other effects. On the other hand, when interactions among
factors are observed, the treatment must be carefully evaluated for those effects.

Confounding

In clinical trials, there are many sources of variation that have an impact on the primary
clinical endpoints for evaluation relating to a certain new regimen or intervention. If
some of these variations are not identified and properly controlled, they can become
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Table 2.3.3 Summary of the National Institutes of Health Stroke Scale

Item Name Response
1A Level of consciousness 0= Alert
2 = Not alert, obtunded
3 = Unresponsive
1B Questions 0 = Answers both correctly
1 = Answers one correctly
2 = Answers neither correctly
1C Commands 0 = Performs both tasks correctly
1 = Performs one task correctly
2 = Performs neither correctly
2 Gaze 0 = Normal
1 = Partial gaze palsy
2 = Total gaze palsy
3 Visual fields 0 = No visual loss
1 = Partial hemianopsia
2 = Complete hemianopsia
3 = Bilateral hemianopsia
4 Facial palsy 0 = Normal
1 = Minor paralysis
2 = Partial paralysis
3 = Complete paralysis
5 Motor arm 0 = No drift
a. Left 1 = Dirift before 10 seconds
b. Right 2 = Fall before 10 seconds
3 = No effort against gravity
4 = No movement
6 Motor leg 0 = No drift
a. Left 1 = Drift before 5 seconds
b. Right 2 = Fall before 5 seconds
3 = No effort against gravity
4 = No movement
7 Ataxia 0 = Absent
1 = One limb
2 =Two limbs
8 Sensory 0 = Normal
1 =Mild loss
2 = Severe loss
9 Language 0 = Normal
1 = Mild aphasia
2 = Severe aphasia
3 = Mute or global aphasia
10 Dysarthria 0 = Normal
1 =Mild
2 = Severe
11 Extinction/inattention 0 = Normal
1 =Mild
2 = Severe

Source: Lyden et al. (1994).
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(a) (b) i
(c) (d) .

Figure 2.3.1 Accuracy and precision for assessment of treatment effect. (@) Unbiased and least
variability, (b) unbiased and large variability, (c) biased and least variability, and (d) biased and large
variability.

mixed in with the treatment effect that the trial is designed to demonstrate. Then the
treatment effect is said to be confounded by effects due to these variations. To provide a
better understanding, consider the following example. Suppose that last winter Dr. Smith
noticed that the temperature in the emergency room was relatively low and caused some
discomfort among medical personnel and patients. Dr. Smith suspected that the heating
system might not be functioning properly and called on the hospital to improve it. As
aresult, the temperature of the emergency room is at a comfortable level this winter. How-
ever, this winter is not as cold as last winter. Therefore, it is not clear whether the
improvement in the emergency room temperature was due to the improvement in the heat-
ing system or the effect of a warmer winter. In fact, the effect due to the improvement of
the heating system and that due to a warmer winter are confounded and cannot be sepa-
rated from each other. In clinical trials, there are many subtle, unrecognizable, and seem-
ingly innocent confounding factors that can cause ruinous results of clinical trials. Moses
(1992) gives the example of the devastating result in the confounder being the personal
choice of a patient. The example concerns a polio-vaccine trial that was conducted on two
million children worldwide to investigate the effect of Salk poliomyelitis vaccine. This
trial reported that the incidence rate of polio was lower in the children whose parents
refused injection than whose who received placebo after their parent gave permission
(Meier, 1989). After an exhaustive examination of the data, it was found that susceptibil-
ity to poliomyelitis was related to the differences between the families who gave the per-
mission and those who did not.

Sometimes, confounding factors are inherent in the design of the studies. For example,
dose titration studies in escalating levels are often used to investigate the dose-response
relationship of the antihypertensive agents during phase II stage of clinical development.
For a typical dose titration study, after a washout period during which previous medication
stops and the placebo is prescribed, N subjects start at the lowest dose for a prespecified
time interval. At the end of the interval, each patient is evaluated as a responder to the treat-
ment or a non-responder according to some criteria prespecified in the protocol. In a titra-
tion study, a subject will continue to receive the next higher dose if he or she fails, at the
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Figure 2.4.1 Graphical display of a titration trial. d;, the ith dose level; s;, the number of subjects
who responded at the ith dose; w;, the number of subjects who withdrew at the ith dose; and m, the
number of subjects who completed the study without a response. (Source: Shih, Gould, and Hwang,
1989.)

current level, to meet some objective physiological criteria such as reduction of diastolic
blood pressure by a prespecified amount and has not experienced any unacceptable adverse
experience. Figure 2.4.1 provides a graphical presentation of a typical titration study (Shih,
Gould, and Hwang, 1989). Dose titration studies are quite popular among clinicians
because they mimic real clinical practice in the care of patients. The major problem with
this typical design for a dose titration study is that the dose-response relationship is often
confounded with time course and the unavoidable carryover effects from the previous dose
levels which cannot be estimated and eliminated. One can always argue that the relation-
ship found in a dose titration study is not due to the dose but to the time. Statistical meth-
ods for binary data from dose titration studies have been suggested under some rather
strong assumptions (e.g., see Chuang, 1987; Shih, Gould, and Hwang, 1989). Due to the
fact that the dose level is confounded with time, estimation of the dose-response relation-
ship based on continuous data has not yet been resolved. Another type of design that can
induce confounding problems when it is conducted inappropriately is the crossover design.
For a standard 2 X 2 crossover design, each subject is randomly assigned to one of the two
sequences. In sequence 1, subjects receive the reference (or control) treatment at the first
dosing period and the test treatment at the second dosing period after a washout period of
sufficient length. The order of treatments is reversed for the subjects in sequence 2. The
issues in analysis of the data from a 2 X 2 crossover design is twofold. First, unbiased esti-
mates of treatment effect cannot be obtained from the data of both periods in the presence
of a nonzero carryover effect. The second problem is that the carryover effect is con-
founded with sequence effect and treatment-by-period interaction. In absence of a signifi-
cant sequence effect, however, the treatment effect can be estimated unbiasedly from the
data of both periods. In practice, it is not clear whether an observed statistically significant
sequence effect (or carryover effect) is a true sequence effect (or carryover effect). As
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a result this remains a major drawback of the standard 2 X 2 crossover design, since the
primary interest is to estimate a treatment effect that is still an issue in the presence of a
significant nuisance parameter. The sequence and carryover effects, however, are not con-
founded to each other in higher-order crossover designs that compare two treatments and
can provide unbiased estimation of treatment effect in the presence of a significant carry-
over effect (Chow and Liu, 1992, 2000).

Bailar (1992) provided another example of subtle and unrecognizable confounding
factors. In the same issue of New England Journal of Medicine, Wilson et al. (1985) and
Stampfer et al. (1985) both reported the results on the incidence of cardiovascular diseases
in postmenopausal women who had been taking hormones compared to those who had
not. Their conclusions, however, were quite different. One reported that the incidence
rate of cardiovascular disease among the women taking hormones was twice that in the
control group, while the other reported a totally opposite conclusion in which the inci-
dence of the experimental group was only half that of women who were not taking hor-
mones. Although these trials were not randomized studies, both studies were well planned
and conducted. Both studies had carefully considered the differences in known risk factors
between the two groups in each study. As a result, the puzzling difference in the two
studies may be due to some subtle confounding factors such as the dose of hormones,
study populations, research methods, and other related causes. This example indicates that
it is imperative to identify and take into account all confounding factors for the two ade-
quate, well-controlled studies that are required for demonstration of effectiveness and
safety of the study medication.

In clinical trials, it is not uncommon for some subjects not to follow instructions in
taking the prescribed dose at the scheduled time as specified in the protocol. If the treat-
ment effect is related to (or confounded with) patients’ compliance, any estimates of the
treatment effect are biased unless there is a placebo group in which the differences in treat-
ment effects between subjects with good compliance and poor compliance can be esti-
mated. As a result, interpretation and extrapolation of the findings are inappropriate. In
practice, it is very difficult to identify compliers and noncompliers and to quantify the rela-
tionship between treatment and compliance. On the other hand, subject withdrawals
or dropouts from clinical trials are the ultimate examples of noncompliance. There are sev-
eral possible reasons for dropouts. For example, a subject with severe disease did not
improve and hence dropped out from the study. The estimate of treatment effect will be
biased in favor of a false positive efficacy, if the subjects with mild disease remain and
improve. On the other hand, subjects will withdraw from a study if their conditions
improve, and those who did not improve will remain until the scheduled termination of a
study. The estimation of efficacy will then be biased and hence indicate a false negative
efficacy. Noncompliance and subject dropouts are only two of the many confounding fac-
tors that can occur in many aspects of clinical trials. If there is an unequal proportion of the
subjects who withdraw from the study or comply to the dosing regimen among different
treatment groups, it is very important to perform an analysis on these two groups of sub-
jects to determine whether confounded factors exist and the direction of possible bias. In
addition every effort must be made to continue subsequent evaluation of withdrawals in
primary clinical endpoints such as survival or any serious adverse events. For analyses of
data with noncompliance or withdrawals, it is suggested that an infention-to-treat analysis
be performed. An intention-to-treat analysis includes all available data based on all ran-
domized subjects with the degree of compliance or reasons for withdrawal as possible
covariates.
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Interaction

The objective of a statistical interaction investigation is to conclude whether the joint
contribution of two or more factors is the same as the sum of the contributions from each
factor when considered alone. The factors may be different drugs, different doses of two
drugs, or some stratification variables such as severity of underlying disease, gender, or
other important covariates. To illustrate the concept of statistical interaction, we consider
the Second International Study of Infarct Survival (ISIS-2, 1988). This study employed
a 2 X 2 factorial design (two factor with two levels at each factor) to study the effect of
streptokinase and aspirin in the reduction of vascular mortality in patients with suspected
acute myocardial infarction. The two factors are one-hour intravenous infusion of 1.5 MU
of streptokinase and one month of 150 mg per day enteric-coated aspirin. The two levels
for each factor are either active treatment and their respective placebo infusion or tablets.
A total of 17,187 patients were enrolled in this study. The numbers of the patients random-
ized to each arm is illustrated in Table 2.4.1. The key efficacy endpoint is the cumulative
vascular mortality within 35 days after randomization. Table 2.4.2 provides the cumulative
vascular mortality for each of the four arms as well as those for streptokinase and aspirin
alone. From Table 2.4.2 the mortality of streptokinase group is about 9.2%, with the corre-
sponding placebo mortality being 12.0%. The improvement in mortality rate attributed
to streptokinase is 2.8% (12.0% — 9.2%). This is referred to as the main effect of strep-
tokinase. Similarly the main effect of aspirin tablets can also be estimated from Table 2.4.2
as 2.4% (11.8% — 9.4%). The left two panels of Figure 2.4.2 give the cumulative vas-
cular moralities of main effects for both streptokinase and placebo. The right panel of
Figure 2.4.2 provides mortality for combination of streptokinase and aspirin against that
of both placebos. From either Table 2.4.2 or figure 2.4.2, the joint contribution of both

Table 2.4.1 Treatment of ISIS-2 with Number of
Patients Randomized

IV Infusion of Streptokinase

Aspirin Active Placebo Total

Active 4292 4295 8,587
Placebo 4300 4300 8,600
Total 8592 8595 17,187

Source: 1SIS-2 (1988).

Table 2.4.2 Cumulative Vascular Mortality in Days
0-35 of ISIS-2

IV Infusion of Streptokinase

Aspirin Active Placebo Total
Active 8.0% 10.7% 9.4%
Placebo 10.4% 13.2% 11.8%
Total 9.2% 12.0%

Source: 1SIS-2 (1988).
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streptokinase and aspirin in improvement in mortality is 5.2% (13.2% — 8.0%) which is
exactly equal to the contribution in mortality by streptokinase (2.8%) plus that by aspirin
(2.4%). This is a typical example that no interaction exists between streptokinase and
aspirin because the reduction in mortality by joint administration of both streptokinase and
aspirin can be expected as the sum of reduction in mortality attributed to each antithrom-
bolytic agent when administrated alone. In other words, the difference between the two
levels in one factor does not depend on the level of the other factor. For example, the diff-
erence in vascular mortality between streptokinase and placebo for the patients taking
aspirin tablets is 2.7% (10.7% — 8.0%). A similar difference of 2.8% is observed between
streptokinase (10.4%) and placebo (13.2%) for the patients taking placebo tablets. There-
fore the reduction in mortality attributed to streptokinase is homogeneous for the two
levels of aspirin tablets. As a result, there is no interaction between streptokinase infusion
and aspirin tablets. This phenomenon is also observed in Figure 2.4.3.

The ISIS-2 trial provides an example of an investigation of interaction between two
treatments. However, in the clinical trial it is common to check interaction between treat-
ment and other important prognostic and stratification factors. For example, almost all ade-
quate well-controlled studies for the establishment of effectiveness and safety for approval
of pharmaceutical agents are multicenter studies. For multicenter trials, the FDA requires
that the treatment-by-center interaction be examined to evaluate whether the treatment
effect is consistent across all centers.

One of the objectives of the National Institute of Neurological Disorders and Stroke
rt-PA Stroke Study is to investigate whether the improvement of neurological deficit upon

Placebo infusion and tabletw
568/4300 (13.2%)

500 — .
Aspirin:
461/4295 (10.7%)
Streptokinase:
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= 400 —
[
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&
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Days from randomization

Figure 2.4.3 Cumulative vascular mortality in days 0-35 by treatment groups. (Source: ISIS-2, 1988.)
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administration of intravenous recombinant t-PA over the placebo group is consistent over
the time to receiving treatment after the onset of stroke as stratified from 0 to 90 minutes
and from 90 to 180 minutes. The results based on NIHSS are reproduced is Table 2.4.3. It
can be seen that the difference in NIHSS between t-PA and placebo (i.e., treatment effect)
is homogeneous between the two time intervals. Consequently, no interaction exists
between the treatment and time to treatment.

When the difference among levels of one factor is not the same at different levels of
other factors, then it is said that interaction exist between these two factors. In general,
interactions can be classified as quantitative or qualitative (Gail and Simon, 1985). A quan-
titative interaction is the one for which the magnitude of the treatment effect is not the
same across the levels of other factors but the direction of the treatment remains the same
for all levels of other factors. A qualitative interaction is the interaction in which the direc-
tion of the treatment effect changes in some levels of other factors. To provide a better
understanding, we consider the following hypothetical example of the treatment of an irre-
versible inhibitor of steroid aromatase in the patients with benign prostatic hyperplasia.
Suppose that one of the objectives of the trial is to investigate whether improvement
of peak urinary flow rate (mL/sec) of the treatment over placebo is the same for patients
with an American Urinary Association (AUA) symptom score between 8 and 19 inclu-
sively and those with AUA score greater than 19. There are two factors, each with two lev-
els. One can display the four treatment-by-symptom means in a figure for visual inspection
of possible interaction. The vertical axis is the mean change from baseline in peak urinary
flow rate (mL/sec). The two levels of treatment can be represented on the horizontal axis.
The mean peak urinary flow rate of all levels of AUA symptom score (other factor) then
can be plotted at each level of treatment on the horizontal axis, and the means of the same
levels of AUA symptom score are connected over the two levels of treatment. Panel A of
Figure 2.4.4 exhibits a pattern of no interaction in which the two lines are parallel and
the distance between the two lines is the same at all levels of treatment. Panels B and C
demonstrate a possible quantitative interaction between the treatment and AUA symptom
score because the two lines do not cross and treatment effect does not change its direc-
tion, though the distance between the lines is not the same. Both panels B and C indicate
that the treatment is more effective than placebo for increasing peak flow rate. Panel B
shows that treatment induces a better improvement in peak urinary flow rate in patients
with an AUA symptom score greater than 19 than those between 8 and 19, while the oppo-
site observation is seen in panel C. In panel D a positive difference in peak urinary flow
rate between treatment and placebo is observed in patients with an AUA symptom score
greater than 19, while the difference is negative in patients with an AUA symptom score

Table 2.4.3 Mean NIHSS Score of the National Institute of
Neurological Disorders and Stroke rt-PA Stroke Study Group

Time to Treatment

after Stroke Onset t-PA Placebo
0-90 minutes N=15792-17) N=14512(6—18)
0-180 minutes N=1558(3—19) N=167 13(7—19)

Source: National Institute of Neurological Disorders and Stroke rt-PA
Stroke Study Group (1995).

Note: Number in the parentheses are ranges.
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Figure 2.4.4 Graphical presentation of two-factor interaction.

between 8 and 19. Panel D shows a possible qualitative interaction between treatment and
symptom score. Since the two lines cross each other in panel D, a qualitative interaction of
this kind is also called a crossover interaction.

Interaction can be used to investigate whether the effectiveness of treatment is homoge-
neous across groups of patients with different characteristics. It therefore is important in
the interpretation and inference of the trial results. Gail and Simon (1985) provided an
graphical illustration of different interactions for two subgroups of patients, which is repro-
duced in Figure 2.4.5. The true differences in efficacy between two treatments in subgroups
1 and 2 are 6, and &,. The 45° line is the line where 8, = §,. It therefore represents the line
of no interaction. In the unshaded areas (the first and third quadrants) 8, and 0, are either
both positive or both negative. Any point in the unshaded area except for those on the 45°
line represents a quantitative interaction. The two shaded areas (the second and fourth
quadrants) consist of points for qualitative (or crossover) interaction.
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Figure 2.4.5 Interaction of two subgroups. (Source: Gail and Simon, 1985.)

2.5 DESCRIPTIVE AND INFERENTIAL STATISTICS

Dietrich and Kearns (1986) divided statistics into two broad areas, namely descriptive and
inferential statistics. Descriptive statistics is the science of summarizing or describing data,
while inferential statistics is the science of interpreting data in order to make estimates,
hypotheses testing, predictions, or decisions from the samples to the targeted population.
In clinical trials, data are usually collected through case report forms which are
designed to capture clinical information from the studies. The information on the case
report forms is then entered into the database. The raw database is always messy, though it
does contain valuable clinical information from the study. In practice, it is often of interest
to summarize the raw database by a graphical presentation (e.g., a data plot) or by descrip-
tive (or summary) statistics. Descriptive statistics are simple sample statistics such as
means and standard deviations (or standard errors) of clinical variables or endpoints. Note
that the standard deviation describes the variability of a distribution, either a population
distribution or a sample distribution, whereas the standard error is the variability of a sam-
ple statistic (e.g., sample mean or sample variance). Descriptive statistics are often used to
describe the targeted population before and after the study. For example, at baseline,
descriptive statistics are often employed to describe the comparability between treatment
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groups. After the completion of the study, descriptive statistics are useful tools to reveal
possible clinical differences (or effects) or trends of study drugs. As an example, Table
2.5.1 provides a partial listing of individual patient demographics and baseline characteris-
tics from a study comparing the effects of captopril and enalapril on quality of life in the
older hypertensive patients (Testa et al., 1993). As can be seen from Table 2.5.1, although
as a whole, the patient listing gives a detailed description of the characteristics for individ-
ual patients, it does not provide much summary information regarding the study popula-
tion. In addition descriptive statistics for demographic and baseline information describe
not only the characteristics of the study population but also the comparability between
treatment groups (see Table 2.5.2). In addition, for descriptive purposes, Table 2.5.3 groups
patients into low, medium, and high categories according to the ranking of their scores on
the baseline quality of life scale. It can be seen that there is a potential difference in treat-
ment effect among the three groups with regard to the change from baseline on the quality
of life. These differences were confirmed to be statistically significant by valid statistical
tests. Therefore a preliminary investigation of descriptive statistics of primary clinical end-
points may reveal a potential drug effect.

When we observe some potential differences (effects) or trends, it is necessary to further
confirm with certain assurance that the differences (effects) or trends indeed exist and are
not due to chance alone. For this purpose it is necessary to provide inferential statistics for
the observed differences (effects) or trends. Inferential statistics such as confidence inter-
vals and hypotheses testing are often performed to provide statistical inference on the pos-
sible differences (effects) or trends that can be detected based on descriptive statistics. For
the rest of this section, we will focus on confidence intervals (or interval estimates).
Hypotheses testing will be discussed in more detail in the following section.

Clinical endpoints are often used to asses the efficacy and safety of drug products. For
example, diastolic blood pressure is one of the primary clinical endpoints for the study of
ACE inhibitor agents in the treatment of hypertensive patients. The purpose of the diastolic
blood pressure for hypertensive patients is to compare their average diastolic blood pres-
sure with the norm for ordinary health subjects. However, the average diastolic blood pres-
sure for the hypertensive patients is unknown. We will need to estimate the average
diastolic blood pressure based on the observed diastolic pressures obtained from the hyper-
tensive patients. The observed diastolic blood pressures and the average of these diastolic
blood pressures are the sample and sample mean of the study. The sample mean is an esti-
mate of the unknown population average diastolic blood pressure. Point estimates may not
be of practical use. For example, suppose that the sample mean is 98 mmHg. It is then
important to know whether the population average for the hypertensive patients could rea-
sonably be 90 mmHg given that the sample average turned out to be 98 mmHg. This kind
of information depends on the knowledge of the standard error, not merely of the point
estimate itself.

The observed diastolic blood pressures are usually scattered around the sample mean.
Based on these observed diastolic blood pressures, the standard error of the sample mean
of the observed diastolic blood pressures can be obtained. If the distribution of the diastolic
blood pressure appears to be a bell shaped and the sample size is of moderate size, then
there is about 95% chance that the unknown average diastolic blood pressure of the tar-
geted population will fall within the area between approximate two (i.e., 1.96) standard
errors below and above the sample mean. The lower and upper limits of the area constitute
an interval estimate for the unknown population average diastolic blood pressure. An inter-
val estimate is usually referred to as a confidence interval with a desired confidence level,
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Table 2.5.2 Demographic, Clinical, and Quality of Life Variables at the Baseline

Captopril Enalapril
Variable (N=192) (N=187)
Demographic
Age (yr) 642*55 64.6 6.4
Education (%)
No high school 9 7
Some high school 36 30
Some college 49 58
Postgraduate degree 6 5
Income (%)
<$15,000 15 12
$15,000-40,999 41 47
$41,000-80,000 33 35
>$80,000 11 6
Percent married 87 88
Occupational status (%)
Employed full-time 40 36
Employed part-time 14 15
Retired 43 49
Unemployed 3 1
Race (%)
White 84 82
Black 14 18
Other 3 1
Clinical
Weight (Ib) 197.8 £36.4 198.7 £37.9
Body-mass index 28.8 4.7 28.6 5.0
Blood pressure (mmHg)
Systolic 155.0 £ 14.8 154.6 £15.8
Diastolic 97.3+5.8 97.3+59
Previous antihypertensive therapy (%) 89 87
Quality-of-life scales
Psychological well-being 462+ 78 452 + 80
Psychological distress 526 = 64 521+59
General perceived health 493 £ 77 495 = 67
Well-being at work or in daily routine 485+ 61 480 £ 62
Sexual-symptom distress 518+ 144 503 =162
Distress and stress indexes
Side effects and symptoms distress 24 +40 25+35
Life events 30240 28 £40
Stress 274 * 144 296 = 142

Source: Testa et al. (1993).

such as 95%. Unlike a point estimate, a confidence interval provides a whole interval as an
estimate for a population parameter instead of just a single value. A 95% confidence inter-
val is a random interval that is calculated according to a certain procedure that would pro-
duce a different interval for each sample upon repeated sampling from the population, and
95% of these intervals would contain the unknown fixed population parameter. A 95%
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confidence interval is not an interval that will contain 95% of the sample averages that
would be obtained on repeating the sampling procedure, nor is a particular 95% confidence
interval in which the population average will fall 95% of the times. It should be noted that
the population average is an unknown constant and does not vary while a confidence inter-
val is random. It is either in the confidence interval or not.

A classical confidence interval for the population average of a clinical variable is sym-
metric about the observed sample mean of the observed responses of the clinical variable.
This classical confidence interval is sometimes called the shortest confidence interval
because its width is the shortest among all of the confidence intervals of the same con-
fidence level by other statistical procedures. In some situations, it may be of interest to
obtain a symmetric confidence with respect to a fixed number. For example, in bioequiva-
lence trials it is of interest to obtain a confidence interval for the difference in a pharmaco-
kinetic parameter such as area under the blood or plasma concentration time curve (AUC)
between the test and reference drug product. If the 90% confidence interval falls within
*20% of the average of the reference product, then we conclude that the test product is
bioequivalent to the reference product (e.g., Chow and Liu, 2000). Since the limits are
*20%, which is symmetric about 0%, Westlake (1976) proposed the idea to consider a
symmetric confidence interval with respect to O rather than the shortest confidence interval
symmetric about the observed difference in the sample means. Note that as indicated in
Chow and Liu (2000), the most common criticisms of Westlake’s symmetric confidence
interval are that it has shifted away from the direction in which the sample difference was
observed and that the tail probabilities associated with Westlake’s symmetric confidence
interval are not symmetric. As a result Westlake’s symmetric confidence interval moves
from a two-sided to a one-sided approach as the true difference and the random error
increase.

The confidence level is the degree of certainty that the interval actually contains the
unknown population parameter value. It provides the degree of assurance or confidence
that the statement regarding the population parameter is correct. The more certainty we
want, the wider the interval will have to be. A very wide interval estimate may not be of
practical use because it fails to identify the population parameter closely. In practice, it is
more usual to use 90%, 95%, or 99% as confidence levels. Table 2.5.4 summarizes the
multiple of standard errors that are needed for confidence levels of 68, 95, and 99. There-
fore we will have 68%, 95%, and more than 99% confidence that the population parameter
will fall within one, two, and three standard errors of the observed value, respectively.

Table 2.5.4 Confidence Levels with Various Standard

Errors
Standard Errors Confidence Level
0.5 0.3830
0.675 0.5000
1.0 0.6826
1.5 0.8664
1.96 0.9500
2.0 0.9544
2.5 0.9876
3.0 0.9974

4.0 1.0000
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When we claim that a drug product is effective and safe with 95% assurance, it is
expected that we will observe consistent significant results 95% of times if the clinical trial
were repeatedly carried out with the same protocol. However, current FDA regulation only
requires two adequate well-controlled clinical trials be conducted to provide substantial
evidence for efficacy and safety. It is therefore of interest to estimate the probability
that the drug is effective and safe based on clinical results obtained from the two adequate
well-controlled trials.

2.6 HYPOTHESES TESTING AND p-VALUES

In clinical trials a hypothesis is a postulation, assumption, or statement that is made about
the population regarding the efficacy, safety, or other pharmacoeconomics outcomes (e.g.,
quality of life) of a drug product under study. This statement or hypothesis is usually a sci-
entific question that needs to be investigated. A clinical trial is often designed to address
the question by translating it into specific study objective(s). Once the study objective(s)
has been carefully selected and defined, a random sample can be drawn through an appro-
priate study design to evaluate the hypothesis about the drug product. For example, a
scientific question regarding a drug product, say drug A, of interest could be either (1) Is
the mortality reduced by drug A? or (2) Is drug A superior to drug B in treating hyperten-
sion? The hypothesis to be questioned is usually referred to as the null hypothesis, denoted
by Hy. The hypothesis that the investigator wishes to establish is called the alternative
hypothesis, denoted by H,. In practice, we attempt to gain support for the alternative
hypothesis by producing evidence to show that the null hypothesis is false. For the ques-
tions regarding drug A described above, the null hypotheses are that (1) there is no differ-
ence between drug A and the placebo in the reduction of mortality and (2) there is no
difference between drug A and drug B in treating hypertension, respectively. The alterna-
tive hypotheses are that (1) drug A reduces the mortality and (2) drug A is superior to drug
B in treating hypertension, respectively. These scientific questions or hypotheses to be
tested can then be translated into specific study objectives as to compare (1) the efficacy of
drug A with no therapy in the prevention of reinfarction of (2) the efficacy of drug A with
that of drug B in reducing blood pressure in elderly patients, respectively.

Chow and Liu (2000) recommended the following steps be taken to perform a hypothe-
sis testing:

1. Choose the null hypothesis that is to be questioned.
2. Choose an alternative hypothesis that is of particular interest to the investigators.

3. Select a test statistic, and define the rejection region (or a rule) for decision making
about when to reject the null hypothesis and when not to reject it.

4. Draw a random sample by conducting a clinical trial.
5. Calculate the test statistic and its corresponding p-value.
6. Make conclusion according to the predetermined rule specified in step 3.

When performing a hypotheses testing, basically two kinds of errors occur. If the null
hypothesis is rejected when it is true, then a type I error has occurred. For example, a type I
error has occurred if we claim that drug A reduces the mortality when in fact there is no
difference between drug A and the placebo in the reduction of mortality. The probability of
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Table 2.6.1 Relationship Between Type I and Type 11

Errors
If H() is
True False
When
Fail to reject No error Type II error
Reject Type I error No error

committing type I error is known as the level of significance. It is usually denoted by . In
practice, « represents the consumer’s risk which is often chosen to be 5%. On the other
hand, if the null hypothesis is not rejected when it is false, then a type II error has been
made. For example, we have made a type II error if we claim that there is no difference
between drug A and the placebo in the reduction of mortality when in fact drug A does
reduce the mortality. The probability of committing type II error, denoted by S, is some-
times referred to as the producer’s risk. In practice, 1 — fis known as the power of the test,
which represents the probability of correctly rejecting the null hypothesis when it is false.
Table 2.6.1 summarizes the relationship between type I and type II errors when testing
hypotheses. Furthermore a graph based on the null hypothesis of no difference is presented
in Figure 2.6.1 to illustrate the relationship between ¢ and 8 (or power) for various f3’s
under Hy, for various alternatives at o = 5% and 10%. It can be seen that ¢ decreases as 3
increases or ¢ increases as 3 decreases. The only way of decreasing both ¢z and B is to
increase the sample size. In clinical trials a typical approach is to first choose a significant
level o and then select a sample size to achieve a desired test power. In other words, a sam-
ple size is chosen to reduce type II error such that § is within an acceptable range at a
prespecified significant level of . From Table 2.6.1 and Figure 2.6.1 it can be seen that o
and 8 depend on the selected null and alternative hypotheses. As indicated earlier, the
hypothesis to be questioned is usually chosen as the null hypothesis. The alternative
hypothesis is usually of particular interest to the investigators. In practice, the choice of the
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Figure 2.6.1 Relationship between probabilities of type I and type II errors.
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null hypothesis and the alternative hypothesis has an impact on the parameter to be tested.
Chow and Liu (2000) indicate that the null hypothesis may be selected based on the impor-
tance of the type I error. In either case, however, it should be noted that we will never be
able to prove that Hy, is true even though the data fail to reject it.

p-Values

In medical literature p-values are often used to summarize results of clinical trials in a
probabilistic way. For example, in a study of 10 patients with congestive heart failure,
Davis et al. (1979) report that at single daily doses of captopril of 25 to 150 mg, the cardiac
index rose from 1.75 = 0.18 to 2.77 = 0.39 (mean = SD) liters per minute per square meter
(p <0.001). Powderly et al. (1995) confirmed that fluconazole was effective in preventing
esophageal candidiasis (adjusted relative hazard, 5.8; 95% confidence interval 1.7 to 20.0;
p =0.004) in patients with advance human immunodeficiency virus (HIV) infection. In a
multicenter trial Coniff et al. (1995) indicate that all active treatments (acarbose, tolbu-
tamide, and acarbose plus tolbutamide) were superior (p < 0.05) to placebo in reducing
postprandial hyperglycemia and HyA ¢ levels in noninsulin-dependent diabetes mellitus
(NIDDM) patients. In a study evaluating the rate of bacteriologic failure of amoxicillin-
clavulanate in the treatment of acute otitis media, Patel et al. (1995) reveal that the bacteri-
ologic failure was higher in nonwhite boys (p = 0.026) and in subjects with a history of
three or more previous episodes of acute otitis media (p = 0.008). These statements indi-
cated that a difference at least as great as the observed would occur in less than 1 in 100 tri-
als if a 1% level of significance were chosen or in less than 1 in 20 trials if a 5% level of
significance were selected provided that the null hypothesis of no difference between treat-
ments is true and the assumed statistical model is correct.

In practice, the smaller the p-value shows, the stronger the result is. However, the mean-
ing of a p-value may not be well understood. The p-value is a measure of the chance that
the difference at least as great as the observed difference would occur if the null hypothesis
is true. Therefore, if the p-value is small, then the null hypothesis is unlikely to be true by
chance, and the observed difference is unlikely to occur due to chance alone. The p-value
is usually derived from a statistical test that depends on the size and direction of the effect
(a null hypothesis and an alternative hypothesis). To show this, consider testing the follow-
ing hypotheses at the 5% level of significance:

H,: There is no difference;
vs. H,: There is a difference. (2.6.1)

The statistical test for the above hypotheses is usually referred to as a rwo-sided test. If
the null hypothesis (i.e., Hy) of no difference is rejected at the 5% level of significance,
then we conclude there is a significant difference between the drug product and the
placebo. In this case we may further evaluate whether the trial size is enough to effectively
detect a clinically important difference (i.e., a difference that will lead the investigators to
believe the drug is of clinical benefit and hence of effectiveness) when such difference
exists. Typically, the FDA requires at least 80% power for detecting such difference. In
other words, the FDA requires there be at least 80% chance of correctly detecting such
difference when the difference indeed exists.

Figure 2.6.2 displays the sampling distribution of a two-sided test under the null hypothe-
sisin (2.6.1). It can be seen from Figure 2.6.2 that a two-sided test has equal chance to show



74 BASIC STATISTICAL CONCEPTS

Rejection Region Acceptance Region Rejection Region

af2

af2

-C Cc

Figure 2.6.2 Sampling distribution of two-sided test.

that the drug is either effective in one side or ineffective in the other side. In Figure 2.6.2,
C and —C are critical values. The area under the probability curve between —C and C
constitutes the so-called acceptance region for the null hypothesis. In other words, any
observed difference in means in this region is a piece of supportive information of the null
hypothesis. The area under the probability curve below —C and beyond C is known as the
rejection region. An observed difference in means in this region is a doubt of the null hypoth-
esis. Based on this concept, we can statistically evaluate whether the null hypothesis is a true
statement. Let (1 and pp be the population means of the primary efficacy variable of the drug
product and the placebo, respectively. Under the null hypothesis of no difference (i.e.,
Up = Up), a statistical test, say T can be derived. Suppose that 7, the observed difference in
means of the drug product and the placebo, is a realization of 7. Under the null hypothesis we
can expect that the majority of ¢ will fall around the center, yp — p =0. There is a 2.5%
chance that we would see 7 will fall in each tail. That is, there is a 2.5% chance that ¢ will be
either below the critical value — C or beyond the critical value C. If ¢ falls below —C, then the
drug is worse than the placebo. On the other hand, if 7 falls beyond C, then the drug is supe-
rior to the placebo. In both cases we would suspect the validity of the statement under the null
hypothesis. Therefore we would reject the null hypothesis of no difference if

t>C or t<—C.
Furthermore we may want to evaluate how strong the evidence is. In this case, we calculate the
area under the probability curve beyond the point 7. This area is known as the observed p-value.
Therefore the p-value is the probability that a result at least as extreme as that observed would
occur by chance if the null hypothesis is true. It can be seen from Figure 2.6.2 that

p —value <0.05 ifandonlyif r<—-C or t>C.

A smaller p-value indicates that ¢ is further away from the center (i.e., yp — tp =0) and
consequently provides stronger evidence that supports the alternative hypothesis of
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a difference. In practice, we can construct a confidence interval for up — up=0. If the
constructed confidence interval does not contain 0, then we reject the null hypothesis of no
difference at the 5% level of significance. It should be noted that the above evaluations for
the null hypothesis reach the same conclusion regarding the rejection of the null hypothe-
sis. However, a typical approach is to present the observed p-value. If the observed p-value
is less than the level of significance, then the investigators would reject the null hypothesis
in favor of the alternative hypothesis.

Although p-values measure the strength of evidence by indicating the probability that a
result at least as extreme as that observed would occur due to random variation alone under
the null hypothesis, they do not reflect sample size and the direction of treatment effect.
Ware et al. (1992) indicate that p-values are a way of reporting the results of statistical
analyses. It may be misleading to equate p-values with decisions. Therefore, in addition to
p-values, they recommend that the investigators also report summary statistics, confidence
intervals, and the power of the tests used. Furthermore, the effects of selection or multi-
plicity should also be reported.

Note that when a p-value is between 0.05 and 0.01, the result is usually called statisti-
cally significant; when it is less than 0.01, the result is often called highly statistically
significant.

One-Sided versus Two-Sided Hypotheses

For marketing approval of a drug product, current FDA regulations require that substantial
evidence of effectiveness and safety of the drug product be provided. Substantial evidence
can be obtained through the conduct of two adequate well-controlled clinical trials. The
evidence is considered substantial if the results from the two adequate well-controlled
studies are consistent in the positive direction. In other words, both trials show that the
drug product is significantly different from the placebo in the positive direction. If the pri-
mary objective of a clinical trial is to establish that the test drug under investigation is
superior to an active control agent, it is referred to as a superiority trial (ICH E9, 1998).
However, the hypotheses given in (2.6.1) do not specify the direction once the null hypoth-
esis is rejected. As an alternative, the following hypotheses are proposed:

Hy: There is no difference;
vs. H,: The drug is better than placebo. (2.6.2)

The statistical test for the above hypotheses is known as one-sided test. If the null hypoth-
esis of no difference is rejected at the 5% level of significance, then we conclude that the
drug product is better than the placebo and hence is effective. Figure 2.6.3 gives the rejec-
tion region of a one-sided test. To further compare a one-sided and a two-sided test, let’s
consider the level of proof required for marketing approval of a drug product at the 5%
level of significance. For a given clinical trial, if a two-sided test is employed, the level of
proof required is one out of 40. In other words, at the 5% level of significance, there is
2.5% chance (or one out of 40) that we may reject the null hypothesis of no difference in
the positive direction and conclude the drug is effective at one side. On the other hand, if a
one-sided test is used, the level of proof required is one out of 20. It turns out that the one-
sided test allows more ineffective drugs to be approved because of chance as compared to
the two-sided test. As indicated earlier, to demonstrate the effectiveness and safety of
a drug product, FDA requires two adequate well-controlled clinical trials be conducted.
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Figure 2.6.3 Sampling distribution of one-sided test.

Then the level of proof required should be squared regardless of which test is used. Table
2.6.2 summarizes the levels of proof required for the marketing approval of a drug product.
As Table 2.6.2 indicates, the levels of proof required for one-sided and two-sided tests are
one out of 400 and one out of 1600, respectively. Fisher (1991) argues that the level of
proof of one out of 400 is a strong proof and is sufficient to be considered as substantial
evidence for marketing approval, so the one-sided test is appropriate. However, there is no
universal agreement among the regulatory agency (e.g., FDA), academia, and the pharma-
ceutical industry as to whether a one-sided test or a two-sided test should be used. The con-
cern raised is based on the following two reasons:

1. Investigators would not run a trial if they thought the drug would be worse than the
placebo. They would study the drug only if they believe that it might be of benefit.

2. When testing at the 0.05 significance level with 80% power, the sample size required
is increased by 27% for the two-sided test as opposed to the one-sided test. As a
result there is a substantial impact on cost when a one-sided test is used.

It should be noted that although investigators may believe that a drug is better than
the placebo, it is never impossible that such belief might be unexpected (Fleiss, 1987).

Table 2.6.2 Level of Proof Required for Clinical

Investigation

Type of Tests
Number of Trials One-Sided Two-Sided
One trial 1/20 1/40

Two trials 1/400 1/1600
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Ellenberg (1990) indicates that the use of a one-sided test is usually a signal that the trial
has too small a sample size and that the investigators are attempting to squeeze out a
significant result by a statistical maneuver. These observations certainly argue against the
use of one-sided test for the evaluation of effectiveness in clinical trials. Cochran and
Cox (1957) suggest that a one-sided test is used when it is known that the drug must be at
least as good as the placebo, while a two-sided test is used when it is not known which
treatment is better.

As indicated by Dubey (1991), the FDA tends to oppose the use of a one-sided test.
However, this position has been challenged by several drug sponsors on the Drug Efficacy
Study Implementation (DESI) drugs at the administrative hearings. As an example, Dubey
(1991) points out that several views that favor the use of one-sided test were discussed in an
administrative hearing. Some drug sponsors argued that the one-sided test is appropriate in
the following situations: (1) where there is truly only concern with outcomes in one tail and
(2) where it is completely inconceivable that the results can go in the opposite direction. In
this hearing the sponsors inferred that the prophylactic value of the combination drug is
greater than that posted by the null hypothesis of equal incidence, and therefore the risk of
finding an effect when none in fact exists is located only in the upper tail. As a result a one-
sided test is called for. However, the FDA feels that a two-sided test should be applied to
account for not only the possibility that the combination drugs are better than the single
agent alone at preventing candidiasis but also the possibility that they are worse at doing so.

Dubey’s opinion is that one-sided tests may be justified in some situations such as toxi-
city studies, safety evaluation, analysis of occurrences of adverse drug reactions data, risk
evaluation, and laboratory research data. Fisher (1991) argues that one-sided tests are
appropriate for drugs that are tested against placebos at the 0.05 level of significance for
two well-controlled trials. If, on the other hand, only one clinical trial rather than two is
conducted, a one-sided test should be applied at the 0.025 level of significance. However,
Fisher agrees that two-sided tests are more appropriate for active control trials.

It is critical to specify hypotheses to be tested in the protocol. A one-sided test or two-
sided test can then be justified based on the hypotheses. It should be noted that the FDA is
against a post hoc decision to create significance or near significance on any parameters
when significance did not previously exist. This critical switch cannot be adequately
explained and hence is considered an invalid practice by the FDA. More discussion regard-
ing the use of one-sided test versus two-sided test from the perspectives of the pharmaceu-
tical industry, academe, an FDA Advisory Committee member, and the FDA can be found
in Peace (1991), Koch (1991), Fisher (1991), and Dubey (1991), respectively.

2.7 CLINICAL SIGNIFICANCE AND CLINICAL EQUIVALENCE

As indicated in the hypotheses of (2.6.1), the objective of most clinical trials is to detect the
existence of predefined clinical difference using a statistical testing procedure such as
unpaired two-sample t-test. If this predefined difference is clinically meaningful, then it is of
clinical significance. If the null hypothesis in (2.6.1) is rejected at the o level of signifi-
cance, then we conclude that a statistically significant difference exists between treatments.
In other words, an observed difference that is unlikely to occur by chance alone is consid-
ered a statistically significant difference. However, a statistically significant difference
depends on the sample size of the trial. A trial with a small sample size usually provides
little information regarding the efficacy and safety of the test drug under investigation. On
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the other hand, a trial with a large sample size provides substantial evidence of the efficacy
of the safety of the test drug product. An observed statistically significant difference, which
is of little or no clinical meaning and interpretation, will not be able to address the scien-
tific/clinical questions that a clinical trial was intended to answer in the first place.

The magnitude of a clinically significant difference varies. In practice, no precise defi-
nition exists for the clinically significant difference, which depends on the disease, indica-
tion, therapeutic area, class of drugs, and primary efficacy and safety endpoints. For
example, for antidepressant agents (e.g., Serzone), a change from a baseline of 8§ in the
Hamilton depression (Ham-D) scale or a 50% reduction from baseline in the Hamilton
depression (Ham-D) scale with a baseline score over 20 may be considered of clinical
importance. For antimicrobial agents (e.g., Cefil), a 15% reduction in bacteriologic eradi-
cation rate could be considered a significant improvement. Similarly, we could also con-
sider a reduction of 10 mm Hg in sitting diastolic blood pressure as clinically significant
for ACE inhibitor agents in treating hypertensive patients.

The examples of clinical significance on antidepressant or antihypertensive agents are
those of individual clinical significance, which can be applied to evaluation of the treat-
ment for individual patients in usual clinical practice. Because individual clinical signifi-
cance only reflects the clinical change after the therapy, it cannot be employed to compare
the clinical change of a therapy to that of no therapy or of a different therapy. Temple
(1982) pointed out that in evaluation of one of phase II clinical trials for an ACE inhibitor,
although the ACE inhibitor at 150 mg t.i.d. can produce a mean reduction from baseline in
diastolic blood pressure of 16 mm Hg, the corresponding mean reduction from baseline for
the placebo is also 9mm Hg. It is easy to see that a sizable proportion of the patients in the
placebo group reached the level of individual clinical significance of 10 mm Hg. There-
fore, this example illustrates a fact that individual clinical significance alone cannot be
used to establish the effectiveness of a new treatment.

For assessment of efficacy/safety of a new treatment modality, it is, within the same trial,
compared with either a placebo or another treatment, usually the standard therapy. If the
concurrent competitor in the same study is placebo, the effectiveness of the new modality
can then be established, based on some primary endpoints, by providing the evidence of an
average difference between the new modality and placebo that is larger than some prespeci-
fied difference of clinical importance to investigators or to the medical/scientific commu-
nity. This observed average difference is said to be of the comparative clinical significance.
The ability of a placebo-controlled clinical trial to provide such observed difference of both
comparative clinical significance and statistical significance is referred to as assay sensitiv-
ity. A similar definition of assay sensitivity is also given in the ICH E10 guidance entitled,
Choice of Control Group in Clinical Trials (ICH, 1999).

On the other hand, when the concurrent competitor in the trial is the standard treatment
or other active treatment, then efficacy of the new treatment can be established by showing
that the test treatment is as good as or at least no worse than standard treatment. However,
under this situation, the proof of efficacy for the new treatment is based on a crucial
assumption that the standard treatment or active competitor has established its own efficacy
by demonstrating a difference of comparative clinical significance with respect to placebo
in adequate placebo-controlled studies. This assumption is referred to as the sensitivity-to-
drug-effects (ICH E10, 1999).

Table 2.7.1 presents the results first reported in Leber (1989), which was again used by
Temple (1983) and Temple and Ellenberg (2000) to illustrate the issues and difficulties in
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Table 2.7.1 Summary of Means of Hamilton Depression Scales of Six Trials Comparing
Nomifensine, Imipramine, and Placebo

Common Baseline Four-week Adjusted Mean (Number of Subjects)
Study Mean Nomifensine Imipramine Placebo
R301 239 13.4(33) 12.8(33) 14.8(36)
G305 26.0 13.0(39) 13.4(30) 13.9(36)
C311(1) 28.1 19.4(11) 20.3(11) 18.9(13)
V311(2) 29.6 7.3(7) 9.5(8) 23.5(7)
F313 37.6 21.9(7) 21.9(8) 22.0(8)
K317 26.1 11.2(37) 10.8(32) 10.5(36)

Source: Temple and Ellenberg (2000).

evaluating and interpreting the active controlled trials. All six trials compare nomifensine
(a test antidepressant) to imipramine (a standard tricyclic antidepressant) concurrently
with placebo. The common baseline means and 4-week adjusted group means based on the
Hamilton depression scale are given in Table 2.7.1. Except for trial V311(2), based on the
Hamilton depression scale, both nomifensine and imipramine showed more than 50%
mean reduction. However, magnitudes of average reduction on the Hamilton depression
scale at 4 weeks for the placebo are almost the same as the other two active treatments for
all five trials. Therefore, these five trials do not have assay sensitivity. It should be noted
that trial V311(2) is the smallest trial, with a total sample size only of 22 patients. How-
ever, it was the only trial in Table 2.7.1 that demonstrates that both nomifensine and
imipramine are better than placebo in the sense of both comparative clinical significance
and statistical significance.

Basically, there are four different outcomes for significant differences in a clinical trial.
The result may show that (1) the difference is both statistically and clinically significant, (2)
there is a statistically significant difference yet the difference is not clinically significant, (3)
the difference is of clinical significance yet not statistically significant, and (4) the difference
is neither statistically significant nor clinically significant. If the difference is both clinically
and statistically significant or if it is neither clinically nor statistically significant, then there
is no confusion. The conclusion can be drawn based on the results from the clinical data.
However, in many cases a statistically significant difference does not agree with the clini-
cally significant difference. For example, a statistical test may reveal that there is a statisti-
cally significant difference. However, if the difference is too small (it may be due to a
unusually small variability or a relatively large sample size) to be of any clinical impor-
tance, then it is not clinically significant. In this case a small p-value may be instrumental in
concluding the effectiveness of the treatment. On the other hand, the result may indicate that
there is a clinically significant difference but the sample size is too small (or variability is
too large) to claim a statistically significant difference. In this case the evidence of effective-
ness is not substantial due to a large p-value. This inconsistency has created confusion/
arguments among clinicians and biostatisticians in assessment of the efficacy and safety of
clinical trials.

As indicated earlier, for the assessment of efficacy and safety of a drug product, a typical
approach is to first demonstrate that there is a statistically significant difference between the
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drug products in terms of some clinical endpoints by testing hypotheses (2.6.1) repeated
below:

Hy: There is no difference;

vs. H,: There is a difference.

Equivalently

Ho: up = pp
vs.  Hg: up # Up,

where (i and Up are the means of the primary clinical endpoint for the drug product and the
placebo, respectively. If we reject the null hypothesis of no difference at the o level of sig-
nificance, then there is a statistically significant difference between the drug product and the
placebo in terms of the primary clinical endpoint. We then further evaluate whether there is
sufficient power to correctly detect a clinically significant difference. If it does, then we can
conclude that the drug product is effective and safe. Note that the above hypotheses are
known as point hypotheses. In practice, it is recognized that no two treatments will have
exactly the same mean responses. Therefore, if the mean responses of the two treatments
differ by les than a meaningful limit (i.e., a clinically important difference), the two treat-
ments can be considered clinically equivalent. Based on this idea, Schuirmann (1987) first
introduces the use of interval hypotheses for assessing bioequivalence. The interval
hypotheses for clinical equivalence can be formulated as

Hy: The two drugs are not equivalent;

vs. H,: The two drugs are equivalent. (2.7.1)

Or put differently,

Ho:py —pup=L or py—ug="U;
vs. HpL<uy,—up<<U,

where U, and Uy are the means of the primary clinical endpoint for drugs A and B, respec-
tively, and L and U are some clinically meaningful limits. The concept and interval hypothe-
ses (2.7.1) is to show equivalence by rejecting the null hypothesis of inequivalence. The
above hypotheses can be decomposed into two sets of one-sided hypotheses

Hy;: Drug A is superior to drug B (i.e., Uy — ug = U);

vs. H,;: Drug A is not superior to drug B;
and

Hy,: Drug A is inferior to drug B (i.e., iy — up = L);
vs. Hy,: Drug A is not inferior to drug B

The first set of hypotheses is to verify that drug A is not superior to drug B, while the sec-
ond set of hypotheses is to verify that drug A is not worse than drug B. A relatively large or
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small observed difference may refer to the concern of the comparability between the two
drug products. Therefore the rejection of Hy; and H, will lead to the conclusion of clinical
equivalence. This is equivalent to rejecting Hy in (2.7.1). In practice, if L is chosen to be
—U, then we can conclude clinical equivalent if

Ha — Hp| < A,

where A = U = —L is the clinically significant difference. For example, for the assessment
of bioequivalence between a generic drug product and an innovator drug product (or refer-
ence drug product), the bioequivalence limit A is often chosen to be 20% of the bioavail-
ability of the reference product. In other words, in terms of the ratio of means i,/ug, the
limits become L = 80% and U = 120%. When log-transformed data are analyzed, the FDA
suggests using L = 80% and U = 125%. More detail on the assessment of bioequivalence
between drug products can be found in Chow and Liu (2000).

When two drugs are shown to be clinically equivalent, they are comparable to each other.
Consequently they can be used as substitutes for each other. It should be noted that there is
difference between the assessment of a possible difference and equivalence. Hypotheses
(2.6.1) are set for assessment of a possible difference between treatments, while hypotheses
(2.7.1) are for the assessment of equivalence. The demonstration of equality does not neces-
sarily imply equivalence. This is because the selected sample size for testing equality may
not be sufficient for assessing the equivalence. Besides, when we fail to reject the null
hypothesis of equality, it does not imply that the two treatments are equivalent, even if there
is sufficient power for the detection of a clinically significant difference.

Note that the current FDA regulations do not allow the sponsors to establish clinical
equivalence/noninferiority based on clinical trials designed for the detection of existence
of treatment differences. On the other hand, the ICH E9 guideline also stressed that it is
inappropriate to conclude equivalence/noninferiority based on observing a statistically
nonsignificant test result for null hypothesis (2.6.1) that there is no difference between the
investigational drug and the active competitor. Clinical equivalence/noninferiority between
two drug products must be established based on the interval hypothesis, as described in
(2.7.1). Confidence approach in general is used to establish the clinical equivalence/
noninferiority. If the entire confidence interval for the average difference between the
investigator product and active competitor is within some prespecified equivalence limit,
clinical equivalence is inferred. Clinical noninferiority is concluded if an upper one-sided
confidence limit is smaller than the prespecific limit. From the above discussion, the sam-
ple size determination for equivalence/noninferiority trials should specify the value of
A, which is the largest difference between the investigational product and the active com-
petitor that can be judged as clinically acceptable. In addition, the power for concluding
equivalence/noninferiority using a prespecified value of A should be given. For testing
interval hypothesis, several statistical procedures have been proposed. See, for example,
Blackwelder (1982), Wellek (1993), Jennison and Turnball (1993), and Liu (1995a).
Equivalence/noninferiority trials without inclusion of a placebo group are not internally
valid and rely on external validation of the assumed sensitivity-to-drug effects. Further-
more, selection of equivalence limits is also a very controversial issue and recently sparks
heated arguments between the sponsors and the regulatory agencies. See Jones et al.
(1996), Rohmel (1998), Ebbut and Firth (1998), Fisher et al. (2001), Fleming (2000),
Siegel (2000), Temple and Ellenberg (2000), and Ellenberg and Temple (2000). More
details are given in Chapter 7.
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2.8 REPRODUCIBILITY AND GENERALIZABILITY

As indicated in the previous chapter, for marketing approval of a new drug product, the U.S.
FDA requires that substantial evidence of the effectiveness and safety of the drug product be
provided through the conduct of at least two adequate and well-controlled clinical trials.
The purpose of requiring at least two pivotal clinical trials is not only to assure the repro-
ducibility, but also to provide valuable information regarding generalizability. Chow and
Shao (2002) define reproducibility as to (1) whether the clinical results in the same target
patient population are reproducible from one location (e.g., study site) to another within the
same region (e.g., the United States of America, European Union, or Asian Pacific region)
or (2) whether the clinical results are reproducible from one region to another region in the
same target patient population. Generalizability is referred to as (1) whether the clinical
results can be generalized from the target patient population (e.g., adult) to another similar
but slightly different patient population (e.g., elderly) within the same region or (2) whether
the clinical results can be generalized from the target patient population (e.g., white) in one
region to a similar but slightly different patient population (e.g., Asian) in another region. In
what follows, we will provide the concept of reproducibility and generalizability for pro-
viding substantial evidence in clinical research and development.

Reproducibility

In clinical research, two questions are commonly asked. First, what is the chance that we
will observe a negative result in a future clinical study under the same study protocol given
that positive results have been observed in the two pivotal trials? In practice, two positive
results observed from the two pivotal trials, which have fulfilled the regulatory requirement
for providing substantial evidence, may not guarantee that the clinical results are repro-
ducible in a future clinical trial with the same study protocol with a high probability. This
is very likely, especially when the positive results observed from the two pivotal trials are
marginal (i.e., their p-values are close to but less than the level of significance). Second, it
is often of interest to determine whether a large clinical trial that produced positive clinical
results can be used to replace two pivotal trials for providing substantial evidence for reg-
ulatory approval. Although the U.S. FDA requires at least two pivotal trials be conducted
for providing substantial evidence regarding the effectiveness and safety of the drug prod-
uct under investigation for regulatory review, under the circumstances, the FDA Modern-
ization Act (FDAMA) of 1997 includes a provision (Section 115 of FDAMA) to allow data
from one adequate and well-controlled clinical trial investigation and confirmatory evi-
dence to establish effectiveness for risk/benefit assessment of drug and biological candi-
dates for approval. To address the above two questions, Shao and Chow (2002) suggested
evaluating the probability of observing a positive result in a future clinical study with the
same study protocol, given that a positive clinical result has been observed.

Let Hy and H, be the null hypothesis and the alternative hypothesis of (2.6.1). Thus, the
null hypothesis is that there is no difference in mean response between a test drug and
a control (e.g., placebo). Suppose that the null hypothesis is rejected if and only if |T| > C,
where C is a positive known constant and 7 is a test statistic, which is usually related to
a two-sided alternative hypothesis. In statistical theory, the probability of observing a sig-
nificant clinical result when H,, is indeed true is referred to as the power of the test proce-
dure. If the statistical model under H, is a parametric model, then the power can be
evaluated at 6, where 6 is an unknown parameter or vector of parameters. Suppose now
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that one clinical trial has been conducted and the result is significant. Then, what is the
probability that the second trial will produce a significant result, i.e., the significant result
from the first trial is reproducible? Statistically, if the two trials are independent, the prob-
ability of observing a significant result in the second trial when H,, is true is the same as
that of the first trial regardless of whether the result from the first trial is significant. How-
ever, it is suggested that information from the first clinical trial should be used in the eval-
uation of the probability of observing a significant result in the second trial. This leads to
the concept of reproducibility probability (Shao and Chow, 2002).

In general, the reproducibility probability is a person’s subjective probability of observ-
ing a significant clinical result from a future trial, when he/she observes significant results
from one or several previous trials. Goodman (1992) considered the reproducibility proba-
bility as the power of the trial (evaluated at 6) by simply replacing 0 with its estimate based
on the data from previous trials. In other words, the reproducibility probability can be
defined as an estimated power of the future trial using the data from previous studies. Shao
and Chow (2002) studied how to evaluate the reproducibility probability using this
approach under several study designs for comparing means with both equal and unequal
variances. When the reproducibility probability is used to provide substantial evidence of
the effectiveness of a drug product, the estimated power approach may produce an opti-
mistic result. Alternatively, Shao and Chow (2002) suggested that the reproducibility prob-
ability be defined as a lower confidence bound of the power of the second trial. In addition,
they also suggested a more sensible definition of reproducibility probability using the
Bayesian approach. Under the Bayesian approach, the unknown parameter 6 is a random
vector with a prior distribution, say, 7(6), which is assumed known. Thus, the repro-
ducibility probability can be defined as the conditional probability of |T'| > C in the future
trial, given the data set.

In practice, the reproducibility probability is useful when the clinical trials are con-
ducted sequentially. It provides important information for regulatory agencies in determin-
ing whether it is necessary to require the second clinical trial when the result from the
first clinical trial is strongly significant. To illustrate the concept of reproducibility proba-
bility, reproducibility probabilities for various values of |T(x)| with n = 30 are given in
Table 2.8.1. Table 2.8.1 suggests that it is not necessary to conduct the second trial if
the observed p-value of the first trial is less than or equal to 0.001 because the repro-
ducibility probability is about 0.91. On the other hand, even when the observed p-value is
less than the 5% level of significance, say, the observed p-value is less than or equal to

Table 2.8.1 Reproducibility Probability P

Known o2 Unknown &2 (n = 30)
|T(x)| p-value P p-value P
1.96 0.050 0.500 0.060 0.473
2.05 0.040 0.536 0.050 0.508
2.17 0.030 0.583 0.039 0.554
2.33 0.020 0.644 0.027 0.614
2.58 0.010 0.732 0.015 0.702
2.81 0.005 0.802 0.009 0.774
3.30 0.001 0.910 0.003 0.890

Source: Chow and Shao (2002).
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0.01, a second trial is recommended because the reproducibility probability may not reach
the level of confidence for the regulatory agency to support the substantial evidence of
effectiveness of the drug product under investigation. When the second trial is necessary,
the reproducibility probability can be used for sample size adjustment of the second trial.
More details regarding sample size calculation based on reproducibility can be found in
Shao and Chow (2002) and Chow et al. (2003) and are discussed in Section 7.9.

Generalizability

As discussed above, the concept of reproducibility is to evaluate whether clinical results
observed from the same targeted patient population are reproducible from study site to
study site within the same region or from region to region. In clinical development, after
the drug product has been shown to be effective and safe with respect to the targeted
patient population, it is often of interest to determine how likely the clinical results can be
reproducible to a different but similar patient population with the same disease. We will
refer to the reproducibility of clinical results in a different but similar patient population as
the generalizability of the clinical results. For example, if the approved drug product is
intended for the adult patient population, it is often of interest to study the effect of the
drug product on a different but similar patient population, such as the elderly or pediatric
patient population with the same disease. In addition, it is also of interest to determine
whether the clinical results can be generalized to patient populations with ethnic differ-
ences. Similarly, Shao and Chow (2002) proposed to consider the so-called generalizabil-
ity probability, which is the reproducibility probability with the population of a future trial
slightly deviated from the targeted patient population of previous trials, to determine
whether the clinical results can be generalized from the targeted patient population to a
different but similar patient population with the same disease.

In practice, the response of a patient to a drug product under investigation is expected to
vary from patient to patient, especially from patients from the target patient population to
patients from a different but similar patient population. The responses of patients from a
different but similar patient population could be different from those from the target patient
population. As an example, consider a clinical trial, which was conducted to compare the
efficacy and safety of a test drug with an active control agent for treatment of schizophre-
nia patients and patients with schizoaffective disorder. The primary study endpoint is the
positive and negative symptom score (PANSS). The treatment duration of the clinical trial
was 1 year with a 6-month follow-up. Table 2.8.2 provides summary statistics of PANSS
by race. As it can be seen from Table 2.8.2, the means and standard deviations of PANSS
are different across different races. Oriental patients tend to have higher PANSS with less
variability as compared to those in white patients. Black patients seem to have lower
PANSS with less variability at both baseline and endpoint. Thus, it is of interest to deter-
mine that the observed clinical results can be generalized to a different but similar patient
population such as black or Oriental.

Chow (2001) indicated that the responses of patients from a different but similar patient
population could be described by the changes in mean and variance of the responses of
patients from the target patient population. Consider a parallel-group clinical trial compar-
ing two treatments with population means 4, and u, and an equal variance 6. Suppose
that in the future trial, the population mean difference is changed to u; — y, + € and the
population variance is changed to C2c2, where C> 0. The signal-to-noise ratio for the
population difference in the previous trial is |; — t,|/0, whereas the signal-to-noise ratio
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Table 2.8.3 Effects of Changes in Mean and Standard
Deviation (¢and C) on A

lel(uy — w))| c Range of A
<5% 0.8 1.188-1.313
0.9 1.056-1.167
1.0 0.950-1.050
1.1 0.864-0.955
1.2 0.731-0.808
1.3 0.731-0.808
1.4 0.679-0.750
1.5 0.633-0.700
=5% but <10% 0.8 1.125-1.375
0.9 1.000-1.222
1.0 0.900-1.100
1.1 0.818-1.000
1.2 0.750-0.917
1.3 0.692-0.846
1.4 0.643-0.786
1.5 0.600-0.733
=10% but <20% 0.8 1.000-1.500
0.9 0.889-1.333
1.0 0.800-1.200
1.1 0.727-1.091
1.2 0.667-1.000
1.3 0.615-0.923
1.4 0.571-0.857
1.5 0.533-0.800

Source: Shao and Chow (2002).

for the population difference in the future trial is

|#1_H2+8| _ |A(.Ul_.uz)|
Co - o

where

A el — )
C

is a measure of change in the signal-to-noise ratio for the population difference. Note that
the above can be expressed by |A| multiplying the effect size of the first trial. As a result,
Chow et al., (2002) refer to A as sensitivity index, which is useful when assessing similarity
in bridging studies. For most practical problems, | & < |tt; — | and thus A > 0. Table 2.8.2
gives an example on the effects of changes of € and C and A.

If the power for the previous trial is p(6), then the power for the future trial is p(A6).
Suppose that A is known. As discussed earlier, the generalizability probability is given by
P,, which can be obtained by simply replacing 7(x) with AT(x). Under the Baysian
approach, the generalizability probability can be obtained by replacing p(&/u) with p(Ad/u).




REPRODUCIBILITY AND GENERALIZABILITY 87

In practice, the generalizability probability is useful when assessing similarity between
clinical trials conducted in different regions (e.g., Europe and the United States of America
or the United States of America and Asian Pacific region). It provides important informa-
tion for local regulatory health authorities in determining whether it is necessary to require
a bridging clinical study based on the analysis of the sensitivity index for assessment of
possible difference in ethnic factors (Chow et al., 2002). When a bridging study is deemed
necessary, the assessment of generalizability probability based on the sensitivity index can
be used for sample size adjustment of the bridging clinical study. More details are provided
in Section 7.7 (see also Chow et al., 2003b).



BASIC DESIGN CONSIDERATIONS

3.1 INTRODUCTION

In the clinical development of a drug product, clinical trials are often conducted to address
scientific and/or medical questions regarding the drug product in treatment of a specific
patient population with certain diseases. At the planning stage of a clinical trial, it is there-
fore important to define “What is the question?” Defining “What is the question?” helps
determine the study objective(s) and consequently helps set up appropriate hypotheses for
scientific evaluation. The next question is “How to answer the question?” It is important
that the intended clinical trial provide an unbiased and valid scientific evaluation of the
question. Temple (1982) indicates that two kinds of difficulties are often encountered when
the clinical scientists attempt to identify/answer pertinent scientific questions by conduct-
ing well-controlled clinical trials. The first difficulty is that individual studies may be
designed without careful attention to the questions they really are capable of answering.
Consequently the trial is either a useless trial that answers no question at all or it is a trial
that answers some other question (but not the one intended) or only part of the intended
question. Second, the total package of studies may be designed without a thoughtful con-
sideration of all the questions that are pertinent. There are practical limitations on the num-
ber of studies that can reasonably be expected; nevertheless, it seems possible that more of
the pertinent questions can be answered without any increase in the total number of
patients exposed in clinical trials.

To best answer scientific and/or medical questions through clinical trials, the FDA sug-
gests that an overall study plan and design be briefly but clearly described in the protocol of
the intended clinical trial. A thoughtful and well-organized protocol includes study objec-
tive(s), study design, patient selection criteria, dosing schedules, statistical methods, and

Design and Analysis of Clinical Trials: Concepts and Methodologies, Second Edition
By Shein-Chung Chow and Jen-pei Liu
ISBN 0-471-24985-8 Copyright © 2004 John Wiley & Sons, Inc.
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other medical related details. As a result, “How to choose an appropriate study design?”” and
“How to analyze the collected clinical data using valid statistical methods?”” have become
two important aspects of a clinical trial plan. These two aspects are closely related to each
other since statistical methods for data analysis depend on the design employed. Generally
speaking, meaningful conclusions can only be drawn based on data collected from a valid
scientific design using appropriate statistical methods. Therefore, the selection of an appro-
priate study design is important in order to provide an unbiased and scientific evaluation of
the scientific and/or medical questions regarding the study drug. Before a study design is
chosen, some basic design considerations such as goals of clinical trials, patient selection,
randomization and blinding, the selection of control(s), and some statistical issues must be
considered to justify the use of statistical analyses. In this chapter our efforts will be
directed to the objectives of clinical trials and the selection of patients for clinical trials, the
selection of control(s), statistical considerations, and some other related issues. Randomiza-
tion and blinding will be discussed in detail in the next chapter. Several commonly
employed designs in clinical trials are reviewed in Chapter 5.

In the next section, the goals of clinical research and the manners to specify the objec-
tives of a clinical trial are addressed. Issues in defining the target patient population and
selecting patients for a clinical trial are discussed in Section 3.3. In Section 3.4, we discuss
the selection of control(s) in clinical trials. Some statistical considerations regarding clini-
cal evaluation of efficacy and safety, sample size estimation, interim analysis and data
monitoring, and statistical and clinical inference are given in Section 3.5. Section 3.6 con-
tains some specific issues related to designing a clinical trial such as single site versus
multi-sites, treatment duration, patient compliance, and missing value and dropout. A brief
concluding discussion is given in the last section.

3.2 GOALS OF CLINICAL TRIALS

The ultimate goal of clinical research is to obtain an unbiased inference with possibly best
precision in order to scientifically address the clinical questions regarding the study drug
under investigation with respect to a target patient population. As indicated by Lachin
(2000), the meaning of an unbiased trial is two-fold. First, the estimated treatment effect
between the investigational drug and a control is unbiased. Second, the statistical testing
procedure for detecting a treatment effect is also unbiased in the sense that the false-
positive rate (i.e., type I error rate) for concluding the existence of a treatment effect is con-
trolled at a prespecified nominal level of significance. On the other hand, the best precision
of an inference implies that the variability of the estimated treatment effect based on the
data obtained from a clinical trial is the smallest. Consequently, it has the highest likeli-
hood to reproduce its results in the same target patient population and to generalize its
results to a different patient population. All of the methodologies introduced and illustrated
in this book are to minimize bias (or increase accuracy) and to maximize precision (reli-
ability) associated with a clinical trial.

In clinical research, however, how to develop/formulate a feasible and yet scientifically
valid set of important clinical/medical questions to be addressed by the intended clinical trial
is probably one of the most difficulties commonly encountered for achieving the goals of
minimizing bias and variability. Once the clinical/medical questions have been clearly stated,
necessary resources such as the number of subjects, study duration, study endpoints for eval-
uation of the study drug, facility/equipment, and clinical personnel can be determined in
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order to provide an accurate and reliable statistical/clinical inference for addressing these
questions. The most commonly seen mistake in the conduct of clinical trials is that the inves-
tigator(s) often attempts to answer all possible questions with respect to a certain therapeutic
area in a single trial regardless the size of the trial. As a result, the objectives of the study may
be too ambitious and/or too unspecific to be answered by the limited clinical data observed
from the trial at the end of the trial. In addition, the study may require too much resource
and/or too long to complete, which might be beyond the capacity of the sponsor and/or fund-
ing agencies of the trial. Hence, we define the objective of a clinical trial as a statement
regarding a set of clinical/medical questions that are clear, concise, precise, scientifically
valid, and quantitative that can be easily translated into hypotheses.

For illustration purposes, in what follows, three examples regarding the objectives of
clinical trials that are commonly seen in clinical/medical literature are provided. The first
two examples are for drug evaluation, and the third example is related to a smoking pre-
vention trial.

Example 3.2.1

The objective of this study is to evaluate the efficacy and safety of the test drug under
investigation with a placebo in the treatment of postmenopausal women with osteoporosis.

Example 3.2.2

The objective of the trial is to compare the efficacy and safety of the test drug under inves-
tigation and an active control agent given on demand with a placebo in males with erectile
dysfunction.

Example 3.2.3

The objective of this smoking prevention trial is to address the scientific question: To what
extent can the school-based tobacco usage prevention intervention deter tobacco usage, by
both genders, throughout and beyond high school?

Note that the objectives given in the above examples do not provide the study endpoints
for evaluation of the efficacy and safety of the test drug under investigation. Example 3.2.2
is a three-arm active control trial with a placebo group. With respect to efficacy, it should
have at least two objectives: (1) confirmation of assay validity by demonstrating a superior
efficacy of the active competitor over the placebo, and (2) providing evidence on the supe-
riority or equivalence/noninferiority of the test drug under investigation with the active
competitor. If there are multiple objectives for a clinical trial, one should prioritize these
objectives as the primary objective(s) and secondary objectives. Example 3.2.1 can be
rewritten in a more specific manner, as demonstrated in the following example.

Example 3.2.4
Primary Objectives

1. This trial is a randomized, double-blind, placebo-controlled trial conducted in x centers
to evaluate the efficacy based on bone mineral density (BMD) of the test drug under
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investigation at dose y, frequency z, compared to a placebo, in the treatment of post-
menopausal women with osteoporosis.

2. This trial is a randomized, double-blind, placebo-controlled trial conducted in x centers
to evaluate the safety of the test drug under investigation at dose y, frequency z, com-
pared to a placebo, in the treatment of postmenopausal women with osteoporosis.

Secondary Objectives

1. To evaluate the effectiveness of the test drug under investigation on the incidence of
vertebral fractures.

2. To evaluate the effectiveness of the test drug under investigation on biochemical mark-
ers of bone turnover.

As illustrated in Example 3.2.4, the efficacy of the test drug is evaluated by the primary
efficacy endpoint of BMD and two secondary efficacy endpoints of the incidence of verte-
bral fractures and biochemical marker for assessment of bone loss. However, the direction
of hypothesis that the investigator would like to verify or confirm in the trial is not
addressed in the example. In addition, safety parameters are not specified in the objectives
either. Example 3.2.5 provides the objectives for evaluation of an investigational drug in
treatment of patients with chronic obstructive pulmonary disease (COPD).

Example 3.2.5
Primary Objectives

This trial is a randomized, double-blind, placebo-controlled trial conducted in x centers to
assess the efficacy of the test drug under investigation at dose y, frequency z for a 52-week
treatment of patients with COPD in terms of

1. The reduction in the risk of exacerbation of COPD for patients receiving the investiga-
tional drug as compared to the placebo.

2. A superior pulmonary function as assessed by the forced expiratory volume in one sec-
ond (FEV)) for patients receiving the investigational drug as compared to the placebo.

Secondary Objectives

The secondary objectives are to assess the safety and tolerability of the investigational drug
at dose y, frequency z versus placebo by the evaluation of the incidence rates of adverse
events and laboratory parameters over a 52-week treatment of patients with COPD.

The primary objectives in Example 3.2.5 clearly state that the purpose of the trial is to
show a superior efficacy of the investigational drug over the placebo. Furthermore, a supe-
rior efficacy for the investigational drug is established if the superiority in both the risk of
the exacerbation of COPD and the pulmonary function can be proven. Therefore, the supe-
riority of the investigational drug is based on both primary study endpoints. In addition, sec-
ondary objectives also state that safety and tolerability will be evaluated based on adverse
events and laboratory parameters.
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Example 3.2.6
Primary Objectives

This is a randomized, parallel-group trial to demonstrate that the one-year survival of the
patients with pretreated advanced (Stage IIIB/IV) non-small-cell lung cancer (NSCLC)
receiving the oral investigational drug is not inferior to those receiving intravenous (IV)
docetaxel.

Secondary Objectives

Secondary objectives of the trial are to evaluate overall survival, time to progression,
response rate, time to response, improvement in quality of life, and qualitative and quanti-
tative toxicities.

Example 3.2.6 provides a typical example of the objectives of a noninferiority trial.
In a noninferiority trial, the purpose of the trial is to show that the efficacy of the investi-
gational drug is no worse than (or at least as effective as) the active competitor. In addi-
tion to the efficacy, it is often of interest to show that the test drug has a better safety
profile in a noninferiority trial. Therefore, it is suggested that the objective of showing
a superior safety should be clearly stated as one of the primary objectives. In practice, it is
then preferred that both objectives regarding the efficacy and safety must be achieved by
providing substantial evidence for regulatory review. In general, the study endpoints for
addressing the primary and secondary objectives are different but may be correlated. In
this case, sometimes, composite endpoints are used to evaluate the efficacy of the test
drug under investigation. For the primary and secondary objectives, these composite end-
points may consist of different combinations of the occurrence of different events.
In some cases, a clinical trial may be intended to explore the efficacy and safety of the test
drug in certain predefined subgroups. These objectives can be stated as tertiary objectives.

Example 3.2.7
Primary Objectives

This is a randomized, parallel-group study for determining whether the efficacy of the test
drug is not inferior to that of the active competitor for the prevention of all stroke (fatal and
nonfatal) and systemic embolic events in patients with arterial fibrillation (AF).

Secondary Objectives

Secondary objectives include the following:

1. To compare the efficacy of the test drug to that of the active competitor in terms of the
composite endpoint of the prevention of death, nonfatal stroke, nonfatal systemic
embolic events, and nonfatal myocardial infarction in patients with arterial fibrillation
(AF).

2. To compare the safety of the test drug to that of the active competitor with major
and major bleeding events and treatment discontinuation as the primary safety end-
points.
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Tertiary Objectives

The following tertiary objectives are of interest:

1. To compare the efficacy of the test drug to that of the active competitor for the preven-
tion of all strokes with a poor outcome (defined as a Modified Rankin score of
3 or more at three-months post-stroke or a Barthel score less than 60 at three-months
post-stroke).

2. To compare the efficacy of the test drug to that of the active competitor for the preven-
tion of all strokes and systemic embolic events in patients of 75 years of age or above
with AF and to compare this with patients below the age of 75 years.

The efficacy endpoints in Example 3.2.7 are the occurrence of prespecified events. For the
primary objectives, these events include all strokes and systemic embolic events while the
secondary efficacy endpoints consist of death, nonfatal stroke, nonfatal systemic embolic
events, and nonfatal myocardial infarction. As a result, the primary and secondary efficacy
endpoints contain some overlapping events such as nonfatal strokes. The first tertiary objec-
tive is to evaluate the performance of the test drug on the prespecified subgroup based on the
primary efficacy endpoint for the patients with a poor outcome. On the other hand, the sec-
ond tertiary objective is to detect a possible interaction between the age (equal to 75 years or
older vs. younger than 75 year) and treatment based on the primary efficacy endpoint.

3.3 TARGET POPULATION AND PATIENT SELECTION

As was indicated earlier, one of the primary objectives of a clinical trial is to provide an
accurate and reliable clinical evaluation of a study drug for a target patient population with
certain diseases. In practice, statistical and clinical inference are usually drawn based on a
representative sample (a group of patients to be enrolled in the trial) selected from the
target patient population of the clinical trial. A representative sample provides the clinician
with the ability to generalize the findings of the study. Therefore, selecting patients for
a clinical trial plays an important role to best answer the scientific and/or medical questions
of interest regarding the study drug. Basically selecting patients for a clinical trial involves
two steps. First, we need to define the target patient population. Patients are then selected
from the target patient population for the clinical trial. For a given disease, the target
patient population is often rather heterogeneous with respect to patient characteristics and
the severity of the disease. The heterogeneity of the target patient population can certainly
decrease the accuracy, reliability, and the generalization of the findings of the study. In
clinical trials, the target patient population usually involves various sources of expected
and unexpected biases and variabilities. For example, bias and variability due to differ-
ences in patient demographic characteristics such as age, sex, height, weight, and func-
tional status are expected. Bias and variability caused by changes in disease status and
concomitant therapies are unexpected. These sources of biases and variabilities will not
only decrease the accuracy and reliability of the observed clinical results but also limit the
clinician’s ability to generalize the findings of the study. For good clinical practice, it is
therefore desirable to define the target patient population in such a way that it is a homo-
geneous as possible with respect to these patient characteristics in order to reduce bias and
to minimize variability. For this purpose, Section 314.166 of CFR also requires that the
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method for selection of patients in clinical trials provide adequate assurance that the
selected patients have the disease and condition being studied.

For patient selection, Weintraub and Calimlim (1994) classify patients into two cate-
gories. These two categories are inpatients for short-term hospital studies and outpatients for
chronic conditions. Different concerns/considerations may be raised depending on which
type of patients are intended for the clinical trials. In this section, we will focus on a general
concept for selecting patients for a clinical trial which includes the development of eligibility
criteria, selection process, and ethical considerations.

Eligibility Criteria

In clinical trials a set of eligibility criteria is usually developed to define the target patient
population from which qualified (or eligible) patients can be recruited to enroll the studies.
Typically a set of eligibility criteria consists of a set of inclusion criteria and a set of exclu-
sion criteria. The set of inclusion criteria is used to roughly outline the target patient popu-
lation, while the set of exclusion criteria is used to fine-tune the target patient population
by removing the expected sources of variabilities. To be eligible for the intended study,
patients must meet all the inclusion criteria. Patients meeting any of the exclusion criteria
will be excluded from the study. Eligibility criteria should be developed based on patient
characteristics, diagnostic criteria, treatment duration, and the severity of the disease.

Before a set of well-defined eligibility criteria can be developed, it is necessary to have a
clear understanding of the study medicine and the indication it is intended for. For example,
some medicines are intended for specific patient population (e.g., female, children, or elderly)
with a certain disease. The inclusion criteria usually describe the target patient population
based on the diagnosed symptoms or history of the intended disease. Patients who have his-
tory of hypersensitivity to the study medicine, treatment-resistance, disease changes, and/or
concurrent diseases requiring treatments are usually excluded from the study. Different eligi-
bility criteria will result in different study patient populations. These differences decrease the
ability to apply the study results to any other patient population. In what follows, we provide
three examples for the development of eligibility criteria for clinical trials from three major
therapeutic areas: anti-infectives, cardiovascular, and central nervous system.

For the first example, consider a clinical trial comparing the clinical and microbiologic
efficacy and safety of an antibiotic agent in the treatment of febrile episodes in neutropenic
cancer patients. As indicated in the Guidelines for the Use of Antimicrobial Agents in Neu-
tropenic Patients with Unexplained Fever (IDSA, 1990), anti-infective drugs have become
a standard of medical practice whenever a neutropenic patient becomes febrile. For exam-
ple, ceftazidime which is a marketed third-generation cephalosporin is indicated for the
treatment of febrile episodes in neutropenic cancer patients caused by Streptococcus spp.,
Escherichia coli, Klebsiella spp., Pseudomonas aeruginosa, and Proteus mirabilis (PDR,
1992). With the more prompt and routine initiation of anti-infective therapy, the microbio-
logic confirmation of infection has declined such that as many as 50% to 70% of the febrile
neutropenic episodes do not have a defined microbial etiology. These patients are catego-
rized as having unexplained fever in which the infection may have been masked by the
early introduction of antimicrobial therapy. Since unexplained fever constitutes the major-
ity of febrile neutropenic events, the evaluation of empiric therapy has become more diffi-
cult. Consequently, the question raised is how therapy can be adequately assessed when
fever is the only evaluable parameter (IHS, 1990). For this reason, the primary clinical
endpoint being evaluated in this study is fever. It is suggested an oral temperature greater
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Table 3.3.1 Eligibility Criteria for Anti-Infectives Agents

A. Inclusion Criteria

1. Hospitalized patients aged 18 years or older.

2. An oral temperature greater than 38.5°C once or greater than 38°C on two or more occasions
during a 12-hour period.

3. Fewer than 500 absolute neutrophils (polymorphonuclear and segmented) per mm?, or patients
presenting with between 500 and 1000 absolute neutrophils per mm?, whose counts are antici-
pated to fall below 500 per mm? within 48 hours because of antecedent therapy.

B. Exclusion Criteria

. History of hypersensitivity to a cephalosporin or penicillin.

. Pregnant or breast-feeding.

. Requiring other systemic antibacterial drugs concomitantly except for intravenous vancomycin.

. Creatinine clearance =15 mL/min or requiring hemodialysis or peritoneal dialysis.

. History of positive antibody test for HIV.

. A severe underlying disease such as meningitis, osteomyelitis, or endocarditis.

. Patients undergoing bone marrow transplantation or stem cell harvesting and infusion.

. Any other condition that in the opinion of the investigator(s) would make the patient unsuitable
for enrollment.
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than 38.5°C once or greater than 38°C on two or more occasions during a 12-hour period
be considered as an inclusion criterion for the study. Note that it may be a concern that the
weak antistrephylococcal activity of ceftazidime in patients whose infections are fre-
quently caused by gram-positive bacteria. As a result many practitioners have routinely
added vancomycin to ceftazidime as initial coverage for the febrile neutropenic patient.
Therefore, no other antibacterial agents except intravenous vancomycin will be adminis-
tered during the study. Patients who require other systemic antibacterial drugs concomi-
tantly are then excluded from the study. Other considerations regarding the inclusion and
exclusion criteria are summarized in Table 3.3.1. For example, patients who have history
of hypersensitivity to a cephalosporin or penicillin are excluded from the study.

The second example concerns the evaluation of the efficacy of an oral agent for the treat-
ment of patients with noninsulin-dependent diabetes mellitus (NIDDM). As indicated by
Cooppan (1994), NIDDM is the most common form of diabetes seen in clinical practice. The
prevalence in the United States is about 6.6% and rises to 18% in the elderly. The incidence
is about 500,000 new patients every year. NIDDM often have hypertension and hyperlipi-
demia. In early stages, patients are hyperinsulinemic. Most patients are overweight and have
upper body or truncal obesity. The onset of NIDDM is usually above 40 years of age. The
disease has a strong genetic basis. It is more frequently seen in native Americans, Mexican
Americans, and blacks. The pathophysiology of the disease is due to changes in insulin pro-
duction and secretion, insulin resistance in liver, muscle, and adipose tissue. A high glucose
level could further reduce pancreatic insulin secretion. The treatment for NIDDM patients
normally includes (1) diet alone, (2) diet plus oral hypoglycemic drug, and (3) weight con-
trol. Note that a mild to moderate weight loss (e.g., 5 to 10kg) has been shown to improve
diabetic control and a moderate calorie restriction (e.g., 250 to 500 calories less than average
daily intake) is then recommended for weight control. Based on the above considerations,
Table 3.3.2 provides a sample eligibility criteria for the NIDDM study. As can be seen,
patients aged 40 years or older—who have a previously established diagnosis of NIDDM and
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Table 3.3.2 Eligibility Criteria for a NIDDM Study

A. Inclusion Criteria

1. Males or females aged =40 years old.

2. Females who are not postmenopausal; they must be nonlactating, incapable of becoming preg-
nant or of childbearing potential, practicing an effective method of contraception, or have a
negative serum pregnancy test documented at screening.

3. Currently suboptimally controlled on diet alone or previously managed on an oral sulfonylurea
with an fasting plasma glucose =126 mg/dL but without symptomatic diabetes.

4. Detectable fasting serum insulin and c-peptide at screening.

5. Normal renal function as defined by serum creatinine of <1.5mg/dL for men and <1.4 mg/dL
for women, and =1 proteinuria on routine urinalysis.

6. Acceptable liver function as defined by SGOT/AST = 62 U/L and SGPT/ALT = 58 U/L for
females and =90 U/L for males.

B. Exclusion Criteria

. Markedly symptomatic diabetes, marked polyuria and weight loss >10%.

. History of hypersensitivity to biguanides.

. Prior insulin therapy except for acute illness or surgery.

. Significant cardiovascular disease.

. Significant renal disease or renal functional impairment as evidenced by a serum creatinine
=1.5mg/dL for males and =1.4 mg/dL for females.

. Significant hepatic disease as evidenced by abnormal liver function as defined as by
SGOT/AST > 62 U/L and SGPT/ALT > 58 U/L for females and > 90 U/L for males.

. Active infectious process such as gangrene and pneumonia.

. Pulmonary insufficiency.

. Metabolic acidosis and acute/chronic diabetic ketoacidosis.

. Any patient for any other condition which, in the investigator’s opinion, would make the
patient unsuitable for the study or would interfere with the evaluation of the study medication.
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are currently controlled on diet alone or were previously managed on an oral sulfonylurea
with a fasting plasma glucose greater than 126 mg/dL but without symptomatic diabetes—
meet the inclusion criteria for entry. However, exclusion criteria exclude patients who are
known to have a history of hypersensitivity of biguanides and significant cardiovascular dis-
eases from the study. Significant cardiovascular diseases may include acute myocardial
infarction, unstable angina, congestive heart failure, and arrhythmia.

For the third example, consider a clinical trial comparing the effects of an antidepressant
compound to sertralin (Zoloft) on sexual function in patients with previously demonstrated
sexual dysfunction with sertraline during treatment for major depression. Segraves (1988,
1992) indicated that patients treated with many psychotropic medications including antide-
pressants have sexual adverse effects. However, the mechanism by which antidepressants
produce sexual dysfunction have not been clearly established. Symptoms of sexual dys-
function may include one or more of the followings: delayed or absent ejaculatory response,
partial or total anorgasmia, inadequate lubrication or swelling. The incidence rate for sexual
dysfunction for sertraline-treated male patients is 15.5% compared to 2.2% of placebo-
treated male patients (Zoloft, 1992). It is believed that both potentiation of peripheral ner-
vous system adrenergic/nonadrenergic activity and increasing brain serotonin (5-HT) level
by blocking the neuronal 5-HT reuptake process may induce sexual dysfunction. In order to
be eligible for this study, patients must be experiencing sexual dysfunction while being
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Table 3.3.3 Eligibility Criteria for Central Nervous System Agents

A. Inclusion Criteria

1. Males or females 18 to 65 years of age. Female patients of childbearing potential must be
nonlactating, have a confirmed negative serum pregnancy test prior to enrollment, and be
employing an acceptable method of birth control.

2. Patients who are experiencing sexual dysfunction in response to sertraline at a daily dose of
100 mg during their current depressive episode.

3. Treatment with sertraline must have been diagnosed of major depression.

B. Exclusion Criteria

1. Patient having a diagnosis of treatment-resistant depression.

2. History of sexual dysfunction due to any organic condition.

3. Patients who cannot discontinue their current psychotropic medications and/or are likely to
require treatment with any prohibited concomitant therapy.

4. History of hypersensitivity to trazodone, etoperidone, or sertraline.

5. Patients receiving any concomitant medication that can produce sexual dysfunction.

6. Patients who have met DSM-IV-R criteria for any significant psychoactive substance use
disorder within the 12 months prior to screening.

7. Patients who exhibit a significant risk of committing suicide or have a score =3 or item 3
“suicide” of the HAM-D scale.

8. Patients who have a significant and/or uncontrolled medical condition.

9. Patients with any clinically significant deviation from normal in the physical or electrocardio-
graphic examinations or medically significant values outside the normal range in clinical
laboratory tests.

10. Patients with a positive urine drug screen.

11. Patients with implanted prosthetic devices.

12. Patients who have any other medical condition(s) that can confound the interpretation of the
safety and the efficacy data.

treated with sertraline at a daily dose of 100 mg during their current depressive episode. In
addition sertraline must have been prescribed for the patient with diagnosis of major depres-
sion according to the Diagnostic and Statistical Manual, Fourth Edition (DSM-IV), based
on documented patient history. Other considerations for excluding patients from the study
including sexual dysfunction due to any organic condition, treatment-resistant depression,
or some significant and/or uncontrolled medical conditions. Table 3.3.3 gives a sample list
of eligibility criteria for the study. Note that significant and/or uncontrolled conditions may
include symptomatic paroxysmal, chronic cardiac arrhythmias, history of stroke, transient
ischemic attacks, or history of a positive test for the HIV antibody or antigen.

Patient Selection Process

As discussed above, a set of well-developed eligibility criteria for patient selection can not
only best describe the target patient population but also provide a homogeneous sample.
The criteria help in reducing bias and variability and consequently increase statistical power
of the study. Therefore, in practice, it may be desirable to impose more inclusion and exclu-
sion criteria to further eliminate bias and variability. However, it should be noted that the
more criteria that are imposed, the smaller the target patient population will be. Although
a smaller patient population may be more homogeneous, it may result in difficulties in
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patient recruitment and limitations in the generalization of the findings of the study. There-
fore, it is suggested that the considerations not be too restrict to decrease patient enrollment
and lose the generality of the target patient population.

In clinical trials, however, the number of patients is usually called for by the study pro-
tocol to ensure that the clinical trials can provide valid clinical evaluation of the study med-
icines with the desired accuracy and precision. It is important then in patient selection to
achieve enough patients for the proposed trials. In practice, a single study site may not be
feasible for an intended clinical trial due to its limited capacity and resources. Besides,
there may not be sufficient patients with the disease available in the area within the sched-
uled time period of the study. To recruit enough number of patients and to complete the
study within the time frame, as an alternative, a multicenter trial is usually considered. If
a multicenter trial is to be conducted, the following two questions should be considered:

1. How many study sites should be used?
2. How to select these study sites?

As a rule of thumb, the number of sites should not be greater than the number of patients
within each selected study site. This is because statistical comparison between treatments
is usually made based on patients (i.e., experimental units) within study sites. It is there-
fore not desirable to have too many study sites, though it may speed up the enrollment and
consequently shorten the completion time of the study. The selection of study sites depends
primarily on the following criteria:

1. Individual investigator’s qualification and experience for disease.

2. Feasibility of the investigator’s site for conducting the proposed trial.

3. Dedication, education, training, and experience of the personnel at the investigator’s
site.

4. Availability of certain equipments (e.g., magnetic resonance imaging [MRI] or den-
sitometer).

5. Geographic location.

Considerations 1 to 4 ensure that the proposed study will be appropriately carried out in
such a way that the differences among investigators is minimized. The geographic location
guarantees that the patients enrolled into the study constitute a representative sample from
the target patient population. Another important consideration for selection of investigators
or study sites is probably their ability to enroll patients and to complete the study within the
planned time frame.

For a selected study center, the selection process for patients involves the following
concerns:

Initial guess of how many patients will meet the eligibility criteria.
Screening based on diagnostic criteria.
Patient’s disease changes.

1.
2.
3.
4. Concurrent diseases/medications.
5. Psychological factors.

6.

Informed consent.
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At the selected study site, the investigator is often concerned with whether he or she can
enroll enough patients for the proposed trial. The investigator usually provides an estimate
of how many patients will meet the eligibility criteria based on how many patients he or
she has seen at the study site. In practice, such an estimate often overestimates the actual
number of patients who will participate the study. Bloomfield (1969) recommends that
investigator check the availability and suitability of the patient population at hand through
their records or perhaps a formal pilot study.

As indicated by Weintraub and Calimlim (1994), a majority of patients may be excluded
at the screening stage of patient selection process due to some administrative reason and the
rigor of the diagnostic criteria. Weintraub and Calimlim (1994) point out that administrative
reasons such as nonavailability during screening can be as high as 40% in a study intended
to evaluate the efficacy of three analgesic treatments and a placebo administered in single
doses in double-blind fashion for postoperative pain. Furthermore, in this case 86% were
eliminated due to the rigor of diagnostic criteria such as insufficient severity of pain after the
operation. Thus, the diagnostic strictures imposed by the clinical trial can decrease the num-
ber of available patients even further. It should be noted that small changes in the criteria
can make vast differences in patient availability without materially influencing the clinical
outcome and its extrapolatability.

It is also recommended that the patient selection process be able to address the issue of
specific disease requirements such as disease of a particular severity or duration. For exam-
ple, a moderate disease status may be preferred because (1) it is realized that patients must
be sick enough to get better and (2) patients may be too severe to study. At screening, many
patients may be excluded from the study due to disease changes and concurrent diseases
requiring concomitant medications. This is true especially for very sick patients who fre-
quently have disease changes and/or concurrent diseases. If we exclude patients who have
disease changes and/or concurrent diseases, the patient population under study will become
much smaller. Consequently, we may not be able to recruit enough patients for the study. In
addition, seasonal factor for some diseases must be taken into account.

Weintraub and Calimlim (1994) point out that ideal participants for clinical trials are
patients who will carry through the clinical trials and actively interact with the investiga-
tors rather than be passive experimental subjects. It is suggested that psychological factors
(e.g., fear of toxicity) be carefully analyzed to enable a patient to make a reasonable judg-
ment about participation in a clinical trial.

At screening prior to the entry of the study, signed and dated written informed consent
must be obtained by the investigator from the patient after full disclosure of the potential
risks and their nature. Consent must be obtained before a prospective study candidate par-
ticipates in any study-related procedure, including any change in current therapy required
for entry into the study. The fact is that such consent obtained must be recorded in the case
report form. In practice, it is not uncommon to allow the investigator to exclude any patient
for any condition which, in his/her opinion, would make the patient unsuitable for the study
or would interfere with the evaluation of the study medication. For example, the investiga-
tor may decide to exclude the patient whose white blood cell count is less than 3500/mm?
or neutrophil count is less than 1500/mm? from the study of an antidepressant agent
comparing with sertraline on sexual function in patients with previously demonstrated sex-
ual dysfunction with sertraline during treatment for major depression as described above.
Note that many times the abnormalities that are observed in laboratory tests are
due to illnesses unrelated to the disease under study or to other necessary therapeutic
interventions.
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Ethical Considerations

For many severely destructive diseases such as AIDS, Alzheimer’s disease, and cancer, it is
unethical to include placebo concurrent control in a clinical trial where an effective alterna-
tive remedy is available. It, however, should be noted that the effectiveness and safety of a
test agent can only be established by inclusion of a placebo concurrent control. Ethical con-
siderations will definitely affect the patient selection process. In such cases, it is suggested
that different numbers of patients be allocated to the treatment arm and the placebo arm in
order to reduce the percentage of patients being assigned to the placebo arm. For example,
we may consider a two-to-one ratio for a study. In other words, two-thirds of the patients
who participate in the study will receive the active treatment and only one-third will receive
the placebo. In some comparative clinical trials, if patients are too sick, a certain amount of
standard therapy must be permitted for ethic reasons. The use of active control will be dis-
cussed further in the next section. Note that it is suggested that placebos be used for trivial,
nondangerous, or self-limiting disorders provided that consent is obtained from the patient.

In recent years, ethical considerations for the use of females, children, and the elderly
have attracted much attention. For example, in its 1993 revised guidelines for clinical tri-
als, the FDA suggests to include in clinical trials women of childbearing potential who are
usually excluded in early drug studies of non-life-threatening disease. Since neonates,
infants, and children respond to certain medicines differently than adults, trials of medi-
cines to be used in this age group are always necessary. Therefore, special consideration
must be given to the conduct of trials in children. For this purpose, the CPMP (Committee
for Proprietary Medicinal Products) of the EC has adopted guidelines on clinical investiga-
tion in children. For the geriatric population, it is also important to evaluate any medicine
likely to be used in that age group due to the reasons that there is an increasing incidence
of adverse events in the elderly and that there are altered pharmacokinetic profiles of some
medicines and impaired homeostasis in the elderly.

Note that in the pharmaceutical industry a copy of the final Institution Review Board
(IRB) approved informed consent form must be provided to the sponsor before drug sup-
plies will be shipped or enrollment in the study can begin.

3.4 SELECTION OF CONTROLS

In clinical trials, bias and variability can occur in many ways depending on the experimen-
tal conditions. These bias and variability will have an impact on the accuracy and reliability
of statistical and clinical inference of the trials. Uncontrolled (or noncomparative) studies
are rarely of value in clinical research, since definitive efficacy data are unobtainable and
data on adverse events can be difficult to interpret. For example, an increase in the incidence
of hepatitis during an uncontrolled study may be attributed to the medicine under investiga-
tion. Therefore, the FDA requires that adequate well-controlled clinical trials be conducted
to provide an unbiased and valid evaluation of the effectiveness and safety of study medi-
cines. The purpose of a well-controlled study is not only to eliminate bias but also to mini-
mize the variability, and consequently to improve the accuracy and reliability of the
statistical and clinical inference of the study.

In early 1970s, it was not uncommon for clinical scientists to conduct an uncontrolled
clinical trial for scientific evaluation of a therapeutic intervention. Table 3.4.1 summarizes
a comparison of positive findings between uncontrolled and controlled clinical trials in



SELECTION OF CONTROLS 101

Table 3.4.1 Comparison of the Results Between Uncontrolled and

Controlled Trials
Percent of Positive Findings

Therapeutic Areas Uncontrolled Controlled
Psychiatric (Foulds, 1958) 83% 25%
Antidepressant (Wechsler et al., 1965) 57% 29%
Antidepressant (Smith et al., 1969) 58% 33%
Respiratory distress syndrome (Sinclair, 1966) 89% 50%
Rheumatoid arthritis (O’Brien, 1968) 62% 25%

Source: Summarized and tabulated from Spilker (1991).

selected therapeutic areas. As can be seen from Table 3.4.1, the positive findings of uncon-
trolled trials were obviously exaggerated. The reason for the overexaggerated positive
findings observed in uncontrolled trials, as indicated in the ICH E10 guideline, is that the
trials without a control group cannot really allow discrimination of patient outcomes (such
as changes in symptoms, signs, or other morbidity) caused the test drug from the outcomes
caused by other confounding factors such as the natural progression of the diseases, observed
or patient expectations, or other treatment (ICH E10, 1999). In other words, uncontrolled
studies fail to provide an unbiased and reliable clinical/statistical inference regarding what
would have happened to patients if they had not received the test drug. Since estimates of
the treatment effects are usually extremely biased in the positive direction, the FDA
requires that adequate well-controlled studies use a design that permits a valid comparison
with a control to provide a quantitative assessment of drug effect (Section 314.126 in Part
21 of CFR). A well-controlled trial is referred to as a trial that is conducted under the
experimental conditions such that patient characteristics between treatment groups are
homogeneous. One can classify control groups based on two critical attributes: (1) the
method of determining who will be in the control group, and (2) the type of treatment
received by the patients. The primary methods for assignment of the patients to the control
group are either by randomization of the same target patient population or by selection of
a control patient population separate from the target patient population treated in the trial.
Consequently, the ICH E10 guideline defines a concurrent control group as one chosen
from the same population as the test group and treated in a defined way as part of the same
trial that studies the test drug (ICH E10, 1999). The test and control groups should be
similar with respect to all demographic and baseline characteristics and all on-treatment
evaluations and variables in the course of the trial that could influence outcomes or clini-
cal endpoints expect for the study treatment. As a result, the difference in outcomes or
clinical endpoints observed between the treatment groups at the conclusion of the study is
solely due to the different treatments that patients receive rather than other confounding
factors as described above. On the other hand, if a control group is chosen separated from
the target patient population treated in the same trial, it is referred to as external or histor-
ical control. There are in general four types of treatment that a patient can receive in the
control group: (1) placebo, (2) no treatment, (3) different dose or regimen of the test drug,
and (4) different active treatments. According to Section 314.126 in Part 21 of CFR and the
ICH E10 guideline, control group includes placebo concurrent control, dose-response con-
current control, active (positive) concurrent control, no-treatment concurrent control, and
external control (historical control), which are described below.
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Placebo Concurrent Control

In the past almost two centuries, there has been many heated debates over the use of an
inactive placebo group as a reference for evaluation of a test therapy in treatment of
patients under aliment or medication conditions. For example, see Brody (1981, 1982),
Lundh (1987), Levine (1987), Stanley (1988), and Sanford (1994), Rothman and Michels
(1994), Temple and Ellenburg (2000), Ellenburg and Temple (2000), Reynold (2000), and
Simon (2000). Brody (1982) defines a placebo as a form of medical therapy, or an inter-
vention designed to simulate medical therapy. A placebo is believed to be without speci-
ficity for the condition being treated. A placebo is used either for it symbolic effect or to
eliminate observer bias in a controlled experiment. Brody (1982) also indicated that a
placebo effect is the change in the patient’s condition that is attributable to the symbolic
import of the healing intervention rather than to the intervention’s specific pharmacologic
or physiologic effects. In clinical trials, it is not uncommon to observe the placebo effect.
Brody (1982) points out that the placebo effect can be as important as many treatments.
Sackett (1989) also indicated that the placebo effect is the most probable cause for symp-
tomatic relief following internal mammary artery ligation experienced by many angia
patients. In addition, the influence of the placebo effect is not restricted only to subjective
psychological or psychiatric measurements. Placebo also alters objective clinical end-
points such as cholesterol level (Coronary Drug Project Research Group, 1980), laboratory
values, and measures of physiologic change (Wolf, 1950), for even the pattern of placebo
response resembles the pharmacologic response of the active treatment (Lasagna et al.,
1958). For a better understanding of the placebo effect, consider a clinical trial with a
4-week single-blind placebo run-in phase and a 24-week double-blind randomized phase
for evaluation of a new agent in three doses with a placebo in treatment of the patients
with benign prostatic hyperplasia. The primary clinical endpoints are the proportions of
the patients with an at least 3-point improvement of total symptom score or an increase
of maximum urinary flow rate greater than 3 mL/s at the end of 24 weeks of the double-
blind phase (Boyarsky et al., 1977) which is given in Table 3.4.2. The placebo response
rate based on subjective total symptom score is not statistically significantly different
from the rates of three doses. Although the placebo effect for the more objective maximum
urinary flow rate is less than that based on the symptom score, it is still about 23% and is
not statistically significantly different from those of the three doses. The causes of the
placebo effect have been speculated for a long time; the effect is now believed to be due
to a combination of interactions among patients, physicians, and experimental conditions
surrounding the clinical trials (Brody, 1981, 1982; Lundh, 1987; Sanford, 1994). In most

Table 3.4.2 Response Rates by Total Symptom Score and
Maximum Urinary Flow Rate (mL/s) at the End of 24 Weeks
of the Double-Blind Phase

Percent of Patients with Improvement of

Maximum Urinary

Dose Symptom Score > 3 Flow Rate > 3 mL/s
Placebo 41/92(45%) 21/92(23%)
10mg 36/89(40%) 25/88(28%)
30mg 38/85(45%) 17/82(21%)

60 mg 36/85(42%) 20/80(25%)
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cases, a response or an outcome obtained from a patient receiving an active treatment is
a function of four major components, which include (1) the true pharmacological activity
of the active ingredient(s), (2) the symptomatic relief provided by the placebo, (3) the nat-
ural reversible healing process provided by the body or natural disease progression, and
(4) any other known or unknown confounding factors that may have an impact on the
response or outcome. The effect contributed by the last three components cannot be unbi-
asedly estimated unless there is a placebo group in the trials. Therefore the inclusion of
a placebo concurrent control in clinical trials is necessary to provide unequivocally and
unbiasedly an assessment of the effectiveness and safety of the therapeutic intervention
under study.

As indicated earlier, it is unethical to use placebo concurrent controls where symptoms
are severe or hazardous and where there exists an alternative therapy with established
effectiveness and safety. In practice, it is also unethical to expose patients with severe dis-
eases to study medicines under investigation that may have unknown yet potentially seri-
ous even deadly adverse events. The saga of Cardiac Arrhythmia Suppression Trial (Echt
et al., 1991) provides a vivid but sad example. If a placebo concurrent group had not been
included, neither the excessive risk of death for flecainide and encainide could have been
demonstrated nor the assumption of the use of surrogate endpoint ventricular premature
contraction (VPC) for mortality could have been proved wrong. Kessler and Feiden (1995)
also indicate that the AIDS activists now made an extraordinary plea to the top FDA offi-
cials not to approve drugs to treat the disease caused by the human immunodeficiency
virus (HIV) too quickly. The reason is that they and their physicians must study in detail
the approved antiviral AIDS drugs and examine the efficacy and safety of experimental
therapy before they can make an optimal use of these treatments, since many of new exper-
imental drugs were tested without a placebo concurrent group. Spilker (1991) lists the con-
ditions for the ethical use of a placebo concurrent groups in clinical trials. These conditions
are summarized in Table 3.4.3. As a result placebo concurrent control should not be
selected as the internally controlled group for evaluation of a new treatment if there exists
a treatment whose efficacy has already been established for the intended diseases. It is not
ethical to use placebo for the care of severe or life-threatening diseases. In all other cases,
however, placebo concurrent control should be employed as the standard concurrent con-
trol, whenever operationally feasible, for evaluation of the effectiveness and safety of a
new therapeutic intervention.

Table 3.4.3 Conditions for the Ethical Inclusion of a Placebo Concurrent Control

. No standard treatment exists.

. Standard treatment is ineffective or unproved to be effective.

. Standard treatment is appropriate for the particular clinical trials.

. The placebo has been reported to be relatively effective in treating the disease or condition.

. The disease is mild and lack of treatment is not considered to be medically important.

. The placebo is given as an add-on treatment to an already existing regimen that is not sufficient
to treat patients.

. Allowing concomitant medicine is one measure of efficacy in these clinical trials.

8. The disease process is characterized by frequent spontaneous exacerbations and remission

(e.g., peptic ulcer).
9. “Escape clauses” or points are designed into the protocol.

AN AW =

3

Source: Spilker (1991).
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Examples 3.4.1 and 3.4.2 provide two real examples concerning clinical trials with
placebo concurrent control.

Example 3.4.1 Chelation Therapy for Ischemic Heart Disease

Chelation therapy using EDTA is a widely used alternative therapy for ischemic heart dis-
ease. In 1993, Grier and Meyers estimated that more than 500,000 people in the United
States are treated with EDTA therapy each year. Knudtson et al. (2002) also projected one
million U.S. residents will adopt chelation therapy with an annual expenditure of approxi-
mately $400 million U.S. Unfortunately, its efficacy is never fully established. Knudtson
et al. and the Program to Assess Alternative Treatment Strategies to Achieve Cardiac
Health (PATCH) Investigators (2002) conducted a double-blind, randomized, placebo-
controlled trial to determine whether the most commonly used EDTA protocols have a
favorable impact on exercise ischemia threshold and quality-of-life measures in patients
with stable ischemic heart disease. Random intervention included infusion with either
weight-adjusted (40 mg/kg) EDTA chelation therapy or placebo for 3 hours per treatment,
twice weekly for 15 weeks and once per month for an additional three months. In addition,
patients in both groups also took oral multivitamin therapy.

Example 3.4.2 Evaluation of St John’s Wort in Major Depression

St John’s wort (Hypericum perforatum) is a small flowering weed, and it has been used for
a variety of nervous conditions for more than 2000 years. Linde et al. (1996) conducted
a meta-analysis of 23 randomized trials of St John’s wort extract in 1,757 patients with
depressive disorders and concluded that St John’s wort was significantly superior to
placebo and is an effective agent comparably with standard antidepressant drugs. However,
Linde et al. (1996) also indicated that most of the trials used in the meta-analysis have had
serious methodological flaws and fail to provide any meaningful interpretation. Therefore,
Shelton et al. (2001) conducted a randomized, double-blind, placebo-controlled clinical
trial to compare the efficacy and safety of a standardized extract of St John’s wort with a
placebo in outpatients with major depression. Two hundred adult outpatients diagnosed as
having major depression and having a baseline Hamilton Rating Scale for Depression
(HAM-D) score of at least 20 were randomized to receive either St John’s wort extract
(900 mg per day for 4 weeks, increased to 1,200 mg per day in the absence of an adequate
response thereafter) or a placebo for 8 weeks.

The results of these two studies provide no evidence to support a better efficacy over
placebo in treatment of patients with ischemic heart disease or major depression, respec-
tively. These two examples illustrate that the efficacy and safety of alternative treatments or
therapies must be evaluated rigorously using a concurrent placebo control. One of the key
elements for the success of a clinical trial using a concurrent placebo control is whether
a placebo treatment can be made for matching the active treatment in all aspects such as
size, color, coating, texture, taste, or ordor. For the chelation therapy for ischemic heart dis-
ease, the active treatment is the 500-mL infusion of 5% textrose containing weight adjusted
(40mg/kg) disodium EDTA, with a maximum total dose for each treatment of 3 g, 750 mg
of magnesium sulfate, 5 g of ascorbic acid, 5 g of sodium bicarbonate, and 80 mg of Lido-
caine. In the placebo infusion, the ETDA was replaced by 20 mL of 0.9% sodium chloride.
The resulting infusion solutions were indistinguishable by color and labeling. In addition,
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the infusion solution was administrated over 3 hours to minimize the possible unblinding
effect of infusion-related adverse events.

Another consideration is whether it is ethical to use a concurrent placebo control in the
trials for major depression, which is a serious and potentially life-threatening condition.
Therefore, Shelton et al. (2001) considered extensive safeguards. For example, subjects
were excluded if they posed a significant risk of suicide at any time during the study. Sub-
jects with a score greater than 2 (i.e., thoughts of death or wishes self dead, but no suicidal
ideation or plan) on the item of suicide on the HAM-D were excluded. Subjects with any
clinically significant deterioration in their condition from baseline were also excluded. In
addition, subjects, who withdrew from the study before the scheduled completion, were
immediately offered a standard care as an alternative therapy.

Dose-Response Concurrent Control

As discussed in Chapter 1, the primary objectives for phase II studies are (1) to establish the
efficacy, (2) to characterize its dose-response relationship, and (3) to identify the minimum
effective and maximum tolerable doses of the therapeutic agent under development. The
dose proportionality studies for the assessment of the assumption of linear pharmacokinetics
of the test drug usually include at least three doses. Therefore a clinical trial with dose-
response concurrent control includes at least two doses of the same test agent. Since the
dose-response studies are usually conducted in the phase II stage where the efficacy of the
test agent has not yet definitely been established, it is imperative to include a placebo con-
current control to provide an estimate of the absolute efficacy for each dose in addition to the
dose-response relationship. The exclusion of placebo concurrent control in a dose-response
study could be disastrous and costly. For example, in a major pharmaceutical company, a
randomized, double-blind phase II study was conducted to establish the dose-response rela-
tionship for a new contrast enhancement agent in conjunction with MRI in diagnosis of
malignant liver tumors in patients with known focal liver lesions. Despite suggestions of
changes by the project statistician because of (1) the exclusion of a placebo concurrent con-
trol, (2) the use of an invalidated scale for diagnostic confidence, and (3) visual evaluation of
the pre- and postcontrast films as the primary endpoint, the trial was conducted as planned
without any of the modifications. Table 3.4.4 provides the proportion of the patients with
good or excellent improvement for diagnostic confidence or visual evaluation. As can be
seen from Table 3.4.4, there was no dose-response at all. It should be noted that without a
placebo concurrent control, it is impossible to assess whether a response rate between 60 to
65% observed in this trial really demonstrates the true efficacy of the test agent because there
were no trials with a placebo concurrent control ever conducted.

Examples 3.4.3 and 3.4.4 provide two real examples concerning clinical trials using
dose-response concurrent control.

Table 3.4.4 Percent of Patients with Good or Excellent Improvement
in Diagnostic Confidence and Visual Evaluation

Percent of Patients with Good or Excellent Improvement

Dose Diagnostic Confidence Visual Evaluation
12.5 pmol 45/77 (58%) 51/79 (65%)
25.0 pmol 47778 (60%) 52/82 (63%)

50.0 umol 45176 (59%) 50/78 (64%)
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Example 3.4.3 Treatment of Erectile Dysfunction

Erectile dysfunction is estimated to affect up to 30 million men in the United States. Effec-
tive oral therapy for treatment of the males with erectile dysfunction has been sought for
a long time. Sildenafil is considered a promising agent for erectile dysfunction. However, it
is recognized that sildenafil is a potent inhibitor of cyclic guanosine monophosphate in the
corpus cavernosum. It increases the penile response to sexual stimulation. Goldstein et al.
(1998) conducted a randomized, double-blind study to investigate the dose response of the
efficacy and safety of an oral sildenafil in men with erectile dysfunction of organic, psy-
chogenic, or mixed causes. In this fixed-dose study, 532 men were randomly assigned to
receive 100, 50, and 25 mg of sildenafil or a placebo, approximately one hour before planned
sexual activity but not more than once daily, for 24 weeks. This dose-response study used
three doses of the active treatment in the multiples of 25 mg (i.e., 1, 2, and 4) and a placebo
concurrent control. Hence, the doses are equally spaced in logarithmic scale (based 2).

Example 3.4.4 Dose-Response of Smallpox Vaccine

The World Health Assembly (WHA) declared that the world is free of smallpox (vaccinia
virus) in 1982, and the United States ended its general use of the smallpox vaccine in 1972.
As aresult, less than half of the world’s population has been exposed either to smallpox or
to the vaccine. Consequently, several governments or world health authorities have warned
that smallpox is a potential biological weapon with a serious threat, which can cause a cat-
astrophic effect in an unimmunized population. On the other hand, the last lot of vaccinia
vaccine was manufactured in the United States in 1982. Frey et al. (2002) conducted a ran-
domized, double-blind trial using three dilutions of vaccinia virus vaccine in previous
unimmunized adults to assess the clinical success rates, humoral response, and virus-
specific activity of cytotoxic T cells and interferon-y-producing T cells. Three doses of the
vaccinia virus vaccine include undiluted vaccine (1073 plaque-forming units [pfu] per mil-
liliter), 1 : 10 dilution (103 pfu per milliliter), and 1 : 100 dilution (10> pfu per milliliter).
These doses are also equally spaced in logarithmic scale (based 10).

Active (Positive) Concurrent Control

During the development of a new test agent, it may be of interest to establish a superior effi-
cacy than the standard agent or to show therapeutic equivalence in efficacy to the standard
therapy but with a better safety profile. For these purposes clinical trials are usually con-
ducted with active agents concurrently. In many cases active treatments are employed for eth-
ical reasons. If the trials are designed to serve as adequate well-controlled trials for providing
substantial evidence of efficacy and safety for drug approval, the active treatment concurrent
control must unequivocally demonstrate its superior efficacy in pivotal trials with a placebo
concurrent control. Otherwise the trials must include a placebo concurrent placebo in addi-
tion to the active treatment concurrent control. In some cases clinical trials are conducted to
establish therapeutic equivalence to a standard therapy because of no systematic absorption
of a different route of administration such as the metered dose inhaler (MDI) for asthma and
retin-A for acne, or because of inadequacy of pharmacokinetic measures for chemicals such
as sucralfate for acute duodenal ulcer (Liu and Chow, 1993; Liu, 1995a). However, as indi-
cated by Temple (1982) and Huque and Dubey (1990), equivalence between two active
agents demonstrated in an active control trial can imply that both agents are efficacious or
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both are inefficacious. Therefore it is important to always include a placebo concurrent con-
trol in the active control trials unless a superior efficacy has been established and accepted by
the regulatory authority. For additional references of controversial issues regarding equiva-
lence/noninferiority trials, see Ware and Antman (1997) and Djulbegovic and Clarke (2001).
Note that active control trials will be discussed further in Chapter 7.

The following examples (Examples 3.4.5 and 3.4.6) provide two real examples con-
cerning clinical trials using active concurrent control.

Example 3.4.5 Continuous Infusion Versus Double-Bolus Administration of AMI

Accelerated infusion of ateplase (tissue plasminogen activator) over a period of 90 minutes
produced the lowest mortality rates in GUSTO I trial (1993). On the other hand, double-
bolus administration of ateplase in two bolus doses given 30 minutes apart further shortens
the duration of administration. The Continuous Infusion versus Double-bolus Administra-
tion of Ateplase (COBALT) investigators (1997) conducted a randomized trial to test the
hypothesis that double-bolus ateplase is at least as effective as accelerated infusion. The test
treatment for the COBALT was the administration of a bolus of 50mg of ateplase over a
period of 1 to 3 minutes followed 30 minutes later by a second bolus of 50 mg (or 40 mg for
patients with a body weight less than 60kg). The active concurrent control was an intra-
venous bolus of 15 mg followed by an infusion of 0.75 mg per kilogram of body weight over
a 30-minute period, not to exceed 50 mg, and then by an infusion of 0.5 mg per kilogram, up
to a total of 35 mg, for 60 minutes. This trial is a typical example of an noninferiority trial to
test the hypothesis that the efficacy of a shorter and easier administration of double-bolus of
alteplase is no worse than that of the standard administration of accelerated infusion.

Example 3.4.6 Maintenance Antiretroviral Therapies in HIV Infected Subjects

Three-drug antiretroviral therapy with zidovudine, lamivudine, and indinavir can suppress
the level of human immunodeficiency virus (HIV) RNA in plasma below the threshold of
detection for two years or more. Havlir et al. and AIDS Clinical Trial Group Study 343
team (1998) conducted a trial to investigate whether a less-intensive maintenance regimen
could sustain viral suppression after an initial response to combination therapy. This study
consisted of two phases. The induction phase was a period of 24 weeks in which the HIV-
infected subjects with CD4 cell counts greater than 200 per cubic millimeter received
open-label treatment with indinavir 800 mg, t.i.d., lamivudine, 150 mg, b.i.d., and zidovu-
dine, 300 mg, t.i.d. For the second part of the study, subjects who had less than 200 copies
of HIV RNA per milliliter of plasma after 16, 20, and 24 weeks of induction therapy were
randomly assigned to receive one of three treatments in a double-blind fashion. The treat-
ments included the original three-drug therapy, indinavir monotherapy, and two-drug com-
bination of zidovudine and lamivudine. For this study, the test treatments were indinavir
monotherapy and two-drug combination of zidovudine and lamivudine, while the standard
three-drug therapy served as the active concurrent control.

No Treatment Concurrent Control

For certain diseases, under the assumptions that (1) the objective measurements for effec-
tiveness are available and can be obtained in a very short period of time and (2) the placebo
effect is negligible, the test agent can be compared concurrently with no treatment. In these
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cases the FDA requires that patients be randomized to receive either the test agent or the no
treatment concurrent control (Section 314.122 in Part 21 of CFR). In practice, however, it
is recommended that no treatment concurrent controls should be avoided if possible during
clinical development of phases I-III trials of new agents due to the reasons that it is not
good clinical practice and that it fails to simulate the psychological effect of the placebo on
efficacy.

Examples 3.4.7 and 3.4.8 provide two real examples of clinical trials using no-treatment
concurrent control.

Example 3.4.7 Treatment of Primary Pulmonary Hypertension

Primary pulmonary hypertension is a serious and progressive disease for which few treat-
ments have been shown in a prospective, randomized trial to improve survival. The Pri-
mary Pulmonary Hypertensive Study Group (Barst et al., 1996) conducted a prospective,
randomized, multicenter open-label trial to compare the effects of continuous IV infusion
of epoprostenol plus conventional therapy with those of conventional therapy alone in
81 patients with severe primary pulmonary hypertension (New York Heart Association
functional class III or IV). For this study, the test treatment is epoprostenol plus conven-
tional therapy while the control treatment is no-treatment concurrent control plus conven-
tional therapy.

Example 3.4.8 The First Controlled Clinical Trial

As reported by Boylston (2002), in 1767, the leading cause of death among children in the
city of London, the United Kingdom, was smallpox. The infection was epidemic and killed
one in four children born in the city. At that time, Dr. William Watson was the physician for
the Foundling Hospital. Because of the smallpox epidemic, the governor of the hospital
ordered that all children who were not already immune to smallpox be inoculated. How-
ever, there were two fundamental questions of inoculation: What was the best source of the
inoculum? Did mercury (a populated component of pretreatment therapy at that time) pro-
vide any clinical benefit? Dr. Watson designed a group of three trials to explore both ques-
tions. He recognized that he needed to study a large number of children of similar age in
both genders. On October 12, 1767, Dr. Watson conducted his first trial. Thirty-one chil-
dren were divided into three groups. The source of inoculum was the early lesion from
a patient with naturally acquired smallpox. The first group of 10 children (5 of each gen-
der) received a mixture of mercury and jalap (a laxative) before and after the puncture, the
second group of 10 children (5 of each gender) received senna and syrup of roses (a mild
laxative) on three occasions, and the last group of 11 boys received no treatment for pre-
treatment regimen. He also tried to keep all other known confounding factors as similar as
possible for all children in the trials. For example, all children had the same diet, wore sim-
ilar clothes, played in the same field, slept in the same dormitory, and were inoculated at
the same time and place with the same material. Therefore, the only difference was the
treatment children received. Dr. Watson was the first clinician who introduced a no-
treatment concurrent control in a clinical trial. The second trial had a similar pretreatment
regimen also with a no-treatment concurrent control with the mature lesions from inocu-
lated patients as the source of inoculum. The last trial did not have pretreatment regimen.
All 20 children were inoculated using late lesion from inoculated patients as the source of
inoculum. More details regarding the trials can be found in Boylston (2002).
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Historical Control

In clinical research sometimes it is of interest to compare the results of the test treatment
with those of other active treatments or the historical experience of a disease or condition
that is adequately documented. Basically, historical data are obtained in two ways. One is
from the same group of patients who received no treatment, the same treatment, or differ-
ent treatments at different times. The other is from different patients who received no treat-
ment, the same treatment, or different treatments at different times. In either case the data
of historical control are not obtained concurrently. Therefore, the experimental conditions
of the trials are not obtained concurrently for both the test and control groups. Hence, Sec-
tion 314.122 of Part 21 of CFR indicates that the historical control are reserved for the spe-
cial diseases with high and predictable mortality such as certain malignant cancers or for
the agents in which the effect of the drug is self-evident such as general anesthetics.

In summary, for clinical development of phases I-III trials of a new test agent, the prin-
ciple of good clinical practice for regulatory approval is to dictate the placebo concurrent
control as the fundamental referenced control for unbiased evaluation of effectiveness and
safety unless unequivocal evidence proves that it is unnecessary.

3.5 STATISTICAL CONSIDERATIONS

At the planning stage some statistical considerations regarding the manner in which the data
will be tabulated and analyzed at the end of the study should be carefully considered. These
considerations include the primary and secondary response variables, the criteria for effi-
cacy and safety assessment, sample size estimation, possible interim analysis and data mon-
itoring, and statistical and clinical inference. We will now describe these considerations.

Efficacy and Safety Assessment

For a clinical trial, it is recognized that it is impossible to address all questions with one
trial. Therefore, it is important to identify the primary and secondary response variables that
will be used to address the scientific and/or medical questions of interest. The response
variables (or clinical endpoints) are usually chosen at the outset, since they are needed to
fulfill the study objectives. Once the response variables are chosen, the possible outcomes
of treatment are defined, and those showing efficacy and safety are clearly indicated. In
practice, it is suggested that the selected clinical endpoints be validated (reliable and repro-
ducible), widely available, understandable, and accepted. For example, in an antibiotic trial
the outcome might be defined as cure, cure with relapse, or treatment failure, and the
response variables may be pyrexia, dysuria, and frequency of urination. The criteria for the
evaluation of a cure could be that all signs or symptoms of urinary tract infection are
resolved during the study period. For another example, in an antihypertensive trial the out-
come of treatment might be defined as normalization, partial response, or failure, and the
response variable would be change in blood pressure. The criteria for normalization and
partial response could be that diastolic pressure is less that 90 mmHg and that diastolic
blood pressure is reduced by more than 10% from baseline, respectively.

For efficacy assessment, once the primary efficacy variable is identified, the criteria for
the evaluability of the patients should be precisely defined. For example, we may conduct
an analysis based on all patients with any effectiveness observation or with a certain mini-
mum number of observations. In some cases clinical scientists may be interested in



110 BASIC DESIGN CONSIDERATIONS

analyzing patients who complete the trial (or completer analysis) or all patients with an
observation during a particular time window. To provide a fair assessment of efficacy,
sometimes it may be of interest to analyze only patients with a specified degree of compli-
ance, such as patients who took 80% to 120% of the doses during the course of the trial.
It should be noted that the evaluability criteria should be clearly defined in the study proto-
col. As indicated in the FDA guidelines, although a reduced subset of the patients is usu-
ally preferred for the data analysis, it is recommended that an additional intent-to-treat
analysis using all randomized patients be performed.

For safety evaluation the FDA requires that all patients entered into treatment who
received at least one dose of the treatment must be included in the safety analysis. Safety
evaluation is usually performed based on clinical and laboratory tests. To provide an effec-
tive evaluation, it is suggested that the following should be provided:

1. Parameters to be measured.

2. Timing and frequency.

3. Normal values for laboratory parameters.
4. Definition of test abnormalities.

The primary safety variable is the incidence of adverse event, which is defined as any ill-
ness, sign, or symptom that has appeared or worsened during the course of the clinical study
regardless of causal relationship to the medicine under study. The FDA suggests that basic
display of adverse event rates be used to compare rates in treatment and control groups. In
addition, if the study size permits, the more common adverse events that seem to be drug
related should be examined for their relationship to dosage and to mg/kg dose, to dose regi-
men, to duration of treatment, to total dose, to demographic characteristics, or to other base-
line features if data are available. However, the FDA also points out that it is not intended
that every adverse be subjected to rigorous statistical evaluation.

Sample Size Estimation

For assessment of the effectiveness and safety of a study drug, a typical approach is first to
show that the study drug is statistically significant from a placebo control. If there is a statisti-
cally significant difference, we then demonstrate that the trial has a high probability of cor-
rectly detecting a clinically meaningful difference. The probability of correctly detecting a
clinically meaningful difference is known as the (statistical) power of the trial. In clinical tri-
als, for a given significance level, we can increase the statistical power by increasing the sam-
ple size. In practice, a pre-study power analysis for sample size estimation is usually
performed to ensure that the intended trials have a desired power (e.g., 80%) for addressing the
scientific/medical questions of interest. In clinical trials, we can classify sample size estima-
tion as either sample size determination or sample size justification. The purpose of a sample
size determination is to find an appropriate sample size based on the information (the desired
power, variability and clinically meaningful differences, etc.) provided by clinical scientists. If
the sample size has been chosen based on medical/marketing considerations, then it is neces-
sary to provide a sample size justification for the chosen sample size such as “What difference
can be detected with the desired power for the chosen sample size?” It should be noted that a
larger sample size will allow us to detect a smaller difference if the difference indeed exists.
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Table 3.5.1 Sample Size Determination

Sample Size“

Standard Clinical Difference
Power Deviation (%) 10% 15%
80% 10 32 14
20 126 56
30 284 126
90% 10 44 20
20 170 76
30 380 170

“Sample sizes were obtained based on a two-sided test for two independent
samples at the o= 5% level of significance.

For sample size determination, Table 3.5.1 provides some examples of required sample
sizes for achieving desired power to detect some clinically meaningful differences under
the assumption of various standard deviations. The estimated sample sizes were obtained
based on a two-sided test for two independent samples with the 5% level of significance.
For example, a total of 32 patients is needed to have a 80% power for detection of one stan-
dard deviation difference. Additional 12 patients are required to increase the power from
80% to 90%. As can be seen from Table 3.5.1, the sample size increases as the standard
deviation increases. In addition a larger sample size is required to detect a smaller differ-
ence. On the other hand, Table 3.5.2 gives statistical justifications for differences that can
be detected for some chosen sample sizes. For example, the selected sample size of 100
will have a 80% power for detection of an approximately half standard deviation differ-
ence. Note that the difference that can be detected based on the selected sample size may
not be of clinically meaningful difference.

It should be noted that the sample size determination/justification should be carried out
based on appropriate statistics under the selected design. Different study designs and test-
ing hypotheses may result in different sample size requirements for achieving a desired

Table 3.5.2 Sample Size Justification

Detected Difference®

Standard Power

Sample Size Deviation (%) 80% 90%
100 10 5.6 6.5

20 11.2 13.0

30 16.8 19.5

200 10 4.0 4.6

20 8.0 9.2

30 12.0 13.8

“The numbers were obtained based on a two-sided test for two indepen-
dent samples at the &= 5% level of significance.
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power. Therefore it is recommended that the following be considered when performing
a pre-study power analysis for sample size estimation:

1. What design is to be used?
2. What hypotheses are to be tested?
3. What statistic is to be performed?

If the selected design is a parallel design and/or a two-sided test is used, it may require
more patients to reach the desired power. Under a selected design, sample size require-
ments are different for testing point hypotheses and interval hypotheses. As discussed in
the previous chapter, an interval hypotheses is intended for establishment of clinical equiv-
alence. The FDA indicates that for a positive control study intended to show that a new
therapy is at least as effective as the standard therapy, the sample size determination should
specify a clinically meaningful difference indicating that the new therapy is clinically
equivalent if the difference is smaller than such a difference. The power to detect a treat-
ment difference should be given.

Interim Analysis and Data Monitoring

Interim analysis and data monitoring is a process of examining and/or analyzing data accu-
mulating in a clinical trial, either formally or informally, during the conduct of the clinical
trial. The nature and intent of data monitoring and interim analysis in the pharmaceutical
industry are often misunderstood. As indicated by the Biostatistics and Medical Ad Hoc
Committee (BMAHC) on Interim Analysis of the Pharmaceutical Manufacturing Associa-
tion (PMA), the following three issues should be addressed when planning an interim
analysis (PMA, 1989):

* Protection of the overall type I error rate in formal confirmatory clinical trials designed
to establish efficacy.

 Safeguarding of the blinding of a study.

* Use of interim analyses for administrative or planning purposes to generate hypothe-
ses for future studies or to assess safety.

For the protection of the overall type I error, there are many methods available in the lit-
erature. For example, see Pocock (1977), O’Brien and Fleming (1979), Peto et al. (1976),
Slud and Wei (1982), Lan and DeMets (1983), Lan and Wittes (1988), and Jennison and
Turnball (2000). The protection of the overall type I error can usually be achieved through
a carefully planned study protocol. The safeguarding of the blind is a critical issue that has
a great impact on the credibility of the study. Therefore it is suggested that the sponsors to
develop formal procedures to ensure that the dissemination of the results of interim analy-
ses is controlled in such a way as to minimize the potential bias. The third issue considers
an interim analysis as a study management tool for addressing some important questions
during the conduct of the study. Such analyses, which are known as administrative look,
are usually performed on an unblinded basis and without adjustment of p-values.

Interim analysis and/or data monitoring provides an administrative tool for terminating a
trial during which is observed either a superior efficacy or an excessive safety risk in the treat-
ments presented to patients. Currently all clinical trials sponsored by NIH are required to
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perform interim analyses. If no interim analyses is intended, the reasons why an interim
analysis is not necessary for the study are to be clearly stated in the study protocol. Since the
late 1980s pharmaceutical companies have begun to recognize the need of interim analyses
and consequently have started to perform interim analyses and administrative data monitor-
ing for their sponsored trials in an expeditious manner. Since blinding plays an important role
in protecting the integrity of clinical trials, the BMAHC was formed to examine the impact of
interim analysis on blindness (PMA, 1989, 1993). In their position paper (PMA, 1993), the
BMAHC emphasized that blinding (masking) is an important issue, since the interim analy-
sis requires that the study be unblinded. Knowledge of early trends or lack thereof can bias
the remainder of the study and result in changes in the patient recruitment. Knowledge of
treatment assigned to individual patients can also introduce bias and serious dropouts on the
validity of results. The committee suggested that an SOP be developed to describe

* Who will have access to the randomization codes?

e How the blinding will be broken?

* Who will have access to the interim results?

* Whether ongoing patients will be included in the analysis?

Williams et al. (1993) point out that major pharmaceutical companies such as Merck
have developed their own internal SOPs for triple-blind policy for all phase III and IV
studies and most of phase II trials. Moreover, they state that interim evaluation should be
performed by a party that is not involved in the actual conduct of the study. The results of
the interim analysis should not be provided in any form to those individuals involved in the
conduct of the trial in order to avoid any temptation to alter the study design and to intro-
duce any potential bias. They suggest that the following procedures be imposed to ensure
the blindness when performing an interim analysis.

e Merge of randomization codes with patient identification numbers for the use of
interim analysis must be performed by a low-level statistician who is not directly
involved in the study.

e Identity of treatments received by individuals must not be known.

* Only the minimum information required to meet the objectives of the interim analysis
can be presented and only to the few individuals who are responsible for decision
making on the drug’s development.

e Detailed procedures for the implementation of interim analysis such as unblinded-
ness, decision making, and the frequency of interim analyses must be fully docu-
mented and available for external review.

Since interim analyses require not only that the randomization codes be unblinded dur-
ing the clinical trials but also that the results be disseminated to either the external or inter-
nal data-monitoring board, blindness is in fact compromised to some extent and a bias will
always be introduced. The FDA has expressed some concerns regarding the issue of only
an internal data-monitoring board. O’Neill (1993) indicates that: FDA is primarily con-
cerned that a study can be biased by monitoring practices and procedures, and since the
monitoring group has a vested interest in the product being evaluated, the study might be
compromised to the extent that it will not support the scientific regulatory standards for
drug approval.
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Therefore, in addition to the procedures recommended by Merck, we also suggest the
following:

* The external data-monitoring board should include clinical and statistical experts
from academic institutions in the therapeutic areas under investigation.

e The interim analysis should be performed by the statistical members of the data-
monitoring board, using the database merged by the low-level statistician, who is not
involved with the trial, from the randomization codes and patient identification numbers
with pre-specified efficacy and safety endpoints for the interim analysis in the protocol.

* The external data-monitoring board should have the authority to make decisions
regarding when, how, what, and to whom (including those in the top management who
make the decision on the drug’s development) the results of the interim analysis should
be available.

Note that the FDA guideline declares that all interim analyses, formal or informal, by
any study participant, sponsor staff member, or data-monitoring group must be described
in full even if the treatment groups are not identified. The need for statistical adjustment
because of such analyses should be addressed. More details regarding interim analysis will
be given later in this book.

Statistical and Clinical Inference

Statistical and clinical inferences are usually drawn based on clinical data collected from
controlled randomized trails. Statistical and clinical inferences are derived from statistical
tests under the assumption that the selected sample (i.e., a group of patients) is a random
sample from the targeted patient population. A random sample is referred to a representa-
tive sample. However, in most clinical trials patients are not selected from the target popu-
lation in a random fashion. In practice, for a clinical trial we usually select study sites (or
centers) first. Patients are then recruited at each selected study site to form a sample for the
intended clinical trial. Thus no formal sampling theory can be applied to derive a valid sta-
tistical inference regarding the target patient population. Consequently the clinician cannot
draw a valid statistical inference to clinical practice.

It should be noted that statistical inference is only a part of induction process for the
conclusions obtained from clinical trials, and it should not preclude the possibility of
a meaningful clinical inference. If the inclusion and exclusion criteria are precisely stated
in the study protocol before the trial is conducted, then the demographic characteristics at
baseline of the patients can be used to describe the patient population from which the sam-
ple of the patients in the trial is drawn. As a result the population model described earlier
can be invoked to provide a basis for a clinical inference about the patient population. This
concept of clinical inference as a form of induction from sample to population is based on
external validity. For example, suppose that the inclusion criteria of a single-center clinical
trial allow only enrolling patients within a very narrow age range. Also suppose that there
is another study with the same sample size that is a multicenter trial for investigation of the
same drug. However, the second study has a much wider age range. The second study is
more appropriate to make clinical inference externally simply because it is a multicenter
trial with a wider age range than the first. Figure 3.5.1 provides a diagram of statistical and
clinical inference with respect to the relationship among randomization for selection and
assignment of patients and internal and external validity.
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Figure 3.5.1 Diagram of statistical and clinical inference.

Rubins (1994) indicated that any single trial is unlikely to have a major impact on
a physician’s medical practice. Clinical inference is rarely based on the results of a single
clinical trial. In order to investigate the effectiveness and safety of a therapeutic agent or a
class of therapeutic agents, a series of clinical trials with the same design and concurrent
control is usually conducted over patients with similar but different characteristics. Note
that these clinical trials may be conducted by different investigators at different study cen-
ters in different countries. Petitti (1994) points out that the technique of the meta-analysis
may provide the most conclusive evidence of clinical inference of the therapeutic agents
for medical practice because of its external validity. For example, Yusuf et al. (1985) con-
ducted a meta-analysis based on 64 randomized beta-blocker trials to conclude, once for
all, the benefit of long-term use of the beta-blocker after myocardial infarction in reduction
of mortality. Yusuf et al. (1985) report that there exists no important difference in benefit
among different beta-blockers. On the other hand, in the CAST trial, the results indicated
that patients who received class IC antiarrhythmic agents (e.g., flecainide or encainide)
after myocardial infarction had three times as high as mortality rate than those patients
who received the placebo. Since the CAST trial is a single but relatively large trial, the
finding was confirmed through a meta-analysis combining 10 clinical trials performed by
Hines et al. (1989) in order to prove the harmful effect of the use of class IC arrhythmic
agents after myocardial infarction.

In most clinical trial, women with childbearing potential are excluded from the studies.
This exclusion limits the generalization of the findings to the larger population. In 1993 the
FDA revised its 1977 guidelines to include women of childbearing potential who were pre-
viously excluded in early drug studies of non-life-threatening diseases. This revised guide-
line, however, does not apply to bioequivalence trials which are required by the FDA for
approval of generic drug products. As indicated by Henderson (1993), bioequivalence tri-
als are mostly conducted in normal male volunteers aged between 18 and 50 years old
whose weights are within 10% of their ideal body weight. As a result of this exclusion of
female, patients, and elderly from the studies, bioequivalence trials have very limited
external validity. However, under the fundamental bioequivalence assumption, clinical
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inference based on rather limited bioequivalence studies is still acceptable to the FDA. The
fundamental bioequivalence assumption states that if two drug products are bioequivalent,
then they will reach the same therapeutic effects or they are therapeutically equivalent. The
legal basis of this fundamental bioequivalence assumption is from the Drug Price Compe-
tition and Patent Term Restoration Act passed by the United States Congress in 1984. The
FDA allows a generic drug to be used as a substitute of a brand-name drug if the generic
drug product is shown to be bioequivalent to the brand-name drug. When a brand-name
drug is off patent, it is expected there might be a number of generic copies for the brand-
name drug approved by the FDA. Although each generic copy of the brand-name drug can
be used as a substitute for the brand-name drug, the FDA does not indicate that these
generic copies of the same brand-name drug can be used interchangeably. It is therefore
important to investigate the overall bioequivalence and inconsistencies among all generic
copies of the same brand-name. For this purpose, Chow and Liu (1997) proposed the con-
cept of meta-analysis for postapproval bioequivalence review.

3.6 OTHER ISSUES

In addition to the basic design considerations described above, some specific considera-
tions in planning a design for a clinical trial are given below.

Single Site versus Multi-sites

In most clinical trials, multistudy sites (multicenter) are considered. This is often due to a
limitation in the capacity of a single site. Besides, multistudy sites can increase patient
enrollment and consequently shorten the duration of the study. Although a multicenter
study has its advantages, it also suffers from some difficulties. For example, if the enroll-
ment is too slow, the sponsor may wish to (1) terminate the inefficient study sites, (2)
increase enrollments for the most aggressive sites, or (3) open new sites during the course
of the trial. Each action may introduce potential biases to the study. In addition, the spon-
sor may ship unused portions of the study drugs from the terminated sites to the newly
opened sites. This can increase the chance of mixing up the randomization schedules and
consequently decrease the reliability of the study. For a multicenter study, the FDA
requires that the treatment-by-center interaction be carefully investigated. No overall con-
clusion can be made across study sites if treatment-by-study-site interaction is present. In
practice, it is desirable to have fewer study sites than the number of patients within each
site. This is because the comparison is usually made between patients within sites. More
centers may increase the chance of observing the treatment-by-study-site interaction. In
addition different centers may have different standards for clinical evaluation and labora-
tory tests. It is therefore suggested that a central laboratory be employed whenever possi-
ble to provide appropriate and consistent measures.

Treatment Duration

In clinical trials it is desirable to collect clinical data, perform data analysis, and draw sta-
tistical inferences on the scientific questions that these clinical trials intend to address in
a timely fashion. The duration of a clinical trial depends on the half-life of the study drug,
the disease status, and the intended indication. For example, a 10- to 14-day treatment is
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usually required for antibiotic agents in order to reach the optimal therapeutic effect. For
chronic diseases a longer treatment is necessary to observe significant improvements. If the
intended indication is for bone loss, then the duration can be even longer. A typical clinical
trial usually consists of three phases: a placebo run-in phase, an active treatment period, and
a follow-up or maintenance phase. A placebo run-in phase is usually considered in order to
remove effects of previous therapy or to stabilize patients’ conditions prior to randomiza-
tion. An active treatment period is to determine whether the study drug achieves the desired
efficacy, and a follow-up or maintenance phase is to monitor the safety of the study drug.

Treatment duration is an important consideration in designing clinical trials. It has an
impact on the evaluation of the study drug. An inadequate duration of treatment may not
provide an unbiased and valid assessment of the true response rate of the study drug. It
may also result in a high dropout rate due to the lack of efficacy. For example, the response
rates at different time points may be different for antibiotic agents. It is therefore suggested
that an adequate duration of treatment be considered in clinical trials to provide an unbi-
ased and valid assessment of the study drug.

Patient Compliance

It has long been realized that patients may not follow instructions for the use of medica-
tion. As indicated by Cramer et al. (1989), overdosing, underdosing, and erratic dosing
commonly occur in all patient populations regardless of the severity of illness. Patient
compliance has an impact on the evaluability of patients for clinical evaluation of efficacy
and safety of the study medicine. Stewart and Cluff (1972) indicate that the extent of
patient default is between 20% and 80%. A typical approach to monitoring patient compli-
ance is pill counting. Cramer et al. (1989) suggest using a medication event monitor system
(MEMS) to study patients’ pill-taking habits. They found that even for a once daily dose
schedule, there is only 87% compliance. For the four times daily regimen, the compliance
rate drops sharply to 39%. They estimated that the overall compliance rate is around 76%.
In practice, to ensure that patients are eligible for clinical evaluation, a set of criteria is usu-
ally imposed on patient compliance. For example, patients are considered evaluable if they
are within 80% and 120% of compliance.

Wang, Hsuan, and Chow (1996) classify the concept of compliance into compliance
and adherence. A patient is said to have a poor compliance if he or she fails to take the drug
at the prescribed dose. A poor adherence is referred to as failure to take the drug at the
scheduled times. Poor compliance may result in treatment failure and possible adverse
reactions. It has been observed that 5% of patients have a drug-induced disease on admis-
sion to the hospital (e.g., see Seidl et al., 1996; Hurwitz, 1969). Seidl et al. (1966) also
indicate that adverse drug reactions are the seventh most common cause for admission to
hospital. Elaboration of other medical consequences of noncompliance can be found in
Glanz et al. (1984) and Cramer et al. (1989).

Missing Value and Dropout

Another issue that is worthy of attention is possible dropouts or missing values. Dropouts
can be related to the duration, the nature of the disease, and the effectiveness and toxicity
of the study drug. It may be misleading to ignore the patients who dropped out prior to the
maturity of the study. For example, if more dropouts occur in one treatment group, a bias
may have been introduced to the trial. In practice, more patients are usually enrolled to
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account for possible dropouts so that the study will have sufficient evaluable patients to
achieve the desired power. When there are a large number of dropouts, it is suggested that
the causes of the dropouts be carefully evaluated. It can be a great concern if dropouts are
related to the ineffectiveness and side effects of the study drug.

As was mentioned earlier, a clinical trial is more likely to be a multicenter trial. Matts
and Lachin (1988) indicate that an adequate statistical analysis is a stratified analysis with
study center as a stratum. If study center is not considered a stratum and omitted in the
analysis, then such an unstratified analysis will likely produce a conservative test. In many
clinical trials unplanned post hoc subgroup analyses based on some covariates (patient char-
acteristics) are required to answer some important clinical questions, even though a strati-
fied randomization with respect to the covariates is not performed. If the covariates used for
the classification of subgroups are statistically independent of the random assignment of
patients to the treatments, then the stratified analysis based on the covariates will be a valid
statistical test. A typical approach is to perform an analysis of covariance (ANCOVA),
which can include the following as covariates: (1) demographic factors such as age, gender,
and race, (2) geographical region such as study center, and (3) some baseline characteristics
such as disease severity at entry (Snedecor and Cochran, 1980). In clinical trials, it is almost
impossible to collect data from all patients in order to cover all of the information regarding
patient characteristics of interest. It is therefore not uncommon to have missing data in some
combinations of covariates in clinical trials. One way to handle this problem of missing data
is to perform the analyses only on the set of patients with the complete data. This approach
is in fact a post hoc stratified analysis based on a covariate that indicates whether a patient
has complete data or not. If the missing mechanism is independent of the random assign-
ment of patients to the treatment, then the resulting analyses based only on the subset of the
patients with complete data will be statistically valid. Rubin (1976) and Little and Rubin
(1987) refer to the assumption of independence between the missing mechanism and treat-
ment assignment as missing at random. However, this assumption cannot be verified or
tested. Although the analyses might be valid, they are inefficient because they are based on
the subset of the patients with complete data.

3.7 DISCUSSION

In practice, it should be realized that clinical trials are conduced in humans and are done by
humans. Therefore, some issues need to be seriously considered when planning a clinical
trial. These issues include safety, compliance, and human error/bias. For example, is it safe
or ethical to conduct placebo-controlled antibiotic studies? Patient compliance depends on
the corporation of the patient. It depends on the duration of the study, the duration of vis-
its, the frequency of visits, and perhaps the timing of visits. Human error/bias can be con-
trolled through placebo control, blinding, lead-in, and education. Note that controlled
studies are usually referred to as those in which the test treatment is compared with a con-
trol. For demonstration of the effectiveness and safety of a test treatment, uncontrolled
studies are rarely of value in clinical research, since definitive efficacy data are unobtain-
able and data on adverse events may be difficult to interpret. As a result, to answer the
question, in addition to the definition of patient population and the selection of clinical
endpoints, controlled studies are the best way to factor out human error/bias.

Besides the basic design issues described above, clinical data quality assurance is also
an important consideration when planning a clinical trial. The success of a clinical trial
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depends on the quality of the collected clinical data. The quality of clinical data depends
on the case report forms used to capture the information. Inefficient case report forms can
be disastrous to a study. Therefore effectively designed case report forms are necessary to
ensure the quality of clinical data and consequently to ensure the success of the study. It is
recommended that a biostatistician be involved in the design and review of the case report
forms to ensure that these forms capture all of the relevant information for data analysis.



RANDOMIZATION AND BLINDING

4.1 INTRODUCTION

In Chapter 2 we introduced some sources of bias and variation that can occur during the
conduct of clinical trials. The control of bias and variability is extremely important to
ensure the integrity of clinical trials. In comparative clinical trials, randomization is usu-
ally used to control conscious or unconscious bias in the allocation of patients to treatment
groups. The purpose of randomization is not only to generate comparable groups of
patients who have similar characteristics but also to enable valid statistical tests for clinical
evaluation of the study medicine.

The concept of randomization was first introduced in clinical research in the early
1930s for a study of sanocrysin in the treatment of patients with pulmonary tuberculosis
(Amberson et al., 1931). However, the principle of randomization was not implemented in
clinical trials until mid-1940s by the British Medical Research Council under the influence
of Sir Austin Bradford Hill (1948). Since then there have been tremendous debates over the
use of randomization in clinical research (e.g., see Feinstein, 1977, 1989). The primary
concern is that it is not ethical for the patient not to know which treatment he or she
receives, especially when one of the treatments is a placebo. However, it was not realized
that before a clinical trial is conducted, no one can be 100% sure that the active treatment
is indeed effective and safe for the indicated disease compared to the placebo. For many
drug products it is not uncommon that the active treatment has inferior efficacy and safety
than the placebo. One typical example would be the CAST study discussed in previous
chapters. For another example, if randomization is not employed for comparing a surgical
procedure with chemotherapy in treatment of patients with a certain cancer, then the so-
called operable patients with good prognoses will more likely be assigned to surgery, while
the chemotherapy will be given, as is usual, to the inoperable patients with poor prognoses.
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The surgical treatment would have yielded the positive results even though the surgery was
not performed at all.

The use of randomization can avoid subjective assignment of treatments to patients who
participate in clinical trials. Its advantage can be best illustrated by clinical studies con-
cerning the treatment of gastric freezing for patients with peptic ulcer conducted in the
1960s (Miao, 1977; Sackett, 1989). In these studies, the treatment of gastric freezing was
applied to tens of thousands of patients with peptic ulcer in a nonrandom fashion. These
studies showed that the gastric freezing might be a promising therapy for the disease. How-
ever, it only took one randomized trial with 160 patients, half to the real or sham freezing,
to conclusively demonstrate that the treatment of gastric freezing is in fact ineffective for
the treatment of peptic ulcer. Therefore, Section 314.166 of the CFR requires that the
method for patient treatment assignment should be described in some detail in the study
protocol and report. It is recommended that for a concurrent controlled study, treatment
assignment of patients be done by randomization. It should be noted that randomization in
clinical trials consists of (1) random selection of a representative sample from a targeted
patient population and (2) random assignment of patients in order to study the medicines.

To remove the potential bias that might occur when there are inequalities between treat-
ment groups (e.g., demographic details or prognostic variables) allocated to different treat-
ment groups, the use of randomization with blocking and/or stratification, if necessary, is
helpful. Lachin (1988a, 1988b) provides a comprehensive summary of the various random-
ization models. The concept behind these randomization models allows useful randomiza-
tion methods to be employed such as the complete randomization, the permuted-block
randomization, and the adaptive randomization. Randomization plays an important role for
the generalization of the observed clinical trials. Therefore it is recommended that a set of
standard operating procedures (SOP) for the implementation of randomization be devel-
oped when conducting clinical trials. In many clinical trials bias often occurs due to precon-
ceived ideas or perceptions acquired during the study by (1) the investigator and supporting
staff who might influence reporting response to therapy or adverse events and (2) the patient
who might influence compliance, cooperation, or provision of information.

In clinical trials, in addition to randomization, the technique of blinding is usually
employed to avoid the risk of personal bias in comparing treatments. Basically there are
several different types of blinding commonly used in clinical trials. These blindings
include open label (or unblinding), single blinding, double blinding, and triple blinding.
An open label study indicates that both the patient and the investigator know to which
treatment group the patient is assigned, while a single blinding is referred to as that when
the investigator knows but the patient does not. For a double blinding, neither the investi-
gator nor the patient knows to which treatment group the patient is assigned. A triple blind-
ing is an extension of the double blinding in which those monitoring outcome are unaware
of treatment assignment. In practice, randomization and blinding are important to the suc-
cess of clinical trials. Randomization and blinding can not only help to avoid bias but also
to control variability, and consequently to achieve the desired accuracy and reliability of
clinical trials.

The remainder of this chapter is organized as follows. In the next section, we introduce
various randomization models. Section 4.3 covers the different randomization methods. In
Section 4.4 we provide a commonly employed approach for the implementation of ran-
domization in the pharmaceutical industry. The issue regarding the generalization of con-
trolled randomized trials is discussed in Section 4.5. The concept for the use of blinding in
clinical trials is addressed in Section 4.6. A brief discussion is given in Section 4.7.
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4.2 RANDOMIZATION MODELS

As was indicated in the preceding chapter, randomization ensures that patients selected
from the target patient population constitute a representative sample of the target patient
population. Therefore, statistical inference can be drawn based on some probability distri-
bution assumption of the target patient population. The probability distribution assumption
depends on the method of randomization under a randomization (population) model. As
a result a study without randomization will result in the violation of the probability distri-
bution assumption, and consequently no accurate and reliable statistical inference on the
study medicine can be drawn.

Lachin (1988a) provides a comprehensive summary of the randomization basis for sta-
tistical tests under various models. His observations are discussed below.

Population Model

Cochran (1977) points out that the validity of statistical inference by which clinicians can
draw conclusions for the patient population is based on the selection of a representative
sample drawn from the patient population by some random procedure. This concept is
called the population model (Lehmann, 1975; Lachin, 1988a). Suppose that for a certain
disease, a clinical trial is planned to investigate the efficacy and safety of a newly developed
therapeutic agent compared to an inert placebo. Under the population model we can draw
two samples independently with equal chance at random from the (infinitely large) patient
population. One sample consists of ny patients, and the other sample consists of np patients.
We denote these two samples by sample 7" and sample P, respectively. The n; patients in
sample T will receive the newly developed agent, while the inert placebo is given to the np
patients in sample P. If the patient population is homogeneous with respect to the inclusion
and exclusion criteria specified in the protocol, we do not expect that the responses of clini-
cal endpoints for a particular patient will have anything to do with those of other patients. In
other words, they are statistically independent of one another. For a homogeneous popula-
tion, a common (population) distribution can be used to describe the characteristics of the
clinical responses. That is, they are assumed to have identical distribution. Hence the clini-
cal responses of the n; patients (I = T, P) are said to have an independent and identical dis-
tribution (i.i.d). Therefore, optimal statistical inference can be precisely obtained. For
example, with respect to hypotheses (2.6.1) regarding the detection of the difference
between the new agent and the placebo, the common two-sample #-test is the optimal testing
procedure (Armitage and Berry, 1987).

As mentioned above, randomization in clinical trials involves random selection of the
patients from the population and random assignment of patients to the treatments. Under
the assumption of a homogeneous population, the clinical responses of all patients in the
trial, regardless of sample T or sample P, are independent and have the same distribution.
Lachin (1988a) points out that the significance level (i.e., the probability of type I error)
and the power (i.e., the probability of correctly rejecting a false null hypothesis) will not be
affected by random assignment of patients to the treatments as long as the patients in the
trial represent a random sample from the homogeneous population. Furthermore suppose
that we split a random sample into two subsamples; the statistical inferential procedures
are still valid even if the one-half of the patients are assigned to the test drug and the other
half to the placebo.
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Invoked Population Model

In clinical trials, we usually select investigators first and then select patients at each
selected investigator’s site. At each selected study site, the investigator will usually enroll
qualified patients sequentially. A qualified patient is referred to as a patient who meets the
inclusion and exclusion criteria and has signed the informed consent form. As a result,
neither the selection of investigators (or study centers) nor the recruitment of patient is
random. However, patients who enter a trial are assigned to treatment groups at random. In
practice, the collected clinical data are usually analyzed as if they were obtained under the
assumption that the sample is randomly selected from a homogeneous patient population.
Lachin (1988a) refers to this process as the invoked population model because the popula-
tion model is invoked as the basis for statistical analysis as if a formal sampling procedure
were actually performed. In current practice, the invoked population model is commonly
employed for data analysis for most clinical trials. It, however, should be noted that the
invoked population model is based on the assumption that it is inherently untestable.

Note that one of the underlying assumptions for both the population model and the
invoked population model is that the patient population is homogeneous. This assumption,
however, is not valid in most clinical trials. In practice, we can employ the technique of
stratified sampling to select samples according to some prespecified covariates to describe
the differences in patient characteristics. The idea of stratification is to have homogeneous
subpopulations with respect to the prespecified covariates (or patient characteristics). In
many clinical trials, it is almost impossible to use a few covariates to describe the differ-
ences among heterogeneous subpopulations due to the complexity of patient characteris-
tics and disease conditions. In addition, patients who are enrolled at different times may
not have similar relevant demographic and baseline characteristics. In other words, the
patient population is time-heterogeneous population in which the patient’s characteristics
are a function of the time when they enter the trial. The impact of the heterogeneity due to
the recruitment time on the results of a clinical trial is well documented in the literature.
For example, Byar et al. (1976) indicate that in a study conducted by the Veterans Admin-
istration Cooperative Urological Research Group in 1967, the survival rate of the patients
who entered earlier in the study was worse than of those who enrolled later in the study.
Therefore it is not uncommon for patient characteristics to change over time even if the
population is homogeneous at one time point. The above discussion indicates that the
assumption of the population model or the invoked population model may not be valid.

Randomization Model

As discussed above, for current practice, although the study site selection and patient
selection are not random, the assignment of treatments to patients is usually performed
based on some random mechanism. Thus, treatment comparisons can be made based on
the so-called randomization or permutation tests introduced in the mid-1930s (Fisher,
1935). To illustrate the concept of permutation tests, we consider the following hypotheti-
cal data set concerning endpoint changes from baselines in peak urinary flow rate (mL/s)
after three months of treatment for patients with benign prostate hyperplasia:

Test drug : 2.6, 0.97, 1.68;
Placebo : 1.2, —0.43.
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Table 4.2.1 All Possible Ranks for the Two Patients in
the Placebo Group Based on Conditional Permutation

Possible Ranks Sum of Ranks
1,2 3
1,3 4
1,4 5
1,5 6
2,3 5
2,4 6
2,5 7
3,4 7
3,5 8
4,5 9

An interesting question is how to determine whether there is a significant difference in
endpoint change from baseline in peak urinary flow rate between the test drug and the
placebo based on the above hypothetical data. Under the null hypothesis of no difference
described in (2.6.1), all possible permutations according to the endpoint changes from
baselines in peak urinary flow rate are equally likely (from the smallest to the largest based
in the ranking). If all possible pairs of ranks for the two patients receiving placebo are all
equally likely, then the sum of the ranks for the two patients in the placebo group are also
equiprobable. The possible ranks and sum of the ranks for the two patients receiving
placebo are given in Table 4.2.1. Since the chance is equal for all possible permutations of
the ranks for the two patients in the placebo group, the probability distribution for the sum
of the ranks can be obtained as given in Table 4.2.2. Since the ranks of the observed end-
point change from baseline in peak urinary flow rate for the two patients in the placebo
group are 3 (for 1.2) and 1 (for —0.73), respectively, the rank sum for the placebo group
is 4. As can be seen from Table 4.2.2, the p-value (i.e., the probability that the observed
rank sum is due to chance or the sum of the ranks from placebo group can be at least as
extreme as the observed 4) is 0.2 for a one-sided test and 0.4 for a two-sided test. Note that
the possible values and the distribution of the rank sums will be the same no matter what
actual observed endpoint change from baseline in peak urinary flow rate for the two
patients in the placebo group are as long as the two patients are assigned to the placebo

Table 4.2.2 Probability Distribution of the Sum
of Ranks Based on Conditional Permutation

Sum of Ranks Probability

3 0.1
0.1
0.2
0.2
0.2
0.1
0.1

O 00 3N A
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Table 4.2.3 All Possible Unconditional Permutation
for Five Subjects

Number of Subjects
Placebo Test Possible Permutation
0 5 1
1 4 5
2 3 10
3 2 10
4 1 5
5 0 1
Total 32=2°

group at random. The above test is known as the Wilcoxon rank sum test (Wilcoxon,
1945). The Wilcoxon rank sum test is one of the conditional permutation tests in which
permutation is performed to the confinement of random assignment of two out of five
patients with prostate hyperplasia to the placebo group. As a result, there are a total of
10 possible permutations of ranks for the placebo group. If we can randomly assign any
five enrolled patients from 0 to 5 to receive placebo treatment, then there will be a total of
32 subsets as given in Table 4.2.3. The permutation tests over all possible subsets are called
the unconditional permutation tests. The p-values for the unconditional permutation tests
can be similarly computed.

The above discussion indicates that the calculation of the p-value for the Wilcoxon rank
sum test does not assume any probability distribution for the endpoint change from baseline
in peak urinary flow rate from baseline. As a matter of fact, any statistical test based on the
permutation principle is assumption free. In addition, as indicated by Lachin (1988a), the
family of the linear rank tests is the most general family of permutation tests (Lehmann,
1975; Randles and Wolfe, 1979). For example, the well-known Pearson chi-square statistic
for comparison of two proportions is equal to N/(N—1) times the chi-square statistic derived
by permutation, where N is the total number of patients (Koch and Edwards, 1988). Other
tests for continuous or quantitative clinical endpoints include the Wilcoxon rank sum test
for two independent samples and Kruskal-Wallis test for multiple independent samples.
For censored data the logrank test (Miller, 1981) and Peto-Peto-Prentice-Wilcoxon test
(Kalbfleisch and Prentice, 1980) are useful. These tests are widely applied statistical proce-
dures in clinical trials. Note that since the statistical procedures based on the concept of
permutation require the enumeration of all possible permutations, it is feasible only for
small samples. As the sample size increases, however, the sampling distribution of test sta-
tistics derived under permutation will approach to some known continuous distribution such
as a normal distribution. In addition, as shown by Lachin (1988b), the probability distribu-
tions for the family of linear rank statistics for large samples are equivalent to those of the
tests obtained under the assumption of the population model. As a result, if patients are
randomly assigned to the treatments, statistical tests for evaluation of treatments should
be based on permutation tests because the exact p-value can be easily calculated for small
samples. For large samples, the data can be analyzed by the permutation methods derived
under the population model as if the patients were randomly selected from a homogeneous
population.
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Stratification

In most clinical trials, the ultimate goal is not only to provide statistical inference on the
effectiveness and safety of a test drug, compared to a control or placebo based on clinical
data collected from the trials, but also to apply the results to the targeted patient popula-
tion. In practice, there are many covariates such as age, gender, race, geographical loca-
tions, underlying disease severity, and others that may have an impact on the statistical
inference drawn. The accuracy and reliability of the estimation of primary clinical end-
points for evaluation of the treatment effect can be affected by the heterogeneity caused by
these covariates. To overcome and control such heterogeneity, a stratified randomization is
found helpful. The use of stratification in clinical trials is motivated originally by the con-
cept of blocking in agricultural experiments in the mid-1930s (Fisher, 1935). The idea is
quite simple and straightforward. If a covariate is known to be the cause of heterogeneity,
then the patients are stratified or blocked into several homogeneous groups (or strata) with
respect to the covariate. Randomization of patients to the treatment is then performed inde-
pendently within the strata. This type of randomization with strata is called stratified ran-
domization. For example, the National Institute of Neurological Disorders and Stroke
rt-PA stroke study group (1995) suspected that the time from the onset of stroke to the
beginning of treatment of rt-PA may have a significant impact on neurologic improvement
as assessed by the National Institute of Health Stroke Scale (NIHSS). As a result the study
considered two strata of patients based on the time (in minutes) from the onset to the start
of the treatment, namely O to 90 minutes and 91 to 180 minutes. For multicenter trials,
stratified randomization with respect to geographical location is necessary because differ-
ences in study centers usually account for the major source of variation for many primary
clinical endpoints. The idea of stratification is to keep the variability of patients within
strata as small as possible and the between-strata variability as large as possible so that the
inference for the treatment effect possesses the optimal precision. Another reason for the
use of stratification in clinical trials is to prevent imbalance with respect to important
covariates. For example, with an unstratified randomization, more males may be enrolled
into the test drug group, while the placebo group may enroll more females. Hence the dis-
tribution of treatments with respect to gender is not balanced. Despite the advantages of
stratified randomization, it should be noted that the stratification will eventually become
more complicated and difficult to implement due to administrative complexity, increasing
time and expense, and other logistic issues.

The extreme case of stratification is the technique of matching which is often employed
in the case-control studies. For example, for a clinical trial comparing a test drug with a
placebo, patients are to be matched in pairs with respect to some predetermined covariates
such as demographic, baseline characteristics, and severity of disease. Within each pair,
one patient is assigned to receive the test drug and the other patient receives the placebo.
Assignment of the matched patients to treatments might not be random. Wooding (1994)
points out that matching is often used as a substitution for randomization by investigators
who mistrust and do not like the concept of randomization. In case-control trials, although
there may be a large number of covariates, they may or may not have an impact on clinical
outcomes. In practice, it is almost impossible to consider all possible covariates in a
clinical trial. However, if an important covariate is missed during the process of matching,
the cause of bias cannot be identified, and consequently it cannot be assessed if it truly
exists. Another problem of matching in case-control trials is that the number of patients
increases rapidly as the number of covariates to be considered for matching becomes large.
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Accordingly, the task of finding matching pairs becomes formidable (e.g., see Wooding,
1994). The primary purpose of matching is to eliminate variations of clinical endpoints
caused by the differences among patients due to biological variations, as discussed in
Chapter 2. As a result the method of matching attempts to consider the individual patient as
a stratum and to randomize the sequence of treatment of the test drug and placebo within
each stratum. Since each patient receives both treatments, the variation between patients is
eliminated from the comparison between the test drug and the placebo. This type of design
is called a crossover design, and it will be discussed in detail in the next chapter.

In summary, as indicated by Lachin (1988a), the chance of covariate imbalance decreases
as the sample size increases. The covariate imbalance has little impact on large samples. In
addition the difference in statistical power between unstratified and stratified randomization
is negligible (McHugh and Matts, 1983). Furthermore a post hoc stratified analysis can
always be employed to adjust bias caused by the imbalance of baseline covariates. To control
covariate imbalance, Peto et al. (1976) indicate that if, during analysis, initial diagnosis (i.e.,
covariate) is allowed for (i.e., stratified analysis) as the different treatments are being com-
pared, there is hardly ever need for stratification at entry in large trials. Therefore it is recom-
mended that stratified randomization for a clinical trial be performed only with respect to
those covariates that are absolutely necessary for the integrity of the study. In addition, ICH
E9 guidance on Statistical Principles for Clinical Trials also suggests that although stratified
randomization by important prognostic variables may be valuable to keep balanced alloca-
tion within strata and has greater potential benefit in small trials, the use of more than two or
three stratified variables is rarely necessary and is logistically troublesome (ICH E9, 1998).

4.3 RANDOMIZATION METHODS

In the early 1970s, before the concept of randomization was widely accepted as an effec-
tive tool to prevent the subjective selection bias in the assignment of patients to the treat-
ments, some systematic methods for assignment of patients to treatments under study were
commonly used. These systematic methods are summarized in Table 4.3.1. As can be seen
from Table 4.3.1, all of these methods are deterministic. The assignment of patients to
treatments can be predicted without error. Since the investigators or patients may be aware
of which treatment the patients receive, subjective bias can consciously or unconsciously
occur in both the assignment of patients to treatments and the evaluation of clinical out-
comes for the treatment under investigation. To prevent such bias, in this section several
useful randomization methods are introduced.

Although controlled randomized trials are viewed as the state-of-the-art technology for
clinical evaluation of therapeutic interventions, some investigators still try to beat the ran-
domization by guessing the treatments to which the patients are assigned (Karlowski et al.,

Table 4.3.1 Unacceptable Methods of Assignment of Patients to Treatment

1. Assignment of patients to treatment according to the order of enrollment
(every other patient is assigned to one group)

2. Assignment of patients to treatment according to patient’s initial

. Assignment of patients of treatment according to patient’s birthday

4. Assignment of patients according to the dates of enrollment

w
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Table 4.3.2 Blackwell-Hodges Diagram for Selection Bias

Random Assignment

of Equal Probability
Investigator’s Guess Test Drug Placebo
Test drug a n2 —b
Placebo n/2 —a b
n/2 n/2

Source: Blackwell and Hodges (1957).

1975; Byington et al., 1985; Deyo et al., 1990). Hence, subjective judgment for evaluation
of patients’ clinical outcomes always introduces potential selection bias by investigators
who are aware of the treatment assignment of patients. A simple model suggested by
Blackwell and Hodges (1957) and Lachin (1988a) can be adapted to assess this potential
selection bias due to a wrong guess of treatment assignments by investigators. The
Blackwell-Hodges diagram for selection bias is given in Table 4.3.2. This diagram is con-
structed under the assumption that each patient has an equal chance (50%) of being
assigned to either the test drug or the placebo. Therefore, if there are a total of n patients
enrolled into the study, the expected sample size for both the test drug and the placebo is
equal to n/2. Then, the total potential selection bias for evaluation of the treatment effect
introduced by the investigator is represented as the (expected) difference between the
observed sample means according to the treatment assignments guessed by the investiga-
tor. This expected difference can then be shown as the product of the investigator’s bias in
favor of the test drug times the expected bias factor which is the difference between the
expected number of correct guesses and the number expected by chance. The expected bias
factor is equal to one-half times the number of correct guesses minus the number of
misses. Suppose that the study is double blinded and that the investigators have no other
way to predict the treatment assignments but to use laboratory evaluations or some partic-
ular adverse events caused by the test drug. Then, the probability of correctly guessing the
treatment assignments is 50% for each treatment. Consequently, under this situation, the
expected number of correct guesses will be the same as the number expected by chance,
which is n/2. Hence the expected bias factor is zero. Therefore, even though the investiga-
tor might have positive bias in evaluation of patients whom he or she believe are receiving
the test drug, the potential selection bias will vanish in the evaluation of the treatment
effect due to the fact that the expected bias factor is zero.

Note that in addition to selection bias, an accidental bias can also occur when compar-
ing treatments in the presence of covariate imbalances. Efron (1971) considers the effects
of various randomization methods on bias for estimation of the treatment effect in a regres-
sion model assuming that important covariates are not accounted for. Gail et al. (1984) and
Lachin (1988a) reported that these randomization methods will generally produce consis-
tent estimates of the treatment effect in linear models. However, in some nonlinear models
estimates of the treatment effect are biased no matter how large the sample size is (i.e.,
asymptotically biased) under these randomization methods. Note that for linear models,
these randomization methods are equivalent in the sense that they produce estimates of
treatment effect that are free of accidental bias. However, for small or finite samples, the
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Table 4.3.3 Example of Complete Randomization for Four Centers

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

A. Hope, MD J. Smith, MD

Subject Treatment Subject Treatment
Number Assignment Number Assignment
1403001 Active drug 1401001 Placebo
1403002 Active drug 1401002 Active drug
1403003 Placebo 1401003 Active drug
1403004 Active drug 1401004 Active drug
1403005 Placebo 1401005 Placebo
1403006 Active drug 1401006 Placebo
1403007 Active drug 1401007 Active drug
1403008 Placebo 1401008 Active drug
1403009 Active drug 1401009 Placebo
1403010 Placebo 1401010 Placebo
1403011 Placebo 1401011 Placebo
1403012 Placebo 1401012 Active drug
1403013 Active drug 1401013 Placebo
1403014 Placebo 1401014 Active drug
1403015 Placebo 1401015 Placebo
1403016 Active drug 1401016 Active drug
1403017 Placebo 1401017 Active drug
1403018 Placebo 1401018 Placebo
1403019 Active drug 1401019 Active drug
1403020 Placebo 1401020 Active drug
1403021 Active drug 1401021 Placebo
1403022 Active drug 1401022 Active drug
1403023 Placebo 1401023 Active drug
1403024 Active drug 1401024 Active drug

variance of the bias varies from randomization method to randomization method. As a
result the chance of accidental bias and magnitude of accidental bias vary with respect to
randomization methods.

In general, randomization methods can be classified into three types according to the
restriction of the randomization and the change in probability for randomization with
respect to the previous treatment assignments. These types of randomization methods are
the complete randomization, the permuted-block randomization, and the adaptive random-
ization. Randomization can be performed either by random selection or by random alloca-
tion for methods of complete and permuted-block randomization. Basically the adaptive
randomization consists of treatment and covariate and response adaptive randomizations.
In what follows we will describe these randomization methods and compare their relative
merits and limitations whenever possible.

The randomization list of a clinical trial documents the random assignment of treat-
ments to subjects. As presented in Tables 4.3.3 to 4.3.4, it is a sequential list of treatments
or treatment sequences in a crossover trial, or corresponding codes by subject numbers. As
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Table 4.3.3 Example of Complete Randomization for Four Centers (Continued)

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

M. Dole, MD C. Price, MD

Subject Treatment Subject Treatment
Number Assignment Number Assignment
1402001 Placebo 1404001 Placebo
1402002 Active drug 1404002 Active drug
1402003 Placebo 1404003 Active drug
1402004 Placebo 1404004 Placebo
1402005 Active drug 1404005 Active drug
1402006 Active drug 1404006 Placebo
1402007 Active drug 1404007 Placebo
1402008 Active drug 1404008 Active drug
1402009 Active drug 1404009 Placebo
1402010 Active drug 1404010 Active drug
1402011 Active drug 1404011 Active drug
1402012 Placebo 1404012 Active drug
1402013 Placebo 1404013 Placebo
1402014 Placebo 1404014 Placebo
1402015 Active drug 1404015 Placebo
1402016 Active drug 1404016 Placebo
1402017 Placebo 1404017 Active drug
1402018 Active drug 1404018 Placebo
1402019 Active drug 1404019 Placebo
1402020 Active drug 1404020 Active drug
1402021 Placebo 1404021 Active drug
1402022 Placebo 1404022 Placebo
1402023 Active drug 1404023 Placebo
1402024 Placebo 1404024 Placebo

different trials might have different study designs, different objectives, or different prog-
nostic factors to consider, different procedures for generating randomization codes might
be necessary. In addition, the randomization codes should be reproducible. Once the trial
starts, subjects who meet the inclusion and exclusion criteria should receive their corre-
sponding random treatment assignment according to the randomization codes sequentially.
In other words, the next subject to be randomized into a clinical trial should always receive
the treatment to the next free number in the appropriate randomization list. However, too
much detailed information of randomization will facilitate predictability and should not be
included in the protocol. Furthermore, the randomization list should be filed securely in
a manner that blindness is adequately maintained throughout the study.

Complete Randomization

Simple randomization is referred to as the procedure in which no restrictions are enforced on
the nature of randomization sequence except for the number of patients required for achieving
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Table 4.3.4 Example of Complete Randomization for Four Centers

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, three parallel groups

A. Hope, MD J. Smith, MD

Subject Treatment Subject Treatment
Number Assignment Number Assignment
1403001 Placebo 1401001 Placebo
1403002 100 mg 1401002 200 mg
1403003 100 mg 1401003 100 mg
1403004 Placebo 1401004 100 mg
1403005 200 mg 1401005 100 mg
1403006 200 mg 1401006 Placebo
1403007 100 mg 1401007 200 mg
1403008 200 mg 1401008 Placebo
1403009 100 mg 1401009 200 mg
1403010 100 mg 1401010 200 mg
1403011 100 mg 1401011 Placebo
1403012 200 mg 1401012 Placebo
1403013 Placebo 1401013 200 mg
1403014 100 mg 1401014 Placebo
1403015 Placebo 1401015 200 mg
1403016 200 mg 1401016 200 mg
1403017 Placebo 1401017 200 mg
1403018 100 mg 1401018 100 mg
1403019 200 mg 1401019 200 mg
1403020 100 mg 1401020 Placebo
1403021 Placebo 1401021 100 mg
1403022 Placebo 1401022 200 mg
1403023 Placebo 1401023 100 mg
1403024 Placebo 1401024 100 mg

the desired statistical power and the ratio of patient allocation between treatments. For a clini-
cal trial with N patients comparing a test drug and a placebo, the method of simple random-
ization is called a completely binomial design (Blackwell and Hodges, 1957) or a simply
complete randomization (Lachin, 1988b) if it has the following properties:

1. The chance that a patient receives either the test drug or the placebo is 50%.
2. Randomization of assignments is performed independently for each of the N patients.

The randomization codes based on the method of complete randomization can be generated
either by the table of random numbers (Pocock, 1983) or by some statistical computing soft-
ware such as SAS® (Statistical Analysis System, 1995). However, it should be realized that
a computer cannot generate frue random numbers but pseudorandom numbers because only
a fixed number of different long series of almost unpredictable permuted numbers are gen-
erated. Therefore, Lehmann (1975) recommends that a run test be performed to verify the
randomness of the generated randomization codes. In practice, however, randomization
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Table 4.3.4 Example of Complete Randomization for Four Centers (Continued)

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, three parallel groups

M. Dole, MD C. Price, MD

Subject Treatment Subject Treatment
Number Assignment Number Assignment
1402001 Placebo 1404001 100 mg
1402002 100 mg 1404002 200 mg
1402003 100 mg 1404003 Placebo
1402004 Placebo 1404004 Placebo
1402005 100 mg 1404005 200 mg
1402006 100 mg 1404006 200 mg
1402007 200 mg 1404007 200 mg
1402008 100 mg 1404008 100 mg
1402009 100 mg 1404009 Placebo
1402010 200 mg 1404010 200 mg
1402011 Placebo 1404011 100 mg
1402012 100 mg 1404012 Placebo
1402013 200 mg 1404013 200 mg
1402014 Placebo 1404014 Placebo
1402015 200 mg 1404015 Placebo
1402016 Placebo 1404016 100 mg
1402017 Placebo 1404017 200 mg
1402018 Placebo 1404018 200 mg
1402019 100 mg 1404019 100 mg
1402020 Placebo 1404020 Placebo
1402021 100 mg 1404021 100 mg
1402022 200 mg 1404022 200 mg
1402023 200 mg 1404023 200 mg
1402024 Placebo 1404024 200 mg

codes are preferably generated by a computer due to its speed and convenience in the main-
tenance of generated randomization codes. For example, the SAS® function RANBIN can
be used to generate randomization codes for clinical trials with two treatment groups. For
another example, suppose that a clinical trial is planned in four study centers to investigate
the effectiveness and safety of a test drug as compared to an inert placebo. Ninety-six
patients are intended for the study. Suppose that it is desirable to allocate patients equally in
each treatment group by study center. We will consider the randomization codes given in
Table 4.3.3 as generated based on complete randomization by study center. Suppose that
there are three treatment groups (e.g., placebo, 100 mg, and 200 mg of the test drug), and the
randomization codes can be similarly generated (see Table 4.3.4). Note that the SAS pro-
grams used for generation of the randomization codes given in Tables 4.3.3 and 4.3.4 are
provided in Appendices B.1 and B.2, respectively.

In clinical trials, in the interest of balance, the assignment of an equal number of
patients in treatment groups is usually considered. In practice, however, it is possible that a
trial will end up with an unequal number of patients in each treatment group. Table 4.3.5
provides a distribution of the number of patients by treatment and study center for the
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Table 4.3.5 Sample Size by Treatment and Center for Random Codes in

Tables 4.3.3 and 4.3.4
Study Center Active Drug Placebo Total
Table 4.3.3
J. Smith, M.D. 14 10 24
M. Dole, M.D. 14 10 24
A. Hope, M.D. 12 12 24
C. Price, M.D. 10 14 24
Total 50 46 96
Study Center 100 mg 200 mg Placebo Total
Table 4.3.4
J. Smith, M.D. 7 10 7 24
M. Dole, M.D. 9 6 9 24
A. Hope, M.D. 9 6 9 24
C. Price, M.D. 6 11 7 24
Total 31 33 32 96

randomization codes given in Tables 4.3.3 and 4.3.4. It can be seen that although the prob-
ability for random assignments is 1/2 for two treatments and 1/3 for three groups, the final
sample sizes based on complete randomization are not equal for the treatment groups.
In general, the treatment imbalance within each study center is more severe than that for
the overall clinical trial. Lachin (1988b) provides an approximate formula for calculation
of the chance of treatment imbalance for complete randomization. Based on his formula,
Figure 4.3.1 plots the chance of treatment imbalance as a function of sample size for diff-
erent fractions of the total sample size for the larger treatment group. It can be seen from
Figure 4.3.1 that the minimum sample sizes required for a probability of less than 5% for
the treatment imbalance are 386, 96, 44, and 24 when the fractions of the total sample size
for the larger treatment (imbalance proportion) are 0.55, 0.60, 0.65, and 0.70, respectively.
On the other hand, Figure 4.3.2 gives a graphical presentation of the fractions of the total
sample size for a larger group such that would occur with the probabilities 0.005, 0.01,
and 0.05 as a function of sample sizes. Figure 4.3.2 clearly shows that the fraction of
the total sample size for the large group with a fixed probability of treatment imbalance is
a decreasing function of sample size. Both Figures 4.3.1 and 4.3.2 demonstrate that a
severe treatment imbalance based on complete randomization is unlikely when the sample
size is large. For the usual statistical tests for quantitative clinical measures that can ade-
quately be described by the normal probability model, the smallest variance for the esti-
mate of the treatment effect can be obtained when an equal number of patients are enrolled
in each treatment group. Consequently, the maximum statistical power for detection of the
treatment difference is achieved. In order to examine the impact on the power caused by
treatment imbalance due to the complete randomization, Figure 4.3.3 provides a graph of
the power for detection of a fixed treatment difference as a function of the fraction of a
fixed total sample size for the larger treatment group. As can be seen from Figure 4.3.3,
when the fraction of the larger group is at most 0.7, the power of the test for detection of
treatment effect is hardly affected at all. In summary, although complete randomization
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Figure 4.3.1 Chance of treatment imbalance for complete randomization as a function of sample
size. Sample fraction: 0.55, 0.60, 0.65, and 0.70. (Source: Lachin, 1988b.)

will present a high chance of treatment imbalance, the chance of severe treatment imbal-
ance is unlikely and moderate treatment imbalance has little impact on statistical power if
the sample size of the trial exceeds 200. In practice, complete randomization is easy to
implement. However, there is a high probability that it will produce unequal sample sizes
among treatment groups when the total sample size is moderate (e.g., fewer than a few
hundreds).

Another type of simple randomization that provides equal allocation of sample size is
the random allocation. Random allocation is the simplest form of restricted randomization.
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Figure 4.3.2 Sample fractions for complete randomization with chance of imbalance as a function
of sample size. Chance of imbalance: 0.005, 0.01, and 0.05. (Source: Lachin, 1988b.)
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Figure 4.3.3 Power curves as a function of the sample fractions. Power is for a two-sided test at
the 5% significance level. Power is 0.95, 0.90, 0.85, and 0.80 when the sample fraction is 0.5.
(Source: Lachin, 1988a.)

The method of random allocation randomly selects the N/2 out of a total of N patients
without replacement and assigns these N/2 patients to receive the test drug and the other
half to receive the placebo. Since there are a total of N VI(NI2)'T? possible ways for the
selection of N/2 patients, it is equivalent to generating a random permutation of numbers
from 1 to N and assigning the first half to the test drug. Hence, the SAS® procedure PLAN
can be used to generate randomization codes for the method of random allocation. Table
4.3.6 provides a list of the randomization codes for a test drug and a placebo; the codes are
generated based on a method of random allocation by the study center. It can be verified
that for each of the four centers exactly 12 patients are assigned to each treatment group.
Thus a total of 48 patients are assigned to either the test drug group or the placebo group.
An SAS program for the method of random allocation for simple randomization is also
provided in Appendix B.3. Although the marginal probability for assigning a patient to
each of the two treatment groups is 1/2 for the method of random allocation, the condi-
tional probability for assignment of a patient given that the assignment of the previous
patient is not equal to 1/2 for the method of random allocation. This is because the random
allocation is based on simple sampling without replacement.

Note that in a unblinded study, there is no potential selection bias for complete random-
ization, since the expected bias factor is always zero. As indicated in Lachin (1988b), the
expected bias factor under the method of random allocation is an increasing function
of sample size. As a result the selection bias for the method of random allocation can be
very substantial as the sample size increases. Therefore it is extremely important to keep
the study double blinded if the method of random allocation is employed. With respect to
accidental bias caused by omitting some important covariates in estimating the treatment
effect, both methods of complete randomization and random allocation are insensitive to
covariate imbalance and hence are free of accidental bias when sample size is large, say
over 100. For small samples the accidental bias may potentially exist for both methods.
However, the accidental bias generated by the method of random allocation is larger than



136 RANDOMIZATION AND BLINDING

Table 4.3.6 Example of Random Allocation for Four Centers

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

A. Hope, MD J. Smith, MD

Subject Random Treatment Subject Random Treatment
Number Permutation Assignment Number Permutation Assignment
1403001 15 Placebo 1401001 19 Placebo
1403002 12 Active drug 1401002 9 Active drug
1403003 19 Placebo 1401003 22 Placebo
1403004 1 Active drug 1401004 17 Placebo
1403005 23 Placebo 1401005 16 Placebo
1403006 11 Active drug 1401006 5 Active drug
1403007 2 Active drug 1401007 8 Active drug
1403008 20 Placebo 1401008 21 Placebo
1403009 3 Active drug 1401009 13 Placebo
1403010 22 Placebo 1401010 12 Active drug
1403011 10 Active drug 1401011 24 Placebo
1403012 16 Placebo 1401012 6 Active drug
1403013 4 Active drug 1401013 4 Active drug
1403014 6 Active drug 1401014 14 Placebo
1403015 7 Active drug 1401015 1 Active drug
1403016 13 Placebo 1401016 15 Placebo
1403017 24 Placebo 1401017 10 Active drug
1403018 9 Active drug 1401018 3 Active drug
1403019 17 Placebo 1401019 7 Active drug
1403020 21 Placebo 1401020 23 Placebo
1403021 18 Placebo 1401021 2 Active drug
1403022 8 Active drug 1401022 20 Placebo
1403023 5 Active drug 1401023 18 Placebo
1403024 14 Placebo 1401024 11 Active drug

that of complete randomization. As a matter of fact the accidental bias under complete ran-
domization is the smallest among all randomization methods discussed in this section.

Permuted-Block Randomization

One of the major disadvantages of simple randomization is that treatment imbalance can
occur periodically. For example, in Table 4.3.3, the randomization codes for investigator
M. Dole, M.D., were generated under complete randomization with a run of seven consec-
utive patients (from subject 1402005 to subject 1402011) assigned to receive the test drug.
Two observations should be noted. First, the number of patients in the treatment groups is
not balanced, as was previously shown in Table 4.3.5. This may be in part explained by the
fact that the randomization is performed within each center and the number of patients to
be enrolled at each center is usually fewer than 50. Second, most clinical trials recruit
patients sequentially. If the demographic factors or baseline characteristics change over
time, then it is quite possible to have a serious covariate imbalance between treatment
groups within each study center and for the entire study as well. This covariate imbalance
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Table 4.3.6 Example of Random Allocation for Four Centers (Continued)

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

M. Dole, MD C. Price, MD

Subject Random Treatment Subject Random Treatment
Number Permutation Assignment Number Permutation Assignment
1402001 23 Placebo 1404001 4 Active drug
1402002 21 Placebo 1404002 17 Placebo
1402003 13 Placebo 1404003 15 Placebo
1402004 17 Placebo 1404004 20 Placebo
1402005 7 Active drug 1404005 5 Active drug
1402006 10 Active drug 1404006 3 Active drug
1402007 18 Placebo 1404007 14 Placebo
1402008 20 Placebo 1404008 10 Active drug
1402009 1 Active drug 1404009 11 Active drug
1402010 14 Placebo 1404010 19 Placebo
1402011 19 Placebo 1404011 21 Placebo
1402012 3 Active drug 1404012 2 Active drug
1402013 22 Placebo 1404013 22 Placebo
1402014 9 Active drug 1404014 23 Placebo
1402015 24 Placebo 1404015 16 Placebo
1402016 5 Active drug 1404016 7 Active drug
1402017 16 Placebo 1404017 9 Active drug
1402018 8 Active drug 1404018 8 Active drug
1402019 4 Active drug 1404019 1 Active drug
1402020 15 Placebo 1404020 24 Placebo
1402021 11 Active drug 1404021 18 Placebo
1402022 6 Active drug 1404022 6 Active drug
1402023 2 Active drug 1404023 12 Active drug
1402024 12 Active drug 1404024 13 Placebo

can be potentially disastrous. For example, suppose that a clinical trial is conducted in two
study centers to evaluate the effectiveness and safety of a test drug as compared to a
placebo. A complete randomization is used for the generation of randomization codes.
Suppose that the randomization codes for one of the two centers contain a long run of con-
secutive patients who are assigned to the test drug group. Also suppose that one of the
important baseline covariates is not balanced between the two treatments within the center.
In this case it is extremely difficult to explain a possible difference in treatment effect
between the two centers because the center effect is confounded with the effect due to this
covariate. One resolution to this major disadvantage of simple randomization is periodi-
cally to enforce a balance in the number of patients assigned to each treatment. In other
words, we first divide the whole series of patients who are to enroll in the trial into several
blocks with equal or unequal lengths. We then randomize the patients within each block.
This method of randomization is known as the permuted-block randomization, and it is
probably the most frequently employed method for the assignment of patients to treat-
ments in clinical trials.
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Table 4.3.7 Example of Permutated-Block Randomization with Random Allocation for Four
Centers and a Block Size of Four

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

A. Hope, MD J. Smith, MD
Subject Random Treatment Subject Random Treatment
Number Permutation Assignment Number Permutation Assignment
1403001 3 Placebo 1401001 1 Active drug
1403002 4 Placebo 1401002 3 Placebo
1403003 1 Active drug 1401003 2 Active drug
1403004 2 Active drug 1401004 4 Placebo
1403005 2 Active drug 1401005 4 Placebo
1403006 4 Placebo 1401006 1 Active drug
1403007 1 Active drug 1401007 2 Active drug
1403008 3 Placebo 1401008 3 Placebo
1403009 2 Active drug 1401009 1 Active drug
1403010 4 Placebo 1401010 4 Placebo
1403011 3 Placebo 1401011 2 Active drug
1403012 1 Active drug 1401012 3 Placebo
1403013 1 Active drug 1401013 4 Placebo
1403014 3 Placebo 1401014 1 Active drug
1403015 2 Active drug 1401015 2 Active drug
1403016 4 Placebo 1401016 3 Placebo
1403017 1 Active drug 1401017 1 Active drug
1403018 3 Placebo 1401018 4 Placebo
1403019 2 Active drug 1401019 2 Active drug
1403020 4 Placebo 1401020 3 Placebo
1403021 3 Placebo 1401021 2 Active drug
1403022 2 Active drug 1401022 4 Placebo
1403023 1 Active drug 1401023 3 Placebo
1403024 4 Placebo 1401024 1 Active drug

To illustrate permulated-block randomization, consider the following example. Suppose
that a clinical trial is to be conducted at four centers with 24 patients in each center in order
to investigate the effectiveness and safety of a test drug compared to an inert placebo. Also
suppose that the permuted-block randomization with a block size of 4 patients is to be
employed to prevent treatment and possible covariate imbalances. Two methods can be used
to randomly assign patients to treatments. The first method is simply to adopt the method
of random allocation within each block by generating a random permutation of numbers
1-4 and assigning the first two to the test drug. This method can be easily implemented
using the SAS® procedure PLAN. Table 4.3.7 provides a listing of randomization codes
generated by the permuted-block randomization with random allocation within each block.

Since there are two treatments with a block size of 4, we have the following six possible
permutations for random assignment of patients to treatments:

1: TTPP
2: PPIT
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Table 4.3.7 Example of Permutated-Block Randomization with Random Allocation
for Four Centers and a Block Size of Four (Continued)

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

M. Dole, MD C. Price, MD

Subject Random Treatment Subject Random Treatment
Number Permutation Assignment Number Permutation Assignment
1402001 1 Active drug 1404001 2 Active drug
1402002 3 Placebo 1404002 3 Placebo
1402003 4 Placebo 1404003 1 Active drug
1402004 2 Active drug 1404004 4 Placebo
1402005 4 Placebo 1404005 2 Active drug
1402006 1 Active drug 1404006 4 Placebo
1402007 2 Active drug 1404007 3 Placebo
1402008 3 Placebo 1404008 1 Active drug
1402009 1 Active drug 1404009 4 Placebo
1402010 3 Placebo 1404010 3 Placebo
1402011 2 Active drug 1404011 1 Active drug
1402012 4 Placebo 1404012 2 Active drug
1402013 1 Active drug 1404013 1 Active drug
1402014 4 Placebo 1404014 4 Placebo
1402015 3 Placebo 1404015 3 Placebo
1402016 2 Active drug 1404016 2 Active drug
1402017 3 Placebo 1404017 1 Active drug
1402018 4 Placebo 1404018 3 Placebo
1402019 1 Active drug 1404019 4 Placebo
1402020 2 Active drug 1404020 2 Active drug
1402021 2 Active drug 1404021 2 Active drug
1402022 1 Active drug 1404022 4 Placebo
1402023 4 Placebo 1404023 1 Active drug
1402024 3 Placebo 1404024 3 Placebo

3: TPTP

4: TPPT

5: PTPT

6: PTTP

where T and P represent the test drug and the placebo, respectively. Thus there are a total
of 6 blocks with 4 patients in each center. The randomization codes can then be generated
by producing a random permutation of numbers from 1 to 6, where the numbers corre-
spond to six possible permutations for random assignments of patients as described above.
This method is called permuted-block randomization with random selection, and it can
also be easily implemented by the SAS® procedure PLAN. Table 4.3.8 provides a listing of
randomization codes generated by the permuted-block randomization with random selec-
tion. SAS programs for both methods of permuted-block randomization are also provided
in Appendix B.3 and Appendix B.4, respectively. It can be verified that the randomization
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Table 4.3.8 Example of Permutated-Block Randomization by Random Selection
of Blocks for Four Centers and a Block Size of Four

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

A. Hope, MD M. Dole, MD

Subject Treatment Subject Treatment
Number Assignment Number Assignment
1403001 Placebo 1402001 Active drug
1403002 Placebo 1402002 Placebo
1403003 Active drug 1402003 Placebo
1403004 Active drug 1402004 Active drug
1403005 Active drug 1402005 Active drug
1403006 Active drug 1402006 Active drug
1403007 Placebo 1402007 Placebo
1403008 Placebo 1402008 Placebo
1403009 Active drug 1402009 Placebo
1403010 Placebo 1402010 Active drug
1403011 Active drug 1402011 Active drug
1403012 Placebo 1402012 Placebo
1403013 Placebo 1402013 Active drug
1403014 Active drug 1402014 Placebo
1403015 Active drug 1402015 Active drug
1403016 Placebo 1402016 Placebo
1403017 Placebo 1402017 Placebo
1403018 Active drug 1402018 Placebo
1403019 Placebo 1402019 Active drug
1403020 Active drug 1402020 Active drug
1403021 Active drug 1402021 Placebo
1403022 Placebo 1402022 Active drug
1403023 Placebo 1402023 Placebo
1403024 Active drug 1402024 Active drug

codes given in Tables 4.3.7 and 4.3.8 provide treatment balance not only within each study
center but also for the entire study.

In addition to the assurance of treatment balance, the permuted-block randomization can
account for a possible time-heterogeneous population by forcing a periodic balance. This
desirable property of forced periodic balance, however, becomes a disadvantage when the
block size is not blinded. In the case where the block size is not blinded, the probability of cor-
rectly guessing the treatment increases at the end of each successive block. Matts and Lachin
(1988) point out that if the treatment is unblinded, then such forced periodic balance provides
investigators an opportunity not only to correctly guess the assignment of patients but also to
alter the composition of the treatment groups. As a result, an increasing chance of correctly
guessing treatment assignment and alteration of treatment composition can certainly increase
the chance of introducing bias to the evaluation of the treatment effect. In addition, as block
size increases, the potential selection bias decreases. Although the use of random block size
can reduce the selection bias, it cannot completely eliminate the bias. The only way to elimi-
nate the selection bias is to enforce a double-blinded procedure during the entire course of



RANDOMIZATION METHODS 141

Table 4.3.8 Example of Permutated-Block Randomization by Random Selection
of Blocks for Four Centers and a Block Size of Four (Continued)

Random codes for drug XXX, protocol XXX-014
Double-blind, randomized, placebo-control, two parallel groups

J. Smith, MD C. Price, MD

Subject Treatment Subject Treatment
Number Assignment Number Assignment
1401001 Active drug 1404001 Placebo
1401002 Placebo 1404002 Active drug
1401003 Active drug 1404003 Active drug
1401004 Placebo 1404004 Placebo
1401005 Placebo 1404005 Placebo
1401006 Active drug 1404006 Placebo
1401007 Placebo 1404007 Active drug
1401008 Active drug 1404008 Active drug
1401009 Placebo 1404009 Active drug
1401010 Placebo 1404010 Active drug
1401011 Active drug 1404011 Placebo
1401012 Active drug 1404012 Placebo
1401013 Active drug 1404013 Active drug
1401014 Active drug 1404014 Placebo
1401015 Placebo 1404015 Placebo
1401016 Placebo 1404016 Active drug
1401017 Active drug 1404017 Placebo
1401018 Placebo 1404018 Active drug
1401019 Placebo 1404019 Placebo
1401020 Active drug 1404020 Active drug
1401021 Placebo 1404021 Active drug
1401022 Active drug 1404022 Placebo
1401023 Active drug 1404023 Active drug
1401024 Placebo 1404024 Placebo

study for which both investigators and patients are blinded to block size and treatment assign-
ments. For the method of permuted-block randomization, the variance of the accidental bias,
which does not depend on the number of blocks, decreases as block size increases. Although
the accidental bias associated with the permuted-block randomization is negligible for large
samples, it is more serious as compared to those by simple randomization for small samples.

In summary, ICH E9 guideline suggests that blocking size should be short enough to
limit possible imbalance but should be long enough to avoid predictability toward the end
of the sequence in a block. Investigator and relevant staff should generally be blinded to the
blocking size. In a multicenter trial, it is advisable to have a separate randomization code
for each center. In other words, one should apply stratified randomization using center as a
stratum or allocate several whole blocks to each center.

It should be noted that permuted-block randomization is also a stratified randomization.
Therefore a stratified analysis should be performed with block as a stratum to properly
control the overall type I error rate and hence to provide the optimal power for detection of
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a possible treatment effect. In practice, the block effect is usually ignored when performing
data analysis. Matts and Lachin (1988) show that the test statistic ignoring the block is
equal to 1 minus the intrablock correlation coefficient times the test statistic that takes the
block into account. Since the patients within the same block are usually more homoge-
neous than those between blocks, the intrablock correlation coefficient is often positive. As
a result the tests that ignore the block will produce more conservative results. However,
since most clinical trials are multicenter studies with a moderate block size, it is not clear
from their discussion whether a saturated model that factors treatment, center, and block
and their corresponding two-factor and three-factor interactions should be included in the
analysis of variance. In addition, as given in Tables 4.3.7 and 4.3.8, there are a total of 24
strata (center-by-block combinations) with 4 patients in each stratum. It is not clear
whether the Mantel-Haenszel test and linear rank statistics based on the permutation model
are adequate for a complete combination of all levels of all strata with a very small number
of patients in each stratum. In addition, when the block size is large, there is a high possi-
bility that a moderate number of patients will fall in the last block where the randomization
codes are not entirely used up. If the trial is also stratified according to some covariates
such as study center, the number of patients in such incomplete block can become sizable.
Therefore a stratified analysis can be quite complicated due to these incomplete blocks
from all strata and possible presence of an intrablock correlation coefficient.

Adaptive Randomization

As discussed above, the method of complete randomization includes a constant marginal
probability for the independent assignment of patients to treatments. However, to some
extent it can cause an imbalance in the patient allocation to treatment. On the other hand,
the methods of random allocation and permuted-block randomization are useful in forcing
a balanced allocation of patients to treatments within either a fixed total sample size or a
prespecified block size. These methods of restricted randomization can also maintain a
constant marginal probability for the assignment of patients to treatments. In practice, in
addition to enforcing a balanced allocation among treatments to some degree, it is also of
interest to adjust the probability of assignment of patients to treatments during the study.
This type of randomization is called adaptive randomization because the probability of the
treatment to which a current patient being assigned is adjusted based on the assignment of
previous patients. Unlike the other randomization methods described above, the random-
ization codes based on the method of adaptive randomization cannot be prepared before
the study begins. This is because that the randomization process is performed at the time a
patient is enrolled in the study, whereas adaptive randomization requires information on
previously randomized patients. In clinical trials the method of adaptive randomization is
often applied with respect to treatment, covariates, or clinical response. Therefore the adap-
tive randomization is also known as treatment adaptive randomization, covariate adaptive
randomization, or response adaptive randomization. We will now briefly introduce these
three applications of adaptive randomization.

Treatment Adaptive Randomization

The treatment adaptive randomization adjusts for the assigning probability of the current
patient with respect to the number of patients who have been randomized to each treatment
group. Efron (1971) first introduced the idea of biased coin randomization as a method for
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adjustment of assigning probability. Consider the same example discussed above. The
assigning probability for the first patient is clearly 1/2. After k patients are enrolled, k; and
kp patients are randomized to the test drug group and the placebo group, respectively. The
idea is that if more patients were randomized to the test drug group, then the next patient
will be assigned to the placebo group with a probability greater than 1/2. Similarly, if the
current number of patients randomized to the test drug group is fewer than that of the
placebo group, then the next patient will be assigned to the test drug group with a proba-
bility greater than 1/2. If a treatment balance is achieved, then the next patient is assigned
to either the test drug group or the placebo group with a probability of 1/2. As an example,
Pocock (1984) suggests the use of p = 3/4, 2/3, 3/5, and 5/9, for the chance of less than
5%, for differences in the number of patients between treatment groups being 4, 6, 10, and
16, respectively.

Although the bias coin randomization attempts to achieve a treatment balance by
adjusting the assigning probability with respect to the difference in the number of patients
who were previously assigned, it may not be satisfactory because a constant assigning
probability was used during the entire course of the study. As an alternative, Wei (1977,
1978) consider the so-called urn randomization, which is an extension of the biased coin
randomization. For the urn randomization, the probability of the assignment of the current
patient is a function of the current treatment imbalance (Wei and Lachin, 1988). To illus-
trate the method of urn randomization, consider a urn that contains exactly A white balls
and A black balls. For the assignment of a patient, draw a ball at random from the urn and
replace it into the urn. If the drawn ball is a white one, then the patient is assigned to the
test drug group. Otherwise, the patient is assigned to the placebo group. Therefore, the
assigning probability for the first patient is 1/2. The procedure is to add B white (black)
balls to the urn if the drawn ball is a black (white) one. This randomization process is
repeated whenever a new patient is enrolled. From the above description, it can be seen
that the assigning probability of the urn randomization is determined by A and B. There-
fore a urn randomization is usually denoted by UR(A, B). If at each drawing no additional
ball is returned to the urn, then the urn randomization is simply a complete randomization
and because with replacement, an equal assigning probability of 1/2 is employed for the
random selection. If we do not put any ball initially in the urn but use the assigning proba-
bility of 1/2 for the first patient, then the subsequent probability of assigning a patient to
the test drug after k patients have been enrolled is equal to the proportion of patients who
were randomly assigned to the placebo group. This proportion is independent of the num-
ber of B balls scheduled to return to the urn.

The urn randomization can achieve a certain degree of a desired balance at the early stage
of the study. This is usually accomplished by choosing appropriate numbers of A and B. As
pointed out by Lachin, Matts, and Wei (1988), if the ratio of A to B is large, then the urn ran-
domization is very similar to the complete randomization. If the investigator desires to have
the treatment balance at the early stage of the study and wishes to maintain a certain degree
of balance at the end of the study, then we can choose a large ratio of B to A. This nice prop-
erty is especially attractive for the post hoc stratified analysis and sequential trial because the
size of the post hoc—defined strata and the number of patients at the early termination are usu-
ally not known at the planning stage of the trial.

As the sample size increases, the urn randomization approaches complete randomiza-
tion. As a result, the expected bias factor will be very close to zero. Consequently the selec-
tion bias according to the Blackwell-Hodges model will be negligible. For finite samples
the selection bias of the urn randomization is smaller than those methods of restricted
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randomization, though it can be very close to that of the permuted-block randomization for
a sample size fewer than 10. As compared to other methods of randomization, the acciden-
tal bias caused by omitting important covariates for estimation of the treatment effect
becomes negligible as the sample size increases. However, for small trials an accidental
bias may still exist and cannot be ignored. As a result, Lachin, Matts, and Wei (1988) rec-
ommend that the urn randomization not be employed for the trial with either the total size
or the size of the smallest stratum being fewer than 10. The urn randomization with A = 0
and B = 1 has nice properties of adequate control for treatment balance. In addition it is
less vulnerable to both selection and accidental bias than other methods of restricted ran-
domization. Furthermore, it is easy to implement on a computer because the assigning
probability depends only on the current state of treatment allocation.

Although the urn randomization is simple, it requires a much more complicated analy-
sis compared to other methods of randomization. This is because the urn randomization
does not have an equal assigning probability for each patient. To conduct an exact permu-
tation test based on the urn randomization, the probability of each assignment is needed in
order to compute the p-value. For the large sample size, Wei and Lachin (1988) derive the
explicit permutation tests for the logrank and the Peto-Peto-Prentice-Wilcoxon statistics
for the censored data. For the urn randomization, statistics of different strata are indepen-
dent for the prospectively stratified randomization. However, they are correlated for the
poststratified subgroup analyses. Wei and Lachin (1988) give an explicit expression for the
conduct of a combined test over strata.

Covariate Adaptive Randomization 1In certain diseases some of the prognostic factors are
known to affect clinical outcomes of the treatment. Therefore, it is desired to achieve a
covariate balance with respect to these prognostic factors. For this purpose, we may consider
to employ the covariate adaptive randomization which is also known as the minimization
method (e.g., see Taves, 1974; Pocock, 1984; Spilker, 1991). For an illustration of this
method, consider the following hypothetical trial in which a test drug is evaluated with an
inert placebo in patients with benign prostatic hyperplasia. Suppose that for patients aged
over 64 years old, peak urinary flow rate less than 9mL/s and an AUA-7 symptom score
being at least 20 will have an impact on the clinical evaluation of the test drug. The
distribution of these three covariates after 106 patients and 107 patients were enrolled into
the placebo and the test drug, respectively, as shown in Table 4.3.9. Suppose that the age of
the next patient for randomization is 68 years old with a peak urinary flow rate of 7.4 mL/sec
and an AUA-7 symptom score of 21 points. Then one can modify the frequencies of patients
with respect to the categories of covariates that this patient falls into. From Table 4.3.9 the
numbers of patients who satisfy the criteria (1) age older than 64 years old, (2) peak urinary
flow rate less than 9 mL/s, and (3) an AUA-7 symptom score at least 20 for the placebo group
are 49, 45, and 29, respectively, while the numbers for the test drug group are 51, 44, and 30,
respectively. Therefore, the respective sums for the test drug group and the placebo group are
123 and 125. Since the placebo group has a smaller sum, the procedure is to assign the next
patient to the placebo group. Because the minimization method described above is non-
random, the covariate adaptive randomization can also use a probability greater than 1/2 to
assign the next patient to the treatment group with a smaller sum. Pocock (1984) indicates
that assigning a probability of 3/4 or 2/3 may be appropriate. The covariate adaptive ran-
domization requires a constant update of the current status of the covariates. Hence it requires
an intensive administrative effort to implement such a procedure even though the computer
can alleviate the burden to some extent. As a result, the covariate adaptive randomization
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Table 4.3.9 Frequency Distribution of Age, Peak Urinary
Flow Rate, and AUA-7 Symptom Score

Covariate Placebo Test Drug
N 106 107
Age (years)
<64 57 56
=65 49 51
Peak flow rate (mL/s)
<9 45 44
=9 61 63
AUA-7 symptom score
=7 25 26
8-19 52 51
=20 29 30

may present a high risk of breaking blindness by either the investigators or the personnel
responsible for updating the covariate imbalance status. Note that the covariate imbalance
can always be adjusted by a post hoc subgroup analysis when the trial size is moderate. In
practice, the covariate adaptive randomization is not recommended for trials with sample
sizes greater than 100. More details on the covariate randomization can be found in Pocock
and Simon (1975), White and Freedman (1978), and Miller et al. (1980).

Response Adaptive Randomization Another adaptive randomization is to adjust for
the assigning probability according to the success or failure of the treatments to which
previous patients were assigned. This idea was first proposed by Zelen (1969) and sub-
sequently known as the play-the-winner (PW) rule. For the first patient enrolled in the study,
an assigning probability of 1/2 is employed to either treatment. Suppose that the white ball
represents the test drug (7)) and the black ball represents the placebo (P). If the current
patient receives treatment 7" and the response is a success or if the current patient receives
P and the response is a failure, then put a white ball in the urn. If the current patient receives
T and the response is a failure or if the current patient receives P and the response is a
success, then put a black ball in the urn. When the next patient is enrolled into the trial, we
randomly draw a ball without replacement from the urn. If there is no ball in the urn, then an
assigning probability of 1/2 is employed to either treatment. Wei and Durham (1978)
indicate that the responses of patients might not be observed before the arrival of the next
patient. The urn therefore might have a very high possibility of being empty during the
entire course of the trial. It turns out that the assigning probability of patients is approx-
imately 1/2 under the play-the-winner rule which is quite similar to the method of random
allocation. If the response is unavailable in a short period of time before the next patient is
enrolled, Zelen (1969) suggests that one can continue to assign the same treatment if the
response of the current patient is a success but switch to the other treatment if a failure is
observed. This rule is called the modified play-the-winner (MPW) rule. Note that the MPW
rule is a deterministic rather than stochastic process.

To overcome the drawback of a deterministic process, Wei and Durham (1978) suggest
an alternative method known as the randomized play-the-winner (RPW) rule. At the begin-
ning of the trial, an equal number (m) of white and black balls are placed in an urn, where
the white balls represent the test drug and black balls represent the placebo. When a patient
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is enrolled into the trial, a ball is drawn at random from the urn with replacement. If the
randomly selected ball is a white one, the patient is assigned to the test drug group, and
otherwise, to the placebo group. If the previous patient was assigned to the test drug group
and the response is a success, then additional B white balls and A black balls are put into
the urn, where B = A = 0. If the response of the previous patient receiving the test drug is
a failure, then additional A white balls and B black balls are put into the urn. Similarly, if
the previous patient was assigned to the placebo group and the response is a success, then
additional A white balls and B black balls are put into the urn. If the response of the previ-
ous patient receiving the placebo is a failure, then additional B white balls and A black
balls are put into the urn. If the urn is empty, then a probability of 1/2 is used. It should be
noted that exactly additional A plus B balls are put into the urn whenever a response is
available for the assignment of the next patient. The RPW does not require the availability
of the response of the previous patients. The RPW, which is random, provides a higher
probability to treat the next patient, with the better treatment based on the current result of
the trial. When A = B, RPW is the same as the method of complete randomization. Wei
and Durham (1978) show that when the ratio of B to A becomes large, the probability of
assigning patients to the test drug is approximately equal to the ratio of the failure rate of
the placebo to the sum of failure rates for both treatments. Therefore, if the ratio of B to A
is large, then the RPW tends to assign more patients to the better treatment. In addition,
Wei et al. (1990) indicate that RPW is less vulnerable to the experimental bias than other
adaptive randomizations.

Since the assigning probability of the current patient to treatments adjusts for the past
history of the outcomes of the previously randomized patients, the statistical analysis
based on RPW is much more complicated than those based on other methods of random-
ization. Wei (1978) describes the permutation distribution of a test for the binary response
under RPW. In addition, Wei et al. (1990) study the exact conditional, exact unconditional,
and approximate confidence intervals for the treatment difference in binary responses. The
results indicate that the exact unconditional procedure performs much better than the con-
ditional procedure. In addition the large sample unconditional confidence intervals derived
from the likelihood statistic are not very sensitive to the adaptive randomization and per-
form quite satisfactory for trials with moderate sample size. The confidence intervals based
on the maximum likelihood estimates behave very poorly under RPW. Therefore, Wei et al.
(1990) suggest that the features of response adaptive randomization be taken into account
in the analysis. On the other hand, Tamura et al. (1994) perform a Bayesian analysis for a
trial concerning patients with depressive disorder using RPW.

Recently several clinical trials were conducted using the play-the-winner rule. For exam-
ple, a clinical trial was conducted at the University of Michigan to investigate the effective-
ness and safety of extracorporeal membrane oxygenation (ECMO) in treating newborn
babies with persistent pulmonary hypertension (PPH) with the conventional mechanical
ventilation (CMV) as the concurrent control (Cornell et al., 1986). Past experience has
shown that infants with PPH has a 80% death rate in the absence of ECMO which is an arti-
ficial heart-lung machine recycling the blood through a membrane exposed to the oxygen
with a high concentration. On the other hand, ECMO is a surgical procedure with potential
life-threatening complications to the infants. Since the response (either death or recovery)
can be observed within a few days, the response of the previously treated infants is available
before the entry of the next newborn. Consequently, a RPW withm = 1,A = 0, and B=1
was employed for the first infant. The result turned out to be the ECMO treatment, and the
baby recovered. Then, a white ball representing the ECMO treatment was put in the urn. For
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the next infant, although the probability of assigning infants to the ECMO treatment is 2/3
and to the CMV treatment is 1/3, the resulting treatment for the second infant is the CMV
treatment with an unfortunate outcome of death. Therefore a black ball representing the
CMYV treatment was put back into the urn. This procedure was employed. The result turned
out that the ECMO treatment was randomly assigned to the next eight consecutive infants
all of whom survived. The trial was terminated at this point. Note that two more infants
were also assigned to the ECMO treatment without invoking the ECMO treatment, but both
of them survived too. Boston’s Children Hospital Medical Center and Brigham and
Women’s Hospital conducted a similar adaptive trial to compare the ECMO treatment with
the CMV treatment in infants with PPH (Ware, 1989). The study involved two phases. For
the first phase, a permuted-block randomization with a block size of 4 was used to generate
randomization codes for the trial. It was calculated at the planning stage that if 4 deaths
were observed in one of the two groups, this phase would be terminated, and the study
would proceed to the second phase in which all subsequent infants would be assigned to
receive the other treatment. It was also predetermined that the second phase would be ter-
minated if 4 deaths or 28 survivors were observed from the infants of both phases who were
enrolled into the other treatment. For the first phases of the trial with a permuted-block ran-
domization, 10 infants were assigned to the CMV treatment and 9 to the ECMO treatment.
Four infants who were randomly assigned to the CMV treatment died, and all 9 infants
receiving the ECMO treatment during the first phase survived. As a result all subsequent
infants were assigned without randomization to receive the ECMO treatment. The trial was
terminated at the 20th infant who enrolled into the second phase and did not survive.

For another example, Tamura et al. (1994) report that a clinical trial utilizing the RPW
rule was conducted to assess the efficacy and safety of fluoxetine as compared with a
placebo in patients with depressive disorder. The study was stratified according to rapid
eye movement latency (REML) which is defined as the time between sleep onset and the
first rapid eye movement. If REML of patients is shorter than or equal to 65 minutes, then
he or she is stratified into the shortened REML; otherwise, he or she is stratified to the nor-
mal REML group. A patient is classified as a responder if the percent reduction at the final
eight-week visit from baseline on the first 17 items of the Hamilton Depression scale
(HAM-D-17) is at least 50%. Since a period of eight weeks is required to observe the pri-
mary endpoint and the patient accrual was rather rapid, this time delay could not allow the
investigator to employ the RPW with the primary endpoint. As a result a surrogate end-
point of the percent reduction of at least 50% in HAM-D-17 in two consecutive visits after
at least three weeks of therapy was used for the response adaptive randomization. Within
each stratum the first six patients were assigned using the method of permuted-block ran-
domization. Starting with the seventh patient, the RPW was initiated within each stratum
withm = 1,A = 0, B = 1. A total of 89 patients were randomized, and yet the surrogate
endpoint was only observed in 61 of the 89 randomized patients and 83 patients were
included in the analysis based on the primary endpoint. Tamura et al. (1994) indicate that
their experience with RPW for this trial has been generally positive despite increasing
communication between the sponsor and investigators.

As indicated earlier, statistical inference depends on the statistical test used, which in
turn depends on the randomization employed. It is therefore important to derive an appro-
priate statistical test according to the randomization employed. For example, the ECMO
study conducted at the University of Michigan created a controversy over the statistical
analysis used for comparing the two treatments. Recall that the 11 infants assigned to the
ECMO treatment survived, and only one baby, the one assigned to the CMV treatment,
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died. Although the ECMO trial at the University of Michigan only involved 12 infants, the
results of this study have raised many serious questions regarding complicated statistical
and ethical issues. First, how does one compare two treatments with such a severe treat-
ment imbalance (i.e., | I-ECMO versus 1-CMV)? A sample of one patient contributes very
little information toward the comparison between treatments. Second, there exists no
appropriate statistical test under the RPW model. Alternatively, Cornell, et al. (1986) con-
sidered the method of ranking and selection to demonstrate that the ECMO treatment is
superior to the CMV treatment. However, his method does not provide p-values and confi-
dence intervals. Wei (1988) developed a permutation test under the RPW rule. However,
Begg (1990) pointed out that Wei’s permutation test is inappropriate and obtained some
p-values (ranging from 0.038 to 0.62) based on different analyses (also see the discussion
by Wei, 1990; Pocock, 1990; Cox, 1990). For the ECMO study conducted by Harvard
Medical School, there was employed a two-stage design. At the first stage, a probability of
1/2 was used to assign infants until there was statistically significant evidence that one
treatment showed a superior efficacy; then all remaining infants were assigned to the supe-
rior treatment (Ware, 1989). This example demonstrates that appropriate statistical proce-
dure must be derived for the method of randomization to be employed in clinical trials.

For the response adaptive randomization, despite its advantage in ethical terms, it is not
widely accepted in clinical trials (Simon, 1991; Rosenberger and Lachin, 1993; Rosen-
berger, 1999). This is probably due to the availability of appropriate statistical tests under
various methods of response adaptive randomization. Rosenburger and Lachin (1993),
however, provide a list of general conditions under which a response adaptive randomiza-
tion can be implemented successfully given the existing methodology. These conditions
are summarized below:

1. There is a single outcome or hypothesis of interest.
2. Outcomes are ascertainable in a short period of time.

3. The study has important public health consequences, but the diseases are not life-
threatening.

4. The study has an adequate sample size and the composition of the sample is not
likely to change over time.

5. The participants in the study have the resources to logistically implement the ran-
domization procedure.

These general conditions may limit the application of the response adaptive randomization
to clinical trials. First, a disease is a medical condition that is very complicated and usually
cannot be adequately described by a single clinical outcome. Hence a clinical trial may
have more than one objective based on more than one clinical outcome. Consequently the
first condition seems to be very difficult to be satisfied by most clinical trials. Second,
under the RPW model, despite recent developed analysis procedures for binary data (Wei,
1988), multinomial and continuous data for large samples (Rosenberger, 1993, 1999),
analyses for the secondary clinical endpoints, censored data and subgroup analyses for the
adjustment of covariates have not yet been fully developed. Finally clinical trials usually
require multiple visits for an evaluation of the treatment’s progress. However, statistical
method for the analysis of repeated measurements has not been proposed for the RPW
rule. As a result Rosenberger and Lachin (1993) and Rosenberger (1999) conclude that the
future use of the response adaptive randomization is uncertain.
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4.4 IMPLEMENTATION OF RANDOMIZATION

In the pharmaceutical industry, for good clinical practice a set of standard operating proce-
dures (SOP) for generation, implementation, and administration of randomization is usually
established to ensure the integrity of clinical trials. In this section we will introduce an
implementation procedure for the method of nonadaptive randomizations which is adopted
by most of pharmaceutical companies for clinical research and development. In the phar-
maceutical industry the department of Biostatistics and Data Management (or Biometrics)
is usually responsible for the activities of statistics, programming, and clinical data manage-
ment. Within the department, a drug-specific (or project-specific) team (or unit) is usually
formed to oversee the development of statistics, programming, and data management during
the process. This team usually consists of biostatisticians, programmers, and data coordina-
tors. Note that unlike a clinical research associate or monitor, this team does not involve
itself with the day-to-day activities of clinical projects. However, this team is responsible for
the selection of randomization methods, case report forms design and review, clinical data
management, statistical analysis, and report writing. Because generation of randomization
codes is the key to the success of the intended trials, a group within the department of Bio-
statistics and Data Management, not involved with clinical trials, is designated to be respon-
sible for generation and management of randomization codes. Since there are many different
methods for generating randomization codes as discussed above, the group is responsible
for the implementation of a system that incorporates the various methods of randomization
by developing computer programs. Since the system, which may contain a number of com-
puter programs, is not designed for commercial but for internal use, it is recommended that
the methods of randomization employed and the corresponding computer programs be ade-
quately documented. Also it is desirable for a user-friendly User’s Reference Manual to be
developed. The User’s Reference Manual should contain detailed instructions for the use of
the system, references to the pseudonumber generator, methods of randomization, programs
for listings of the pseudonumber generator and for the production of a listing of the ran-
domization codes. In addition a prospective validation of the design programs should be
performed according to a validation protocol before the implementation of the system. Note
that the FDA requires that the results of the validation test be documented and that the sys-
tem be validated periodically.

Generation, Labeling, and Packaging

During the development of the clinical protocol, the project clinician and biostatistician
usually discuss the selection of an appropriate method of randomization and some related
logistic issues for the implementation of randomization according to study objectives, pri-
mary endpoints, stratified covariates (if any), and sample size of the trial. The randomiza-
tion method employed for the study should be described in detail in the study protocol
without disclosure of the block size, if the permuted-block randomization is used. The
study protocol and the investigators’s brochure should also describe in detail a standard
procedure for treatment assignment and drug dispensing. In general, patients should not
receive any medication unless they have met all eligibility criteria and have signed the
informed consent forms as defined in the study protocol. A formal request for randomiza-
tion codes cannot be sent to the project statistician unless the study protocol has obtained
an approval from an internal protocol review committee. The project statistician can then
check whether the request is adequate with respect to the study protocol and design. The
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randomization codes will be generated according to the selected method of randomization
by the randomization group if no concerns are raised by the project statistician. The group
is not only responsible for the generation of randomization codes but also for performing
quality assurance (QA) procedures of the generated randomization codes. The QA proce-
dures are to (1) check every generated randomization codes, (2) document the program
logs for generation of the randomization codes, and (3) maintain information for the gen-
eration of the randomization codes including the seed and the first and last random num-
bers generated from the seed. If the randomization codes meet the requirements of the QA
procedures, then a list of randomization codes is sent to the drug packaging department or
some contracted laboratory for packaging the study drugs. If the trial is a triple-blind study,
the project statistician and clinician or other project team members should be informed
only of the generation of the randomization codes by a cover memo. If, however, the trial
is a double-blind study, then the project statistician and clinician might get a copy of ran-
domization codes upon request. The information of the randomization codes will then be
locked in the database until the time at which an interim analysis or final analysis is
performed. For a triple-blind study the clinical data coordinator and clinical research asso-
ciate identify the patients through a sequentially assigned patient (subject) number to
maintain the blindness. A patient or subject number usually contains three parts, which
include the project number, the study center number, and a sequentially assigned patient
number within the individual study center. Let us take, for example, a number 01401015
(i.e., 014-01-015) used to identify a patient in a clinical trial. The first three digits 014 are
an identifier of the study drug XXX, the next two digits 01 represent the first study site, and
the last three digits 015 indicate that the patient is the 15th patient to enroll in the study.
The project team will also generate a set of dummy randomization codes for the project
statistician to perform necessary programming for patient listings or case report tabula-
tions as required by the FDA to shorten the statistical analysis after the study is completed
and the database is locked.

When the drug packaging department receives the randomization codes, the study drugs
are packed according to the method and instruction as stated in the protocol. The most
secure method for maintaining blindness is to use identical blister packs or drug kits with
identically appearing contents. Usually the drug kits have a three-part double-blind tear-off
label affixed to the cover of the kit. This label has the protocol number and the preprinted
patient number. Patients’ initials and the time and date the drug dispensed will be recorded
on each label. The time and date are important for establishing an audit trail of treatment
assignment. The double-blinded tear-off portion, which will be attached to the appropriate
page in the case repart form, contains the actual treatment group information to which the
patient is assigned. These sealed labels will not be opened unless it is required in a medical
emergency when knowledge of the respective treatment may influence medical care. At the
conclusion of the study, the investigators should return all used and unused study drugs to
the sponsor. Usually there is a broilerplate paragraph included in the study protocol for
drug accountability. Figures 4.4.1 and 4.4.2 provide flow charts of the randomization pro-
cedure discussed above.

Random Assignment

In the pharmaceutical industry, the randomization procedure is not limited to the genera-
tion of randomization codes for treatment assignments. It can also be applied to laboratory
evaluations. For example, routine hematology, blood chemistry, urinalysis, or some other
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Figure 4.4.1 Randomization codes at the planning stage.

special compounds such a serum hormone levels of the patients from a clinical trial are
usually assayed at a centralized contracted laboratory. However, the assay of active ingre-
dients of the study drugs are often performed by the method developed by the laboratory.
Since samples from a clinical trial may be enormous due to multiple visits, assays may be
required to perform at different times of a day over a period of several days due to the
capacity of the laboratory. As a result, a proper design for the drug assay is necessary to
eliminate variability due to analyst, time, and day. In addition the assay should be per-
formed in a blinded fashion to avoid possible bias caused by the knowledge of the study
drugs. Therefore randomization codes may also be generated by the same randomization
group according to the design and method of randomization as deemed appropriate by the
project statistician. The randomization codes for treatment assignments and drug assays
are to be stored in the central file and cannot be released until the database is locked. The
generation and implementation of randomization codes for drug assays can be logistically
complicated when assays for different active ingredients or their metabolites are required
to perform individually with subdivisions of the blood samples.

In some cases, randomization is also used for poststudy evaluation. For example, for the
evaluation of contrast agents in the enhancement of images obtained with magnetic
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Figure 4.4.2 Generation of randomization codes.

resonance imaging (MRI), two sets of films with and without contrast agent are usually
obtained. The set of films without the contrast agent is obtained before that with the con-
trast agent. In general, this type of trial is conducted in an open-label fashion without a
concurrent control because it is almost impossible to maintain the blindness during the
trial. As a result the FDA requests that the sponsors perform a blinded reader study after
the trial is completed. A separate protocol for the blinded reader study is also prepared
after all films are obtained from the clinical trial. The blinded reader studies are considered
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as adequate well-controlled studies for approval. The package insert is usually derived
from the blinded reader studies rather than the actual clinical trials. For blinded reader
studies, several qualified readers, who are not engaged the clinical part of the trial and are
not associated with any investigators of the trial, are asked in a random but blinded fashion
to evaluate the films. For this purpose, randomization codes for a blinded reader study can
also be generated according to the design and randomization method specified in the pro-
tocol under the supervision of the project team.

Note that the randomization procedure described above is probably the most frequently
employed procedure for conducting clinical trials in the pharmaceutical industry with sam-
ple sizes smaller than a few thousands. For most clinical trials sponsored by the NIH or
other cooperative groups, the sample size can be quite large. For example, the ISIS-2
(1988) study randomized 17,187 patients with suspected acute myocardial infarction to
four treatment groups and 22,071 male physicians were enrolled to receive one of the four
treatments in the U.S. Physician’s Health Study (1989). An even larger study is the
GUSTO (1993) study which enrolled a total of 41,021 patients with evolving myocardial
infarction. As a result, it may not be feasible to adopt the randomization procedure
described above. As an alternative, a centralized randomization center may be established
for random assignment of treatments either by mail or by telephone. If the time between
the screening and request for random assignment is long, say a month, then the mailing
system may be possible. For example, see the study conducted by the Coronary Drug Pro-
ject Research Group (1973) which is described in detail in Meinert (1986). It should be
noted that it is not an easy task to handle treatment assignments of more than tens of thou-
sands of patients, especially when the time from the onset of symptom to the treatment is
also considered as a crucial factor such as rt-PA for acute ischemic stroke (National Insti-
tute of Neurological Disorder and Stroke rt-PA Stroke Study Group, 1995). Hence a cen-
tral administrated telephone-based assignment system such as Interactive Voice Response
System (IVRS, Chen, 2003), should be employed. For example, ISIS-2 (1988) used a 24-
hour telephone service, based in Gent and Brussels for Belgium, Berlin for Germany,
Valencia for Spain, Bellinzona for Austria and Switzerland, Lyon for France, and Oxford
for England and all other countries. The information of patient identifiers such as age, sys-
tolic blood pressure, hours from onset of the episode of pain that led to admission, aspirin
use during the week before, and the planned treatment in hospital must be completed
before a patient is randomized to receive treatments. In addition the method of minimiza-
tion randomization was also adopted at Oxford for balancing the prognostic factors
recorded at entry. However, on January 24, 1986, a programming error was discovered that
led more patients randomized at Oxford to being allocated to the placebo infusion and
placebo tablets over a period of two months (see Chapter 2 for more information on the
treatments of ISIS-2). This programming error was corrected and the exact balance restored
in August 1986. Similarly the GUSTO trial used a 24-hour a day, seven-day-per-week
randomization center to verify patient eligibility, informed consent, and to assign treat-
ments to more than forty thousand patients. Note that randomization can be performed
through a computer networking system such as internet, or web-based networking system.
A computerized standard form of eligibility information and informed consent must be
sent with the request to the randomization center. Then a validated computer program at
the randomization center can immediately enter the data of eligibility for a patient interac-
tively on line through web-interface and verify the patient’s eligibility. If inclusion criteria
are met and none of the exclusion criteria are observed, then a random assignment of the
patient to a particular treatment can be issued in a blinded fashion and sent to the study
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center. Otherwise, a message of reasons for refusal to issue randomization codes should be
sent to the study center. This randomization process is not only accomplished in seconds
but also eliminates the human errors that often occur during the randomization process. It
should be noted that a computer system should be validated if it is to be employed for the
generation of randomization codes. In addition all personnel should have appropriate train-
ing. It is suggested that several dry runs with simulated cases be done before the actual
implementation of the system takes place.

4.5 GENERALIZATION OF CONTROLLED RANDOMIZED
TRIALS

In most clinical trials the group of patients (or sample) who participate is just a small por-
tion of a heterogeneous patient population with the intended disease. As indicated earlier,
a well-controlled randomized clinical trial is necessary to provide an unbiased and valid
assessment of the study medicine. A well-controlled randomized trial is conducted under
well-controlled experimental conditions, which are usually very different from a physi-
cian’s best clinical practice. Therefore it is a concern whether the clinical results observed
from the well-controlled randomized clinical trial can be applied on the patient population
with the disease. As a result the feasibility and generalization of well-controlled random-
ized trials have become an important issue in public health (Rubins, 1994). For illustration
purposes, consider the following two examples.

In early 1970s, a high cholesterol level was known to be a risk factor for developing
coronary heart disease. To confirm this, a trial known as the Lipids Research Clinics Coro-
nary Primary Prevention Trials (CPPT) was initiated by the National Heart, Lung, and
Blood Institute to test the hypothesis whether lowering cholesterol can prevent the devel-
opment of coronary heart disease. In the CPPT trial, a total of 4000 healthy, middle-age
males were randomized to receive either the cholesterol-lowering agent cholestyramine or
its matching placebo (Lipids Research Clinics Program, 1984). The primary endpoint was
the incidence of coronary heart disease after a seven-year follow-up. A statistically signifi-
cant reduction of 1.7% in 7-year incidence of coronary heart diseases was observed for the
cholestyramine group as compared to the placebo (8.1% versus 9.8%). An expert panel
recommended to extrapolate the results for the treatment of high cholesterol in populations
that had never been studied and whose benefit has not yet been demonstrated (The Expert
Panel, 1989; Recommendations for the Treatment of Hypercholesterolemia, 1984). Moore
(1989), however, raises a serious doubt regarding the expert panel’s recommendation for
the treatment of patients with high cholesterol levels. Moore points out that the CPPT trial
was conducted on middle-age males which cannot be applied to a general patient popula-
tion with hypercholesterolemia. Another example concerning the generation of controlled
randomized trials is the U.S. Physician’s Health Study described earlier. The question is
whether the benefit regarding fatal and nonfatal coronary heart disease, which was
observed using 22,000 highly educated males aged over 40 years old, can also be observed
in an average individual regardless of gender, race education, and socioeconomic back-
ground. This question is indeed a tough one to answer. We can address the question in part
by performing a subgroup analysis with respect to the composition of the patients in the
trial. This study led to the United States Congress passing legislation (National Institute of
Health Reauthorization Bill, 1993) which requires the specification of the composition of
any human studies sponsored by the NIH. More detail can be found in Wittes (1994).
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One way to ensure the generalization of controlled randomized trials is to understand
the process for drawing statistical and clinical inference. Basically statistical and clinical
inference for the generalization of results obtained from clinical trials to other patients is a
two-step process. The first step is to internally apply the statistical and clinical inference
on the targeted population to other patients within the population. The second step is to
externally generalize the statistical/clinical inference made on the targeted population to
another patient population with different characteristics. These steps involve the concept of
population efficacy (or safety), individual efficacy (or safety), reproducibility and general-
izability which will be illustrated below.

Note that the current conduct of clinical trials is to compare the difference in distribu-
tions of the clinical responses observed from patients under a test therapy and a standard (or
reference) therapy or a placebo. This concept is referred to as population efficacy (or safety).
Suppose that the distribution of a clinical response can be adequately described by a normal
probability distribution. Then the population efficacy can be assessed through the compari-
son of the first two moments of the distributions between the test and the reference thera-
pies. This is because a normal distribution is uniquely determined by its first two moments.
The comparison of the first moment of the efficacy endpoints for the two therapies is usually
referred to as average efficacy, while the comparison of the second moments is called the
variability of efficacy. To provide a better understanding of average efficacy and variability
of efficacy, the comparison in averages and variabilities are illustrated in Figures 4.5.1
through 4.5.3. For example, to compare the reduction in diastolic blood pressure for evalua-
tion of a new antihypertensive agent against a placebo, Figure 4.5.1 shows that the two
distributions are very close in both average and variability, which indicates that there is
no difference in average and variability of the reduction of diastolic blood pressure. There-
fore the new agent may not be efficacious. On the other hand, Figure 4.5.2 demonstrates that
the new agent is more effective in reducing blood pressure. Note that in most clinical trials
with continuous primary endpoints, the objectives are often formulated as hypotheses for
testing the average efficacy. As a result, the population efficacy of the new therapy is often
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Figure 4.5.2 Population efficacy in averages and variabilities. Unequal averages and equal variabilities.

assessed through the average efficacy under the assumption of equal variability of efficacy.
This assumption, which should be verified, is often ignored by both clinicians and biosta-
tisticians. As illustrated in Figure 4.5.3, it is not uncommon that the new agent shows a
better efficacy than the placebo and yet exhibits a much larger variability. Since the large
variability of the new agent may cause a safety concern, it is recommended that the possible
causes of the large variability be carefully examined. A large variability may be due to diff-
erences in the composition of patients such as biological variation between two populations.
This will certainly have an impact on the generalization of the results to other populations.
For population efficacy (or safety), we might first generalize the results to similar but
slightly different populations and then, in stages, to much different populations. This con-
cept of generalization is illustrated in Figure 4.5.4 as similarity circles. The strength of the
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Figure 4.5.4 Generalization of clinical results as similarity circle.

generalization is assessed by the distance between any two points within the circle. Note
that the distance is a measure of similarity beween populations, which is a function of fac-
tors such as basic science, animal models, biological variation, and results from other types
of studies.

Note that the establishment of population efficacy does not guarantee that the results can
be generalized to a patient with his or her own biological and genetic makeup, educational
status, and socioeconomic status who is cared by a particular physician at a different geo-
graphical location. The reason is that the efficacy is not established within the patient. The
concept for the comparison between the two distributions of the primary efficacy (or safety)
endpoints obtained from the same patient under repeated administrations of the new agent
and the reference is called individual efficacy (or safety). The concept of individual efficacy
is not new and has been advocated by many clinical researchers. See, for example, Guyatt
et al. (1986) and Sackett (1989). Guyatt et al. (1986) attempt to evaluate individual efficacy
of theophylline through a N-of-1 randomized trial concerning a patient with asthma. The
N-of-1 randomized trial was conducted based on the following assumptions and proce-
dures: First, the patient and his or her attending physician determined symptoms such as
shortness of breath on ordinarily daily activities, nocturnal spasms of dyspnea, and cough-
ing as primary clinical responses for the treatment of theophylline. The patient agreed
to record standardized measures of severity of these symptoms. It was also decided that a
10-day treatment would be long enough to evaluate the effectiveness of the treatments. The
N-of-1 randomized trial was performed in a double-blind fashion with randomization of the
order of treatments. At the end of each pair of treatment periods, the patient and physician
met to examine the results (also in a blinded fashion) and decided whether to stop or to con-
tinue another pair of treatments. After administration of two pairs of treatments in a blinded
and random fashion, the analysis detected a statistically significant difference between the
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treatments. When the randomization codes were unblinded, it was found that the patient
was better on placebo than theophylline.

Repeated administrations of the test and reference therapies within the same patients
made the comparison between distributions of the primary clinical end-points within the
same individual possible. If we perform this type of trial over N patients in a similar manner,
then a total of N pairs of distributions of the test and reference therapies can be generated.
Consequently both population and individual efficacy can be made based on these N pairs of
distributions. First, within each individual, the individual average efficacy of the test therapy
is assessed as the difference between averages of two distributions. In addition the individ-
ual variability of efficacy can be evaluated as the ratio of individual intrapatient variabilities
between the distributions obtained under the two treatments from the same patient. As a
result individual efficacy can be evaluated by comparing averages and variability of the two
distributions obtained from the same patient. Since the individual average efficacy and vari-
ability of efficacy are obtained from all N patients, we can perform a statistical test to see
whether the individual average efficacy and individual intrapatient variability are homoge-
neous across these N patients. The concept of homogeneity of individual average efficacy
and individual intrapatient variability is referred to as patient-by-treatment interaction for
average and variability, respectively. A patient-by-treatment interaction implies that the rel-
ative efficacy of the test therapy varies from patient to patient. Therefore, if a patient-by-
treatment interaction is found, then the relative efficacy of the test agent must be assessed
individually for each patient, that is, the individual efficacy. On the other hand, if the relative
efficacy is not heterogeneous, then the information of individual average efficacy and indi-
vidual intrasubject variability can be combined over N patients to provide a basis for popu-
lation efficacy. The concepts of population and individual efficacy are motivated from
population and individual bioequivalence (e.g., see Chow and Liu, 1995b, 2000); they are
important concepts for evaluation of bioequivalence between a brand-name drug product
and its generic copies. However, the concept of individual efficacy (safety) has not been
accepted by nor has convinced the clinical/medical community. Guyatt et al. (1986) point
out that the limitations of individual efficacy include (1) it cannot be applied to a disease that
can be cured in a short period of time, and (2) it cannot be assessed with the hard clinical
endpoints such as death or other irreversible condition indicators.

4.6 BLINDING

Although the concept of randomization is to prevent bias from a statistically sound assess-
ment of the study drug, it does not guarantee that there will be no bias caused by subjective
judgment in reporting, evaluation, data processing, and statistical analysis due to the
knowledge of the identity of the treatments. Since this subjective and judgmental bias is
directly or indirectly related to treatment, it can seriously distort statistical inference on the
treatment effect. In practice, it is extremely difficult to quantitatively assess such bias and
its impact on the assessment of the treatment effect. In clinical trials it is therefore impera-
tive to eliminate such bias by blocking the identity of treatments. Such an approach is
referred to as blinding. Blinding is defined as an experimental condition in which various
groups of the individuals involved with the trial are withheld from the knowledge of the
treatments assigned to patients and corresponding relevant information. The blinding is
also known as masking by some research organizations such as NIH.
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For a clinical trial, if the sponsor is to monitor the study and to perform in-house data
management and statistical analysis, then the clinical trial typically involves three parties:
the patient, the study center or investigator, and the sponsor. The patient is the most
important participant in the clinical trial. No clinical trial is possible without the patient’s
dedicated participation, endurance, corporation, and sacrifice. The study center, in a
broad sense, is referred to as those individuals who are either directly in contact with the
patient or perform various evaluations for the patient. Among these individuals is the
investigator, who usually is the patient’s primary care physician and members of the
patient’s care team such as the pathologist for histopathological evaluation, the radiolo-
gist for imaging assessment, a staff nurse who may also serve as the coordinator for the
study center, the pharmacist who dispenses the study medicines, and other health care
personnel at the study center including the laboratory staff and the contracted houses
that perform the various laboratory evaluations for the blood or urine samples collected
from the patient. Note that in clinical trials sometimes the term investigator may be
used exchangeably with the term study center or study site in a broader sense. For a clin-
ical trial two functional teams are usually formed by the sponsor. The first team is the
clinical/medical team which consists of the project clinician (e.g., physician monitor) and
clinical monitor such as the CRA. The project clinician has an overall responsibility for
the success of the trial, while the responsibility of the clinical monitor is not only to mon-
itor the conduct of the trial but also to ensure that the investigator adheres to the study
protocol. The second team is the biostatistics and data management team which includes
the project statistician, programmer, and data coordinator. The project statistician over-
sees the activities of data management, programming, and statistical aspects of the trial,
while the programmer is responsible for programming support for data management,
analysis, and report. The data coordinator will coordinate the activity of database setup,
data entry, data verification, data query generation/resolution, database cleanup and final-
ization to ensure the quality of the final database.

Basically blinding in clinical trials can be classified into four types: open label, single
blind, double blind, and triple blind. An open-label study is a clinical trial in which no
blinding is employed. That is, both the investigator and the patient have an idea about
which treatment the patient receives. Since patients may psychologically react in favor of
the treatments they receive if they are aware of which treatments they receive, a serious
bias will occur. For example, for the development of topical cream for the indication of
some skin disorder, after revelation of the dose, two investigators were asked to give their
global evaluation of a patient based on a four-point scale. Despite the fact that the proce-
dures for global evaluation are clearly stated in the protocol, the two investigators gave
a rather different evaluation for the patient simply because one of them did not believe
that the drug really works at the dose for the patient received and the other one is an advo-
cate for that type of the compound for the treatment of the skin conditions. On the other
hand, objective endpoints such as systolic and diastolic blood pressures or total cholesterol
levels can be recorded differently if the investigators are aware of treatment assignment.
Although some hard endpoint such as survival (mortality) or incidence of myocardial
infarction are more objective than other clinical endpoints, these can still be subjective. For
example, the determination of the cause of death or the diagnosis of infarction may be
biased if patient’s treatment is known. Therefore open-label trials are generally not recom-
mended for comparative clinical trials. In current practice, open-label trials are not
accepted as adequate well-controlled clinical trials for providing substantial evidence for
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approval by most regulatory agencies such as the FDA, the European Community (EC),
and Ministry of Health, Labor, and Welfare (MHLW) of Japan. However, under certain cir-
cumstances open-label trials are necessarily conducted. Spilker (1991) provides a list of
situations and circumstances in which open-label trials may be conducted. As indicated in
Chapter 1, in order to provide some potentially promising medications to the patients with
severely debilitating or life-threatening diseases, clinical trials conducted under compas-
sionate plea protocols or treatment IND may be open labeled. In general, open-label trials
are less biased if the clinical endpoints are objective outcomes such as overall survival or
the incidence of coma.

Ethical consideration is always an important factor, or perhaps the only factor that is
used to determine whether a trial should be conducted in an open-label fashion. For exam-
ple, phase I dose-escalating studies for determination of the maximum tolerable dose of
drugs in treating terminally ill cancer patients are usually open labeled. Clinical trials for
evaluation of the effectiveness and safety of a new surgical procedure are usually con-
ducted in an open-label fashion because it clearly unethical to conduct a double-blind trial
with a concurrent control group in which patients are incised under a general anesthesia to
simulate the surgical procedure. Note that premarketing and postmarketing surveillance
studies are usually open labeled. The purpose of premarketing surveillance studies is to
collect the data of efficacy and safety with respect to the duration of exposure of a broader
patient population to the test drug, while the objective of postmarketing surveillance stud-
ies is to monitor the safety and tolerability of the drug product.

By definition, a single-blind study is the one in which either the patient or investigator
is blind to the assignment of the patient. In practice, a single-blind trial is referred to as
a trial in which only the patient is unaware of his or her treatment assignment. As com-
pared with open-label trials, single-blind studies offer a certain degree of control and the
assurance of the validity of clinical trials. However, the investigator may bias his or her
clinical evaluation by knowing which treatment the patient receives. Spilker (1991) indi-
cates that results of single-blind trials are equivalent to those from open-label trials. There-
fore, when a single-blind trial is planned, it is prudent to ask why this trial cannot be
conducted in a double-blind fashion.

A double-blind trial is a trial in which neither the patients nor the investigator (study
center) are aware of patient’s treatment assignment. Note that the investigator could mean
all of the health care personnel, which include the study center, contract laboratories, and
other consulting experts for evaluation of effectiveness and safety of patients in a broader
sense. In addition to the patients and the investigator, if all members of clinical project
team of the sponsor associated with the study are also blinded, then the clinical trial is said
to be triple-blinded. These members include the project clinician, the CRA, the statistician,
the programmer, and the data coordinator. In addition to the patient’s treatment assign-
ment, the blindness also applies to concealment of the overall results of the trial. In prac-
tice, although the project clinician, the CRA, the statistician, the programmer, and the data
coordinator usually have access to the individual patient’s data, they are generally not
aware of the treatment assignment for each patient. In addition the overall treatment
results, if any (e.g., interim analyses), will not be made available to the patient, the investi-
gator, the project clinician, the CRA, the statistician, the programmer, and the data coordi-
nator until a decision is made at an appropriate time. A triple-blind study with respect to
blindness can provide the highest degree for the validity of a controlled clinical trial.
Hence it provides the most conclusive unbiased evidence for the evaluation of the effec-
tiveness and safety of the therapeutic intervention under investigation.
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To ensure the success of a triple-blind study, it is recommended that the following be
considered:

. A carefully chosen study design with an appropriate randomization method.
. A conscientiously selected concurrent control according to study objectives.
. Adequate conduct of the trial with no apparent protocoal violations.

. Patient compliance.

. A sufficient power.

A U B W N =

. Appropriate statistical methods for data analysis.

However, the most important factor for the success of a triple-blind study is to maintain the
blindness throughout the entire course of the trial by all participants of all three parties. To
protect the integrity of blindness, it is helpful to provide in-house training/education to all
personnel related to the clinical trial, including those in the analytical laboratory or in phar-
maceutical science research and development (R&D). For example, personnel in the
department of analytical laboratory are responsible for the assay of blood samples for
active ingredients or metabolites for patients in clinical trials, while the pharmaceutical
science R&D develops the matching placebos for the clinical trial. Therefore the personnel
at analytical laboratory and pharmaceutical science R&D should have a certain under-
standing of the concept of blindness and its implication for the integrity of clinical trials.

For a clinical trial comparing a new therapeutic agent with a concurrent control, the
departments of pharmaceutical science R&D and drug supply/packaging are usually required
to manufacture an identically matched control with the same dosage form. A matched
placebo should be identical to the active agent in all aspects such as size, color, coating, taste,
texture, shape, and odor except that it contains no active ingredient. The study drugs are then
packed in an identical container such as a blister pack or a drug kit affixed with a three-part
double-blind tear-off label with the study and patient number. Manufacturing of a perfectly
matched control requires certain pharmaceutical techniques and packaging skills provided by
both departments. Sometimes, however, a perfectly matched control may not be available
due to technical difficulties for some doses. In this situation the method of administration
should be modified to maintain the blindness. For example, a phase II clinical trial is to be
conducted with daily dose of 100 mg, 300 mg, 600 mg, and a placebo to evaluate the dose-
response relationship of a drug. To keep the blindness throughout the study, it is necessary
to manufacture placebos to match the drug at different doses. Suppose that the department
of pharmaceutical science R&D has difficulties in making matched placebos for tablets
of 300 mg and 600 mg. However, the manufacturing of matching placebo for the smallest
tablets of 100 mg is still possible. In addition, suppose that patients have difficulties in swal-
lowing the largest tablets of 600 mg. In this case we can modify the method of administration
based on 100 mg tablets of the active drug and matching placebos as follows to maintain the
blindness.

The first arm of 600 mg: Six 100 mg tablets of the new agent.

The second arm of 300 mg: Three 100 mg tablets of the new agent and three 100 mg
matched placebo.

The third arm of 100 mg: One 100 mg tablet of the new agent and five 100 mg matched
placebo.

Placebo control arm: Six 100 mg matched placebo.
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Note that patients should be instructed to take all six tablets at one time (e.g., in the morning)
so that the blindness will not be broken due to different time of administration. The above
method is known as multiple-placebo or double dummy. This method is useful when treat-
ments involve two different active agents or two different routes of administration. For exam-
ple, a clinical trial is conducted to evaluate a once daily sustained-release formulation of an
anti-hypertensive agent with its standard three-times-a-day (t.i.d.) immediate release formu-
lation. The matched placebos can be made for each of two formulations. A bottle of the active
sustained release formulation (e.g., bottle S) and another bottle of the placebo tablets of
the immediate release formulation (e.g., bottle I) are dispensed to the patients assigned to
the sustained-release formulation. The patients assigned to the group of immediate-release
formulation receive a bottle of placebo tablets of the sustained-release formulation and
another bottle of the active immediate-release formulation. Each patient is instructed to take
a tablet from bottle S at 8:00 A.M. in the morning and a tablet from bottle I at 8:00 A.M., 2:00
PM., and 10:00 p.M. In this case the blindness is preserved without matching tablets identi-
cally for all formulations and placebos.

Another example is ISIS-2 (1988) in which the treatments are one-hour intravenous
infusions of 1.5 u of streptokinase and one-month of 160 mg/day enteric coated aspirin.
Therefore the corresponding placebo infusion and tablet were manufactured to match the
active treatments as described previously in Chapter 2. However, blindness for ISIS-2 is
possible because the matched placebo infusion has the same one-hour IV infusion at the
same rate. On the other hand, the arm of accelerated rt-PA in the GUSTO I trial (1993) had
a bolus dose of 15mg, 0.75mg per kg of body weight, over a 30-minute period, not to
exceed 50 mg; and 0.5 mg per kg, up to 35 mg, over the next 60 minutes. The active control
arms used the same one-hour infusion of 1.5u of streptokinase as ISIS-2. Therefore,
because the dose of the accelerated rt-PA had to be adjusted for body weight twice during
the infusion, I'V heparin had to be titrated according to the activated partial-thromboplastin
time and its length of infusion was also different from other arms receiving streptokinase.
As a result the GUSTO I study was an open-label study. Although primary efficacy out-
come is the mortality from stroke and bleeding complication as the primary safety end-
point. However, they are subjective to possible bias if the treatments are known to
investigators, in particular, when classification of stroke and bleeding requires clinical
judgment for some borderline cases. Due to the large size of the GUSTO I study, the bias
could be accumulated rapidly and become serious just from some subtle, consciously, sub-
consciously, or unconsciously error in clinical judgment made by an investigator. The
GUSTO I study, however, failed to address the bias issue due to the open label. As a result
there were tremendous debates over the fact that the GUSTO I was an open-label study
(Rapaport, 1993; Sleight, 1993; Rider et al., 1993). In their response to the rebuttal article
by the investigators of the GUSTO I trial (Rider et al., 1994; Lee, 1994), Rider et al. (1994)
state the essence of randomization and blindness in clinical trials: “randomization of
patients is done to try to ensure that no major differences exist in baseline characteristics
between treatment groups before treatments are administered, double-blinding is done to
ensure that no differential effects occur after treatments are given.” It is sad to see that the
breach of blindness, the omitting of a rather routine and operationally and economically
feasible insertion of an extra intravenous line, casts a serious shadow over the scientific
validity of this originally spotless trial, and introduces an inadvertent and impossibly
assessed bias.

For multiple placebos the so-called method of the multiple-evaluator is useful to pre-
serve the blindness. For example, suppose that a clinical trial is conducted in three doses to
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assess the dose-response relationship of a contrast-enhanced agent in conjunction with
magnetic resonance imaging for the diagnosis of malignant liver tumors in patients with
known focal liver lesions. Since the contrast agent is administered as an IV injection by
reconstruction from the vial of an active agent and the vial of a saline solution according to
the body weight of each patient, the clinician who prepares and administers the contrast
medium will know the dose. If the clinician is also responsible for the evaluation of the
results of pre- and postcontrast MRI, bias will occur during the evaluation of films and
safety data due to prior knowledge of the doses. In this case the multiple-evaluator method
is helpful. At each study center, one clinician will prepare the injection according to the
randomization codes in total privacy without divulging the dosing information to anyone in
the study center. The clinician will then administer the contrast medium without showing
the syringe to everyone. The other clinicians at the study center will evaluate the films in a
totally blinded manner. The multiple-evaluator method is also useful in physical therapy. A
clinical trial was conducted to evaluate the transcutaneous electrical nerve stimulation
(TENS) for patients with chronic low back pain (Deyo et al., 1990). This trial employed a
two-group parallel design with a real TENS and a sham TENS group. Although it is known
to be very difficult to implement, in order to maintain blindness over the entire course of
the study, the therapist who is responsible for instructing patients and applying TENS,
asked patients not to discuss their therapy with the clinician who performed the evalua-
tions. The clinician who performed the evaluation at baseline is different than the one at the
follow-up visit. In addition the frequency of visits and duration of treatment were identical
for the two groups, as were all written and verbal instructions and effort to identify ideal
electrode placement.

In practice, even with the best intentions for preserving blindness throughout a study,
blindness can sometimes be breached for such reasons as a distinct adverse event or the
taste of the active treatment. One method to determine whether the blindness is seriously
violated is to ask both patients and investigators to guess the patient’s treatment assign-
ment during the study or at the conclusion of the trial prior to unblinding. Once the guesses
by patients and investigators are recorded on the case report forms and entered into the
database, the degree of unblinding and its impact on introducing bias in the evaluation of
treatment effect can be assessed. In what follows, some examples that may be of interest
for practical use are adopted from the literature.

For example, a one-year double-blind placebo-controlled study was conducted by the
NIH to evaluate and distinguish between the prophylactic and therapeutic effects of ascorbic
acid for the common cold (Karlowski, 1975). 311 employees of NIH were randomly
assigned to receive the active agent or the matched placebo based on the method of com-
plete randomization. One hundred and ninety of them completed the study. In this study,
since there was no time to design, test, and manufacture a perfectly matched placebo for
ascorbic acid due to the seasonal constraint. At an early stage of the study the researchers
discovered that some subjects had tasted the contents of their capsules and professed to
know which treatment they were taking. At the completion of the study, in order to assess
the bias, a questionnaire was distributed to everyone enrolled in the study so that they could
guess which treatment they had been taking. Table 4.6.1 presents the results from the 190
completed subjects for the prophylactic use. The number of correct guesses was 79 and the
number of misses 23. Therefore the expected bias factor is estimated to be 28 (a half of the
difference between 79 and 23). Hence considerable selection bias occurred in this study.
Note that the association between the severity and the duration of symptoms and knowledge
of the medication taken were also established by the researchers of this project.
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Table 4.6.1 Results of Patient’s Guess on Treatment for the

Prophylactic Use

Actual Assignment
Patient’s Guess Ascorbic Acid Placebo
Ascorbic acid 40 11
Placebo 12 39
Do not know 49 39
Total 101 89

Source: Karlowski et al. (1975).

Note that to test the integrity of blinding, Chow and Shao (2003) propose a method of
testing treatment effects by incorporating the data of patients’ guesses of their treatment
codes. The idea is to include the patients’ guesses as a factor in the analysis of variance
(ANOVA) for the treatment effects.

The entire process of a clinical trial involves many activities by many personnel. Blind-
ing should be applied to all participants performing activities/functions at every stage of
the entire course of a clinical trial. However, for some occasions during a clinical trial,
unblinding the treatment codes for individual subjects may be necessary. For example, the
occurrence of serious adverse events may necessitate the breaking of the treatment code of
the patients. If the sponsor’s staff, including bioanalytical scientists, auditors, and those
responsible for serious adverse event reporting who are not involved in the treatment or
clinical evaluation of the subjects, are required to be unblinded to the treatment codes, the
ICH E10 guidance suggests that the sponsor develops adequate standard operating proce-
dures (SOPs) to guard against inappropriate dissemination of the treatment codes. How-
ever, as indicated by the ICH E10 guidance, breaking the blind should only be considered
when is deemed essential by the patient’s primary care physician. In addition, any inten-
tional or unintentional breaking the blind should be reported and explained irrespective of
the reason for its occurrence. The procedure and timing for revealing the treatment assign-
ments should be adequately documented. Furthermore, checking, editing, and evaluation
of data and preparation of statistical analysis plan (SAP) should also be conducted in a
blinded fashion and should be finalized before the database for the trial is locked and treat-
ment codes are unblinded. Proper documents should chronically record the locking of the
database, the unblinding of the treatment codes of individual subjects, and statistical analy-
sis according to standard operating procedures.

In practice, similar issues for the maintenance of blindness are commonly seen in other
therapeutic areas. For example, beta-blocker agents (e.g., pro-pranolol) have specific phar-
macologic effects such as lowering blood pressure and the heart rate and distinct adverse
effects such as fatigue, nightmares, and depression. Since blood pressure and heart rate are
vital signs routinely evaluated at every visit in clinical trials, if a drug such as propranolol is
known to lower blood pressure and the heart rate, then preservation of blindness is a huge
challenge and seems almost impossible. The Beta-Blocker Heart Attack Trial (BHAT) is
a landmark, multicenter, double-blind, randomized, placebo-controlled trial designed to test
the effectiveness of beta-blocker in reducing mortality during a two- to four-year period in
postmyocardial infarction patients (Beta-Blocker Heart Attack Trial Research Group, 1982,
1983). At the conclusion of the trial, patients, investigators, and clinic coordinators were
asked to guess the patient’s treatment assignment. Table 4.6.2 provides the proportion of cor-
rect guesses and estimates of the expected bias factor. Apparently blindness was not totally
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Table 4.6.2 Proportions (%) or Correct Guesses for Beta-Blocker Heart Attack Trial

Estimate of the

Propranolol Placebo Expected Bias Factor
Patient 79.9 42.8 380 (N = 3230)
Investigator 69.6 68.6 568 (N = 3398)
Clinic coordinator 67.1 70.6 669 (N = 3552)

maintained even for this landmark study with a major influence on management of care for
patients who suffer myocardial infarction. Morgan (1985) suggested that to quantify possible
bias, the researchers for BHAT should administer the questionnaire of guesses of patient’s
treatment three months into the trial rather than at the end.

4.7 DISCUSSION

ICH E10 guideline points out that the objective of using a control group in a clinical trial is
to allow discrimination of subject outcomes caused by the test treatment from outcomes
caused by other factors. In order to achieve this goal, subjects in the test treatment and con-
trol groups should be as similar as possible with respect to all baseline and on-treatment
variables, such as the design, conduct, analysis, and interpretation of the results, that could
influence outcome other than the study treatment. Failure to achieve this similarity may
introduce bias. Randomization and blinding are the two techniques to guarantee this simi-
larity. Randomization is the technique to ensure that the test treatment and the control
groups are similar at the beginning of the trial. On the other hand, blinding is employed to
make sure that the two groups are treated similarly during the course of the trial. As a
result, control, randomization, and blinding are three key features for a critical determinant
of quality and persuasiveness of a clinical trial.

As blinding is a key to the integrity of randomized controlled trials, Devereaux et al.
(2001) conducted a survey among attending physicians and textbook on blinding terminol-
ogy. Ninety-one attending physicians at Dalhousie University, McMaster University, and
University of Calgary Foothills Hospital completed a survey that defined the six groups,
who are potential candidates for blinding in a randomized, controlled trial. These six groups
include subjects, health care providers, data collectors, data analysts, judicial assessors of
the outcomes, and personnel writing the paper or report. Responders offer their opinions on
which group should be single-, double-, or triple-blinded. They reported that physician
respondents identified 10, 17, and 15 unique interpretations of single-, double-, and triple
blinding, respectively. They also surveyed 25 textbooks published since 1990 on the defini-
tion of blinding using the terms clinical epidemiology, randomized controlled trials, and
evidence-based medicine. These 25 textbooks provide five, nine, and seven different defini-
tions of single, double, and triple blinding, respectively. In addition, since June 2000, they
also surveyed 200 recently randomized, controlled trials published in the Annals of Internal
Medicine, BMJ, JAMA, The Lancet, and The New England Journal of Medicine. Among
these 200 randomized, controlled trials, 5 are single-blinded and 83 are double-blinded. In
the 5 single-blind trials, 1 trial did not mention which of the 6 groups was blinded, 2 trials
identified 1 group that was blinded, and 1 trial identified 2 groups that were blinded. For the
83 double-blind studies, 41 did not mentioned which of the six groups were blinded, 29 tri-
als identified 1 group that was blinded, 11 trials identified 2 groups that were blinded, 1 trial
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identified 3 groups that were blinded, and 1 study identified 4 groups that were blinded.
Therefore, there is a great variation in the interpretation and definition regarding the concept
of single, double, and triple blinding by both physicians and textbooks. Devereaux et al.
(2001) suggest that explicit statements about the blinding status of specific personnel
involved in randomized, controlled trials be reported for the paper published by medical
journals. It is interesting to know that the 25 textbooks did not include some well-known
books on clinical trials, including the first edition of this book (Chow and Liu, 1998; Pianta-
dosi, 1997; Pocock, 1996; Wooding, 1994; Friedman et al., 1998; Gilbert, 1992).

Toannidis et al. (2001) conducted a meta-analysis to compare evidence of treatment effects
between randomized and nonrandomized trials. They searched MEDLINE (1966— March
2000) and Cochrane Library (Issue 3, 2000) for candidate trials. Two hundred and forty ran-
domized clinical trials and 168 nonrandomized trials in 45 diverse topics with binary out-
comes as one of primary measures for efficacy were included in the meta-analysis. They
reported that a very good correlation between the summary odds ratios of randomized and
nonrandomized trials (r = 0.75, p < 0.001). However, nonrandomized trials tended to pres-
ent large treatment effects. In addition, among the 45 topics, the natural logarithm of the odds
ratios differed by at least 50% in 62% of the 45 topics. In addition, in 33% of the 45 topics,
the odd ratios vary by at least two-fold between nonrandomized trials and randomized stud-
ies. Between-study heterogeneity of treatment effects was also more frequently observed in
nonrandomized studies than that among randomized trials. Despite a good correlation
between randomized and nonrandomized trials, the treatment effect observed in nonrandom-
ized studies may be overexaggerated and is more heterogeneous among trials.

As indicated earlier, randomization is integral to the success of clinical trials that
address scientific and/or medical questions. However, it should be noted that in many clin-
ical research situations, randomization may not be feasible. For example, nonrandomized
observational or case-controlled studies are often conducted to study the relationship
between smoking and cancer. As a result, in the report entitled Smoking and Health by the
U.S. Surgeon General issued in 1964, seven key nonrandomized observational studies
were cited as the evidence for the relationship between smoking and cancer. Note that if
the randomization is not used for some medical considerations, the FDA requires that sta-
tistical justification be provided with respect to how systematic selection bias can be avoid.

It should be noted that in practice, for most clinical trials patients are enrolled into study
sites in a nonrandom fashion. The selection of study sites is also a nonrandom process.
Consequently the validity of statistical inference on the targeted patient population is seri-
ously in doubt. It is therefore recommended that appropriate statistical methods be derived
based on the method of the selected randomization model.

Further, although triple blinding is reserved for large cooperative, multicenter studies
monitored by a committee, it has nevertheless been applied to company monitors to ensure
that they remain unaware of the treatment allocation. In general practice, double blinding
is the standard, since it provides the greatest probability for reducing bias.

Blocking is usually employed to ensure that the number of patients in each treatment
group will be similar at certain points. For this purpose, small block sizes such as 2, 4, 6,
and 8 are usually chosen. Within each block, patients are randomly allocated to receive
either the treatment or a control. In some situations, however, deliberate unequal allocation
of patients between treatment groups may be desirable. For example, it may be of interest
to allocate patients to the treatment and the control in a ratio of 2 to 1. This is a considera-
tion in situations where (1) the patient population is small, (2) previous experience with the
study medicine is limited, and (3) the response profile of the competitor is well known.
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DESIGNS FOR CLINICAL TRIALS

5.1 INTRODUCTION

As was discussed in Chapter 3, the first step in selecting an appropriate statistical design
is to determine the objective(s) of the proposed clinical trials. The objective(s) of a clin-
ical trial is usually to answer one or more scientific or medical questions related to the
therapeutical intervention under study. Once the study objective(s) have been carefully
defined, an appropriate (or optimal) design for the intended clinical can be chosen. Since a
wrong choice of design may result in a worthless study, a good statistical design is
regarded as an essential prerequisite of clinical trials. Spilker (1991) indicates that choos-
ing the most appropriate design for a clinical trial is similar to choosing ready-made
clothes. Temple (1982) indicates that the selection of the most appropriate design or the
optimal design depends on the questions asked. The questions that must be asked before
choosing an appropriate design include the study objective(s), the nature of the study drug,
the disease status/condition under investigation, and other considerations as described in
previous two chapters. Therefore, the FDA suggests that a statement of the specific objec-
tives of the study be provided. To clarify the study objective(s), the following questions are
helpful.

1. What aspects are being studied?
2. Is it important to investigate other issues that may have an impact on the study drug?
3. Which control(s) might be used?

Once the objective(s) of the study is clearly stated, it is important to determine the aspects that
will be studied. These aspects include the dosage form, dose, and the intended indication. For
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an indication under investigation, an appropriate dosage form is necessary chosen for the
targeted patient population so that the drug can be delivered to the site of action efficiently for
optimal therapeutic effect. In addition the selected dose may have an impact on the assessment
of the effectiveness and safety of the study drug. For example, a low dose may show a better
safety profile, and yet it may not produce clinically meaningful efficacy of the study drug. On
the other hand, a high dose may cause a serious side effect. In some clinical trials, the dose
may be required to be titrated during the study in order to reach the optimal therapeutic effect.
For dose titration, the titration procedures must be clearly described in the protocol. The com-
monly employed titration procedures include forced titration and titration based on clinical
outcome whereby the dose is titrated upward at intervals until intolerance or some specific
endpoint is achieved. The issues of possible drug-to-drug interactions with food and/or other
concomitant medications, the impact of patient compliance, and pharmacoeconomic out-
comes such as quality of life associated with the efficacy and safety of the study drug should
also be considered in choosing an appropriate statistical design. In addition, as was indicated
in Chapter 3, it is also important to determine what control(s) will be used for comparative
clinical trials. Different controls may serve different purposes of a clinical trial.

Selecting an appropriate statistical design is critical in clinical development during the
process of drug development. In practice, when a new test agent reaches the stage for clin-
ical development, its pharmacological/pharmacokinetic properties and the effectiveness
and safety may have been studied through in vitro laboratory testing and in vivo animal
studies. At this time point, however, the safety and effectiveness in humans are not known,
and the test agent must be rigorously and scientifically evaluated through clinical trials
within the confinement of regulations. As indicated in Chapter 1, the purposes of phase I
and early phase II studies are not only to characterize the safety profile but also to deter-
mine the therapeutic range of the test agent. Since the test agent is never tested in humans,
it is a challenge to acquire information regarding early safety and efficacy of the test agent.
The information is extremely helpful for planning of subsequent trials. To capture as much
needed information as possible, the utilization of an efficient statistical design is critical.

In recent years, there has been tremendous discussion on whether the choice of study
design should be based solely on medical consideration. Another interesting question raised
is whether to include marketing, regulatory, and/or statistical perspectives as well. Ideally an
optimal design will account for considerations from different perspectives. In practice, how-
ever, such a design may not exist. It should be noted that considerations from different per-
spectives always mean limitations to the choice of design. Therefore, Temple (1982) points
out that a study must be sufficient to its task, and design limitations should be understood
before proceeding, first to see whether a better design can be found and to understand the lim-
its on interpretation imposed by a less than optimal design, and second, so that, it necessary,
the limits can be discussed with the regulatory agency and potential problems anticipated.

When planning a clinical trial, it is suggested that the relative merits and disadvantages of
candidate statistical designs be compared before an appropriate design is chosen for the clin-
ical trial. It is important to evaluate the suitability of the chosen design for addressing scien-
tific/medical questions and/or claims. For example, if we are to choose between a crossover
design and a parallel design for a clinical trial, we must first understand the nature of these
two designs. For a parallel design, each patient receives one and only one treatment in ran-
dom fashion, whereas for a crossover design each patient receives more than one treatment at
different dosing periods. If a clinical trial is intending to investigate the residual effect that
may be carried over from one treatment to another, a crossover design could be employed.
Note that the Federal Register (Vol. 42, No. 5, Sec. 320.26(b) and 320.27(b), 1977) indicate
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that a bioequivalence trial (single dose or multiple dose) should be crossover in design,
unless a parallel design or another design is more appropriate for some valid scientific rea-
sons. On the other hand, if a clinical trial is intended to demonstrate the effectiveness and
safety of a study medicine, a parallel design is more appropriate.

In the next section, we introduce parallel designs, including parallel group designs and
matched pairs parallel designs. Section 5.3 describes clustered randomized designs that have
been extensively employed in community-based intervention clinical trials. This section also
addresses the difference between an experimental unit (a unit of randomization) and a unit of
analysis. Section 5.4 discusses several different types of crossover designs. Section 5.5 cov-
ers titration designs, including some variations such as a forced dose-escalation design. The
concept of enrichment designs is given in Section 5.6. Sections 5.7, 5.8, and 5.9 examine
group sequential designs, placebo challenging designs, and blinder reader designs, respec-
tively. In the last section, we provide a discussion regarding the selection of an appropriate
design.

5.2 PARALLEL GROUP DESIGNS

A parallel group design is a complete randomized design in which each patient receives
one and only one treatment in a random fashion. Basically there are two types of parallel
group design for comparative clinical trials, namely, group comparison (or parallel-group)
designs and matched pairs parallel designs. The simplest group comparison parallel group
design is the two-group parallel design which compares two treatments (e.g., a treatment
group vs. a control group). Each treatment group usually, but not necessarily, contains
approximately the same number of patients. The ICH E9 guideline “Statistical Principles
for Clinical Trials” indicates that the parallel group design is the most common trial design
for confirmatory trials (ICH E9, 1998). An example of a three-group parallel design with a
test treatment and two controls (e.g., an active control A and a placebo control B) is illus-
trated in Figure 5.2.1. This is a typical example of multiple controls (ICH E10, 1999). The
use of this three-group parallel design with an active control and a placebo control can dis-
tinguish an ineffective drug from an ineffective design. An effective design can be deter-
mined based on the evaluation of assay sensitivity by showing the superiority of the active
control over placebo. As indicated by ICH E10 guideline, this design is particularly useful
when the test drug and the placebo provide similar results. This is because it provides
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Figure 5.2.1 Parallel group design.
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evidence that the test drug has little or no efficacy as compared to the placebo. On the other
hand, if neither the test drug nor the active control can be distinguished from the placebo in
terms of efficacy, this clinical trial is said to be lack of assay sensitivity, and hence, it does
not provide evidence to conclude that the test drug is effective. Some of major advantages
of a parallel group design are summarized below:

1. Itis simple and easy to implement.
2. It is universally accepted.
3. Itis applicable to acute conditions (e.g., infection or myocardial infarction).

4. Analysis is less complicated, and interpretation of the results is straightforward.

In addition, for ethical consideration with the control (e.g., the placebo), we can allocate
patients unequally to treatment groups (in a random fashion) to allow more patients to
receive the treatment (e.g., in a 2 to 1 or 3 to 1 ratio). A parallel group design is probably
the most commonly used design in phases II and III of clinical trials. However, it usually
requires more patients than other comparative designs.

The matched pairs parallel group design is a randomized complete block design with
a block size of 2 in which each patient is matched with another of similar prognostic
characteristics (e.g., obesity) for the disease under investigation. One patient in each pair is
assigned the treatment, and the other receives the control. As compared to parallel group
designs, matched pairs parallel group designs can reduce variability from treatment compar-
ison. In addition a matched pairs parallel group design requires a smaller patient population.
Therefore it is considered a more suitable design for progressive diseases such as cancer.
However, matched pairs group designs suffer the disadvantages such that (1) the prognostic
characteristics are not easily defined and (2) patient recruitment is usually slow. In practice,
the selection bias for matched pairs designs is usually a concern in patient recruitment, which
often limits its applications in clinical trials. Note that a matched pairs design is in fact an
extreme case of stratification which is often considered to achieve balance in covariates or
prognostic factors. When the number of covariates is large, the matched pairs design is diffi-
cult to implement. Hence the matched pairs design is not of practical interest in this case.
Although at the planning stage it is almost impossible to identify all of the covariates that
may have an impact on the disease, an unbiased estimate of the treatment effect can still be
obtained by adjusting these covariates in analysis regardless of whether they are used for
stratification or matching in order to achieve the balance in covariates.

In clinical trials, for a given clinical endpoint, basically there are two kinds of variability
associated with the response. These two kinds of variability are known as the interpatient
and intrapatient variabilities. Statistically the smaller these variabilities are, the more accu-
rate and reliable the clinical results will be. For a parallel group design, however, these vari-
abilities cannot be identified because each patient receives the same treatment during the
entire course of the study. In other words, the observed variability for any comparisons
between groups contains both interpatient and intrapatient variabilities that cannot be sepa-
rated and estimated due to the nature of the parallel group design. As a result a parallel
design does not provide independent estimates of the interpatient and intrapatient variabili-
ties. In practice, a parallel group design is an appropriate design for comparative clinical tri-
als if the interpatient variability is relatively small compared to the intrapatient variability.
This is because a valid and efficient comparison between treatment is often assessed based
on the intrapatient variability. Therefore, if the interpatient variability is relatively small
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compared to the intrapatient variability, the observed variability will be close to the intrapa-
tient variability. In this case the parallel group design will provide a more accurate and
precise assessment of the treatment difference. Other considerations for the use of parallel
group designs include patient characteristics (e.g., acute or chronic and very ill or life threat-
ening) and the nature of study medicine (e.g., potential toxicity and long elimination half-
life). In some cases financial consideration may be a key factor for selecting parallel
designs.

Run-in Periods

Before patients enter a clinical trial, a run-in (or lead-in) period of placebo, no active treat-
ment, dietary control, or active maintenance therapy (e.g., diuretic and/or digoxin in heart
failure studies) is usually employed prior to randomization. The inclusion of a run-in period
prior to the active treatment has the following advantages:

1. It acts as a washout period to remove effects of previous therapy.

2. It can be used to obtain baseline data and to evaluate if patient fulfills study entry
criteria.

. It can be used as a training period for patients, investigators, and their staff.
It helps in identifying placebo responders.
It provides useful information regarding patient compliance.
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. It can be used to estimate and compare the magnitude of possible placebo effects
between groups.

In clinical trials it is desired to have a washout period prior to an active treatment period
to wear off effects of previous therapy for an unbiased and valid assessment of the study
medicine. A run-in period, however, may not be suitable for patients whose conditions are
acute requiring immediate treatment. It is acceptable if patients can remain without active
therapy for a short period of time. In many clinical trials, it is not uncommon to observe the
placebo effect for many drug products. For example, for antidepressant agents, an intensive
care period may significantly improve the patients’ depression without any treatment. At
the end of active treatment period, it is important to determine whether the observed signi-
ficant effect is due to the placebo or treatment. To eliminate the possible placebo effect, it
is suggested that a run-in period be included to establish patient comparability between
treatment groups at baseline, and this helps to remove placebo effect from comparison at
the endpoint evaluation. In clinical trials, patients’ cooperation and/or their compliance to
study medicine is always a concern. A run-in period can be used as a training period for
patients, investigators, and their staff. For example, if the trial requires patients to complete
diary cards, a run-in period provides a training period for the patients to be familiar with
the diary cards. In addition it may help in identifying uncooperative patients at an early
stage and provide the necessary counseling. This information is useful in improving a
patient’s compliance when the study moves to the active treatment period.

Note that a run-in period is usually employed based on a single-blind fashion. In other
words, the participated patients are not aware of receiving a placebo. Although the inclu-
sion of a run-in period in clinical trials has many advantages, it increases the length of a
study; consequently it often requires extra study visits. This has a direct impact on the
increase of cost and potentially a decrease in enthusiasm by patients and investigators.
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Examples of Parallel Group Design in Clinical Trials

During clinical development of a drug product, parallel group designs are often considered to
evaluate the efficacy and safety of a monotherapy or combination therapy with other agents of
the drug product. In addition a parallel group design may be used to study the dose response of
a drug product. For example, consider the clinical development of Glucophage (metformin
hydrochloride). Glucophage is an oral agent for the treatment of type II noninsulin-dependent
diabetes mellitus (NIDDM). Although Glucophage has been on the European market for more
than 20 years, it was not available for the U.S. market until it was approved by the FDA in the
late December 1994. Over the past few years a number of clinical trials were conducted to fur-
ther investigate the clinical pharmacology and other uses of the drug product.

To illustrate the application of parallel group designs in clinical trials, consider the clin-
ical development of Glucophage. Table 5.2.1 lists three studies of Glucophage regarding
evaluation by monotherapy, combination therapy with insulin, and dose response. For the
first study (Dornan et al., 1991), the objective was to test the efficacy and tolerability of
Glucophage. This study was an eight-month double-blind placebo-controlled trial of Glu-
cophage monotherapy in 60 obese patients with NIDDM. This study had a typical parallel
group design with a run-in period. After a dietetic review and a one-month run-in period,
patients were stratified according to the levels of glycosylated hemoglobin (HyA ;) con-
centration and randomized to receive either Glucophage or an identical dose of placebo.
The starting dose was one tablet (500 mg) daily increased at weekly intervals to three
tablets daily after one month. Thereafter the dose was increased by one tablet daily at
weekly intervals to a maximum of two tablets three times daily, aiming for lowering the
level of fasting blood glucose less than 7mM (7 mmol per liter or 126 mg per deciliter,
mg/dL). Patients were fasted at the beginning and end of the run-in period, and after 1, 3,
5, and 8 months of treatment they were weighted and their blood pressure was measured.
In addition, blood was taken for fasting glucose, total cholesterol, triglycerides, Hy A,
and serum insulin. The results indicated that Glucophage reduced HyA . levels from
11.7% to 10.3%, whereas the placebo treatment resulted in a rise from 11.8% to 13.3%.
The mean percent reduction in H A~ of Glucophage is 23% lower than the placebo with-
out weight gain. In addition the final mean fasting blood glucose level was 5.1 mM
(92mg/dL) lower on Glucophage than on the placebo. The fasting glucose level fell from
13.5 (243 mg/dL) to 10.2 mM (184 mg/dL) (about 24%) on Glucophage and rose from 12.7
(229 mg/dL) to 15.3 mM (275 mg/dL) (about 17%) on the diet plus placebo. No changes or
differences between groups were observed in body weight, blood pressure, C peptide,

Table 5.2.1 Examples of Parallel-Group Design

Sample  Parallel Duration Primary
Study Purpose Size Groups  (Run-in + Active) End Point
Dornan et al. Monotherapy 60 2 1mo + 8§mo HbA, ¢, PG
(1991)
Giugliano et al. Combination 50 2 4wk + 6mo HbA, ¢, FPG
(1993) therapy
Bristol-Myers Dose response 360 6 3wk + 11wk HbA, ¢, FPG
Squibb (1994)

Note: PG = plasma glucose; FPG = fasting plasma glucose; H,A ;- = hemoglobin A;.



PARALLEL GROUP DESIGNS 173

serum insulin, or triglycerides. As a result Dornan et al. (1991) concluded that Glucophage
monotherapy is an effective and well-tolerated first-line treatment for obese patients with
NIDDM. They also indicated that the use of Glucophage should not be restricted to very
obese patients because Glucophage lowers HbA - and achieves approximately equivalent
improvements in glycemic control in both mildly and moderately to severely obese
patients.

Another application for the use of a parallel group design would be the evaluation of com-
bination therapy of the current insulin regimen with Glucophage. Giugliano et al. (1993)
studied the efficacy and safety of Glucophage in the treatment of obese NIDDM patients
poorly controlled by insulin after secondary failure to respond to sulfonylurea. The study is a
typical parallel group design consisting of a four-week run-in single-blind phase and a six-
month double-blind treatment phase. During the placebo run-in phase, patients were given
the current insulin regimen and asked to maintain their regular diet. After a six-month active
treatment, Glucophage was shown to have significantly improved the glycemic and lipid con-
trol. The results indicated that after four months, the glucose level declined by 31% (4.1 mM
or 73.8 mg/dL) from baseline, H,A | levels by 1.7%, and fasting insulin levels by 26%. In
addition the necessary insulin dose was also reduced by more than 20% (from 90 to 71 U/d).
Furthermore in the Glucophage group there were significant changes from both the baseline
and placebo in levels of total cholesterol (—0.21 mM), triglycerides (—0.31 mM), and high-
density lipoprotein cholesterol (+0.13 mM), and blood pressure was reduced an average of
8.8 and 4.8 mmHg versus the baseline and placebo, respectively. Therefore, Giugliano et al.
(1993) concluded that combination Glucophage therapy represents a safe and efficacious
strategy for improving glycemic regulation and coronary artery disease risk status in patients
with NIDDM which was inadequately controlled by insulin alone.

Recently, to fulfill the FDA’s requirement, a study was conducted by Bristol-Myers Squibb
to study the dose response of various dose levels of Glucophage compared to a placebo in
patients with NIDDM. The study was a randomized double-blind placebo-controlled parallel-
group study that consisted of two phases. At the end of single-blind placebo run-in period,
qualified patients were randomized to one of the six double-blind treatment groups (i.e.,
placebo, Glucophage at 500 mg, 1000 mg, 1500 mg, 2000 mg, and 2500 mg per day) for 11
weeks. Patients assigned to the dose levels of Glucophage 500 mg/d or Glucophage 1000 mg/d
began the active treatment phase at this dose level and continued on it throughout the study.
Patients assigned to dose levels of Glucophage 1500 mg/d, 2000 mg/d, or 2500 mg/d under-
went a forced titration during the initial three weeks of study to minimize the possibility of
gastrointestinal side effects. All patients were maintained for a minimum of eight weeks
on their final assigned dose level. The results suggest that there is a dose response showing
Glucophage to be effective at all randomized dose levels. The dose response increased up to
the 2000 mg dose but then decreased as the dose was increased from 2000 mg to 2500 mg.
These results are consistent with those for FPG and H,A ¢ at treatment weeks 7, 11, and the
end of the trial. Given the dose levels considered in this study, it is concluded that 500 mg is
the minimum effective dosage (p = 0.03) and 2000 mg is the maximum effective dose level
(p=10.001) compared with the placebo.

Another example concerning the study of metformin with a parallel group design is the
Diabetes Prevention Program (1999, 2002). As risk factors associated with type 2 diabetes,
such as elevated plasma glucose concentrations in the fasting state and after an oral
glucose load, overweight, and sedentary lifestyle are potentially reversible, the Diabetes
Prevention Program Research Group hypothesized that modifying these factors with
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a lifestyle-intervention program or the administration of metformin would prevent or delay
the development of diabetes. Therefore, the following three primary scientific questions
were of particular interest to the Diabetes Prevention Program Research Group, which
were intended to be answered by this study:

1. Does a life intervention or treatment with metformin, a biguanide antihyperglycemic
agent, prevent or delay the onset of diabetes?

2. Do these two interventions differ in effectiveness?
3. Does their effectiveness differ according to age, sex, or race or ethnic group?

The Diabetes Prevention Program Research Group employed a randomized, placebo-
controlled three-group parallel design in order to address these three questions. A total of
3,234 nondiabetic subjects with elevated fasting and post-load plasma glucose concentra-
tions were randomized to one of three interventions: standard lifestyle recommendations
plus metformin at a dose of 850 mg b.i.d., standard lifestyle recommendations plus placebo
b.i.d, or an intensive program of lifestyle modification with the goals of at least a 7% weight
loss and at least 150 minutes of physical activity per week. This study initially included a
fourth treatment group, i.e., troglitazone at a dose of 400 mg q.d., which was discontinued
in 1998 due to its potential liver toxicity. Except for the group of a lifestyle modification
program, a double-blinded technique was applied in this study to minimize bias.

5.3 CLUSTER RANDOMIZED DESIGNS

The fundamental theory of the classic experimental design by Fisher (1947) is based on the
fact that the randomization unit is the same as the analysis unit used as the experimental
unit for statistical inference. Statistical inference based on the principle of randomization
unit being the analysis unit is hence the most efficient in the sense that it produces the
maximum power and requires the minimum sample size. Almost all clinical trials for eval-
uation of therapeutic intervention have adopted such a principle. For example, subjects
such as patients or normal volunteers mentioned throughout this book are not only the unit
of randomization but also a unit of statistical inference. However, on the other hand, for
assessment of nontherapeutic interventions such as lifestyle intervention or new educa-
tional program for smoking cessation, randomization may be easily performed and trials
can be efficiently implemented to reduce bias through randomization of some social intact
units such as family, school, worksites, athletic teams, hospitals, or communities. These
intact social units are called clusters. This type of design is hence referred to as cluster ran-
domized design or group randomized design (Donner and Klar, 2000).

For cluster randomized designs, randomization is performed at the cluster level rather than
at the subject level. Thus, the unit of analysis may not be necessarily the same as the unit of
randomization. If the inference is made at cluster level, then the standard methodologies for
traditional clinical trials provided in this book can be applied because cluster is the unit of ran-
domization as well as the unit of analysis. However, for most clinical trials with a cluster ran-
domized design, the inferences are intended at the subject level, and hence, the standard
methods for sample size calculation and data analysis considering subject as analysis unit are
not appropriate. One of the major considerations for design and analysis of cluster randomized
trials is the control of the intracluster and intercluster variations. As clusters are some intact
social units such as families or worksites, therefore, we would anticipate that the subjects
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within the same cluster might share the same traits or have similar characteristics. In other
words, the subjects within the same cluster are more similar than are those between clusters.
One statistical measure to quantify this similarity is the intraclass correlation coefficient (ICC)
(Snedecor and Cochran, 1980). If the intraclass correlation coefficient, denoted by p, is posi-
tive, the intracluster variation is smaller than the intercluster variation. The ICC plays a very
important role in analysis of cluster randomized trials using subjects as the unit of inference.

Denote by Y; some clinical endpoint for subject i from a random sample of n subjects.
Suppose that Y; is normally distributed with population mean u and variance . Let Y be
the sample mean of the endpoint from these n subjects. The variance of the sample mean is
given by

V(Y) = o%n.

Suppose that instead of a single random sample, there are k clusters of m subjects each
for a total of n subjects, i.e., n = km. It can be easily verified that under the assumption of
a constant ICC for all k clusters, the variance of the sample mean is given by

V(Y) = (6¥km)*[1 + (m — 1)p]
= 62/n*VIF (5.3.1)

where VIF denotes the variance inflation factor. It can be seen from (5.3.1) that the vari-
ance of the sample mean under cluster randomized design increases by the variance infla-
tion factor, which is a function of both ICC and cluster size m. Table 5.3.1 gives the
variance inflation factors for ICC = 0.02 to 0.2 by 0.2 and m = 20 to 100 by 20. Table 5.3.1
reveals that the variance of the sample means under the cluster randomized design inflates
very rapidly as the ICC and cluster size increase. Even for the situation that ICC is as neg-
ligible as 0.02 and the cluster size is as small as 20, the variance of the mean under the
cluster randomized design is still about 38% greater than that under the traditional ran-
domization by individual subjects. In addition, the sample size required for the cluster
randomized design is the multiple of the sample size needed for randomization at individ-
ual subject level. For example, when ICC= 0.06 and the cluster size is 100, then the trials

Table 5.3.1 Variance Inflation Factors for Various Combination of Intraclass Correlation
Coefficient and Cluster Size

Cluster Size

ICC 20 40 60 80 100
0.02 1.38 1.78 2.18 2.58 2.98
0.04 1.76 2.56 3.36 4.16 4.96
0.06 2.14 3.34 4.54 5.74 6.94
0.08 2.52 4.12 5.72 7.32 8.92
0.10 2.90 4.90 6.90 8.90 10.90
0.12 3.28 5.68 8.08 10.48 12.88
0.14 3.66 6.46 9.26 12.06 14.86
0.16 4.04 7.24 10.44 13.64 16.84
0.18 442 8.02 11.62 15.22 18.82

0.20 4.80 8.80 12.80 16.80 20.80
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with a clustered randomized design require a sample size almost seven times as large as
that of the clinical trials using the traditional individual randomization.
Two commonly encountered mistakes in most cluster randomized trials are given below:

1. Although the trials adopt a cluster randomization, the analysis of data completely
ignores this fact and uses subject as the unit of analysis.

2. Sample size estimation fails to take into consideration the variance inflation factor.

The first mistake ignores the intercluster variation and hence could not control the false-
positive rate at the prespecified significance level. The second mistake results in an under-
estimation of the required sample size and hence may increase the false-negative rate.
Cornfield (1978) commented on these issues regarding the use of a cluster randomized
design by stating that randomization by cluster accompanied by an analysis appropriate to
randomization by individual is an exercise in self-deception and should be discouraged.
Despite the disadvantages and drawbacks of the cluster randomized designs, this design
has become increasingly popular in health-related research in the past 20 years. The main
reasons are due to other considerations such as ethical issues, feasibility, cost control, and
experimental contamination (Donner and Klar, 2000). However, the most important reason
is probably experimental contamination. It is difficult to randomly assign half of a cluster
such as family, class, or worksite to an intervention and the other half to the concurrent
control without introducing possible bias due to contamination. Subjects assigned to diff-
erent treatment groups within the same cluster are likely to communicate with each other
by sharing treatment experience because they are in the same intact social unit. Hence,
some of the subjects in the control group may behave like those of the intervention group.
As a result, bias is inevitably introduced in the estimation of treatment differences. For
example, to evaluate the effectiveness and safety of a screening program using the clinics
of general practice as cluster, if investigators or their staff are not blinded to the treatment,
they may unconsciously or purposely introduce bias in the evaluation of the subjects in the
control group. If the subjects are also not blinded, then it is even at a greater risk of intro-
ducing bias because the subjects in the control group may seek screening themselves.

Example 5.3.1 Hutchinson Smoking Prevention Project (HSPP)

The number one cause of preventable death in the United States is cigarette smoking. In
addition, more than 90% of adult smokers started smoking by or before age of 20 years
old. To encounter this serious problem, in 1983, the U.S. National Cancer Institute initiated
a Request for Applications (RFA) on school-based intervention studies for evaluation of
the long-term effectiveness of interventions on the prevention of habitual cigarette smok-
ing among youth. In response to this RFA, the Hutchinson Smoking Prevention Project
(HSPP; Peterson et al., 2000) was proposed by the Fred Hutchinson Cancer Research
Center (FHCRC) to answer the following scientific question:

To what extent can the grade 3—12 HSPP school-based tobacco use prevention intervention
deter tobacco use, by both girls and boys, throughout and beyond high school?

The school-based intervention program has become increasingly popular because a school
setting is a promising venue for reaching youth with health promotion interventions. How-
ever, evaluation of the intervention on smoking prevention program must follow the
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following principles of the design and analysis of randomized clinical trials (Peterson
et al., 2000):

[S=

. The use of school or school district as the experimental unit for randomization.

[

. Sufficient sample size to achieve an acceptable statistical power under a cluster ran-
domized design in the presence of ICC of outcomes within cluster.

. High rates of recruitment of schools.

. Random assignment of interventions.

. Compliance of the intervention across schools.

. The avoidance of intervention contamination in the control group.
. The participation of school districts for the duration of the trial.

RSN AW

. High rates of follow-up and participation for outcome ascertainment.

Selection of school or school district as the experimental unit was the first issue regarding
design that the HSPP had to decide at the planning stage of the trial. However, the use of
school as a randomization unit may present various design and methodology deficiencies.
The HSPP is a randomized, controlled intervention trial with a 10-year intervention from
grade 3 to grade 12 with endpoint data collection at the 12th grade and 2 years post-high
school. As a result, the most significant issue is the experimental contamination. If school is
selected as the experimental unit, contamination of subjects assigned to the control group can
occur through unintended acquisition and implementation of the intervention by control
teachers, or by social mixing of subjects from both the intervention and control groups, or via
student movement from the control to the intervention group. The student movement from
one school to another within the same school district poses a serious problem for contamina-
tion. Different schools within the same school district have different treatment assignments.
As students make the transition from junior high school to high school, students from the
control junior high schools will mix up with those from the junior high schools receiving
the intervention. The effect of the intervention based on smoking prevalence will be underes-
timated. Another problem using the school as the experimental unit is the follow-up of the
students and collection of the longitudinal data. As reported by Peterson et al. (2000), 49%
of the cohort formed at the 3rd grade was no longer enrolled with their original classmates
10 years later at the 12th grade. As a result, using the participating schools for tracking the
students and data collection is not totally appropriate. In addition, cooperation from schools
always remains as a challenge for research collaboration.

One of the unique design features for the HSPP trial started in 1984 was the selection
of school district as experimental unit. The reasons for the decision are summarized
below:

1. Permission of the investigation of a multigrade, sequential intervention that spans
the elementary, junior-high, and high-school grades.

2. Minimizing the risk of contamination caused by the contamination by the teachers in
an intervention school and those in a control school within the same district.

3. Elimination of within-school mixing of intervention and control students during the
follow-up.

4. Randomization by school district for the district-wide method by which school dis-
tricts usually adopt and implement curricula.
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Select and Recruit
40 Washington School Districts

Randomize

20 Experimental School Districts 20 Control School Districts
N =4,177 3rd graders N =4,211 3rd graders

Intervention
grades 3-12

Endpoint Data Collection
(12th grade)

Endpoint Data Collection
(2 years post high school)

Figure 5.3.1 HSPP experimental design. (Source: Peterson et al., 2000.)

For the purpose of efficient management of the trial, the inclusion criteria for school dis-
trict are as follows:

1. 50 to 250 students per grade level.
2. Within 200 miles of the FHCRC.

3. With self-contained, stable feeder system consisting of at least elementary school, at
least one junior high school and one high school.

4. With grade 3 to 7 attrition of less than 35%.

The matched pairs parallel group design was chosen to take into consideration the impor-
tant prognostic factors such as tobacco use prevalence, school district size, and location of
school district. A total of 40 HSPP school districts met the above inclusion criteria. Twenty
were randomized to the intervention program, and the other 20 were randomly assigned to
the control program. The diagram of this design is given in Figure 5.3.1.

Example 5.3.2 The WHO Antenatal Care Trial

Donner et al. (1998) and Piaggio et al. (2001) reported an equivalence stratified cluster
randomization trial for evaluation of a new antenatal care (ANC) model conducted by
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the World Health Organization (WHO) in 53 clinics in Argentina, Cuba, Saudi Arabia,
and Thailand. The women in the intervention group received a new antenatal care model
consisting of tests, clinical procedures, and follow-up sections, and the women in the con-
trol group were given the standard Western ANC model currently implemented in these
clinics. The primary endpoints for this trial are the proportion with infants of low birth-
weight (<2,500 g) and the proportion of women with severe maternal morbidity among
those with singleton pregnancies. These two endpoints were chosen because they are sur-
rogate variables of perinatal and maternal mortality. The primary hypothesis of the trial is
that based on the primary endpoints, the new antenatal care model is equivalent to the
standard Western ANC model. This trial used the standard average bioequivalence crite-
rion on the original scale (see, e.g., Chow and Liu, 2000) to assess the equivalence
between the new and standard ANC models. In other words, the new ANC model is
claimed to be equivalent to the standard ANC model if the proportion of lower birth-
weight infants (or women with severe maternal morbidity) of the new ANC model is
within 20% of that of the western ANC model. Within each country, the clinics were
stratified with respect to the size and type of clinics and were randomly assigned to either
the new ANC model (27 clinics) or to the standard Western ANC model (26 clinics). All
pregnant women initiating ANC at these clinics over an average period of 18 months were
enrolled to yield a total of 24,678 women recruited. Figure 5.3.2 displayed a diagram of
the design for this trial.

5.4 CROSSOVER DESIGNS

A crossover design is a modified randomized block design in which each block receives
more than one treatment at different dosing periods. A block can be a patient or a group of
patients. Patients in each block receive different sequences of treatments. A crossover
design is called a complete crossover design if each sequence contains all treatments under
investigation. For a crossover design it is not necessary that the number of treatments in
each sequence be greater than or equal to the number of treatments to be compared. We will
refer to a crossover design as a p X ¢ crossover design if there are p sequences of treatments
administered at ¢ different dosing periods. Basically a crossover design has the following
advantages: (1) It allows a within-patient comparison between treatments, since each
patient serves as his or her own control. (2) It removes the interpatient variability from the
comparison between treatments. (3) With a proper randomization of patients to the treat-
ment sequences, it provides the best unbiased estimates for the differences between treat-
ments. The use of crossover designs for clinical trials has been much discussed in the
literature. See, for example, Brown (1980), Huitson et al. (1982), Jones and Kenward
(1989), and Chow and Liu (2000).

For a crossover design the notions of the washout or carryover effects (or residual
effects) are important for the analysis of collected clinical data. The washout period is
defined as the rest period between two treatment periods for which the effect of one treat-
ment administered at one dosing period does not carry over to the next. In a crossover
design the washout period must be long enough for the treatment effect to wear off so that
there is no carryover effect from one treatment period to the next. The washout period
depends on the nature of the drug. A suitable washout period must be sufficiently long to
return any relevant changes that influence the clinical response to the baseline. If a drug
has a long half-life or if the washout period between treatment periods is too short, the
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CLINIC that agreed
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n=>53

RANDOMIZATION |

New ANC model Standard ANC model
n=27 n=26
SEEK CONSENT DO NOT SEEK CONSENT
Will you participate in the study?
Standard ANC as
NO YES recommended in the clinic
CLASSIFYING FROM

Any risk factors

Standard ANC |_N(j YES
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elsewhere
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PROGRAMME CARE

Figure 5.3.2 Study design and subject’s flow chart of the antenatal care randomized, controlled
trial. Antenatal care clinics are the unit of randomization (cluster randomization). (*) Women who
did not agree to participate in the trial were asked to provide information needed to complete a
“classifying” for baseline descriptive purposes only. (Source: Piaggio et al., 2001.)

effect of the drug might persist after the end of dosing period. In this case it is necessary to
distinguish the difference between the drug effect and the carryover effects. The direct drug
effect is the effect that a drug product has during the period in which the drug is adminis-
tered, while the carryover effect is the drug effect that persists after the end of the dosing
period.

Note that crossover designs may be used in clinical trials in the following situations
where (1) objective measures and interpretable data for both efficacy and safety are obtained,
(2) chronic (relatively stable) disease are under study, (3) prophylactic drugs with relatively
short half-life are being investigated, (4) relatively short treatment periods are considered,
(5) baseline and washout periods are feasible, and (6) an adequate number of patients for
detection of the carryover effect with sufficient power that accounts for expected dropouts is
feasible or extra study information is available to rule on the carryover effect. Dubey (1991)
also emphasizes that appropriate analyses which can reflect the study design must be carried
out when using crossover design in clinical trials.
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Higher-Order Crossover Designs

The most commonly used crossover design for comparing two treatments (denoted by A and
B) is a two-sequence two-period crossover design. We will refer to this design as a standard
2 X 2 crossover design, which is sometimes denoted by (AB, BA). For a standard 2 X 2
crossover design, each patient is randomly assigned to receive either sequence AB or
sequence BA at two dosing periods. In other words, subjects within sequence AB (BA)
receive treatment A (B) at the first dosing period and treatment B (A) at the second dosing
period. The dosing periods of course are separated by a washout period of sufficient length to
wear the effect due to the drug received in the first period. An example of a standard 2 X 2
crossover design is illustrated in Figure 5.4.1. Note that in the crossover design, the number
of the treatments to be compared does not necessarily have to be equal to the number of peri-
ods. One example is a 2 X 3 crossover design for comparing two treatments as illustrated in
Figure 5.4.2. In this design there are two treatments but three periods. Patients in each
sequence receive one of the treatments twice at two different periods.

When the carryover effects are present, a standard 2 X 2 crossover design may not be
desirable because of potential confounding effects. For example, the sequence effect,
which cannot be estimated separately, is confounded (or aliased) with the carryover effects.
If the carryover effects are unequal, then there exists no unbiased estimate for the direct
drug effect from both periods. In addition the carryover effects cannot be precisely esti-
mated because they can only be evaluated based on the between subject comparison. Fur-
thermore the intrasubject variability cannot be estimated independently and directly from
the observed data because each subject receives either treatment A or treatment B only
once during the study. In other words, there are no replicates for each treatment within
each subject. To overcome the above undesirable properties, a higher-order crossover
design is usually considered (Chow and Liu, 1992 and 2000). A higher-order crossover
design is defined as a crossover design in which either the number of periods is greater
than the number of treatments to be compared or the number of sequences is greater than
the number of treatments to be compared. There are a number of higher-order crossover
designs available in literature (Kershner and Federer, 1981; Laska, Meinser and Kushner,
1983; Laska and Meinser, 1985; Jones and Kenward, 1989). These designs, however, have
their own advantages and disadvantages. An in-depth discussion can be found in Jones and
Kenward (1989) and Chow and Liu (1992, 2000).

Table 5.4.1 lists some commonly used higher-order crossover designs. The design (AA,
BB, AB, BA) is known as Balaam’s design (Balaam, 1968). It is the optimal design in the
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Figure 5.4.1 Standard two-sequence, two-period crossover design.
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Figure 5.4.2 Two-sequence dual crossover design.

class of crossover designs with two periods and two treatments. This design is formed by
adding two more sequences (sequences 1 and 2) to the standard 2 X 2 crossover design
(sequences 3 and 4). These two augmented sequences are AA and BB. With additional
information provided by the two augmentable sequences, not only can the carryover effects
be estimated using the within-subject contrasts but the intrasubject variability for both treat-
ments can also be obtained because there are replicates for each treatment within each
subject. Design (ABB, BAA) is the optimal design in the class of crossover designs with
two sequences, three periods, and two treatments. It can be obtained by adding an additional
period to the standard 2 X 2 crossover designs. The treatments administered in the third
period are the same as those in the second period. This type of designs is also known as the
extended-period (extra-period) design. Note that this design is made up of a pair of dual
sequences ABB and BAA, and hence it is also known as a two-sequence dual design. Two
sequences whose treatments are mirror images of each other are said to be a pair of dual
sequences. Jones and Kenward (1989) point out that the only crossover designs worth con-
sidering are those made up of dual sequences. Design (AABB, BBAA) is a doubled stan-
dard 2 X 2 crossover design (AB, BA). It is usually referred to as a replicated design.
Liu (1995b), Liu and Chow (1995), and Chow (1996; 1999) indicate that a replicated design

Table 5.4.1 Higher-Order Crossover Designs

I. Balaam’s design

AA
BB
AB
BA

II. Two-sequence dual design
ABB
BAA

III. Doubled (replicated) design
AABB
BBAA

IV. Four-sequence design
AABB
BBAA
ABBA
BAAB




CROSSOVER DESIGNS 183

is useful in assessments of bioequivalence between drug products, especially for assessment
of individual bioequivalence (Chow et al., 2002) and population bioequivalence (Chow
et al., 2003a). Design (AABB, BBAA, ABBA, BAAB) is an optimal design in the class of
the crossover designs with four sequences, four periods, and two treatments. It is also made
up of two pairs of dual sequences (AABB, BBAA) and (ABBA, BAAB). Note that the first
two periods are the same as those in Balaam’s design and that the last two periods are the
mirror image of the first two periods. This design is much more complicated than designs
(AA, BB, AB, BA) and (ABB, BAA), though it produces the maximum variance reduction
for both the direct drug effect and the carryover effects among the designs considered.

Williams Designs

When there are more than two treatments to be compared, a complete crossover design
becomes much more complicated and may not be of practical interest based on the following
considerations:

1. Potential residual effects make the assessment of efficacy and/or safety almost
impossible.

2. It takes longer to complete the study.

3. Patients are likely to drop out if they are required to return frequently for tests.

Williams design could be a useful alternative. In this section, for simplicity, we will restrict
our attention to those designs in which the number of periods equals the number of treat-
ments to be compared. For comparing three treatments, there are a total of three possible
pairwise comparisons between treatments: treatment 1 against treatment 2, treatment 1
against treatment 3, and treatment 2 against treatment 3. It is desirable to estimate these
pairwise differences between treatments with the same degree of precision. In other words,
it is desirable to have equal variances for each pairwise difference between treatments.
Designs with this property are known as variance-balanced designs. It should be noted that
in practice, variability associated with the selected design can vary from design to design.
Thus an ideal design is the one with the smallest variability such that all pairwise differ-
ences between formulations can be estimated with the same and possibly best precision.
However, to achieve this goal, the design must be balanced. A design is said to be balanced
if it satisfies the following conditions (Jones and Kenward, 1989):

1. Each treatment occurs only once with each subject.
2. Each treatment occurs the same number of times in each period.

3. The number of patients who receive treatment i in some period followed by treat-
ment j in the next period is the same for all i # .

Under the constraint of the number of periods (p) being equal to the number of formula-
tions (), balance can be achieved by using a complete set of orthogonal Latin squares (John,
1971; Jones and Kenward, 1989). When the number of treatments to be compared is large,
more sequences and consequently more patients are required. This, however, may not be of
practical utility. A more practical design has been proposed by Williams (1949). We will refer
to this as Williams design. Williams design possesses balance property and requires fewer
sequences and periods. The algorithm for constructing a Williams design with ¢ periods and
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Table 5.4.2 Williams Designs

I. Williams’s design with three treatments
ACB
BAC
CBA
BCA
CAB
ABC
II. Williams’s design with four treatments
ADBC
BACD
CBDA
DCAB

t treatments can be found in Jones and Kenward (1989) and Chow and Liu (2000). Table
5.4.2 gives Williams designs for comparing three and four treatments. It can be seen from
Table 5.4.2 that Williams design requires fewer sequences in order to achieve the property of
variance balance as compared to the complete set of orthogonal Latin squares design. For
example, for comparing four treatments, Williams design only requires 4 sequences, whereas
a complete set of 4 X 4 orthogonal Latin squares requires 12 sequences.

Balanced Incomplete Block Design

When there are a large number of treatments to be compared, a complete crossover design
may not be feasible. Although a Williams design can be used, it can take a long time to
complete. In practice, it is desirable to complete the study in a short period of time. In this
case it is desirable that the number of periods is fewer than the number of treatments to be
compared. Therefore it is suggested that a randomized incomplete block design be used.
An incomplete block design is a randomized block design in which not all treatments are
present in every block. A block is called incomplete if the number of treatments in the
block is less than the number of treatments to be compared. When an incomplete block
design is used, it is recommended that the treatments in each block be randomly assigned
in a balanced way so that the design will possess some optimal statistical properties. This
kind of design is referred to as a balanced incomplete block design. A balanced incomplete
block design is an incomplete block design in which any two treatments appear together an
equal number of times. Table 5.4.3 gives two examples of balanced incomplete block
designs for comparing four treatments with two periods and three periods, respectively.

Note that a balanced incomplete block design possesses some good statistical properties.
For example, unbiased estimates of treatment effects are available and the difference between
the effects of any two treatments can be estimated with the same degree of precision.

Examples of Crossover Design in Clinical Trials

To illustrate the use of crossover designs in clinical trials, we again consider the clinical
development of Glucophage. Table 5.4.4 lists three studies that have investigated the
effects of Glucophage on lipids and other risk factors of cardiovascular disease.
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Table 5.4.3 Balanced Incomplete Block Designs

1. Four treatments with two periods
AB
BC
CD
DA
AC
BD
DB
CA
AD
DC
CB
BA
II. Four treatments with three periods
BCD
CDA
DAB
ABC

The objective of the study conducted by Chan et al. (1993) was to compare the meta-
bolic and hemodynamic effects of Glucophage and Glibenclamide in normotensive
NIDDM patients. After a two-week run-in period on dietary treatment alone, 12 Chinese
normotensive patients with uncomplicated NIDDM were randomized to receive either
Glucophage or Glibenclamide for four weeks before being crossovered to the alternative
treatment for an additional four weeks. Their metabolic and hemodynamic indices includ-
ing cardic output estimation by impedance cardiography were measured at the baseline
and at the end of each treatment. The results indicate that at comparable degrees of
glycemic control, Glucophage had the following beneficial effects compared with Gliben-
clamide: (1) greater weight loss (body mass index, —0.58kg/m? vs. —0.12kg/m?), (2)

Table 5.4.4 Examples of Crossover Design

Sample  Duration (Period 1 + Primary
Study Purpose Size Washout + Period 2) Endpoint
Chan et al. Effects on lipids 12 4wk + 0wk + 4wk Metabolic and
(1993) Hemodynamic
indices
Nagi and Effects on lipids 27 12wk + 2wk + 12wk Insulin resistance
Yudkin and risk factors for Glycemic control
(1993) cardiovascular disease Cardiovascular risk
Elkeles Effects on lipids 35 3mo + 6wk + 3mo Serum lipids
(1991) Lipoproteins
Blood glucose
Glycosylated

hemoglobin
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greater decrease in total cholesterol (—0.7mM vs. —0.2mM), and (3) greater decrease in
diastolic blood pressure (—12.9 mmHg vs. —6.8 mmHg). In conclusion Chan, et al. (1993)
indicates that the tendency to greater peripheral resistence with Glibenclamide and to
lower diastolic blood pressure with Glucophage may bear on the development of hyperten-
sion in normotensive patients who are receiving the long-term treatment for NIDDM.

For another application of the crossover design, Nagi and Yudkin (1993) investigated the
effects of Glucophage on glycemic control, insulin resistance, and risk factors for cardiovas-
cular disease in NIDDM patients with different risks of cardiovascular disease. The study
was conducted as a randomized double-blind placebo-controlled crossover design on 27
patients. Glucophage was administered for a total of 12 weeks, and the dose was increased
stepwise from 850 mg once daily for one week to 850 mg twice daily for five weeks and to
850 mg three times daily for another six weeks. The baseline assessment took place on the
day of inclusion in the study, and a similar assessment took place after 12 weeks of therapy
(phase 1). After a washout period of two weeks, patients were reassessed as at entry into the
trial and crossed over to the alternative treatment (phase 2). The patients were reassessed
finally at the end of phase 2. The results indicated Glucophage reduced fasting plasma glu-
cose levels by 3.08 mM, enhanced insulin sensitivity by 4.0%, and diminished triglyceride
levels by 0.2mM, total cholesterol levels by 0.52mM, and low-density lipoprotein choles-
terol levels by 0.4 mM. Nagi and Yudlin (1993) conclude that Glucophage therapy improves
glycemic control by diminishing insulin resistance, enhances lipid and lipoprotein profiles,
ameliorates other risk factors for cardiovascular disease independently of weight loss or
improved glycemic control, and may therefore have utility in long-term reduction of coro-
nary artery disease risk among patients with NIDDM.

Elkeles (1991) also conducted a three-month crossover trial on 35 patients with poorly
controlled NIDDM to investigate the effects of Glucophage and Glibenclamide on body
weight, blood glucose control, and serum lipoproteins. After six weeks of a diet that did not
achieve adequate diabetic control, patients were randomized to receive either Glibenclamide
5mg daily or Glucophage 500 mg twice a day. The dose was increased to achieve a fasting
blood glucose level of 6 mmol/L or less, up to a maximum of 15mg Glibenclamide or 3 g
Glucophage daily. After three months the treatment was stopped and after six weeks of diet
only again, patients were crossed over to receive the other drug. Before and after three
months of treatment, blood samples were taken for serum lipids, lipoproteins, blood glucose,
and glycosylated haemoglobin. Elkeles reports that Glucophage diminished HbA . levels by
2.05% and the Glibenclamide by 1.51%. Glucophage also significantly reduced both total
cholesterol and low-density lipoprotein cholesterol. Elkeles points out that the improvement
in HyA;clevels as well as in total cholesterol and low-density lipoprotein cholesterol reverted
when Glucophage was withdrawn for six weeks. Therefore it was concluded that by reducing
total cholesterol and low-density lipoprotein cholesterol over the long term, Glucophage can
improve the coronary artery disease risk profile independently of its effect on glucose home-
ostasis.

Example 5.4.1 Joint Use of Parallel Group Design and Crossover Design

As little or no information regarding the interaction between diet and statins (3-hydroxy-3-
methylglutaryl coenzyme A [HMG-CoA] reductase inhibitors) is available in the literature,
Jula et al. (2002) reported a randomized, controlled crossover trial to evaluate the separate
and combined effects of diet and simvastatin therapy on serum levels of lipids, lipoproteins,
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| 761 Men Screened |

I

| 255 Had Serum Cholesterol =232 mg/dL |

I

| 188 Willing to Continue |

I

| 120 Eligible |

|

Placebo Run-in Period (4-6 wk)

120 Randomized

60 Assigned to Receive 60 Assigned to Receive
Dietary Treatment Habitual Diet

60 Randomized 60 Randomized

Treatment (12 wk)

30 Assigned to Receive| |30 Assigned to Receive| |30 Assigned to Receive| [30 Assigned to Receive
Simvastatin Placebo Simvastatin Placebo
Crossover Crossover
P T~ Treatment (12 wk) P
30 Assigned to Receive| [30 Assigned to Receive 30 Assigned to Receive| |30 Assigned to Receive
Simvastatin Placebo Simvastatin Placebo

Figure 5.4.3 Joint application of parallel-group and crossover designs. (Source: Jula et al., 2002.)

antioxidants, and insulin. After a 4- to 6-week placebo run-in period, 120 previously
untreated hypercholesterolemic men with a fasting serum cholesterol greater than 232 mg/dL.
were first randomized in a parallel group design with a 1:1 ratio to a habitual diet or dietary
treatment group. Within each of these two groups, a standard two-sequence, two-period (2 X
2) crossover design was employed to randomized subjects to receive simvastatin (20 mg/d) or
its matching placebo for 12 weeks in a double-blind fashion. The dietary treatment is a
weighted, modified, Mediterranean-type diet. The main goals of the dietary treatment were to
reduce energy intake from saturated plus trans-unsaturated fats to no more than 10% by
replacing them partly with monounsaturated and polyunsaturated fats rich in omega-3 fatty
acids and to increase intake of fruits, vegetables, and dietary fiber. As a pilot study with
20 subjects did not show any evidence of period or carryover effect, no washout period
was included between two treatment periods. The diagram of the design for this study is
presented in Figure 5.4.3. This study employed a two-group parallel design and the standard
2 X 2 crossover design to investigate the joint effects of statins and diet. The two-group par-
allel design in this study is to compare two diets whereas the effects of statins versus placebo
were investigated through the standard 2 X 2 crossover design. This is also an example of
factorial trials, which will be discussed later in Chapter 7.
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5.5 TITRATION DESIGNS

For phase I safety and tolerance studies, Rodda et al. (1988) classify traditional designs as
follows:

. Rising single-dose design.

Rising single-dose crossover design.

. Alternative-panel rising single-dose design.

. Alternative-panel rising single-dose crossover design.

. Parallel-panel rising multiple-dose design.

S U A W N =

. Alternative-panel rising multiple-dose design.

As indicated in Chapter 1, phase I studies are usually conducted in young, healthy male vol-
unteers. The purpose of phase I studies is to obtain initial appraisement of drug safety through
the evaluation of vital signs, physical health, and adverse events and frequent assessments of
hematology, blood chemistry, and urine samples. The above designs are commonly employed
in phase I safety and tolerance studies to efficiently provide the data that can be analyzed for
generating hypotheses rather than for making definitive inference.

In medical practice, if the study medicine is intended for cancer or some life-threatening
diseases, it may not be ethical to conduct phase I safety and tolerance studies on normal vol-
unteers due to potential toxic or fatal effects. In addition results from animal studies provide
little information regarding the therapeutic range for possible efficacy with tolerable safety.
Due to the special characteristics of cancer patients and toxic profiles of cancer treatments,
designs for cancer clinical trials require special considerations, which will be addressed in
Chapter 6.

Standard Titration Design

One of the objectives of phase II clinical trials is to sufficiently characterize the dose-
response relationship, which is the most frequently asked question at the FDA Advisory
Committee’s meeting. The dose-response relationship defines the therapeutic range of a
test drug. The therapeutic range is usually referred to as the dosage range between the min-
imal effective dose (MED) and the maximum tolerable dose (MTD). The MED is the low-
est dose above which the efficacy of the test drug is clinically superior to and statistically
significant from that of the placebo. The MED is usually demonstrated for at least one pri-
mary clinical endpoint. If the range between the MED and MTD is large, then the test drug
is said to have a wide therapeutic window. If the MED is very close to MTD, then the test
drug is considered to have a narrow therapeutic window.

In practice, although preliminary short-term safety information is available after the
completion of phase I clinical trials, information on the dose-response relationship and the
safety profile with respect to a moderate or long-term exposure of patients to the test drug
is usually unknown at the initiation of phase II clinical trials. In order to conform to real
clinical practice and to expose the patients only to the amount of dose they need, it is sug-
gested that a titration design be used to provide a conservative and cautious approach in
investigating the dose-response relationship, which can in turn be used as a preliminary
estimate of the therapeutic window of the drug.
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The ICH E4 guideline describes four different designs for assessing dose response: paral-
lel dose-response design, crossover dose-response design, force titration design, and optional
titration design (ICH E4, 1994). Parallel and crossover dose-response designs are special
applications of parallel group and crossover designs to evaluation of dose-response relation-
ship, respectively. Therefore, although these two designs have been addressed in Sections 5.2
and 5.4, they will be further discussed in this section. Force titration is a variation of the force
escalation design that will be described later in this section. On the other hand, the optional
titration design is a modified titration design with a concurrent placebo-controlled group
where subjects are titrated until they reach a well-characterized favorable or unfavorable
response. In this section, both titration and force escalation designs will be introduced along
with their variations.

A traditional titration design is also a dose-escalation study with a set of predetermined
dose levels and prespecified criteria of responders or nonresponders. A titration design starts
with a placebo washout phase during which the previous medications are stopped and the
placebo is administered to the patients. At the end of the placebo washout period, the base-
line clinical measurements are established. Then, all the patients start with the same lowest
dose. A patient is considered a responder and continues to receive the same dose for the
duration of the trial if he or she meets the prespecified criteria at the end of the first dosing
period. If a patient fails to meet the prespecified criteria at the end of the first dosing period,
the dose of the patient is then titrated up to the next higher dose provided that the patient can
satisfactorily tolerate the drug. The titration process continues until all dose levels are
exhausted. A graphical presentation of a typical titration design is given in Figure 2.4.1. The
determination of a responder is usually based on some objective physiological measure-
ments. In practice, the duration of each dosing period is usually chosen to be of sufficient
length so that the stabilization of the selected physiological measurements can be achieved
to define the titration process.

For the analysis of the data from titration studies, several methods have been proposed
in the literature. For example, Chuang (1987) considers the life-table method utilized
along with a logistic linear dose-response model. As an alternative, Shih et al. (1989) and
Chuang-Stein and Shih (1991) propose the method of EM algorithm. Temple (1982), how-
ever, points out that for any titration study the treatment effect is confounded with time. In
addition, the primary clinical measurement used to define the titration process might be
highly correlated with other efficacy and/or safety endpoints. As a result the missing mech-
anism for these clinical endpoints are treatment related and are not at random. Conse-
quently the methods for use of longitudinal data such as generalized estimating equations
(GEE) proposed by Liang and Zeger (1986) are not appropriate (e.g., see Chuang-Stein,
1993). Therefore, a limitation of titration designs is their lack of valid statistical method-
ologies for the analysis of continuous or ordered categorical data in adequately character-
izing the dose-response relationship of a test drug.

Note that there are other variations associated with a titration design that make statisti-
cal analysis even more complicated. An example for such variation is described below. An
open-label phase II clinical trial with three titration groups was conducted before availabil-
ity of the results from CAST to obtain preliminary information of dose-response relation-
ship for a new class IC anti-arrhythmic agent in treatment of patients with ventricular
ectopy. Each titration group had a dosing regimen of the four ascending doses as displayed
in Table 5.5.1. The first group consists of dose levels of a placebo and 50 mg, 75 mg, and
125 mg t.i.d. (every eight hours) of the drug, the second group includes a placebo, 50 mg,
100 mg, and 150 mg, t.i.d. of the drug, while the third group contains a placebo, 100 mg,
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Table 5.5.1 Dose Levels and Number of Patients at Each Dosing Period of the Titration
Design for a Class IC Antiarrhythmic Agent

Dosing Period
Group 0 1 2 3
A P(11) 50 (11) 75 (9) 125 (9)
B P(15) 50 (15) 100 (14) 150 (12)
c P(16) 100 (16) 150 (14) 200 (9)

Note: P = placebo; the numbers outside the parentheses are dose levels in mg, and the numbers within the paren-
theses are the number of patients entered each dosing interval.

150 mg, and 200 mg t.i.d. of the drug. The duration of each dosing period is three days, and
the patients were assigned to the three groups sequentially. The objective clinical endpoints
are derived from the 24-hour Holter recording processed at a central facility. They were:

. Hourly average of total ventricular premature contraction (VPC) counts.
. Hourly average of single VPC counts.
. Sum of couplets over a 24-hour period.

T S R

. Sum of VT runs over a 24-hour period for which the pulse rate was greater than or
equal to 100 beats per minutes.

A responder for an adequate suppression of ventricular ectopy is defined as (1) at least a
80% reduction in average total VPC count per hour compared to the baseline value
obtained at the end of the placebo dosing period and at least a 90% reduction in the num-
ber of events of repetitive forms (couplets or nonsustained ventricular tachycardia, NSVT)
or (2) at least a 90% reduction in the number of NSVT provided the number of NSVT is 10
or more during the placebo period. Patients may be withdrawn from the study according to
the following efficacy and safety criteria. Efficacy criteria for worsening of ventricular
ectopy is defined as either (1) In(Y) = 3.118 + 0.646 In(X), where Y is the hourly average
total VPC count at the end of each dosing period for the active treatment and X is the base-
line average total VPC hourly count at the end of placebo period, or (2) an increase to 50 or
more runs of VPCs if the number or runs over the 24-hour period during the placebo period
is less than five or a tenfold increase in the number of runs and if it is at least five during
the placebo period. The safety criteria include (1) the QRS interval being at least 180 ms,
or (2) an increase of at least 40% in the corrected QC interval compared to the baseline
value of the placebo period or a QC greater than 550 ms.

The dose for patients in each group was titrated upward every third day within each
dosing group until an adequate suppression of ventricular ectopy according to the above
criteria or patients withdrew from the study if they met either criteria for worsening of ven-
tricular ectopy or safety criteria. It should be noted that each dosing group after the placebo
period actually is a parallel group design. For example, the last dosing period is in fact
compared to three parallel dosing groups: 125 mg, 150 mg, and 200 mg. On the other hand,
within each group, comparison among doses is made within each patient. Consequently as
an example, a comparison between 50 and 100 mg consists in a comparison between group
A and C during the first dosing period and the comparison between 50 and 100 mg within
the patients in group B. In addition to the complexity of the design of this study, it is also
observed that (1) the study is an open-label study with a nonrandom group assignment,
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(2) the three dose titration groups have overlapping doses, and (3) possible confounding
dose effects and carryover effects exist because of no washout period between the dosing
periods. Therefore it is suggested that the conclusion and/or interpretation of the results
based on inferential statistics for comparisons among doses be drawn with extremely
caution.

Another issue regarding the interpretation of the information of the dose-response rela-
tionship from a titration design is the overestimation of the necessary dose. For example,
the results of early titration studies may suggest that a dose of 600 mg per day or more is
necessary for the cardio-selective beta-blocker atenol in the effective reduction of blood
pressure. However, subsequent parallel-group, placebo-controlled studies demonstrate
that a dose above 100 mg per day has no additional effect in the reduction of blood pres-
sure. To overcome this problem, a titration design with a parallel placebo current control
may be useful. For example, a phase II clinical trial was conducted to obtain initial dose-
response information of an angiotensin-coverting enzyme (ACE) inhibitor captopril.
Patients are randomized to either the active treatment group or placebo concurrent group.
Then the titration process is performed within each group in five dosing periods with five
predetermined doses 0, 25mg, 50mg, 100mg, and 150mg t.i.d. (Temple, 1982). This
design is illustrated in Table 5.5.2 with the mean diastolic blood pressure (mmHg). Within
each dosing period, patients in the captopril group received the active drug at the titrated
dose level and the patients in the parallel placebo concurrent control group received its
matching placebo. The criterion for a clinical response was defined as a reduction of dias-
tolic blood pressure below 90 mmHg. This design is in fact a parallel group design with
two groups. The study can be conducted in a triple-blind fashion in the sense that not the
patients nor the investigator nor the sponsor know the actual treatment that is assigned to
the patients, although the titration process with the corresponding doses can be made avail-
able to everyone. About 70% of patients were titrated up to 100 and 150 mg. If we only
examine the results from the active treatment group as if this study had been conducted as
the traditional titration design without a parallel placebo concurrent control, there is a very
nice dose-response relationship in reduction of blood pressure from the baseline. In this
case the results of the active group gives a wrong impression that the test drug produces a
monotone increased response up to 150 mg t.i.d. However, at the same time the parallel
placebo concurrent group also presents a sizable placebo effect in the reduction of blood
pressure. It turns out that the treatment effect, which is the difference in reduction from

Table 5.5.2 Titration Design with a Parallel Placebo Concurrent Control with Diastolic
Blood Pressure (mmHg)

Dose Level
Omg 25mg 50mg 100 mg 150 mg

Captopril

Observed DBD 110 100 99 96 94

Change from 0 —10 —11 —14 —16
Placebo

Observed DBD 110 104 104 103 101

Change from 0 -6 —6 -7 -9
Difference in

Change from 0 —4 =5 -7 -6

Source: Summarized from Temple (1982).
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baseline between captopril and placebo, reaches a plateau and remain constant after dosing
period 2 during which 50 mg t.i.d. was administered. Consequently, Temple (1982) sug-
gests that 50 mg t.i.d. seems to treat most hypertensive patients well.

Forced Dose-Escalation Design

The design illustrated in Table 5.5.2 is an example of the optional titration design men-
tioned above. Inclusion of a parallel concurrent placebo control group can correct for
spontaneous changes and investigator expectations. As each subject in titration designs
receives several different doses, in addition to population average dose-response relation-
ship, individual dose-response information can be obtained. In addition, with a careful
planning, the titration design may require fewer subjects than the fixed-dose parallel dose
response design and fewer subjects may be exposed to higher doses. However, time and
dose are confounded with each other. This problem will become particularly troublesome
when one tries to characterize the dose-response relationship for adverse events.

Note that some pharmaceutical agents might induce some undesirable but reversible
safety concerns. In addition they may not be efficacious at lower doses. When conducting
clinical trials with these agents, we would expect a significant number of dropouts. Therefore
it is recommended that a trial with these agents begin very cautiously with a very low dose.
In such a trial the criteria for titration process is based on safety rather than efficacy because
the drug is unlikely to be effective at lower doses. As a result all patients who do not have the
predefined safety problem will be forced to receive the next higher dose in the subsequent
dosing period. This type of titration design is called the forced dose-escalation design. A typ-
ical example for obtaining FDA approval using the forced dose-escalation trials is the
approval of Tacrine which is intended for treatment of mild to moderate dementia of the
Alzheimer’s type. Since Tacrine is known to induce elevation of serum alanine aminotrans-
ferase (ALT) above the upper limit of the normal range in 43% to 54% of the patients and
around 28% of the patients treated with Tacrine showed an elevation of ALT exceeding three
times the upper limit of the normal range, the forced dose-escalation design at six-week inter-
vals was chosen for two adequate well-controlled studies for the approval of the drug. The
design of the first adequate well-controlled randomized study is a 12-week trial that consists
of two six-week double-blind phases with the placebo current control groups as shown in
Table 5.5.3 (Farlow et al., 1992). Patients were first randomized to one of the six sequences.
For the double-blind phase I the patients in sequences 1 and 2, 3 and 4, and 5 and 6 received
placebo, 20mg, and 40mg per day, respectively. However, for the double-blind phase II

Table 5.5.3 Forced Dose-Escalation Design for 12-Week Trial of Tacrine
in Alzheimer’s Disease

Randomized Double-Blind Double-Blind
Sequences Phase I Week 1 to 6 Phase II Week 7 to 12

1 Placebo Placebo

2 Placebo Tacrine 20 mg/d

3 Tacrine 20 mg/d Tacrine 20 mg/d

4 Tacrine 20 mg/d Tacrine 40 mg/d

5 Tacrine 40 mg/d Tacrine 40 mg/d

6 Tacrine 40 mg/d Tacrine 80 mg/d
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Table 5.5.4 Forced Dose-Escalation Design for 30-Week Trial of Tacrine
in Alzheimer’s Disease

Randomized Week

Groups 0-6 7-12 13-18 19-30
1 Placebo Placebo Placebo Placebo
2 40mg/d 80 mg/d 80mg/d 80mg/d
3 40mg/d 80 mg/d 120 mg/d 120 mg/d
4 40mg/d 80 mg/d 120 mg/d 160 mg/d

patients in sequences 1, 3, and 5 received the same doses as those in the double-blind phase
I, while the doses of the patients in sequences 2, 4, and 6 who could tolerate the doses in
double-blind phase I were titrated up to 20 mg, 40 mg, and 80 mg during double-blind phase
IL, respectively. The second adequate well-control study is a long-term 30-week randomized
double-blind trial that consists of three parallel groups for the active drug and a parallel
placebo current group with a forced dose-escalation design as shown in Table 5.5.4 (Knapp,
1994). To account for anticipated increase incidence of cholingeric adverse events and
dropouts at the highest dose, an unequal randomization with a ratio of 3: 1: 3 : 4 for groups 1,
2, 3, and 4, respectively, was used for the assignment of patients to the treatment. Patients
who were randomized to group 1 received a placebo throughout the entire study. Patients
who randomized to group 2 received 40 mg per day for the first six weeks. If they could tol-
erate the dose, the doses of those patients were escalated to 80 mg per day for the rest of the
study. Patients who were randomized to group 3 received 40mg per day during the first
6 weeks and then were titrated up to 80 mg per day between week 7 and week 12, and again
titrated to 120 mg per day for the rest of the study provided that they could tolerate the dose
levels. The escalation process for the patients who were randomized to group 4 was 40 mg,
80mg, 120 mg, and 160 mg per day for the first, second, and third 6-week dosing periods,
and for the rest of 12 weeks, respectively. Both trials consist of parallel groups as well as a
dose titration process within each group. Therefore they can provide cross-sectional data for
comparison among parallel groups as well as longitudinal data for comparison among doses
based on the individual patient. However, for the 12-week trial the analysis was performed
separately with the cross-sectional data collected at week 6 for the double-blind phase I and
week 12 for the double-blind phase II. The cross-sectional data at week 30 were analyzed for
the 30-week study. Unfortunately, due to the lack of adequate statistical tools for inference of
treatment effects in the presence of treatment-related withdrawal, longitudinal data were not
utilized to provide useful information regarding the titration process, indeed such data can be
vital for the application of Tacrine in the treatment of patients with probable Alzheimer’s
disease.

One of the key characteristics for the traditional titration design is that the titration is a
dose-escalation process. In other words, the subjects will receive the next higher dose if they
meet some predefined efficacy or safety criteria. However, the dose de-escalation is some-
times employed in the titration design. Goldstein et al. (1998) reported a study for evalua-
tion of oral sildenafil in the treatment of males with erectile dysfunction. A total of 329
males 18 years of age or older with a clinical diagnosis of erectile dysfunction of six months
or longer were randomly assigned to receive placebo or 50mg of sildenafil approxi-
mately one hour before sexual activity for 12 weeks. At each follow-up visit, the dose can be
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doubled up to 100 mg if there is no adequate clinical response and no safety concern. On the
other hand, the dose can also be reduced to 25 mg if there is satisfactory clinical response
but with a concern about some adverse events. As the dose of this design can be titrated
upward as well as downward, it is referred to as the flexible dose escalation design. To
maintain the study in a double-blind fashion, each dose consists of three tablets from the
same row of blister pack in the following configurations: (1) placebo-placebo-placebo, (2)
placebo-placebo-25mg, (3) placebo-placebo-50mg, or (4) placebo-50 mg-50 mg. Assess-
ment of the primary efficacy is based on the 15-question International Index of Erectile
Function (IIEF, Rosen et al., 1997). At the end of the 12-week titration process, the propor-
tions of the subjects receiving 25 mg, 50 mg, and 100 mg in the sildenafil were 2%, 23%,
and 74%, respectively. For the placebo group, the corresponding proportions were 0%, 5%,
and 95%. Two-hundred-twenty-five men who completed the 12-week study without any
serious adverse events were enrolled to receive open-label sildenafil for an additional
32 weeks.

5.6 ENRICHMENT DESIGNS

Some therapeutic agents are likely to be effective in a specific population of patients who
may have an underlying disorder that is responsive to the manipulation of dose levels of
the same agent or several different agents. In practice, instead of an unselected group of
patients, it is of interest to identify the patients in whom the test agent is likely to be benefi-
cial in the early phase of the trial. This phase of manipulation of dose levels of the same
therapeutic agent or test of different agents for identification of patients with drug efficacy
is called the enrichment phase. The patients with drug efficacy identified at the enrichment
phase are then randomized to receive either the efficacious dose of the test agent or the
matching placebo. A design of this kind is known as an enrichment design.

An enrichment design usually consists of at least two phases. The first phase is the
enrichment phase in which an open-label study with a titration design is conducted to
use some primary pharmacologic effects to identify patients with a clinical response. The
second phase is usually randomized and double-blind, possibly with a concurrent placebo
control to formally and rigorously investigate the effectiveness and safety of the test agents
in these patients. The concept of enrichment design is illustrated in three clinical trials in
the areas of Alzheimer’s disease and arrhythmia.

The first example is a clinical trial conducted in the early stage of development of Tacrine
with doses of 40 and 80mg four times a day in treatment of the patients with probable
Alzheimer’s disease. As indicated by Davis et al. (1992), the reason for the enrichment
design to be selected for this trial is that the clinical, biochemical, and pathological hetero-
geneity of the disease and clinical experience suggest that not all patients will respond to any
single treatment and that those who respond might do so only within a limited dose range.
This trial consisted of four phases: a six-week double-blind dose-titration enrichment phase,
a two-week placebo baseline phase, a six-week randomized double-blind placebo-controlled
phase, and a six-week sustained active phase, as is displayed in Figure 5.6.1. Patients who
met the inclusion and exclusion criteria were enrolled into the enrichment phase of the trial
which consisted of three titration sequences. Each titration sequence consisted of 3 two-week
dosing periods. The dose in each titration sequence was always titrated up from 40 to 80 mg
four times a day with a placebo in dosing periods 1, 2, and 3 for the titration sequences 1, 2,
and 3, respectively. The patients were randomized into one of the three titration sequences
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Figure 5.6.1 An enrichment design for tacrine in patients with probable Alzheimer’s disease.
(Source: Davis et al., 1992.)

which were conducted in double