Probability and
Conditional Expectation

Fundamentals for the Empirical Sciences

Rolf Steyer
Institute of Psychology, University of Jena, Germany

Werner Nagel

Institute of Mathematics, University of Jena, Germany

WILEY



This edition first published 2017
© 2017 by John Wiley & Sons Ltd

Library of Congress Cataloging-in-Publication Data

Names: Steyer, Rolf, 1950— | Nagel, Werner, 1952—.
Title: Probability and conditional expectation : fundamentals for the empirical sciences / Rolf Steyer, Werner Nagel.
Description: Chichester, West Sussex : John Wiley & Sons, Inc., 2017. |

Includes index.
Identifiers: LCCN 2016025874 | ISBN 9781119243526 (cloth) | ISBN 9781119243489

(epub) | ISBN 9781119243502 (epdf)
Subjects: LCSH: Conditional expectations (Mathematics) | Random variables. | Independence (Mathematics) |
Dependence (Statistics) | Measure theory. | Probability and statistics. | Correlation (Statistics) | Multivariate analysis.
| Regression analysis. | Logistic regression analysis. | Measure algebras. | Probabilities.
Classification: LCC QA273 .S75325 2017 | DDC 519.2—dc23
LC record available at https://Iccn.loc.gov/2016025874

A catalogue record for this book is available from the British Library.


http://www.wiley.com
https://lccn.loc.gov/2016025874

Contents

Preface
Acknowledgements
About the companion website

PartI Measure-Theoretical Foundations of Probability Theory

1 Measure
1.1 Introductory examples
1.2 o-Algebra and measurable space
1.2.1 o-Algebra generated by a set system
1.2.2  o-Algebra of Borel sets on R”
1.2.3 o©-Algebra on a Cartesian product
1.2.4 n-Stable set systems that generate a o-algebra
1.3 Measure and measure space
1.3.1 o-Additivity and related properties
1.3.2  Other properties
1.4 Specific measures
1.4.1 Dirac measure and counting measure
1.4.2 Lebesgue measure
1.4.3 Other examples of a measure
1.4.4 Finite and o-finite measures
1.4.5 Product measure
1.5 Continuity of a measure
1.6 Specifying a measure via a generating system
1.7 o-Algebra that is trivial with respect to a measure
1.8 Proofs
Exercises
Solutions

2 Measurable mapping

2.1 Image and inverse image

2.2 Introductory examples
2.2.1 Example 1: Rectangles
2.2.2 Example 2: Flipping two coins

2.3 Measurable mapping
2.3.1 Measurable mapping
2.3.2 o©-Algebra generated by a mapping
2.3.3 Final c-algebra

XV
Xix
xxi

42
42
43
43
45
47
47
52
55



viii

24

CONTENTS

2.3.4 Multivariate mapping

2.3.5 Projection mapping

2.3.6 Measurability with respect to a mapping
Theorems on measurable mappings

2.4.1 Measurability of a composition

2.4.2 Theorems on measurable functions

2.5 Equivalence of two mappings with respect to a measure
2.6 Image measure
2.7  Proofs
Exercises
Solutions
3 Integral
3.1 Definition

32

3.1.1 Integral of a nonnegative step function

3.1.2 Integral of a nonnegative measurable function

3.1.3 Integral of a measurable function

Properties

3.2.1 Integral of u-equivalent functions

3.2.2 Integral with respect to a weighted sum of measures
3.2.3 Integral with respect to an image measure

3.2.4 Convergence theorems

3.3 Lebesgue and Riemann integral

3.4 Density

3.5 Absolute continuity and the Radon-Nikodym theorem
3.6 Integral with respect to a product measure

3.7 Proofs

Exercises

Solutions

Part II Probability, Random Variable, and its Distribution

4 Probability measure

4.1

4.2

Probability measure and probability space

4.1.1 Definition

4.1.2 Formal and substantive meaning of probabilistic terms
4.1.3 Properties of a probability measure

4.1.4 Examples

Conditional probability

4.2.1 Definition

4.2.2 Filtration and time order between events and sets of events
4.2.3 Multiplication rule

4.2.4 Examples

4.2.5 Theorem of total probability

4.2.6 Bayes’ theorem

4.2.77 Conditional-probability measure

55
57
58
59
60
62
65
69
72
78
78

87

87

87

92

97
100
102
104
106
107
108
110
112
114
115
124
125

131

133
133
133
134
134
135
138
138
139
141
142
143
144
145



CONTENTS

4.3 Independence
4.3.1 Independence of events
4.3.2 Independence of set systems
4.4 Conditional independence given an event
4.4.1 Conditional independence of events given an event
4.4.2 Conditional independence of set systems given an event
4.5 Proofs
Exercises
Solutions

Random variable, distribution, density, and distribution function

5.1 Random variable and its distribution

5.2 Equivalence of two random variables with respect to a probability measure
5.2.1 Identical and P-equivalent random variables
5.2.2  P-equivalence, P5-equivalence, and absolute continuity

5.3 Multivariate random variable

5.4 Independence of random variables

5.5 Probability function of a discrete random variable

5.6 Probability density with respect to a measure
5.6.1 General concepts and properties
5.6.2 Density of a discrete random variable
5.6.3 Density of a bivariate random variable

5.7 Uni- or multivariate real-valued random variable
5.7.1 Distribution function of a univariate real-valued random variable
5.7.2 Distribution function of a multivariate real-valued random variable
5.7.3 Density of a continuous univariate real-valued random variable
5.7.4 Density of a continuous multivariate real-valued random variable

5.8 Proofs

Exercises

Solutions

Expectation, variance, and other moments

6.1 Expectation
6.1.1 Definition
6.1.2  Expectation of a discrete random variable
6.1.3 Computing the expectation using a density
6.1.4 Transformation theorem
6.1.5 Rules of computation

6.2 Moments, variance, and standard deviation

6.3 Proofs

Exercises

Solutions

Linear quasi-regression, covariance, and correlation
7.1 Linear quasi-regression

7.2 Covariance

7.3 Correlation

ix

149
149
150
151
152
152
154
156
157

162
162
168
168
171
174
176
182
185
186
187
188
189
189
192
193
195
196
204
205

208
208
208
209
211
212
216
216
221
221
222

225
225
228
232



X

CONTENTS

7.4  Expectation vector and covariance matrix
7.4.1  Random vector and random matrix
7.4.2  Expectation of a random vector and a random matrix
7.4.3  Covariance matrix of two multivariate random variables
7.5  Multiple linear quasi-regression
7.6 Proofs
Exercises
Solutions

Some distributions
8.1  Some distributions of discrete random variables
8.1.1  Discrete uniform distribution
8.1.2  Bernoulli distribution
8.1.3  Binomial distribution
8.1.4  Poisson distribution
8.1.5  Geometric distribution
8.2  Some distributions of continuous random variables
8.2.1  Continuous uniform distribution
8.2.2  Normal distribution
8.2.3  Multivariate normal distribution
8.2.4  Central y2-distribution
8.2.5 Central #-distribution
8.2.6  Central F-distribution
8.3  Proofs
Exercises
Solutions

Part III Conditional Expectation and Regression

9

10

Conditional expectation value and discrete conditional expectation
9.1  Conditional expectation value

9.2  Transformation theorem

9.3 Other properties

9.4  Discrete conditional expectation

9.5  Discrete regression

9.6  Examples

9.7  Proofs

Exercises

Solutions

Conditional expectation

10.1 Assumptions and definitions

10.2 Existence and uniqueness
10.2.1 Uniqueness with respect to a probability measure
10.2.2 A necessary and sufficient condition of uniqueness
10.2.3 Examples

235
235
235
237
238
240
245
245

254
254
254
255
256
258
260
262
262
264
267
271
273
274
276
280
281

285

287
287
290
292
294
295
296
301
302
302

305
305
307
308
309
310



11

12

13

CONTENTS

10.3 Rules of computation and other properties
10.3.1 Rules of computation
10.3.2 Monotonicity
10.3.3 Convergence theorems
10.4 Factorization, regression, and conditional expectation value
10.4.1 Existence of a factorization
10.4.2 Conditional expectation and mean squared error
10.4.3  Uniqueness of a factorization
10.4.4 Conditional expectation value
10.5 Characterizing a conditional expectation by the joint distribution
10.6 Conditional mean independence
10.7 Proofs
Exercises
Solutions

Residual, conditional variance, and conditional covariance

11.1 Residual with respect to a conditional expectation

11.2  Coefficient of determination and multiple correlation

11.3 Conditional variance and covariance given a ¢-algebra

11.4 Conditional variance and covariance given a value of a random variable
11.5 Properties of conditional variances and covariances

11.6 Partial correlation

11.7 Proofs

Exercises

Solutions

Linear regression

12.1 Basic ideas

12.2  Assumptions and definitions

12.3  Examples

12.4 Linear quasi-regression

12.5 Uniqueness and identification of regression coefficients
12.6 Linear regression

12.7 Parameterizations of a discrete conditional expectation
12.8 Invariance of regression coefficients

12.9  Proofs

Exercises

Solutions

Linear logistic regression

13.1 Logit transformation of a conditional probability

13.2  Linear logistic parameterization

13.3 A parameterization of a discrete conditional probability

13.4 Identification of coefficients of a linear logistic parameterization
13.5 Linear logistic regression and linear logit regression

13.6  Proofs

Exercises

Solutions

xi

311
311
314
314
316
316
317
318
319
322
323
328
331
331

340
340
345
350
351
354
357
359
360
361

369
369
371
373
378
380
381
383
387
388
390
391

393
393
396
398
399
400
407
409
409



Xii CONTENTS

14 Conditional expectation with respect to a conditional-probability measure

14.1 Introductory examples

14.2  Assumptions and definitions

14.3  Properties

14.4 Partial conditional expectation

14.5 Factorization
14.5.1 Conditional expectation value with respect to P8
14.5.2 Uniqueness of factorizations

14.6  Uniqueness
14.6.1 A necessary and sufficient condition of uniqueness
14.6.2 Uniqueness with respect to P and other probability measures
14.6.3 Necessary and sufficient conditions of P-uniqueness
14.6.4 Properties related to P-uniqueness

14.7 Conditional mean independence with respect to P%=2

14.8 Proofs

Exercises

Solutions

15 Effect functions of a discrete regressor

15.1 Assumptions and definitions

15.2 Intercept function and effect functions

15.3 Implications of independence of X and Z for regression coefficients

15.4 Adjusted effect functions

15.5 Logit effect functions

15.6 Implications of independence of X and Z for the logit regression
coefficients

15.7 Proofs

Exercises

Solutions

Part IV Conditional Independence and Conditional Distribution

16 Conditional independence

16.1 Assumptions and definitions
16.1.1 Two events
16.1.2 Two sets of events
16.1.3 Two random variables
16.2  Properties
16.3 Conditional independence and conditional mean independence
16.4 Families of events
16.5 Families of set systems
16.6 Families of random variables
16.7 Proofs
Exercises

Solutions

412
413
417
423
424
426
426
427
428
428
430
430
433
437
439
444
444

450
450
451
454
456
460

463
466
468
469

471

473
473
474
475
476
477
485
487
488
489
493
501
501



CONTENTS

17 Conditional distribution

17.1  Conditional distribution given a c-algebra or a random variable
17.2  Conditional distribution given a value of a random variable
17.3  Existence and uniqueness
17.3.1 Existence
17.3.2 Uniqueness of the functions Py, (-, A")
17.3.3 Common null set uniqueness of a conditional distribution
17.4  Conditional-probability measure given a value of a random variable
17.5  Decomposing the joint distribution of random variables
17.6  Conditional independence and conditional distributions
17.7  Expectations with respect to a conditional distribution
17.8  Conditional distribution function and probability density
17.9  Conditional distribution and Radon-Nikodym density
17.10  Proofs
Exercises
Solutions
References
List of Symbols
Author Index

Subject Index

Xiii

505
505
508
511
511
512
513
516
518
520
525
528
531
534
553
553

557
559
569
570



Preface

Why another book on probability?

This book has two titles. The subtitle, ‘Fundamentals for the Empirical Sciences’, reflects the
intentions and the motivation of the first author for writing this book. He received his academic
training in psychology but considers himself a methodologist. His scientific interest is in expli-
cating fundamental concepts of empirical research (such as causal effects and latent variables)
in terms of a language that is precise and at the same time compatible with the statistical mod-
els used in the analysis of empirical data. Applying statistical models aims at estimating and
testing hypotheses about parameters such as expectations, variances, covariances, and so on
(or of functions of these parameters, such as differences between expectations, ratios of vari-
ances, regression coefficients, etc.), all of which are terms of probability theory. Precision is
necessary for securing logical consistency of theories, whereas compatibility of theories about
real-world phenomena with statistical models is crucial for probing the empirical validity of
theoretical propositions via statistical inference.

Much empirical research uses some kind of regression in order to investigate how the
expectation of one random variable depends on the values of one or more other random vari-
ables. This is true for analysis of variance, regression analysis, applications of the general linear
model and the generalized linear model, factor analysis, structural equation modeling, hierar-
chical linear modeling, and the analysis of qualitative data. Using these methods, we aim at
learning about specific regressions. A regression is a synonym for what, in probability theory,
is called a factorization of a conditional expectation, provided that the regressor is numerical.
This explains the main title of this book, ‘Probability and Conditional Expectation’.

What is it about?

Since the seminal book of Kolmogoroff (1933-1977), the fundamental concepts of probabil-
ity theory are considered to be special concepts of measure theory. A probability measure is
a special finite measure, random variables are special measurable mappings, and expectations
of random variables are integrals of measurable mappings with respect to a probability mea-
sure. This motivates Part I of this book with three chapters on the measure-theoretical founda-
tions of probability theory. Although at first sight this part seems to be far off from practical
applications, the contrary is true. This part is indispensable for probability theory and for its
applications in empirical sciences. This applies not only to the concepts of a measure and an
integral but also, in particular, to the concept of a measurable mapping, although we concede
that the full relevance of this concept will become apparent only in the chapters on conditional
expectations. The relevance of measurable mappings is also the reason why chapter 2 is more
detailed than the corresponding chapters in other books on measure theory.

Part II of the book is fairly conventional. The material covered — probability, random vari-
able, expectation, variance, covariance, and some distributions — is found in many books on
probability and statistics.
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Part III is not only the longest; it is also the core of the book that distinguishes it from other
books on probability or on probability and statistics. Only a few of these other books contain
detailed chapters on conditional expectations. Exceptions are Billingsley (1995), Fristedt
and Gray (1997), and Hoffmann-Jgrgensen (1994). Our book does not cover any statistical
model. However, we treat in much detail what we are estimating and which the hypotheses
are that we test or evaluate in statistical modeling. How we are estimating is important, but
what we are estimating is of most interest from the empirical scientist point of view, and this
point is typically neglected in books on statistics and in books on probability theory such as
Bauer (1996) or Klenke (2013). A simple example is the meaning of the coefficient §; in the
equation E(Y | X, Z) = By + B X + B,Z + P3ZX. Oftentimes, this coefficient is misinterpreted
as the ‘main effect’ of X. However, sometimes §; has no autonomous meaning at all, for
example if P(Z =0) =0. In general, this coefficient is just a component of the function
81(Z) = By + P3Z that can be used to compute the conditional effects of X on Y for various
values z of Z (see chapter 15 for more details). The crucial point is that such concepts can be
treated most clearly within probability theory, without referring to a statistical model, sample,
estimation, or testing.

This also includes exemplifying the limitations of conditional expectations. Simple exam-
ples show that conditional expectations do not necessarily serve the purpose of the empirical
researcher, which often is to evaluate the effects of an intervention on an outcome variable.
But even in these situations, conditional expectations are indispensable for the definition of
parameters and other terms of substantive interest (see, e.g., chapter 14).

There is much overlap of Parts II and III with Steyer (2003). However, that book is written
in German, and the mathematics is considerably less rigorous. Aside from mathematical pre-
cision, the two books also differ in the definition of an important concept: In Steyer (2003),
the term regression is used as a synonym of a conditional expectation, whereas in this book
we use it as a synonym for the factorization of a conditional expectation E(Y | X), provided
that the codomain of X is R".

In chapter 9, the first chapter of Part III, we gently introduce conditional expectation values
and discrete conditional expectations. In chapter 10, we then present the general theory of
conditional expectations that has been introduced by Kolmogoroff (1933—-1977) and since that
time has been treated in many books on probability theory — although much too briefly in order
to be intelligible to researchers in empirical sciences. Our chapter on conditional expectations
contains many more details and is supplemented by a number of other chapters on important
special aspects and special cases.

Such a special aspect is the concept of a residual with respect to a conditional expectation
(see chapter 11). Residuals have many interesting properties, and they are used in order to
introduce the concepts of conditional variance and covariance, as well as the notion of a partial
correlation. We then turn to specific parameterizations of a conditional expectation, including
the concepts of a linear regression (chapter 12) and a linear logistic regression (chapter 13).
Note that these concepts are introduced as probabilistic concepts. As mentioned, they are what
we aim at estimating in applying the corresponding statistical models.

Chapters 14 to 16 provide the probabilistic foundations of the analysis of conditional and
average effects of treatments, interventions, or expositions to potentially harmful or benefi-
cial environments. To our knowledge, this material is not found in any other textbook. Note,
however, that although these two chapters provide important concepts, they do not cover the
theory of causal effects, which is another book project of the first author.

Part IV uses conditional expectations in order to introduce conditional independence (chap-
ter 16) and conditional distributions (chapter 17). Although these two chapters are more
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extensive than comparable chapters or sections in other books, the material is found in other
books on probability theory as well.

For whom is it?

This book has been written for two kinds of readers. The first are applied statisticians and
empirical researchers who want to understand in a proper language (i.e., in terms of probabil-
ity theory) what they estimate and test in their empirical studies. The second kind of readers
are mathematicians who want to understand in terms of probability theory what applied statis-
ticians and empirical researchers estimate and test in their research. Both kinds of readers are
potential contributors to the methodology of empirical sciences.

Many exercises and their solutions provide extensive material for assignments in courses,
but they also facilitate independent learning. At the same time, these exercises and their solu-
tions help streamline the main text.

Note that we do not provide all proofs, in particular in the chapters on measure, integral, and
distributions. In these cases, we refer to other textbooks instead. We decided to include only
those proofs that may help to increase understanding of the background and to learn important
mathematical procedures. Of course, we provide proofs of all propositions for which we did
not find an appropriate reference.

Prerequisites

We assume that the reader is familiar with the elementary concepts of logic, sets, functions,
sequences, and matrices, as presented for example in chapters 1 and 2 of Rosen (2012). We
try to stick to his notation as closely as possible.

One of the exceptions is the symbol for the implication, for which we use = instead of —.
Another exception is the symbol for the equivalence, for which we use < instead of <.

Box 0.1 summarizes the most important notation to start with. The concepts referred to by
these symbols are defined, for example, in Rosen (2012) or in Ellis and Gulick (2006). For a
rich collection of mathematical formulas, we recommend the handbooks of Harris and Stocker
(1998) and Bronshtein et al. (2015).



Box 0.1 A first list of symbols.

¢ U < > U

~ Q& < w
m
b

A, iel)
AuB
Uier A
ANnB
Nier Ai
A\B
A :=Q\A
AcB
AXB

n
Xiz14i
fiA—->B
i1 @i

n

i=1
lim a

n— oo

[ee]
i=1 %

a;

n

not

and

or

implies

equivalent to

there is (there exists)

for all

a is an element of the set A

empty set

nonempty finite, countable, or uncountable index set
family of sets A;,i € 1

union of the sets A and B

union of the sets A;, i € 1

intersection of the sets A and B

intersection of the sets A;,i € 1

set difference of the set A and the set B
complement of a set A c € with respect to a set
A is a subset of the set B; A ¢ B includes A = B
Cartesian product (product set) of A and B

family of sets A;,i=1,...,n

mapping f assigning to each a € A (the domain) one and only one
element b € B (the codomain)

sum of the real numbers a4, ... , a,
product of the real numbers ay, ..., a,

limit of a sequence ay, a,, ... of real numbers
. n 1 2
nlgl;o 2i_,a;whereaj,ay, ...aswellas 3, a;, 2, q;, ... are

sequences of real numbers



About the companion website

This book is accompanied by a companion website:
http://www.probability-and-conditional-expectation.de

This website includes:

Errata

Videos

Slides
Teaching tools
Datasets.


let &hbox {char '046}http://www.probability-and-conditional-expectation.de
http://www.probability-and-conditional-expectation.de

Part 1

MEASURE-THEORETICAL
FOUNDATIONS OF
PROBABILITY THEORY



1

Measure

In this chapter, we introduce the concept of a measure and other closely related notions. We
start with some examples and then introduce the concept of a 6-algebra, which is crucial in
measure theory and probability theory. At first glance this concept seems to be a pure technical
construction, which is usually not dealt with in textbooks on ‘Probability and Statistics’ for
empirical sciences. However, a ¢-algebra turned out to be the natural domain for a measure,
including probability measures. Moreover, in probability theory, a c-algebra is not only the
domain of probability measures. The c-algebra generated by a random variable can be inter-
preted as the set of events that is represented by this random variable. This is treated in more
detail in chapter 2 on measurable mappings, which provides the general theory of random
variables because random variables are measurable mappings. The virtues of c-algebras will
become fully apparent in chapter 10 on conditional expectations and its subsequent chapters.
The pair (€2, &) consisting of a nonempty set £ and a -algebra &/ on Q is called a measurable
space. Such a measurable space is crucial for the definition of a measure. Next, we treat some
important examples of measures, including the counting measure, the Dirac measure, and the
Lebesgue measure. Finally, we turn to continuity and uniqueness properties of a measure.

1.1 Introductory examples

Consider Figure 1.1 showing the set Q of all points (x, y) inside the rectangle and the sets A
and B of all points (x, y) inside the two ellipses, respectively. These three sets are subsets of the
plane R2:=Rx R, where R denotes the set of all real numbers, and R X R := {(a, b): a, b €
R} is the set of all ordered pairs (a, b) with a, b € R, called the Cartesian product or product set
of R with itself. In Figure 1.1, the sets A and B have a nonempty intersection. Now let area (A)
and area (B) denote their areas and area (A n B) the area of their intersection. Inspecting this
figure reveals:

area (AuB) = area(A) + area(B) — area(AnB).

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de
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4 PROBABILITY AND CONDITIONAL EXPECTATION

Figure 1.1 A Venn diagram of two sets and their intersection.

This example illustrates three important points:

(a) A measure such as area is a function on a set system on Q, (i.e., on a set of subsets of
aset Qsuchas A, B, and A n B).

(b) If area is defined for the subsets A, B c Q, then it is also defined for their intersection
A n B and for their union A u B.

(c) Measures are additive. In other words, if A and B are disjoint subsets of Q (i.e., if
A n B =), then area (A u B) = area (A) + area (B).

Note that, in the example presented in Figure 1.1, the sets A and B are not disjoint, and this is
why area (A n B) has to be subtracted in the equation displayed above. Points (a) to (c) also
apply to other measures such as length and volume as well as to probability measures. There-
fore, we adopt a more general language and talk about subsets A, B of a set Q (or measurable
sets A, B) and their measure u instead of lines and their lengths, rectangles and their areas,
cubes and their volume, or events and their probabilities.

For example, if Q = {1, ..., 6} denotes the set of possible outcomes of tossing a fair dice,
A ={1,6}and B = {2, 4, 6} denote the events of tossing a 1 or a 6 and tossing an even number,
respectively. Furthermore, A n B = {6} and the probability of tossing a 1 or a 6 or an even
number — the event A U B —is

PAUB)=PA)+PB)—PANB)=—-+ = — =%.

1
6

[ ] I\S)
(o)} ROV)

In the first example, the measure area assigns a real number to a subset of R?. In the second
example, the measure P assigns a real number to a subset of Q = {1, ..., 6}. This suggests that
a measure should be defined such that it assigns a real number o all subsets of a set (i.e., to all
elements of the power set). Unfortunately, this may lead to contradictions (see, e.g., Georgii,
2008). In contrast, when defining a measure on a 5-algebra, such contradictions can be avoided.

1.2 o¢-Algebra and measurable space

In Definition 1.1, we consider a set system & on £, a sequence A, A,, ... of subsets of Q, and
their countable union. Remember, a set system on a set Q is a set of subsets of Q presuming that
€ is not empty. A sequence of subsets of a set L is a function from the set Ny = {0, 1, 2, ...}
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or N = {1,2,...} or asubset of these sets to P(Q), the power set of Q. Furthermore, the finite
union of the sets Ay, ... , A, and the countable union of the sets A, A,, ... are defined by

A ={aeQ:3ie{l,...,n}:acA;} (1.1)
L_J] L 1

i

and

s

A={aeQ:3JieNaeAl, (1.2)

i=1

respectively. Hence, by definition, [J7_, A; is the set of all elements that are an element of at
least one of the sets A;, i = 1, ..., n, and Ui°=°1 A, is the set of all elements that are an element
of at least one of the sets A;, i € N. Finally, A° := Q \ A denotes the complement of A (with
respect to Q).

Definition 1.1 [c-Algebra]
A set o of subsets of a nonempty set Q is called a -algebra (or o-field) on Q, if the
following three conditions hold:

(a) Qed
(b) IfA € o, then A € .
(c) IfAy, Ay, ... € o, then >, A, € d.

An element of a c-algebra is called a measurable set.

Remark 1.2 [Closure with respect to set operations] Condition (c) postulates that o-
algebras are closed with respect to countable unions of sets A, A,, ... € &. However, in con-
junction with (a) and (b), this implies that a 6-algebra is also closed with respect to finite unions
of sets Ay, ..., A, € &, because every finite union of sets A, ... , A, € & can be represented
as a countable union of the sets that are elements of &, for example:

A=A U...UA,UBUQDuU... . (1.3)

C-s

i=1

Note that (a) and (b) imply @ € o/, because Q¢ = @.

Furthermore, although condition (c) only requires explicitly that o-algebras are closed with
respect to countable unions, Definition 1.1 implies that a 5-algebra is closed also with respect
to intersections such as A; N A, and set differences A; \ A,. In other words, if A and A, are
elements of &/, then A| UA,, A| NA,, and A| \ A, are elements of & as well, provided that o/
is a c-algebra. The same is true for countable intersections A; N A, n ... of elements of &. In
more formal terms: If &/ is a c-algebra, then,

(s
AL Ay ..ed > (A ed (1.4)
i=1
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(see Exercise 1.1), where (.2, A; = A nA, n ... is defined by

g

A ={aeQ:VieNaeA}. (1.5)

1

i=1

Because

=

Ai=AIn...NnANQNQN ..., (1.6)
i=1

we can also conclude

n
A ... A ed > (A ed, (1.7)

i=1

where (2, A;, the finite intersection of the sets Ay, ... , A,,, is defined by

1

n
A;={ae:Vie(l,...,n}:acA;}. (1.8)
=1 <

Remark 1.3 [Countable and uncountable unions] Defining a 6-algebra, we use the sym-
bol ¢ in order to emphasize that unions of finitely or countably many sets are considered, but
not other unions of sets. For example, the closed interval [a,b] ;= {xeR:a<x<b,a,be
R} on the real axis is identical to the union of singletons {x} that contain only one single
element x € R, that is,

la.b]= |J {x}. (1.9)

a<x<b
This union is neither finite nor countable. Hence, condition (c) of Definition 1.1 does not imply
that this union is necessarily an element of a 5-algebra &/ on R, even if all singletons {x},x € R,
are elements of /. <

The following notion of a measurable space proves to be convenient in measure theory.

Definition 1.4 [Measurable space]
If Q is a nonempty set and & a c-algebra on Q, then the pair (Q, &) is called a measur-
able space.

Example 1.5 [The smallest c-algebra] The smallest c-algebra on a nonempty set Q is &/ =
{Q, @}. It contains only the elements Q and the empty set @. As is easily seen, Qu @ = Q,
Q°¢ = @, and @° = Q are elements of &. This shows that & = {Q, @} is closed with respect to
union and complement. <
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Example 1.6 [Power set] The power set SP(Q) of anonempty set Q (i.e., the set of all subsets
of Q) is a o-algebra on Q. It is the largest -algebra on a nonempty set Q. All other c-algebras
on Q are subsets of P(Q). <

Example 1.7 [A small c-algebra] If A is a subset of a nonempty set Q, then & =
{Q, D, A, A} is always a c-algebra on Q (see Exercise 1.2). Again, it is easily seen that this
set system is closed with respect to union and complement. <

Remark 1.8 [Motivation for c-algebras] These examples show that there can be many dif-
ferent o-algebras on a nonempty set . Why not simply always use the largest one, the power
set £(Q)? In fact, this would be possible as long as Q is finite or countable. There are at least
three reasons for using c-algebras. First, there are important sets Q (e.g., Q = R) such that
measures of interest (e.g., length — which is the Lebesgue measure pertaining to = R) can-
not be defined on 2(Q) (see e.g., Wise and Hall, 1993, counterexample 1.25). These measures
can be defined, however, on other 5-algebras, such as the Borel-c-algebra [see Eq. (1.18)]. (For
an example in which the power set is ‘too large’, see Georgii, 2008.) Second, in some sense,
c-algebras contain those elements of a larger set system that are relevant for a particular ques-
tion. In probability theory, together with © and a probability measure, each c-algebra on
represents a random experiment that is in some sense contained in an (often larger) random
experiment. For example, if we consider the random experiment of tossing a dice, then we
may focus on whether or not the number of points is even. Together with Q and the probability
measure, the corresponding c-algebra represents a ‘new’ random experiment contained in the
random experiment of tossing a dice (see Exercise 1.3). Third, using different c-algebras is
indispensable for introducing conditional expectations, conditional independence, and condi-
tional distributions (see chs. 9 to 17). <

Example 1.9 [Joe and Ann] Consider the following random experiment: First, we sample a
unit u from the set Q; := {Joe, Ann}. Second, each unit receives (yes) or does not receive a
treatment (no). Third, it is observed whether (4+) or not (—) a success criterion is reached (see
Fig. 1.2). Defining Qy := {yes, no} and Qy := {4, —}, the Cartesian product

Q= Qy X Qy X Qy = {(Joe, no, -), (Joe, no, +), ..., (Ann, yes, +)}

is the set of possible outcomes o of this random experiment. It has eight elements, namely
the triples (Joe, no, —), (Joe, no, +), ..., (Ann, yes, +) (see all eight leaves of Fig. 1.2 for a
complete list of these elements).

Ann

no —
Joe < Yos ———
<

+ 14+ 1+ 1+

Figure 1.2 Example of a tree representation of a Cartesian product.
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In this example, a first o-algebra & we may consider is the set of all subsets of Q, the
power set P(Q). This set has 28 = 256 elements, where 8 is the number of elements, that is,
the cardinality of Q (see Kheyfits, 2010, Th. 1.1.37). Among these elements is the set

A := {(Joe, no, —), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)} = {Joe} X Qx X Qy.

In the context of probability theory, it is also called the event that Joe is drawn. Other elements
of o are the events

B = {(Joe, yes, =), (Joe, yes, +), (Ann, yes, =), (Ann, yes, +)} = Q;; X {yes} X Qy
that the drawn person is treated, and
C = {(Joe, no, +), (Joe, yes, +), (Ann, no, +), (Ann, yes, +)} = Qy; X Qy X {+}

that success (+) occurs, irrespective of which person is drawn and whether or not the person
is treated.

Aside from the power set of Q, we could also consider the c-algebras of; := {Q, @, A, A°},
oy = {Q,D,B, B}, and o5 := {Q, @, C, C°}, to name just three. (For another one, see Exer-
cise 1.4.) In a sense, &/ represents the information regarding which person is drawn. In con-
trast, &, contains the information regarding whether or not the drawn person is treated, and
o3 whether or not the drawn person is successful. Of course, all these c-algebras are subsets
of 9P(Q), the power set of Q. <

Example 1.10 [Trace of a set system and trace c-algebra] Let Q and Q, be nonempty
sets. If & is a set system on Q and €, c Q, then

%lgo ={QynA:Ae &}

is a set system on £2. It is called the trace of & in €. Furthermore, if &/ is a 5-algebra on Q
and ©, c Q, then the set system

d|go ={QynA: Ae d}

is a c-algebra on Q) (see Exercise 1.5). If Q # Q, then the trace o | is a c-algebra on €,
but not on Q, because Q ¢ IQo' <

Example 1.11 [Joe and Ann - continued] In Example 1.9, we defined the event A that Joe
is drawn, the event B that the drawn person is treated, and the c-algebra of, = {Q, @, B, B°}.
The trace of &, in A is

4 ={A, D, AnB,AnB}.
Obviously, just like all elements of &, are subsets of Q, all elements of &, |, are subsets of A.

From an application point of view, considering </, |, means to presume that Joe is drawn and
consider the events that he is treated or not treated, respectively. <
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1.2.1 o¢-Algebra generated by a set system

The concept of a c-algebra generated by a set system is useful in order to define important
c-algebras. It is also useful for specifying certain measures (see section 1.6). Theorem 1.12
prepares Definition 1.13. Reading this theorem, remember that a 6-algebra on a set Q is itself
a set (of subsets of Q), so that we can consider the intersection of c-algebras.

Theorem 1.12 [Intersection of c-algebras is a c-algebra]
Let I be a nonempty (finite, countable, or uncountable) index set, and let all A;, i € I, be
c-algebras on Q. Then, ;o1 &; is also a 6-algebra on Q.

(Proof p. 28)

This theorem allows us to define the 6-algebra generated by a set system on Q.

Definition 1.13 [c-Algebra generated by a set system]
Let & be a set system on a nonempty set Q, and let (;,i € I) be the family of all -
algebras on Q that contain & as a subset. Then, we define

o(&) = (1.10)
iel

and call it the 6-algebra generated by &. The set & is also called a generating
system of o(&).

Remark 1.14 [Smallest c-algebra containing & as a subset] According to Theorem 1.12,
every set system & on  generates a uniquely defined c-algebra 6(&) on Q. Note that the
c-algebra 6(&) is the smallest c-algebra on Q containing & as a subset, that is,

€ isac-algebraonQand & c € = o(&€)CG. (1.11)

Furthermore,
6[o(&)] = o(&). (1.12)
<

Lemma 1.15 immediately follows from (1.11). It can be used in proofs of the identity of
two c-algebras.

Lemma 1.15 [Smallest c-algebra containing & as a subset]
Let (Q, ) be a measurable space and & a set system on Q with 6(&) = . If € is a
c-algebra on Q with & Cc € C A, then € = dI.

(Proof p. 29)
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Remark 1.16 [c-Algebra generated by unions of set systems] Let P, &, F be set systems
on a nonempty set . Then,

(DQUEUVUF)=0[D uc(& uF)] (1.13)
(see Exercise 1.6). <

Example 1.17 [Several set systems may generate the same c-algebra] If A is a subset of
a nonempty set Q, then the set system {A} generates the c-algebra {Q, @, A, A°}. Note that
{Q, D, A, A%} is also generated by the set systems {A°} and {A, A°}, for instance. Hence,

o({A}) =c({A°}) =c({A,A°}) =c({Q, B, A,A}) = {Q,0,A,A°}.

In contrast, if @ # A # Q, then the c-algebra {Q, @, A, A°} is neither generated by the set
system {Q} nor by {Q, @}. Instead,

c({@}) = o({Q}) = c({Q, B)) = {Q, D},
that is, {Q}, {@}, and {Q, @} generate the c-algebra {Q, @}. <

Example 1.18 [A generator of the power set] Let Q # @ be finite or countable, and let
& = {{n}: ® € Q}. Then, 6(&) = P(Q) (see Exercise 1.7). <

This example is generalized in Lemma 1.20.

Remark 1.19 [Partition] Reading Lemma 1.20, remember that a set system & on a
nonempty set Q is called a partition of Q if

(a) VBe & B+Q.
(b) VB,Cc € B#C = BnC=0.

(©) Upeg B=1.

Lemma 1.20 [An element of a c-algebra generated by a partition]
Let & :={By,...,B,} or & :={B,B,, ...} be a finite or countable partition of Q,
respectively. Then, for all C € 6(&), there is an I(C) c N such that

c={ B = 8. (1.14)

iel(C) B;cC

where, by convention, | J;cg B; 1= .
(Proof p. 29)

Remark 1.21 [Constructing a c-algebra] If & = {A, ..., A,,} is a finite set of subsets of
€, then there is a finite partition & = {By, ..., B, } of Q with 6(&) = o(%). Furthermore, if
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& is afinite set of subsets of 2, then each element of 6(&) is obtained by finitely many unions,
intersections, or complements of elements of & (see Exercise 1.8). <

Example 1.22 [Joe and Ann - continued] In Example 1.11, we already considered the event
A that Joe is drawn and noted that the trace of the o-algebra o/, = {Q, @, B, B°} in A is o, |4, =
{A, @, AnB,AnB¢}. In contrast, the o-algebra on Q generated by the trace o, |, is

o(e|) ={Q,0,A,A° AnB,AnB ,(AnB)UA°,(AnB°)UA“},
where ANB)uA® =A°uBand (AnB¢)uUA° = A° U B°. <

Remark 1.23 [Monotonicity of generated c-algebras] Let &, &, be set systems on a
nonempty set Q with &, c &,. Then, 6(&) c 6(&,) (see Exercise 1.9). <

An important kind of c-algebras are those for which there is a countable set system that
generates them.

Definition 1.24 [Countably generated c-algebra]
Let (Q, ') be a measurable space. Then, < is called countably generated if there is
a finite or countable set & c o such that 6(&) = .

Example 1.25 [Some countably generated c-algebras] Examples of countably generated
c-algebras are:

(a) All o-algebras on a finite nonempty set Q.
(b) P(Nj),neN.

(For a proof, see Exercise 1.10. For another example, see Remark 1.28.) <

Remark 1.26 [A caveat] Note that there are countably generated c-algebras for which not all
of their elements can be constructed by countably many unions, intersections, or complements
of elements of the generating system. An example in case are Borel 5-algebras on R or R” (see
Rem. 1.28 and Michel, 1978, sect. 1.4). <

Lemma 1.27 [c-Algebra generated by the trace of a set system]
Let A c Q be nonempty, & c P(Q), and & |, := {CnA: C e &}. Then,

6(&|4) = 6(&)ya, (1.15)

where 6(& |4) denotes the c-algebra generated on A, whereas 6(&) is a 6-algebra on Q.
Furthermore, if € is a -algebra on Q and A € & such that

VCe& C#A = AnC=0, (1.16)
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(i.e., A does not intersect with any other element of & ), then
o(G U&)|y =Cly. (1.17)

(Proof p. 30)

Hence, according to Equation (1.15), the c-algebra generated by the trace of a set system
& is the trace of the c-algebra generated by &'; and, according to Equation (1.17), the trace of
the o-algebra o(€ U &) in the set A is identical to the trace of the c-algebra € in A, if (1.16)
holds.

1.2.2 o-Algebra of Borel sets on R”"
For a, b € R with a < b, let us consider a half-open interval la, b] in R, which is defined by
la,b] :={x e R:a < x < b},

and the set system

S :={la,bl:a,beRanda < b}
of all half-open intervals in R. The c-algebra generated by this set system is called the Borel
c-algebra on R. It is denoted by B or 3B,. The elements of & are called the Borel sets of R.
In formal terms,

B = B, = o(I). (1.18)

Note that there are several sets systems generating the Borel -algebra (see, e.g., Klenke, 2013,
Th. 1.23). In particular,

B, = o({]-0, b]: b € R}) (1.19)

(see Georgii, 2008). Similarly, we define the Borel c-algebra on R2=R xR to be the 6-
algebra generated by the set system %, of all half-open rectangles in R?, whose sides are
parallel to the axes (see Fig. 1.3). These rectangles are defined by

]al,bl] X ]az, b2] = {(xl,xZ) S Rz: ap <x1 < bl,az <x2 < bz}

The c-algebra 6(.%,) is denoted by %,, that is, %, := 6(.%,), and its elements are called the
Borel sets of R%.

This definition is easily generalized: The Borel 6-algebra on R" is defined by %,, := o(.%,),
n € N, where .7, is the system of all half-open cuboids in R", whose sides are parallel to the
axes. Such a cuboid is a set

la;,bi1%x...x]a,, b1 ={(x),...,x,) e R":a; <x; <by,...,a,<x,<b,}, (1.20)
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ar L

Figure 1.3 A half-open rectangle in the plane R .

where ay, ..., a,, by, ..., b, € R. Just like %, the c-algebra 9B, has several generating sys-
tems, one of which is used in the equation

B, =o6({]-0,b,]1X ... X 1-00,b,]: by, ..., b, € R}) (1.21)

(see Exercise 1.11).

Note that not every subset of R" is a Borel set. In other words, 9, is not the power set of
R" (see Rem. 1.60). However, for each x = (x, ..., x,) € R”", the singleton {x} is a Borel set
of R”, that is,

{x} € B,, VxeR" (1.22)

(see Exercise 1.12).
Furthermore, if R = R u {—00, +o0} denotes the extended set of real numbers, then

B:=06(B U {{-c0}, {+o0}})

is a c-algebra on R, and it is called the Borel -algebra on R. Similarly, 3, is called the Borel
c-algebra on R". It is defined as the product c-algebra of & with itself (n times) (see Def.
1.31). Finally, we may sometimes consider %, |, the trace of the Borel 6-algebra on R" in

Q, c R,
Remark 1.28 [The Borel c-algebra is countably generated] Note that
B =0c({la,bl:a,b e Q,a < b}),
where Q denotes the set of rational numbers. Because Q is countable, the set of intervals

{la, b): a, b € Q, a < b} is countable as well. Therefore, the Borel c-algebra 9 is countably
generated. This also holds for 9,,, n € N (see Klenke, 2013, Th. 1.23). <

Remark 1.29 [Trace of the Borel c-algebra in a countable subset of R] Let & denote the
Borel c-algebra on R. If Q; c R is finite or countable, then % | Q= P(Q), where B IQo is
the trace of the Borel c-algebra on R in €, c R (see Exercise 1.13). <
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1.2.3 o¢-Algebra on a Cartesian product

In section 1.2.2, we defined a c-algebra on R* = R X ... X R (n-times). Now we consider o-
algebras on general Cartesian products. We start with an example.

Example 1.30 [Joe and Ann — continued] In Example 1.9, we already considered the Carte-
sian product

Q = QUXQXXQY’
which consists of the eight triples (Joe, no, —), (Joe, no, +), ... , (Ann, yes, +) (see again Fig.
1.2). Now consider the c-algebras & := P(Q), &, = P(Qy), and 5 := P(Ly), as well as
the set

g = {Al XA2 XA3:A1 (S ‘QYI’AZ (S eQiz,A3 S eQi3},

which is a set system on € consisting of 4 - 4 - 4 = 64 elements. For example, the set system
& contains the elements

A = {Joe} X {no} x {—=} = {(Joe, no, —)}
and
B := {Ann} X {yes} X {+} = {(Ann, yes, +)}.
However, & does not contain
A uB = {(Joe, no, —), (Ann, yes, +)}

as an element. The only product set A; X A, X A3 with A € &1,A, € &,,A; € 95 that con-
tains A U B as a subset is Q; X Qy X Qy = Q. However, A u B # Q. Therefore, & is not a
c-algebra [cf. condition (c) of Rem. 1.2]. In this example, the c-algebra generated by & is
the power set of Q, that is, o(&) = FP(Q). It consists of 28 = 256 elements. According to the

following definition, 6(&') is denoted by &; ® o/, ® /5 and called the product c-algebra of
.Q{l,dz, al’ld.ﬁy?). <

Definition 1.31 [Product c-algebra]
Let (2, 1), ..., (R,, &,) be measurable spaces and Q := Q X ... X Q,. Then

% n
4@ .04 =R =0c <{)(A,»:A,» ed,i=1,... n}) (1.23)
i=1 i=1

is called the product c-algebra of the 6-algebras o, i =1, ... ,n.

Note that the product c-algebra &/; ® ... ® &, is not the Cartesian product & X ... X
o, Instead, the product c-algebra is generated by the set system of all Cartesian products of
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elements of the c-algebras &, ..., &,. In Lemma 2.42, we give an equivalent specification of
a product c-algebra, using projection mappings.

Lemma 1.32 provides a relationship between the generating systems of the c-algebras &,
i=1,...,n, and the generating system of the product c-algebra.

Lemma 1.32 [Generating system of a product c-algebra]
Fori=1,...,n, let (Q;, ;) be measurable spaces and &; c ; with 6(&;) = ;. Then,

®52Yl-=c({)n(Al-:Aie%i,i=l,...,n}>. (1.24)
i=1 il

For a proof, see Klenke [2013, Th. 14.12 (i)].
This lemma implies

n
B,=QRQ B=RB® ...® B (n-times)

i=1

for the Borel c-algebra on R". This lemma also implies the following corollary:

Corollary 1.33 [Countable generating system of a product c-algebra]
Let (Q;, ;), i =1, ..., n, be measurable spaces, where all 9; are countably generated.
Then @_, ; is countably generated as well.

Example 1.34 [Countable sets and product c-algebra] LetQ, ..., Q, be finite or count-
able nonempty sets and |, ..., &, be their power sets. Then,

n n
® A =P (X Qi) ’
i=1 i=1
that is, @/_, < is the power set of Q := Q; X ... X Q, (see Exercise 1.14). <

Remark 1.35 [Complement of a Cartesian product] Let (2; X Q,, &/, ® &,) be a measur-
able space, A € &/}, and B € &,. Then (A X B)° € /| ® ,, and this set can be written as:

(AXB)' =(A° X B)u (Q; X BY), (1.25)

which is a union of disjoint sets (see Exercise 1.15). <

1.2.4 N-Stable set systems that generate a c-algebra

For many proofs, generating set systems are useful, which are n-stable.
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Definition 1.36 [n-Stability]
Let Q denote a nonempty set. A set & of subsets of Q is called n-stable (or n-closed)
ifAnBe & forallA,Be &.

Example 1.37 [Set system with one single element] A set system {A} that has only a single
element A c Q # @ is n-stable (cf. Example 1.17). <

Example 1.38 [Partition and n-stability] If & is a partition of the set Q, then & := & u {@}
is N-stable. <

Example 1.39 [A n-stable generating system of a product c-algebra] Consider the mea-
surable spaces (€;, &/;), i =1, ..., n. The set

{Al X ... XAn:Ai (S %, i= ], ,n},
is a n-stable generating system of ®’_, <; (see Exercise 1.16). <

Another type of a set system is a Dynkin system. It can be used to show that a specific set
system is a c-algebra.

Definition 1.40 [Dynkin system]
A set D of subsets of a set Q is called a Dynkin system on Q, if the following three
conditions hold:

(a) QeD.
(b) IfAec D, then A° € D.

(c) IfA|, Ay, ... € D and they are pairwise disjoint, then |J,2, A; € D.

In the definition of a 6-algebra </, we require Ui"=°1 A; € gforallsequences A, A,, ... € &,
whereas for a Dynkin system the corresponding requirement is only made for all sequences
A, A,, ... € D of pairwise disjoint sets. Analogously to Definition 1.13, for a set system &
on Q, 6(&) is defined as the Dynkin system generated by &, that is, as the intersection of
all Dynkin systems containing &. According to Theorem 1.41, a Dynkin system is also a
o-algebra if and only if it is n-stable.

Theorem 1.41 [Dynkin system and c-algebra]
Let Q be a nonempty set.

(i) A Dynkin system & on Q is a 6-algebra if and only if it is n-stable.
(ii) If & is a n-stable set of subsets of Q, then 6(&€) = 6(&).
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For a proof, see Bauer (2001, Ths. 2.3 and 2.4). According to proposition (i) of this theorem,
we can prove that a set system is a c-algebra by showing that it is a n-stable Dynkin system,
and proposition (ii) can be applied to show that the Dynkin system generated by a n-stable set
system is a c-algebra.

1.3 Measure and measure space
A measure assigns to all elements of a c-algebra an element of the closed interval
[0,00] :={xeR:0<L x}u{co},

that is, a nonnegative real number or the element co.

Example 1.42 [A first example] Let Q = R, and assume that the closed interval [3, 9] =
{x e R: 3 <x <9} as well as the union [3, 9] u [10, 12] are elements of a c-algebra on Q. If
the measure is length, then

length ([3,9])=9-3=6
and

length ([3, 9] U [10, 12]) = length ([3, 9]) + length ([10, 12])
=09-3)+(12-100=6+2=38,

because the two intervals are disjoint (i.e., their intersection is the empty set @). In this case, the
lengths of the intervals [3, 9] and [10, 12] add up to the length of their union [3, 9] u [10, 12].
In Definition 1.43 (c), we require not only additivity but also c-additivity. <

Reading Definition 1.43, remember that, for a sequence a;, a,, ... of nonnegative real num-
bers, Y2 | a; is defined by

n

a; ;= lim 2 a;.

n—oo

i=1

M s

1

Il
—_

Definition 1.43 [Measure and measure space] -
Let (R, &) be a measurable space. A function y: o — R is called a measure and the
triple (Q, &, ) is called a measure space, if

(a) u(@)=0.
(b) u(A) >0, VA e 9. (nonnegativity)

(c) IfA, A,, ... € I are pairwise disjoint, then y(Ul?’il Al-) =22 HA).
(c-additivity)
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1.3.1 o-Additivity and related properties

Remark 1.44 [c-Additivity implies finite additivity] Note that o-additivity of a measure
implies finite additivity, that is, it implies

n n
U (U Ai> =Y uA), ifA, ..., A, e o are pairwise disjoint (1.26)
i=1 i=1

[see Rule (ii) of Box 1.1 and its proof in Exercise 1.18]. <

Remark 1.45 [o-Additivity] Using the term o-additivity signals that unions of finitely or
countably many sets are considered, but not other unions of sets. If, instead of c-additivity,
we would require additivity for any kind of unions, including uncountable unions, then the
Lebesgue measure A on (R, 98) — the measure representing length — could not be constructed
anymore. This is explained in more detail in Remark 1.71. <

Remark 1.46 [Representation of a union as a union of pairwise disjoint sets] Let (Q, &)
be a measurable space. If A, A,, ... € &is a sequence of subsets of Q, then there is a sequence
By, B,, ... € & of pairwise disjoint sets with

B;.

1

s

A =

i
1 i

(1.27)

.CS
Il

l

One way to construct By, B,, ... is to define By := A; and

i—1
B, ::A,»\(UAj), fori> 1, (1.28)
j=1

(see Exercise 1.17). <

Remark 1.47 [Additivity of measures for partitions] Let (Q, &, u) be a measure space,
B € ¢/, and assume

(@) Ay, ..., A, € o are pairwise disjoint,
() BcUL, A
Then,
n
u(B) = ZZI u(BNA). (1.29)

Analogously, if
(c) A, A,, ... € d are pairwise disjoint,

(d BcU22 A,
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then
u(B) = i uBNA) (1.30)
i=
(see Exercise 1.19). <

1.3.2 Other properties

Other important properties of a measure are displayed in Box 1.1. Some of these properties
can intuitively be understood by inspecting the Venn diagram presented in Figure 1.1. These

Box 1.1 Rules of computation for measures.

Let (2, &, u) be a measure space.
If Ay, A,, ... € & are pairwise disjoint, then,

H<U&)=ZM%) (c-additivity) (i)
u <U Ai> = Z u@;), Vnel. (finite additivity) (ii)

If A, B € &, then,

u(A) = u(AnB)+ u(A\B). (iii)

u(€) = u(B) + u(B°). (iv)

u(A) < u(B), ifAcB. (monotonicity) (v)

UA\NB) = u(A) — u(AnB), if y(AnB)< co. (vi)

HAUB) = u(A)+ u(B) — u(AnB), if u(AnB)< co. (vii)

H(A) = u(Q) <o = u(AnB) = u(B). (viii)
HA) =0 = u(AuB)= uB). (ix)

LetA € &/ and let Q, c  and be finite or countable with u(Q \ ;) = 0.
If, for all ® € Q, {0} € &, then

A = Yy u(o). )

weANQ,

IfA,A,, ... € &, then

M(Um)g u(A,)). (o-subadditivity) (xi)
i 1
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properties always hold with the conventions +oco + 0o = +00 and o + oo = +o0, for o € R.
However, note that the term +o00 + (—o0) or +00 — (+00) cannot meaningfully be defined.
Therefore, properties (vi) and (vii) only hold if we assume (A n B) < oo. For proofs of all
these properties, see Exercise 1.18.

Remark 1.48 [Finite additivity and c-additivity applied to singletons] If Q is finite or
countable, then each A c Q is finite or countable as well. Hence, for any measure y on the
measurable space (Q, P(Q)),

HA) = u ( U {w}> = Y u{o}), YAcQ (1.31)

weA weA

This means that a measure on (2, 9(Q)) is already uniquely defined if its values u({w}) are
uniquely defined for all ® € Q, provided that Q is finite or countable. Rule (x) of Box 1.1
extends this result to a more general measure space (L2, &/, ). This rule shows that a measure
on (Q, &) is already uniquely defined if its values u({w}) are uniquely defined for all ® € €,
provided that Q, is finite or countable with u(Q\ Qy) =0 and {0} € Jforallo € Q,. <

1.4 Specific measures

Now we consider some examples of measures, all of which are used later on in this volume in
order to introduce still other measures. For some of these examples, we use the indicator of a
set A.

Definition 1.49 [Indicator]
Let Q be a set and A c Q. Then, the function 14: Q — R defined by

_J1, foeA
7A(03)—{0, ifo e, (1.32)

is called the indicator of A.

Remark 1.50 [Sums and products of indicators] If 7,, 75: Q — R are the indicators of two
sets A, B c Q, then,

1y -1 =T4,8 (1.33)
and

1A+1B_1AOB:1A+1B_1A'1B=1AUB' (134)
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Equation (1.33) immediately implies

L+1T=14, ifANB=0. (1.35)
More generally, if A, ..., A, is a finite sequence of pairwise disjoint subsets of €, then,
n
Z 1y, = 7U,~"=1Ai’ (1.36)
thatis, then the sum of the indicators of the sets Ay, ... , A, is the indicator of the union |J,2 | A;.

Finally, if A, A,, ... is a sequence of pairwise disjoint subsets of €2, then,

8

T, =Ty, A (1.37)
<

1

Il
—

Remark 1.51 [Indicators of products sets] Let ©;, , be nonempty sets, A c Q; and B c
Q,. Then,

1A((X)1) . 13(0)2) = 1AXB((D1’ (1)2), v ((01, (1)2) S Q] X 92. (138)

This equation follows from the definitions of the product set and the indicator. <

1.4.1 Dirac measure and counting measure

Example 1.52 [Dirac measure] Let (2, &/) be a measurable space, let ® € Q, and consider
the function 6,: &/ — {0, 1} defined by

85,(A) = 1,(0), VAed (1.39)

Then §,, is a measure on (Q, &) (see Exercise 1.20). <

Definition 1.53 [Dirac measure]
The function 6, defined by Equation (1.39) is called the Dirac measure at (point) .

Example 1.54iC0unting measure] Let (2, &) be a measurable space, and define the func-
tion py: &/ — R by

Y, 14(w), ifAis finite
Ha(A) == q0e VAed (1.40)
00, if A is infinite,

Then py is a measure on (L, &) (see Exercise 1.21). <
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Definition 1.55 [Counting measure]
The function py defined by Equation (1.40) is called the counting measure on (Q, & ).

Remark 1.56 [Cardinality of a set] If A is finite, then p4(A) is called the cardinality of A,
that is, puu(A) simply counts the number of elements o of the set A. Furthermore, for finite or
countable Q and A c Q,

prA) = Y Ti@) = ), 8,(A). (1.41)

we weQ <

Example 1.57 [Sum of Dirac measures] Let (Q, &/ ) be a measurable space. If B ¢ Q is finite
or countable and &, is the Dirac measure on (2, &) at point o, then Y _p 6,: & = [0, o0]
defined by

(2 5m) A):= ) 5,A), VAed, (1.42)

weB weB

is a measure on (Q, of ) (see Exercise 1.22). Hence, if Q itself is finite or countable, then
Yoca O, is ameasure on (€2, &), and it is identical to the counting measure defined in Exam-
ple 1.54, because, for A € &,

(2 5m> A=Y 8,4 [(1.42)]
weQ 0weQ

= Y L@ [(139)] (143)
we
= py(A). [(1.41)] <
1.4.2 Lebesgue measure
Consider the half-open interval la, b]. Then,
Ma,bl)=b—-a (1.44)

is the length of the interval ]a, b]. Next consider a rectangle lay, by] X la,, b,] in R? with
a; < by and a, < b,. This set can be visualized by the set of all points inside the rectangle
presented in Figure 1.3 (excluding the lower and left boundary). Obviously,

A(ay, byl X lay, by]) = (by —ay) - (by — ay) (1.45)

is the area of this rectangle.

According to Theorem 1.58, there is one and only one measure on (R, 93) satisfying (1.44)
for all such intervals. This measure is called the Lebesgue measure on (R, %) and is denoted
by A or A;. Similarly, there is one and only one measure on (R?, 3B,) satisfying (1.45) for all
such rectangles. It is called the Lebesgue measure on (R*, %,) and is denoted by 4,. Theorem
1.58 deals with the general case.
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Theorem 1.58 [Existence and uniqueness of the Lebesgue measure]
For all n € N, there is a uniquely defined measure A, on (R", B,) satisfying

MQay, b1 x ... xa,, b)) = []®; - a),
i=1

Va;, b, € Rwitha; < bi,iz_l, ey T

(1.46)

For a proof, see Klenke (2013, Th. 1.55).

Definition 1.59 [Lebesgue measure]
The measure A, satisfying Equation (1.46) is called the Lebesgue measure on
R", B,,).

Remark 1.60 [Sets of real numbers that are not Lebesgue measurable] Hence, the
Lebesgue measure A, is defined on (R", %,). Note, however, that this measure space
R", &, A,) can be completed by additionally including all subsets of sets A € %, with
A,(A) = 0. In Wise and Hall (1993, counterexample 1.25), it is shown for n = 1 that there
are subsets B c R that are not elements of the completed c-algebra. Therefore, B ¢ 9, and
this implies B # P(R). <

1.4.3 Other examples of a measure

Example 1.61 [Restriction of a measure to a sub-c-algebra] Suppose (€, &/, ) is a mea-
sure space and € c o a ¢-algebra. Then the function v: € — R defined by

V(A) := u(d), VAEeSGE, (1.47)

is a measure on (Q, ) (see Exercise 1.23). <

Example 1.62 [Weighted sum of measures] If 4, u,, ... are measures on (€2, &) and 0 <
oy, 0y, ... € R, then X2, oyp;: o — [0, oo] defined by

i=1 i=1

<Z a,.y,) A):= Y ouA), VAed, (1.48)

is again a measure on (Q, &) (see Exercise 1.24). For 0 = o, | = «,,,» = ... this implies: If
His ..., 4 are measures on (Q, & ) and ay, ..., o, are nonnegative, then the function Z:;l ol 14
defined by

o | (A) = ou(A), VAed, (1.49)
<_; ) 5

is also a measure on (L, & ). <
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1.4.4 Finite and c-finite measures

A measure u on a measurable space (2, &) is called finite if u(Q) < co. Otherwise, itis called
infinite. Within the class of infinite measures, there is a subclass with an important property,
called o-finiteness. Many fundamental propositions of measure and integration theory only
hold for measures that are c-finite.

Definition 1.63 [c-Finite measure]
Let y be a measure on a measurable space (Q, ). Then u is called 6-finite if there is a
sequence A\, A,, ... € d with U;’il A, =Qand, foralli=1,2, ..., u(A;) < co.

To emphasize, even if u(€2) = oo, the measure u can be o-finite (see Examples 1.64 and
1.65). Note that any finite measure is also c-finite.

Example 1.64 [c-Finiteness of the Lebesgue measure] The Lebesgue measure 4 on (R, %)
is o-finite, because R = U;’;’l[—i, iland A([—i,i]) =2 i < oo, foralli € N. <

Example 1.65 [A o-finite counting measure] Consider the measurable space (R, %) and
the measure y: & — [0, oo], where u = 3.2, 6; and §; denotes the Dirac measure at i on
(R, %) with 6;(A) = 14(i), A € &, i € N, (see Example 1.57). Then 4 is o-finite because R =
Un"il[—n, n] and p([—n, n]) = n+ 1, for all n € N,. This measure simply counts the number
of elements i € N in a Borel set A. In other words, for all finite A € 9B, u(A) is the cardinality

of the set A N Nj,. <

1.4.5 Product measure

In section 1.4.2, we considered the Lebesgue measure on (R", &,) that is specified for n-
dimensional cuboids by Equation (1.46) using the product of one-dimensional Lebesgue mea-
sures on (R, %). Now we introduce the general concept of a product measure. Lemma 1.66
shows that o-finiteness of measures is sufficient for the existence and uniqueness of such a
measure. Hence, this lemma shows that presuming finite measures is sufficient but not neces-
sary for the definition of the product measure.

Lemma 1.66 [Existence and uniqueness]
Let (2;, &, p;) be measure spaces with 6-finite measures p;, i = 1, ..., n. Then there is a
uniquely defined measure, denoted y; ® ... ® ,, on the product space

(o).
i=1 i=1

VA, ....A) e d X...xd,:

satisfying

(1.50)

This measure is o-finite as well.



MEASURE 25

For a proof, see Bauer (2001, Th. 23.9). Hence, y := y; ® ... ® u,, is a measure on the product
space (X'_, Q;, ®_, ;) with

WA X XA = AD  iy(A), Y (Ap . A) e (dly x .. xd).  (1.51)

Definition 1.67 [Product measure]
The measure p; ® ... ® p, defined by Equation (1.50) is called the product measure

of Ui, .- s Yy

1.5 Continuity of a measure

The term c-additivity refers to countable unions of pairwise disjoint sets and it implies finite
additivity, which involves finite unions of pairwise disjoint sets. Furthermore, c-additivity
implies the following continuity properties of a measure, which are essential for the defini-
tion of the integral (see ch. 3).

Theorem 1.68 [Continuity of a measure]
Let (Q, o, p) be a measure space, and let A, A,, ... € 4.

(i) IfA c A, c ..., then,
o0
Iim p(A) =p <U Al-> . (continuity from below)
11— 00 l=l
(ii) IfA; DA, D ... and there is an n € N with u(A,) < o, then,

oo
Iim p(A) =p <n Ai) . (continuity from above)
11— 00 l=1

For a proof, see Klenke (2013, Theorem 1.36).

Remark 1.69 [Finite case] IfA;, ... ,A, € & is a finite sequence with A; c ... c 4,, then

" A=A, and
7
i

This is a trivial case of Theorem 1.68 (i) (withA, =A, 1 =A4,,, = ...). <

C-s

Ai> = u(A,). (1.52)

1

Example 1.70 [Geometric examples] Figures 1.4 and 1.5 illustrate this theorem for the
Lebesgue measure 4, on (Rz, B,), the area of a set O and the sets A;, i € N. In this exam-
ple, A; is the open rectangle in the open (i.e., the set without its boundary) egg-shaped
set O displayed in Figure 1.4, A, the union of A; with two other rectangles in the middle
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Figure 1.4 Approximation of an open egg-shaped set O from below.

figure, and A5 the union of A, with two additional rectangles in the right figure. Adding
more and more rectangles, it is plausible that A; c A, c ... c O and that their union approx-
imates O (i.e., J; 2, A; = O). Under these premises, Theorem 1.68 (i) yields the conclusion
lim,_, , 42(A) = A,(U,2, A;) = 4,(0). Figure 1.5 illustrates the same principle. However,
now the area of the egg-shaped set O is approximated from above by subtracting the areas of
appropriate rectangles.

As a second example, consider the Lebesgue measure A on (R, %) and the intervals A; =
1x - %, x],i € N. Obviously,A; > A, > ... and A(4;) = % < oo, foralli € N (see also Exercise
1.12). Hence, for all x € R,

i=1 i—oo [

= 1 . 1 o1
A{xh) = A (lﬂ]x— i,x]) = lim 4 (Jx= ) = lim = =0.  (153)

This is an implication of continuity from above, and it implies

Va,beR:a<b = A(a,b]) = Ala, b]) = A(a, bl) = A(Ja, b))

=b—a. (1.54)

<

Remark 1.71 [A motivation for c-additivity] As already mentioned in Remark 1.45, o-
additivity refers to unions of finitely or countably many sets. Now consider |J;<,<2{x} =
[1,2] € &B [see Eq. (1.9)]. According to Equation (1.53), A({x}) = 0, for all x € [1, 2], and
hence A({x € [1, 2]: x € Q}) = 0, because the set of rational numbers is countable. In other
words, the Lebesgue measure A of the set of all rational numbers in the closed interval [1, 2]
is zero, and this is not a contradiction to

,1< U {x}>=,1([1,2])=2—1=1,

1<x<2

SN TSN AN
(4 N [—|/ v — r|/ \“|
I/ N A \
Wi \ | I / A\ I / 1
1 \I II \ II \l
] \ | \I | \I
I I |
' A Ay l ‘ As l
| \

(AN A r/ﬁ N r/ﬁ
I~ =71 _t\_-.__/_ﬁ _t\‘_ -7

Figure 1.5 Approximation of an open egg-shaped set O from above.
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because [J <<, {x} is an uncountable union. This illustrates that additivity for uncountable
unions can be meaningless. <

1.6 Specifying a measure via a generating system

Given a measurable space (€2, &), a measure is a function that is defined on /. In many situ-
ations, such as when &/ = 6(&) can only be described by a generating set system & (e.g., the
set system .#; generating the Borel c-algebra on R), it is important to answer the following
questions:

(a) Existence: If there is a set function ji: & — R, is there also a measure u:o(&)— R
such that u(A) = fi(A),VA € &?

(b) Uniqueness: Is a measure y on (2, 6(&)) already uniquely defined by its values u(A),
Ae&?

(Sufficient conditions for the existence of such a measure u are formulated in Klenke, 2013,
Theorem 1.53.)

The following uniqueness theorem for finite measures provides an answer to these ques-
tions, which suffices for our purposes. (A more general formulation for o-finite measures with
additional assumptions and a proof of Theorem 1.72 is found in Klenke, 2013, Lemma 1.42.)

Theorem 1.72 [Generating system and uniqueness of a measure]
Let (Q, ') be a measurable space and let & c o, where & is n-stable and o(&) = . If
Hy and p, are finite measures on (Q, ') (i.e., measures with p;(L2), 4,(Q) < ), then,

VA€ &: pu(A) = up(A) > VAe d: puj(A) = uy(A).

Example 1.73 [Countable Q2] Let Q be a nonempty finite or countable set, and let &f = FP(Q).
Then the set system

& ={0}u{{n}) 0eQ)

is n-stable and 6(&;) = &. As already noted in Remark 1.48, a finite measure u on (2, &) is
uniquely defined by its values u({w}), ® € Q. <

Example 1.74 [Measures on (R, )] The set system
&, ={la,bl:a<b,a,beR}u {0}

is n-stable and 6(&,) = & [see Eq. (1.18) and section 1.2.4]. Another n-stable set system &5
with 6(&3) = & is

&, = {]-c0, b]: b e R}

(cf. Klenke, 2013). This set system is crucial for the definition of a cumulative distribution
function (see section 5.7.1). <
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1.7 o-Algebra that is trivial with respect to a measure

All c-algebras treated in section 1.2 have been defined without reference to a measure. Now
we define the concept of a trivial 6-algebra, which is defined referring to a measure. We start
with a lemma about the set of all subsets of a set Q with u(A) = 0 or u(A) = u(Q) (i.e., the set
of all sets that are frivial with respect to the measure u). Hence, the set of u-trivial sets includes
all null sets that is, all sets A € & with u(A) =0, and all sets A € & with u(A) = u(Q).

Lemma 1.75 [The set of all trivial sets is a c-algebra]
Let (Q, o, u) be a measure space, and assume that u is finite. Then,

I, ={A e d: u(A) =0or u(A) = u(Q)} (1.55)

is a 6-algebra.
(Proof p. 30)

This lemma allows for Definition 1.76:

Definition 1.76 [Trivial c-algebra with respect to a measure]

Let (Q, o, p) be a measure space, assume that p is finite, and let I, be defined by (1.55).
Then each 6-algebra € c 9, is called a p-trivial 6-algebra and its elements p-triv-
ial sets.

Obviously, {Q, @} is a trivial o-algebra with respect to all measures on (2, & ). Hence, we
can call it a trivial 6-algebra without reference to a specified measure.

1.8 Proofs
Proof of Theorem 1.12
(a)
Viel d;isac-algebraonQ = Viel:Qe d, [Def. 1.1 (a)]
> Qe () 4.
iel

(b)
Ae (o > Viel:Aed,

iel
> Viel:Acd, [Def.1.1(b)]
> A€ ﬂ ;.

iel
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©)
ALAy, e\ 9 > Viel:ALA,), ... ed,
iel
[e+]
=>Viel: |JAed, [Def. 1.1 ()]
j=1

=>UAeﬂs2¢

iel

Proof of Lemma 1.15

If € is a c-algebra with & c € and & = 6(&), then (1.11) and the assumption € c & imply
d=0(&)c € c A Hence, € = .

Proof of Lemma 1.20

Define & = {C =Uiecnc Bit 1(0) c N}.

& c P:For B; € &, choose I(B;) = {j}. Then, B; = UiE,(Bj) B;.

2 c o(&): Because N is countable, any /(C) c N is finite or countable, and this implies
that C = (J;cc B; is an element of 6(&) [see Def. 1.1 (c), (1.3)].

Checking the three conditions defining a c-algebra (see Def. 1.1), we show that & is a
c-algebra.

(a)

o " B, if&={B,..,B,)
U if € = {B,,B,, ...},

i
because & is assumed to be a partition. This shows that Q € 9.
(b) The equation for Q in (a) also implies /(C“) = I(C). Therefore, C € D if C € 9.
©IfCy,C,, ... € D, then,

||C3

@UB,: U Bieo.

€l(C)) ie U]i";ll(q)

.

because U;il I(C) cN.
Finally, we prove the second equation in (1.14). If j € I(C) and C = U;¢ ) B;, then
Bj c C, which implies

U Bc< U 8-

iel(C) B;cC

Vice versa, if B; ¢ C, then j € I(C), because for any ® € B;, there is no i # j such that w € B;
[see condition (b) of Rem. 1.19]. Hence,

U Bc< U 8.

B;cC iel(C)

which proves the second equation in (1.14).
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Proof of Lemma 1.27

In this proof, we use 6o (&) to denote the c-algebra on Q generated by & c J(Q). Similarly,
0,4(2) denotes the c-algebra on A generated by 2 c FP(A).

(1.15) o0g(&)isac-algebraon Qand & c 64(&), by definition of 6(&). Hence, &, c
60(&)|,, and 6(&)|4 is a o-algebra on A (see Exercise 1.5). Therefore, the definition (1.10)
yields

64(&4) c 0g(&)l4-
Furthermore, & c 6o(& |4 U & |4c), which implies

GQ(%) C GQ(%'A ué& |Ac) [Rem 123]
C 6(04(814) Uo4e(&|pc)) [Rem. 1.23]
={CuD:Cecy(&Ely), Decye(Els)} [This set system is a o-algebra]

Therefore,

60(&)|4 c {CUD: Cecy(&ly), Decy(&lse)}a

{(CUD)ﬂA: CEGA(%|A)? DGGAC(%lA(')}

{CnA: Cecy (&)} [D c A9]
= 0,(& ). [C c A]

Hence, we have shown 6,4(&|,) c 6o(&)|4 and 6o(&)|4 C 64(&|4), which is equivalent to
04(&14) = 6o(&E)l4-

(1.17)

6o(G U&)|4=06,(F UEly) [(1.15)]
=0,4(B 4 U&ly) [See def. of the trace in Example 1.10]
=0,(%a) {9, A} c €4l
=Cly- [Exercise 1.5, (1.12)]

Proof of Lemma 1.75
(a) Qe J, by definition of 7,.

(b) IfA € F,,, then Rules (iv), (v) of Box 1.1 and finiteness of x yield

. Q), ifud)=0
HA%) = (@) — u(A) = {g< e T

which implies A € F,.
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(c) LetA;,A,, ... € o We consider two cases. First, if u(A;) =0, for all A;, i € N, then

Rule (xi) of Box 1.1 yields (U;’il Al-) < Z;’il u@;) =0(G.e, U?il A e 974). Second,
if there is a j € N such that ,u(Aj) = u(Q), then Rule (v) of Box 1.1 yields

M) = u(A) < p <U A,»> < u(Q),
i=1

which implies /,l( bl Al») = u(Q). Therefore, U2, A; € I,

Exercises

1.1 Let & be a c-algebra of subsets of a nonempty set Q, and let A, A,, ... € &. Show: (a)
Al nAz n... e M, (b)Al nAz S .Q{, and (C)Al \A2 e 4.

1.2 Show that the set system of = {Q, @, A, A°} is stable (closed) with respect to union of
elements of /.

1.3 Consider the set Q = {w, ... , 04} representing the set of all possible outcomes of toss-
ing a dice and the power set 9(2), which, in probability theory, represents the set of all
possible events (including the ‘impossible’ event @) in this random experiment. Specify
the c-algebra on € that represents all possible events if we only distinguish between
even and uneven number of points.

1.4 Consider the random experiment that has been described in Example 1.9. Aside from
the power set of Q, we already considered the c-algebras of, = {Q, @, A, A}, o, =
{Q, D, B, B¢}, and o5 = {Q, @, C, C°}. Define another c-algebra not yet mentioned.

1.5 Prove: If & is a c-algebra on Q and Q c Q, then &/ |Qo ={QynA: Aed}isaoc-
algebra on €.

1.6 Prove the proposition of Remark 1.16.

1.7 Show that 6(&) = P(Q) if Q is finite or countable and & := {{w}: © € Q}.

1.8 Prove the proposition of Remark 1.21.

1.9 Let &, &, be set systems on Q with &; c &,. Show that 6(&) c 6(&,).

1.10 Prove propositions (a) and (b) of Example 1.25.

1.11 Prove Equation (1.21).

1.12  Show that {x} € &, for all x € R", where 3, is the Borel c-algebra on R".

1.13 Let & be the Borel c-algebra on R, and let €, c R be finite or countable. Show that
{%lgo = @(QQ)

1.14 Prove the proposition of Example 1.34.

1.15 Prove the proposition of Remark 1.35.

1.16 Let(Q;, «;),i=1,...,n, be measurable spaces. Show that the set system & := {A| X

XA A ed;, i=1,...,n}is n-stable.
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1.17 Prove the proposition of Remark 1.46.
1.18 Prove the rules of Box 1.1.
1.19 Prove the propositions of Remark 1.47.
1.20 Show that 6,: & — {0, 1} in Example 1.52 is a measure.
1.21 Prove that the function defined by Equation (1.40) is a measure on (2, & ).
1.22  Show that ¥ _p 6, in Example 1.57 is a measure.
1.23  Show that v: € — R defined in Example 1.61 is a measure on (Q, %).
1.24  Prove that the function %2 | o;u; defined in Example 1.62 is a measure on (Q, &).
Solutions
1.1 (a) IfA[,A,, ... € &, then A‘I’,Ag, ... € o [see Def. 1.1 (b)]. Hence,
[50] [00] ¢ ¢ [0e] ¢
Na=|{NA =|UAS [de Morgan]
i=1 i=1 i=1
e d. [Def. 1.1 (¢), (b)]
(b) LetA;,A, € & and choose A3, Ay, ... such that Q = A;, forall i > 3, i € N. Then,
according to Definition 1.1 (a),
AnAy=AnA;nQ=[)Aed
i=1
(©) Aj\Ay =A; nA§ e o [see (b) and Def. 1.1 (b)].

1.2 The unions QUA =Q, QUA =Q, and Qu @ = Q are all elements of &, and the
same is true for OUA = A, @ UA® = A€, and A U A° = Q. Furthermore, Bu B = B for
allB e .

1.3 The c-algebra on Q that only distinguishes between an even and uneven number of
points is &} := {{®, ®3, ®s}, {0,, Oy, 04}, Q, D}. This is a sub-c-algebra of FP(Q).
Therefore, /| represents the set of all possible events of a random experiment that is,
in a sense, contained in the original random experiment.

1.4 Consider the set system that contains as elements A, A€, B, B¢, Q, @, all unions and all
intersections of these sets as well as the unions and intersections of the resulting sets
such as (A€ u B) n (A u B) and (A€ U B€) U (A U B). Altogether, these are 16 sets. This is
o(gf, U ,), the c-algebra generated by &f; u o, = {A, A, B, B, Q, @} (see Def. 1.13
and Rem. 1.21).

LS (a) QynQ = Q. This implies Q) € &g, .

(b)

A"edlg = FAed: A*=Q)nA.
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With this set A and using B¢ for the complement of a set B with respect to €,

= Qon(go ﬂA)c

= QN (Q5 UAY)

= (QO ﬂQ(C)) U (QO ﬂAC)
= QO nAC S dlgo.

(©)
AL A5, cedlq, = FAL Ay, . ed AT =QynA;ieN.
Hence,
ATUAJU ... =(Q)nADUEQyNAYU...=Qyn(A A u...)ed]q,.
1.6 If € is a c-algebra on Q, then
EUF c8 ©oc(BuF)cT. [(1.1D)] (1.56)

Furthermore, for three sets A, B, C,

AuBcC © AcCABCcC. (1.57)
Hence,
DUEUVF cC © (D cOIANEUF c¥) [(1.57)]
S (DcE)ANOC(EUVF)CTE) [(1.56)]
S Quo(BuUF)cC@. [(1.57)]

Now Definition 1.13 yields the proposition.

1.7 If Q is finite or countable, then each of its subsets A is finite or countable as well.
Therefore,

VAcQ:A= (o} es(®). [Def. 1.1 (c), Rem. 1.2]

weA

Because each element A of Z(£2) is a union |J,4{®} of singletons {w}, o € A,
this implies P(Q) c 6(&). Hence, & c P(Q) c o(&). Therefore, Lemma 1.15 implies
o(&) = P(Q).

1.8 Suppose that & = {4}, ... ,A,,} and A} = A; and let A]? denote the complement of A;.
Then, for all (ky, ..., k,,) € {1, c}" define !
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Then

k) (kys oo ky) € {1, e}, B(kl’-"’km) # 0}

.....

is a finite partition of Q. Note that # contains all nonempty intersections of sets A;
or their complements, respectively, where j = 1, ..., m. Now Lemma 1.20 implies the
proposition.

1.9 If &, c & c P(Q), then for any c-algebra & on Q with &, c also &, c &/. Remem-
ber, if J c I, then ;7 B; c ;e B;» for any sets B;, i € I. Therefore, (&), which is
the intersection of all c-algebras containing &, is a subset of the intersection of all
o-algebras containing &,, which is 6(&5).

1.10 (a) If Qs finite, then S(Q) is a finite set system. Therefore, each c-algebra & on Q
is a finite set system. Because & = o(&/), this c-algebra is countably generated.

(b) The set Ny is countable and therefore also Njj for n € N. Example 1.18 then implies
that (N()) is countably generated.

111 Let#, = {]-o0,by] X ... X]=00,b,]: by, ..., b, € R}.
(i) Forall (by,...,b,) e R"andallme Nwithm < b;,i=1,...,n,

B, :=1-mb]1X...xX]-m,b,] € .7,.
According to Definition 1.1 (c) this implies

U B.=l-0.b1x...x]-00,b,] € 6(F,).
m< b,,’:'liNl, e n

Hence, #, c o(.%,), which, according to (1.11) and (1.12), implies
o(#,) co(F,) = B,.

(i) Forallay,...,a,, by,....,b, e R, witha; <b,i=1,...,n,

=

]al,bl]x...x]an,bn]=]—oo,bl]><...><]—oo,bn]\< Hj>,
=1

J

where Ii] = ]—00, bl] X ... X ]—00, bj—l] X ]—w, a]] X ]_00, bj+l] X ... X
]—o0, b, ]. Hence, according to Remark 1.2, la;, b{] X ... X la,, b,] € 6(%,,) and
&, c o(#,), which, according to (1.11) and (1.12), implies

B, = o(S,) c o(#,).

112 If xeR, then {x} =N, ]x - 1/i,x]. According to Equation (1.18), the intervals
Jx —1/i, x] are elements of the generating set system of 93, the Borel c-algebra on
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R. Therefore, their countable intersection is an element of &. If x = (x{, ... , x,) € R”,

then
{x} = ﬂ <>”<]xj_ 1,,xj]> .
Jj=1 !

i=1
n
According to Equation (1.20), the cuboids X ]xj - 1,, xj] are elements of the set system
F, and 6(.7,) = B,,. j=1 !
Because {x} € & for all x € R (see Exercise 1.12), we can conclude: {x} € ‘%)lﬂo for

all x € Q. Hence, if € is finite or countable, Example 1.18 implies B |q = P(€).

LetQ, ..., Q, be finite or countable sets, and let &/, ... , &, be their power sets. Then
0 €Q,...,0, € Q, implies {0} € &, ..., {0,} € &,. Therefore,

{(0f,...,0,)} ={0} X... X {w,} e{)n(Al-:Al-edi,ie {1,...,n}}.
i=1

Hence,
n
c({(0f,...,0,)}: 0 €Q,...,0,€Q,) C ®£¢,~.
i=1

With Q; being finite or countable, Q = Q; X ... X Q, is finite or countable. Therefore,

c({(®f,...,0,)}: 0 €Qf, ..., 0, Q) =PQ)

n

(see Example 1.18). Because ® d; ¢ P(Q), we can conclude
i=1
n n
A =PQ X...xXQ,) = 9’()( Q,-) .
= i=1

i=1

(AXB) ={(0),0,) € Q XQy: 0 ¢ Aorm, ¢ B}
= {(0],0,) € Q; X (0; €A, 0, € B)or o, ¢ B}
=(A°XB)u (@ X B°)

and

(A°XB)Nn (Q X B°)
= {(0],0,) € Q; X Q0 €A, 0, € B,w, ¢ B}
= {(@1,@2)691)(92:0)1 ﬁA,wzeBﬂBc=@}
=0Q.

Remember that (a € A, b € Bymeans (a € A and b € B) andthat (a € A and b € B) and
(beBanda € A) are equivalent. Let A;,B; € &, ... ,A,,B, € &,. Then A|nB| €
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A, ...,A,nB, e d,. Hence, Ay X...XA, €&, B X...xB, €& and (A;nB;) X
..X (A, nB,) € &. Furthermore,

(A X...xXA,)n(B; X...XB,)
={(0f,...,0,): 0 €Ay,...,0,€A,,0, €B,...,0, €B,}
={(0f,...,0,): 0, €@, nBy),...,0,€A,nB,)}
= nB))X...X(A,nB,) e &.

1.17 Let B; denote the sets defined in Remark 1.46.
(i) By=A,ed ForallieN,i>1,B; e &

i—1 i—1 ¢
B; = A;\ <U Aj> =A;n (U Aj> ed. [Def. 1.1 (b), Rem. 1.2]
j=1 j=1
(i) For any sequence Cy, C,, ... c &, define
n n
UC}::@, if m > n, and ﬂCjzzﬁ, ifm > n.
j=m j=m

Then, using associativity and commutativity of the intersection, for 1 < k < [,

B,nB, = lAk\Cg A,->] n lA,\Cg Aj>]

_ c -1 c
=Akn<U > nA,n <UA.> [A\B=AnB°]
J =
k _
:Akn<ﬂ >nAln<ﬂ > [de Morgan]
= j=1

||DT

- I-1
:AknA,n(ﬂA]?)n( )nAin(ﬂ A;)
j=1 j=k+1

- 0. [A, N AS = @]

(iii) The sets B; are defined such that B; c A;, for all i € I. Therefore, J72, B; C
;‘il A,. Furthermore, for all ® € €,

[e+]
velJA = JieNoeAA(Vj<iogA)
i=1

=> JieN:weAln . NAS

(s
> 0e UB,-.
i=1

Hence, U2 | A; c U2, B;, and this implies U2, B, = U2, A
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This is condition (c¢) of Definition 1.43.

IfA;, ..., A, € o are pairwise disjoint, then A |, A,, ... with@ = A, | = A, ., =
... 1s a sequence of pairwise disjoint measurable sets. Therefore, conditions (a)
and (c) of Def. 1.43 imply

s

H <U Ai) =p ( Ai> =D uA) =Y uA)+ Y u@) =Y uA).
i=1 i=1 i=1 i=1 i=1

i=n+1 =

For A, B c Q,
A=(AnNBUMANB)=((AnB)UA\B)
and
AnNB)N(ANB)=AnBnB‘=0.
Hence, for sets A, B € &/, Rule (ii) (finite additivity of x) implies proposition (iii).
This proposition is a special case of (iii) with A = Q.
Exchanging the roles of A and B in (iii), we obtain
u(B) = u(AnB) + u(B\ A).
If A c B,then An B = A; and, because u(B\ A) > 0,
) = p(AnB) < u(AnB) + u(B\ A) = u(B).

This rule immediately follows from proposition (iv) for #(A n B) < oo. [Note that
u(A) — u(A n B) is not defined if u(A) = u(AnB) = 00.]

ForA,B c Q,
AuB=A\B)u(AnB)u(B\A).

Because the right-hand side is a union of pairwise disjoint sets, finite additivity
of u yields

HAUB)+ u(AnB) = u(A\B)+ u(AnB) + u(B\A)+ u(AnB)
= u(A) + u(B). [Box 1.1 (iii)]

1(Q) = u(AuA°) = u(A) + u(A°). Hence, if u(Q) = u(A) < oo, then u(A€) = 0.
Therefore, for all B € o, (v) implies (A€ n B) = 0. Furthermore, B = (AnB) u
(A°nB) and (AnB)n(A°nB)=@. Hence, u(B) = u(AnB)+ u(A°nB) =
u(A n B). Note that, in general, u(A) = u(Q) does not imply A = Q.
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(ix) u(A) =0 implies

u(B) = u(A) + u(B)
> u(AuB) [(x1)]
> u(B). (V)]

Note that, in general, u(A) = 0 does not imply A = @.

(x) LetB:=Q\Q,. Then u(B) = 0 as well as u(AnB) =0 for all A € o/ [see Box
1.1 (v)]. Furthermore, for A € &/: A =(ANnQy) U (AnB), where An €, and
An B are disjoint. Now, the sets A nQ, A € &, are the elements of the trace
c-algebra and (€, &/ IQO) = [Q, P(Q)]. Therefore, we can apply Equation
(1.31). Hence, for all A €

U(A) = u(A N Q) + u(An B) [Box 1.1 (ii)]

= Y u({o})+u@AnB) [(1.31)]
WEANQ,

= Y uo)). [u(AnB) =0]
weANQ,

(xi) LetA;,A,, ... e Janddefine B, B,, ... € by By =A|,and B; = A; \ UJ’;% B;
fori > 1 (see Rem. 1.46). Then By, B,, ... is a sequence of pairwise disjoint sets
with B; c A; forall i e Nand U2, B; = U2 | A;. Hence,

1

=
N/\
i
>
N——
Il
=
—~
s
>
N——

I
DM
"E\ .
=

[Def. 1.43 (¢)]

o1

IA

u(A). [Box 1.1 (v)]
1

119 IftheA,, ..., A, € & are pairwise disjoint and B € &, then, fori #j,i,j=1, ... ,n,
BnA)n(BnA)=Bn(A;nA)=Bnd=0.

Hence, the sets BN Ay, ..., BnA, are pairwise disjoint. Furthermore, condition (b) of
Remark 1.47 implies

J®BnAap=BnJA =B

i=1 i=1

Therefore, additivity of u yields

H(B) = <U(BHA,-)) = ) u(BnA),
i=1 i=1
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which is Equation (1.29). The proof of Equation (1.30) is literally the same except for
replacing J?_, by U2, X7_, by X2, and additivity of u by c-additivity.

1.20 Letw € Q.
(a) According to Equation (1.32), §,(9) = Tg(w) =0

(b) According to Equation (1.32), §,(A) = 14(w) € {0, 1}, for all A € &/, and this
implies 6,(A) > 0, forall A € .

(c) IfA,A,, ... € o are pairwise disjoint, then

X

s

Ai> =Ty 4@ [(1.32)]

= Z 1@  [(137)]

8

= Z 8(A)). [(1.32)]

1.21 (a) According to Equation (1.40), y4(@) = ¥, cq Tg(®) =0

(b) According to Equation (1.40), pu(A) = X, cq 1a(w), for all finite A € &, and
Hy(A) = oo, if A is infinite. This implies puy(A) > 0, forallA € & .

(c) IfA,A,, ... € o are pairwise disjoint and all A; are finite, then

Hy
i

s
|

Ai> = Ty 4@  [(140)]
1 nweQ

2 Z 1,,@  [(1.37)]

mte

2 > 14 (@)

i=1 weQ

= ) uy(A). [(1.40)]
i=1

Note that the set |J;2 | A; can be countably infinite, even if all A; are finite. In this
case, uy (U2, A;) = 00 = T2, uy(A)). If at least one of the A; is infinite, then
Us2, A; o A; is an infinite set and py (U52, A;) > py(A)) is infinite as well.

1.22 (a) Using Equations (1.42) and (1.39),

<2 5(0) ) = 2 6,(D) = 2 Tg(0) = 2 0=0.

weB weB weB weB
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(b) Using Equations (1.42) and (1.39),

VAed : <Z 5w>(A)= Y 5,A) = Y Ty(w) 0.
weB weB weB

(c) IfA,A,, ... € o are pairwise disjoint, then

(22)(04)-3(0) e

= 3 Ty 4@ [(1.39)]
weB B

=y 14,() [(1.37)]
weBi=1

=Y Y54 [(1.39)]
weBi=1

= <<Z %)(Ai)). [(1.42)]
i=1 weB

1.23 (a) Equation (1.47) yields: (@) = u(@) = 0.
(b) Equation (1.47) also yields: v(A) = u(A) > 0, forallA € €.

(c) If A}, A,, ... € € are pairwise disjoint, then

v <U A,.> =u <U Al-> [Def. 1.1 (¢), (1.47)]

=Y u) [Def. 1.43 (c)]
i=1
= Z U(A,)). [(1.47)]

1.24 (a) Using Equation (1.48) and Definition 1.43 (a) yields

i=1

(Z (xi/"i> @) = 2 o u;(0) = 2 0=0.
i=1 i=1

(b) Similarly, using Equation (1.48) yields, for all A € &,

(s8] [s0] n
(2 aiui> @) =Y, ou(A) = lim 3 o;u(A4) >0,
i=1 i=1 i

i =1

because y;(A) > 0, and we assume o; > 0.
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(c) IfA,A,, ... € o are pairwise disjoint, then

i) e

pi(A) [Def. 1.43 (c)]

||'C 8
I
™s
R
R

[
M8
R
M8

]
~.
Il

[
M8
™s
52

Hi(A))

((Z ow,) (Aj)> : [(1.48)]
i=1

Note that the last but one equation holds, because rearranging summands does not
change the sum if the terms «; and y,(A;) are nonnegative.

~

]
—

Il
—

[
M8

~.
Il
—_
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Measurable mapping

In chapter 1, we treated the concepts of a 6-algebra and a 6-algebra generated by a set system
on a set Q. An element A of a o-algebra &/ has been called a measurable set. We also intro-
duced the concept of a measure, which assigns a nonnegative real number or oo to all elements
of a 5-algebra. This chapter is devoted to the concept of a measurable mapping, related con-
cepts such as the c-algebra generated by a mapping, and the image measure of y under f, the
measure induced by a measurable mapping f on its codomain space. All these concepts play
an important role in integration and probability theory. In probability theory, a measurable set
is called an event, a measurable mapping f is called a random variable, and the image measure
of the probability measure P under f is called the distribution of f.

2.1 Image and inverse image

Two key concepts of this chapter are the image of a set A c Q and the inverse image of a set
A’c Q' under a mapping f: Q — Q'. We start with the formal definitions and then illustrate
these concepts in section 2.2.

Definition 2.1 [Image and inverse image]
Let Q, Q' denote two nonempty sets and f: Q — Q' a mapping. Then we call

fA) ={f(0):meA}, AcQ, 2.1)
the image of A under f, and
1A ={oeQfweAd}, AcQ, (2.2)

the inverse image of A' under f.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de
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Whereas the image f(A) is a subset of ©’, the inverse image f~!(A’) is the set of all ele-
ments of the domain Q for which f takes on a value in the subset A’ of its codomain Q'. For
convenience, we also use the notation

{feAy=f"'4) and (f=0o}):=f"(o'). (2.3)

Remark 2.2 [Properties of inverse images] Let f: Q — Q' be a mapping, I be an index set,
A'c @', and (A!, i € I) a family of subsets A of Q'. Then

AN = 171A@he, (2.4)
! (ﬂ A§> =@, (2.5)
iel iel

! (U A;> =Jr @) (2.6)
iel

iel

(see Exercise 2.1). Note that, in general, the corresponding properties do not necessarily hold
for the image f(A), A c Q. <

2.2 Introductory examples

2.2.1 [Example 1: Rectangles

Our first example deals with rectangles, their images, and their inverse images under a
mapping f.

The measurable space

Let [a, b], a, b € R, denote the closed-interval between a and b, inclusively, and consider the
two rectangles

Q =0, 10] x [0, 6] and A=1[2,7]%x[2,5]

depicted on the left-hand side of Figure 2.1. The elements of  and A are points x = (x, X,)
in these rectangles with coordinates x; on the horizontal axis and x, on the vertical axis. Fur-
thermore, let us consider a c-algebra on Q,

o ={Q,0,A,AY}.
The mapping and the image
Consider the set Q'= Q and the function f: Q — Q' defined by

3 3 3
f(x)=Z-x=(Z-xl,Z-x2>, VieQ. 2.7)
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6
4 . s Q
—— 1 @
A xX)=3-x
2 FO=3x
Q o/
0 I I I I I I I I
0 2 4 6 8 10 0 2 4 6 8 10

Figure 2.1 Rectangles and their images under a function.

Hence, f maps all points x = (x;, x,) € Q to the points f(x;,x,) € Q'. This is illustrated by
Figure 2.1 for the point x = (4, 4), which is mapped to f(x) = (3, 3). The right-hand side of
Figure 2.1 also depicts the image of A under f (i.e., f(A) = { f(x): x € A}), as well as the image
f(Q) of Qunder f.

The inverse images

We specify the c-algebra

o'=1{Q) 3, B (B"))
on Q’, where

B'=14.5,7.5] x [0, 4.5]

is the rectangle depicted on the right-hand side of Figure 2.2, and (B")¢ = Q' \ B’ is its com-
plement.
Now we consider the inverse image of B’ under f [see Eq. (2.7)], that is,

(B =16, 101 x [0, 6]

(see Fig. 2.2). It is the rectangle on the right side of Q. For further examples, see Exercises 2.2
and 2.3.

6
f71B) c'
4 — :fil(cl) . B’
27 —
Q Q'
0 T T \ T T \ \
0 2 4 6 8 10 0 2 4 6 8 10

Figure 2.2 Rectangles and their inverse images under a function.
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Also consider the inverse image of the rectangle
C'=14.5,10] x [0, 6]
(see Fig. 2.2). Its inverse image under f is identical to the inverse image f~!(B’), that is,
e =@,
which follows from

i = 1B u(C’'\ B [B'c C’, Fig. 2.2]
= 1B ufI(C'\B) [(2.6)]
= fiBHud = f1(B).

Note that f~1(C’ \ B') = @, because f has been defined on Q = [0, 10] X [0, 6]. If we would
define f on Q = R?, then the set f~1(C’ \ B") would not be empty. (See also Exercise 2.4.)

2.2.2 Example 2: Flipping two coins

Now we consider the random experiment of flipping two coins.

The measurable space

In this random experiment, the set of possible outcomes is
Q= {(h, h), (h, 1), (t, h), (, D)}.

This set consists of four elements (pairs). For example, the first component of the pair (4, t)
represents the outcome of flipping & = heads with the first coin, and the second component
represents the outcome of flipping ¢ = fails with the second coin. As a c-algebra on Q, we
consider the power set &f = P(Q).

The mapping
Consider the function X: Q — Q' = {0, 1, 2} defined by

X[, ] =0, X[(t, ] =1, X[(h, )] =1, and X[(h, b)] =2.

Looking at this assignment rule shows that this function may be called number of flipping
heads. Again, we consider the image of a set A c Q under X, that is, X(A) = {X(®): ® €
A}, A c Q. For example, for A = {(h, h), (h, 1)}, the image under X is X(A) = {1,2} (see
Fig. 2.3).
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Figure 2.3 A set and its image under a function.

The inverse images

Suppose of'= P(Q') is the power set of Q'= {0, 1,2}. In this example, there are 23 = 8
inverse images X~ (A") = {® € Q: X(w) € A’}, A’e of’. Three of these eight inverse images
are:

x'qoh = (@0}, X'{1H = (G0, (6, Y, X2 = {(h, ).

These are the events that X takes on the values 0, 1, and 2, respectively. (In order to identify the
inverse images listed above, trace back the arrows from right to left in Figure 2.4.) Furthermore,
consider the inverse images

X710, 1)) = {(t, 0, (h, 1), (¢, b},
X71({0,2}) = {(t, 1), (h, h)},
X71(1,2)) = {(h, ), (1, h), (h, h)).

These are the events that X takes on a value in the sets {0, 1}, {0, 2}, and {1, 2}, respectively.
One of these inverse images, namely X~!(B’), with B’ := {1, 2}, is represented in Figure 2.4.
Finally,

X QH=Q and X 10 =0.

Hence, we listed all eight inverse images X~'(A”), A’e &/’. They are the eight measurable
sets that can be represented by the mapping X and the c-algebra &// = S(Q'). These sets are
listed in Table 2.1, using the notation {X € A’} := X~1(A"),A’e &', and {X = x} := X~ 1({x}),
{x} e &’ [see Eq. (2.3)].

(t1)
(t h)
X YB" (h1) ))

(h, h)

Q

Figure 2.4 A set and its inverse image under a function.
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Table 2.1 Example of measurable sets represented by a mapping X.

(X e} =x"'Q) =Q 0, 1, or 2 heads are flipped.

{X e 0} =X"4@) =0 Neither 0, 1, nor 2 heads are
flipped.

{X =0} =x"'{o}) = {(z, 1)} No heads are flipped.

(X=1)} =X"'({1}) ={(h, 0, h)} Heads are flipped exactly
once.

{X =2} =x"1({2}) ={(h, h)} Two heads are flipped.

{Xe{0,1}} =X"1({0,1}) ={(h, 1), h), (1)} Not more than one heads are
flipped.

{Xe{0,2}} =X"1{0,2}) ={,h), 0} Either two heads or no heads
at all are flipped.

{(Xe{l,2}} =Xx'{1,2})) ={(h),(h1),h}  Atleastone heads is flipped.

2.3 Measurable mapping

Now we define the concept of a measurable mapping and related concepts such as the o-
algebra generated by a mapping and measurability of a mapping with respect to a mapping.

Remark 2.3 [Mapping] Remember, a mapping f: Q — Q' assigns to all ® € Q a unique
f(w) € Q'. Hence, f is, by definition, a subset of the Cartesian product Q x &', (ie., f =
{(0, f(0)): ® € Q}). This implies that, instead of f: Q — ', we can also write f: Q — Q"
for the same mapping, provided that f(Q) c Q. <

Remark 2.4 [Identical mappings] If f, g: Q — Q' are two mappings, then,

=g e {(0, f(m): o e Q} ={(o, g(w): 0 € Q}. (2.8)
If f = g, we say that the two mappings are identical. Hence, evenif f: Q — Q' and g: Q — Q"
are mappings with Q'# Q" it is still possible that f and g are identical. Note that (2.8) also

implies: If, for f: Q — Q' and g: Q — Q", we write f, g: Q — Q""" with Q""" := Q'u Q" then
f and g remain unchanged. <

2.3.1 Measurable mapping

Now the core concept of this chapter is defined as follows:

Definition 2.5 [Measurable mapping]
Let (Q, ), (), d") be measurable spaces, and let f: Q — Q' be a mapping. Then f is
called (4, oA")-measurable if

A ed, VAed
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Remark 2.6 [Notation] We use the notation
[1(Q ) — Q)

to express that the mapping f: Q — Q' is (&, &/')-measurable. If there is no ambiguity about
', then we also say that f is o -measurable or measurable with respect to 1. <

Examples

Example 2.7 [Rectangles — continued] In Example 2.2.1, we considered the mapping
fi Q— Q'=Q defined by f(x) = %x. Furthermore, we considered the rectangle B’ =
14.5,7.5] x [0, 4.5] and the inverse image

4B’ =16, 10] x [0, 6].

If A =[2,7] X [2,5], then the inverse image f‘l(B’ ) is not an element of the c-algebra & =
(Q, D, A, A°}. In this example, we also specified the c-algebra o/ ' = {Q', @, B', (B')"}. Hence,
fisnot (<, of')-measurable. However, if we specify a c-algebra € such that f~!(B’) € &, then
f is (&, 9’)-measurable. As we see later on in this chapter, f~1(B’) € € is sufficient for f to
be (€, &’)-measurable (see Th. 2.20). <

Example 2.8 [Flipping two coins — continued] In Example 2.2.2, we considered the map-
ping X = number of flipping heads, and in Table 2.1 we listed all inverse images X~ 1(A”), A’e
d'=P{0,1,2)}). Of course, & = P(Q) ensures that all inverse images X~'(A"), A’e o',
are elements of <.

However, instead of & = 97(Q), we might consider the c-algebra

Ay =1{Q,0,{(h, h), (h,n)}, {t ), D} }.

The element {(h, h), (h, 1)} represents the event that heads are flipped in the first flip, and
{(t, h), (¢, 1)} is the event that tails are flipped in the first flip. Hence, the c-algebra &/, con-
tains the events that refer to the outcome of the first flip only, whereas X represents the number
of heads in both coin flips. If we choose &' to be the power set of Q'= {0, 1, 2}, then it is
not true that all eight inverse images X~!(A’), A’e o/, are elements of <,,. The inverse image
X~1({2}) = {(h, h)}, for example, is not an element of . Hence, if we consider the mea-
surable spaces (Q, &) and (Q', P(Q")), then the mapping X is not (&, P(Q'))-measurable.
Hence, in some sense, &/, is ‘not well-adapted’ to X. <

Example 2.9 [Two trivial cases] If (a) o = P(Q) is the power set of Q or if (b) &/'=
{Q), @}, then every mapping f: Q — Q' is (o, &/ ’)-measurable. This is easily seen as follows:
(a) If o = P(Q) is the power set of Q, then all inverse images f~!(4’), A’c ', are elements
in o = P(Q), because it is the set of all subsets of Q. (b) If o/ ' = {Q, @}, then every mapping
f:Q — Q' is (o, A')-measurable, because f~1(Q') = Qand f~'(@) = @. Again, the inverse
images Q and @ are both elements in every c-algebra on Q. Hence, in both cases, (a) and (b),
every mapping f: Q — Q' is (&, o/')-measurable. <
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Example 2.10 [Constant mapping] A constant mapping f: Q — €' is defined by
f@=0, VoeQ,

where o is a fixed element of Q’. Such a constant mapping is (&, & ')-measurable for any
c-algebra &/ on Q and any c-algebra &/’ on Q'. This is true, because for all subsets A’ of Q':
If '€ A, then f~1(A’) = Q. If, in contrast, ' ¢ A’, then f~!(A’) = @. However, Q and @ are
elements of all c-algebras on Q. <

Example 2.11 [Identity mapping] The identity mapping id: Q — € defined by
do)=0, VoeQ,

is (o, o j)-measurable for any pair of ¢-algebras on Q with &/ c &. This is easily seen as
follows:

id~'(A)=A, VAed,.
Because we assume &/, c &/, we can conclude that id is (&, &/)-measurable. <

Example 2.12 [Indicator of a measurable set] Let (Q, o), () /') be two measurable
spaces, where of is any c-algebra on Q' c R with {0}, {1} € &’. Then the indicator 1,: Q —
Q' is (o, o ")-measurable if and only if A € o. Note that the requirement {0}, {1} € &' is
satisfied not only by (Q, &') := ({0, 1}, ({0, 1})), but also by () &’) = (R, %) and by
Q. ") = (R,B), where & denotes the Borel o-algebra on R and % the Borel o-algebra
on R. <

Example 2.13 [Indicators of unions and intersections] If (2, &/) is a measurable space
and A,B e &, then 1,5 and 1, 5 are (&, 9%)-measurable. This follows from the fact that
AnB e o andA u B € o Forthesamereason, A, A,, ... € & implies that 1U-°_°] A, 18 (A, RB)-
measurable. - <

Example 2.14 [Constant mapping] Assume that (Q, &/ ) and (Q', &/ ') are measurable spaces
such that {0’} € &', for all @' e Q'. Furthermore, let f: Q — Q. If of = {Q, @}, then f is
(o, ')-measurable if and only if f is a constant mapping, that is, if and only if there is an
o' € Q' such that f(0) = o', for all ® € Q (see Exercise 2.5). Note that for (@, &/’) = (R, %),
{x} €%, forall x € R. <

Example 2.15 [Dichotomous function] If &/ = {Q, @, A, A°} with A c Q, then f: Q > R
is (o, 9B)-measurable if and only if f = a; 74 + oy 75c for ay, @, € R (see Exercise 2.6). <

Step function

Another important example of a measurable function is a step function, which is defined as
follows:
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Definition 2.16 [Step function]
Let Ay, ... ,A,, ne€N, be a finite sequence of subsets of a set Q. Then a finite linear
combination

-

=2 0l o,....,a kR, (2.9)

i=1

is called a step function.

Remark 2.17 [Step function and a partition of Q] Assume that the setsA, ... , A, are pair-
wise disjoint, and define A, ;| := Q\ (U7_, A)), then {A, ..., A, A, ]} is a finite partition
of Q. If f satisfies (2.9) and a,,, ; := O, then, for all A'c R,

tah= U 4 (2.10)
i=1,...,n+1
a A

(see Exercise 2.7). <

Remark 2.18 [Measurability of a step function] If (Q2, /) is a measurable space and
Ay, ...,A, e d, then the step function f: Q — R defined by Equation (2.9) is (<, %)-
measurable (see Exercise 2.8). <

Lemma 2.19 [Measurability if </ is countably generated]

Let (Q, o) be a measurable space and let of = o(&), where & is a finite (i.e., & =

{A,...,A,}) or countable (i.e., & = {A,A,, ...}) partition of Q. Then f: Q — R is

(A, B)-measurable if and only if there are 0y, 0, ... € R such that f = > o;1,, where

ie{l,...,n}if & isfinite, and i € N if & is countable. ’
(Proof p. 72)

A necessary and sufficient condition of measurability

Let (Q, &/") be a measurable space and &'c of’. Then we denote
& = {1 Ae &) (2.11)

This notation is used in the following theorem, which can be utilized for proving (&, &/')-
measurability of a mapping f: Q — Q'.
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Theorem 2.20 [Measurable mapping and generating systems]
Let (Q, ), (Q, ") denote measurable spaces, let &' c o', and f: Q — Q'. Then

olf~ (&) =f""[o(&")]. 2.12)
Furthermore, if6(8') = o', then f is (o, 9')-measurable if and only if f~' (A" € o, for
allA'e &'

For a proof, see Klenke (2013, Theorem 1.81).
Now consider a finite or countable set ’. Then Theorem 2.20 and Example 1.18 immedi-
ately imply the following corollary:

Corollary 2.21 [Finite or countable generating systems]

Let (Q, ), (Q, P(Q")) be measurable spaces, where Q' is finite or countable, and let
&' = {{(x)’ }:o'e Q’}. Then a mapping f: Q — Q' is (of, P(Q"))-measurable if and only
if F' (') e o, forall o € Q.

Example 2.22 [Rectangles — continued] In Example 2.2.1, we considered the map-
ping f: Q — Q'= Q defined by f(x) = %x. Furthermore, we considered the rectangle B’ =
14.5,7.5] X [0, 4.5]. The set system

g/= {BI }’
which contains B’ as the only element, generates the c-algebra

od'={Q, 3, B (B")}.

Hence according to Theorem 2.20, the mapping f is (o7, &/')-measurable provided that
fiBHed. <

Example 2.23 [Flipping two coins — continued] In Example 2.2.2, we defined the mapping
X = number of flipping heads with codomain Q'= {0, 1, 2}. Now consider the system

&'={{0}, {1}}

of subsets of Q'. First, note that 6(&") = P(Q'). Therefore, Theorem 2.20 implies that X is
(o, P(Q))-measurable for each c-algebra & on

Q= {(h, h), (h,1),(t, h), 11}
for which

x'qoh={enyed and X '({1})={h 1), @ h)}ecd.
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This holds not only for &/ = (), but also for the c-algebra

dy={Q, 0, {(t,n}, {(h, 1), W)}, {(h h)},
{(h, h), (h, D), &, )}, {(h,h), (0}, {(h1),Eh),D}}.

As mentioned before, &/, contains all events that can be represented by X (see Table 2.1). In
contrast, this does not hold for the c-algebra

Ay =1{Q, D, {(h, h),(h, 0}, {t,h), 1 1}}

(see Example 2.8). Hence, X is measurable with respect to &/ and &, but it is not mea-
surable with respect to &. In this application, this means that the events {(, h), (h, )} and
{(t, h), (¢, 1)} cannot be formulated in terms of X. Furthermore, some of the events that can be
formulated in terms of X are not elements of &. For example, X~Y{0}) = {(t, 1)} is not an
element of &,. <

2.3.2 o©-Algebra generated by a mapping

Let us consider again Example 2.2.2 and the mapping X = number of flipping heads. The
set that consists of the eight inverse images X~!(A’), A’e &', is again a c-algebra on Q. In
a sense, this c-algebra carries the information associated with the mapping X; it contains all
events that can be represented by X (see Table 2.1). In Theorem 2.24, we formulate the general
proposition.

Theorem 2.24 [c-Algebra generated by a mapping]
Let f: Q — Q' be a mapping, and let (', A') be a measurable space. Then

iy = {1 A ed’) (2.13)

is a 6-algebra on Q.

For a proof, see Klenke (2013, Theorem 1.81).

Remark 2.25 [Smallest c-algebra] Note that f~!(</’) is the smallest c-algebra € on Q
such that f is (€, &/’)-measurable, that is,

% is a c-algebra on Q and f is (¥, &/ ')-measurable = f_l(d’) cé®.
<

The set f~!(</") contains all sets in o/ that can be represented by f and elements of </’ .
Because f _1(;2{ ") is important, it has its own name and an alternative notation, which is some-
times more convenient.
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Definition 2.26 [c-Algebra generated by a mapping]

The set f~'(a") defined by Equation (2.13) is called the 6-algebra generated by f
and d’. If there is no ambiguity about 9, then we also say that f~' (") is generated
by f and use the notation

o(f) = f' (). (2.14)

Remark 2.27 [Monotonicity] Note that, for two set systems €’ c &/,
@) e, (2.15)
because f~ (€)= {f1(A): A e €} c {fT'A):Aed})=f1d". <

Corollary 2.28 immediately follows from Definition 2.26 and the definition of (<7, /')-
measurability (see Def. 2.5).

Corollary 2.28 [A condition equivalent to measurability]
Let f: Q — Q' be a mapping, and let (', ") be a measurable space. Then f is (A, d')-
measurable if and only if 6(f) c .

In the following lemma and the subsequent remark, we treat a Nn-stable generating system
(see Def. 1.36). For a c-algebra ¥ and a measurable mapping f: (Q, of ) — (Q/, o), we use
the notation 6(&, f) := 6(€ u f~1(")).

Lemma 2.29 [n-Stable generating system]

Let (Q, o) be a measurable space, and let € c of be a c-algebra. Furthermore, assume
that Q' is finite or countable and let f: (Q, o) — (Q, P(Q')) be a measurable mapping.
Then the set

D ={Cn f1{o'}): 0'e Q and C e €}

is a n-stable generating system of 5(, f) := o(€ u f~HPEQ))).
(Proof p. 72)

Remark 2.30 [A special case] Let us consider the special case in which € = {Q, @}.
In this case, Lemma 2.29 simplifies as follows: Let (£, &) be a measurable space and
let f:(Q,d)— (Q, P(Q)) be a measurable mapping, where Q' is finite or count-
able. Then the set {f~'({0'}): o'e Q'} U {@} is a n-stable generating system of o(f) :=
FIPE@)]. <

Example 2.31 [c-Algebra generated by an indicator] Let7,: (Q, &) — (R, &) be the indi-
cator of A € o/. Theno(1y) = {Q, @, A, A°}. The same c-algebra is generated by 1,: (Q, o) —
({0, 1}, P({0, 1})) (see Remark 2.33 for the general proposition). <
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Example 2.32 [Flipping two coins — continued] In Example 2.2.2, we considered flipping
two coins and the measurable mapping X = number of flipping heads with codomain Q' =
{0, 1, 2}. In this example, all elements of X1 [2(©@)] have been listed in Table 2.1 as the
inverse images X~ !(A’) of the eight sets A’ € 2(Q'). Furthermore, X~ [P(Q')] = o/,, where
o, is the c-algebra defined in Example 2.23.

Instead of choosing Q'= {0, 1, 2} as the codomain of X, we may also choose the set R
of real numbers, (i.e., X:  — R is then considered to be a function into R). In this case, we
use the Borel 6-algebra &% on R. However, according to the following remark, the o-algebra
X~1(%) generated by X and & is the same as the c-algebra X~![2(Q)] generated by X and
the power set of Q'= {0, 1, 2}. <

Remark 2.33 [c-Algebra generated by a function into a countable set] Let us consider a
function f: Q — Q'c R, and let & denote the Borel 5-algebra on R. If Q' is finite or countable,
then f~1[2(Q")] = f~1(RB) (see Exercise 2.9). <

Example 2.34 [Joe and Ann - continued] Table 2.2 displays mappings on (L, &/ ), all com-
ponents of which have already been specified in Example 1.9. The first mapping displayed in
Table 2.2 is the person variable U that assigns to each possible outcome € Q the value Joe
if w € {Joe} X Qx X Qy and the value Ann if ® € {Ann} X Qy X Qy. Hence, U: Q - Q isa
mapping with domain Q = Q;; X Qy X Qy and codomain Q. It projects the first component
u of ® = (u, wy, ®y) onto the set Q;;. Therefore, it is also called the first projection mapping.

The second mapping in this table is the treatment variable X. It assigns to each possible
outcome o €  the value 0 if w € Qp; X {no} X Qy and the value 1 if w € Qp; X {yes} X Qy.
Hence, X: Q — Q/ is a function with domain Q and codomain Q'= {0, 1}.

The third mapping is the outcome variable Y. It assigns to each o € Q the value 0 if ® €
Qp X Qy X {—} and the value 1 if ® € Q X Qy X {+}. Therefore, Y: Q — Q' is a function
with domain Q and codomain Q" = {0, 1}. Hence, all three mappings U, X, and Y have the
same domain €.

Table 2.2 Joe and Ann with randomized
assignment and measurable mappings.

Elements of Q Measurable mappings
= =) = > >~
3 q 2 8o o
g g = Es Ex 8=
s 3T QO 3 # .8 s.8 2.8
£ 2 = - |8 2§ B
SO K < A> H> O
(Joe, no, —) .09 Joe

(Joe, no, +) 21 Joe
(Joe, yes, —) .04 Joe
(Joe, yes, +) .16 Joe
(Ann, no, —) 24 Ann
(Ann, no, +) .06 Ann
(Ann, yes, —) 12 Ann
(Ann, yes, +) .08 Ann

—— O O == OO
— O = O~ O ~=O
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Considering U: Q — Q; and the c-algebra o, := {Q, @, {Joe}, {Ann}}, the c-algebra
U-l(o ) consists of the following four inverse images: the event

U~ ({Joe}) = {(Joe, no, —), (Joe, no, +), (Joe, yes, =), (Joe, yes, +)}
that Joe is drawn, the event
U_l({Ann}) = {(Ann, no, —), (Ann, no, +), (Ann, yes, —), (Ann, yes, +)}

that Ann is drawn, the sure event U~1(Q v) = Q that Joe or Ann are drawn, and the impossible
event U~1(@) = @ that neither Joe nor Ann are drawn. <

2.3.3 Final c-algebra

Consider the mapping f: Q — Q’. As noted in Remark 2.25, for a c-algebra &/’ on ',
o(f) = f‘l(d ") is the smallest c-algebra on Q for which f is measurable. In contrast, now
we consider a c-algebra € on Q and look for the largest c-algebra €’ on Q' such that f is
(@, €')-measurable. This c-algebra is specified in the following lemma. It is called the final
c-algebra.

Lemma 2.35 [Final c-algebra]
Let f: Q — Q' be a mapping and € a c-algebra on Q.

(i) Then
€/ = {AcQ" lah e (2.16)
is a 6-algebra on &'

(ii) Furthermore, if f: (Q, ) — (., A") is a measurable mapping, then o' c ‘gf’
(Proof p. 73)

Note that (ii) is a formal way of saying that T?f’ is the largest c-algebra on Q' such that f
is € -measurable. ‘

Definition 2.36 [Final c-algebra]
The c-algebra %f’ defined by Equation (2.16) is called the final c-algebra of €
under f. '

2.3.4 Multivariate mapping

Now consider the measurable space (X?=1 Q: ?:1 szi’ ), and note that the definitions of
measurable mappings and of the c-algebra generated by a mapping also apply to n-vari-
ate mappings f: Q — Qf X ... X Q' and in particular to functions for which Q] x ... x Q/ =
R™.
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Lemma 2.37 [c-Algebra generated by a multivariate mapping]

Let Q be a nonempty set, let (Q;, di’) ,i=1,...,n neN, be measurable spaces,
and f = (fy, ... .f,) be a multivariate mapping with f;: Q — Q;, i=1,...,n, that is,
fr Q- XL, Ql’ Then,

S(fis e nfy) = 0(f) = f7! <® d,f) =c <U G(ﬁ)) : (2.17)
i=1

i=1

(Proof p. 74)

According to the following theorem, a multivariate mapping is measurable if and only if
all its components are measurable.

Theorem 2.38 [Measurability of multivariate mappings]
Under the assumptions of Lemma 2.37, the following two propositions are equivalent to
each other:

(a) f:(Q,.d)— (X'_, Q. Q" d]) is ameasurable mapping.
(b) Vi=1,...,n: f;:(Q, ) — (Ql/., di’) is a measurable mapping.

(Proof p. 75)

Remark 2.39 [c-Algebra generated by a family of mappings] Let / be a nonempty (finite,
countable, or uncountable) index set and let (f;, i € I) be a family of mappings f;: (2, &) —
(Qf, o). The c-algebra generated by this family is defined as

o(f.iel) :=s<U c(fi)>. (2.18)

iel
Equation (2.17) implies

o(f)=o(f;,iel), wherel={i=1,...,n}. (2.19)
<

Example 2.40 [Joe and Ann - continued] In Example 2.34, we already considered the func-
tion X: Q — R indicating with its values 1 and O whether or not the drawn person is treated and
the function Y: Q — Rindicating with its values 1 and 0 whether or not the drawn person is suc-
cessful. If we specify the o-algebra &/ on Q such that X and Y are both (&/, %8 )-measurable, then
the bivariate function (X, Y): Q — R? is («, 3B,)-measurable. And vice versa, if we specify
the o-algebra &/ on Q such that the bivariate function (X, Y): Q — R?is (o, 3B,)-measurable,
then X and Y are both (&, %)-measurable. In this example X, Y, and (X, Y) are measurable
with respect to &/ whenever the two inverse images X~!({1}) and Y~!({1}) are elements of
o (see Exercise 2.10). <
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Remark 2.41 [Lower dimensional multivariate mappings] Lemma 2.37 and Remark 1.23

imply

o(f.ielycf! (@g{i’), vJc{l,...,n}
i=1

Furthermore, Theorem 2.38 implies: If

F=fs i f) (Q ) > <><l Q{.,®.szf[>
1= i=1

is a measurable mapping and J = {i{, ..., i} c {1, ..., n}, k < n, then

X =

k
fr=Uip o fi) Q) = < ij,@dé)
J Jj=1

1

is measurable as well.

2.3.5 Projection mapping

In Definition 1.31, we introduced the product c-algebra @’_, &/, for a finite number of mea-

surable spaces (©;, &;). Now we give an equivalent characterization. Let (Q;, &,),i =1, ..., n,
be measurable spaces. Then, forj = 1, ..., n, the jth projection mapping m;: Xi;_, €; > Q;is
defined by
n
(@, .., 0,) =0, YV(0,...,0,) € X Q. (2.20)

i=1

The inverse images are

TTA) = QX X Qi XA X Qi X XQ,,  ford;c Q. (2.21)

n

Lemma 2.42 [Product c-algebra]
If (Q;, ;) i=1, ..., n, are measurable spaces, then

n
®-§Z¢i =G(ﬂ'1, ,ﬂ'n).
i=1

(2.22)

(Proof p. 75)
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2.3.6 Measurability with respect to a mapping

In Definition 2.43, we consider two mappings and the concept of a mapping being measurable
with respect to another mapping.

Definition 2.43 [Measurability with respect to a mapping]
Let f:Q — Q' and h: Q — Q" be mappings, and let (', o4") and ('] o/ "") be measurable
spaces. Then h is called measurable with respect to f (or f-measurable) if

"y c =N, (2.23)

If Q' is finite or countable, then the following corollary provides a representation for all
functions that are measurable with respect to f.

Corollary 2.44 [Measurability with respect to a discrete function]

Let f: Q — Q' be a mapping; let (Q, P(Q')) be a measurable space, where Q' is finite
or countable; and let h: Q — R be a function. Then h is measurable with respect to f if
and only if for all o' € Q' there are ay € R such that

h= 3 oy Tty (2.24)

w'eQ

(Proof p. 75)

Example 2.45 [Flipping two coins — continued] Consider the mapping X = number of
flipping heads with codomain Q' = {0, 1, 2}, let H := {(h, 1), (h, h), (¢, h)},and let T,;: Q - Q"
denote the indicator of H, with Q"' = {0, 1}. Hence, 1y indicates with its values 1 and 0 whether
or not at least one heads is flipped. If we consider the c-algebra of'= Z(Q') on Q' and the
c-algebra of "= P(Q") on Q" then

X~y = {Q @, ((h, W)}, {(h, D), (&, W}, (¢, D)},
{(h, h), (h, 1), (1, W}, {(h, b), (&, O}, {(h, 1), (1, h), (1, D)} }

and
7,}1(9f") =1{Q, D, {(h, h), (h, 1), (t, )}, {(t,D}}.

Obviously, 11_11 (") c X~1(o"). Therefore, 1, is measurable with respect to X, but not vice
versa. That is, X represents a more detailed information about the outcome of the random
experiment than 7y. Hence, if the value of X is known, then we can compute the value of Ty,
but not vice versa. In our example, Figure 2.5 shows: if X(w) = 1, then 75(w0) = 1. However, if
Ty(w) = 1, then X(w) = 1 or X(») = 2. (For a more general presentation of this property, see
Lemma 2.52.) <
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Figure 2.5 A composition of two mappings.

2.4 Theorems on measurable mappings

In this section, we consider compositions of mappings, which are defined as follows: Let Q, Q’,
and Q" be nonempty sets and let f: Q — Q' and g: Q" — Q" be mappings. Then the compo-
sition of f and g is the mapping g o f: Q — Q" defined by:

gof(w) :=glf(w)], VoeQ, (2.25)

(see Fig. 2.5), where g o f(w) denotes the value of the mapping g o f for the argument . Instead
of g o f, we often use the notation g( ) and say that g( ) is a function of f. Using this notation,
Equation (2.25) can be written as:

g(f)w) =glf(w)], YoeQ. (2.26)

Lemma 2.46 [Compositions with a finite or countable number of values] B
Let f: Q — Q' be a mapping, where Q' is finite or countable, and let g: Q' — R be a
function. Furthermore, for o' € Q', define Tr—o = Tp1(ary) Then,

gof=g(N= 2 8@ Trqyp= 2, 8@ Tr_y. (2.27)

w'eQ’ w'e

(Proof p. 76)

Hence, under the assumptions of Lemma 2.46, for all ® € Q,

gof@ =glf@l= Y g@) Triup@= Y g0 T_y@. (228

w'eQ’ w'eQ
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Example 2.47 [Flipping two coins — continued] Let us consider X = number of flip-
ping heads and the mapping g: Q'— Q" defined by g(x) := 7 ,(x), for all x € Q' (see
Fig. 2.5). Then the composition g o X defines a new mapping g o X: Q — Q' where Q''=
{0, 1}. In this example, the composition g o X is identical to the indicator 75 of the event
H = {(h, h), (t, h), (h, 1)} that heads are flipped at least once. <

Example 2.48 [Joe and Ann - continued] In Example 2.34, we already considered the
mapping U: Q — Q; = {Joe, Ann} showing which person is drawn and the mapping X: Q —
Q' = {0, 1} indicating whether or not the drawn person is treated. Now we can consider the
bivariate mapping (U, X): Q — Q; X Q' and we can write

X=go(U,X)=g(U,X)
as the composition of (U, X) and a (projection) mapping g,

glu, )] =x, V(ux) eQyxQ.

2.4.1 Measurability of a composition

Theorem 2.49 shows that measurability is preserved by the composition of mappings.

Theorem 2.49 [Measurability of a composition]
If f: (Q, ) —> (Q, A" and g: (Q, ") — (] A" are measurable mappings, then the
composition g o f is (<, A"")-measurable.

(Proof p. 76)

Remark 2.50 [c-Algebra generated by a composition] Note that

(gofN) A"y =f"1g7 (&™) (2.29)

(see the proof of Theorem 2.49). <

Example 2.51 [Flipping two coins — continued] Figure 2.5 illustrates Theorem 2.49. If
(a) X is (o, of’)-measurable and (b) g is (/' o/ "")-measurable, then Ty = go X is (o, A "')-
measurable. Suppose &'= P(Q') and "' = P(Q"), where Q'= {0, 1,2} and Q"= {0, 1}.
Then the premise ‘(a) and (b)’ is satisfied if &/ is such that X'y c of. If the premise ‘(a)
and (b)’ is not satisfied, then we cannot conclude that T is (&, &/'’)-measurable. Note that
in this example 7, can be (&, &/"')-measurable even if (a) and (b) do not hold. A sufficient
requirement is that {(z, #)} and {(¢, h), (h, 1), (h, h)}, the inverse images of {0} and {1} under
Ty, respectively, are elements of & (see Cor. 2.21). <

If a mapping % is measurable with respect to a mapping f, then each element in the c-
algebra generated by / is an element in the c-algebra generated by f. If & is measurable with
respect to f, then, in a sense, the information represented by £ is already contained in f (cf.
section 2.3.2). This is expressed in more formal terms in the following lemma, which is crucial,
such as in the general definition of conditional expectation values E(Y | X =x) (see ch. 10).
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0 T T T T
0 1 2 3 4

Figure 2.6 The two step functions f and / in Example 2.55.

Lemma 2.52 [Factorization lemma of measurable functions]

Let f: Q — Q' be a mapping, let (', /") be a measurable space, and let h: Q — R be a
function. Then h is measurable with respect to f, that is, ™' (B) c f~1 ("), if and only if
there is a measurable function g: (Q, ') — (R, B) such that

h=gof (2.30)

is the composition of f and g. We call g a factorization of h with respect to f.

For a proof, see Klenke (2013, Corollary 1.97).

If, instead of (R, %) we consider a measurable space (Q”, 2(Q")), where Q" is finite or
countable, then the elements »” € Q" can be renamed by real numbers such as 1, 2, and so on.
Renaming is a one-to-one measurable function, because the -algebra on Q" is the power set
of Q"' (see Example 2.9). Hence, Lemma 2.52 implies the following corollary.

Corollary 2.53 [Factorization of a mapping into a finite or countable set]

Let f: Q — Q' be a mapping, (Q, A") a measurable space, and h: Q — Q" a map-
ping, where Q' is finite or countable. Then h is measurable with relation to f, that
is, W [PQ"N] c f~U(A"), if and only if there is a measurable mapping g: (Q, A') —
Q" P(Q")) such that h = g of.

Example 2.54 [Flipping two coins — continued] If we specify Q'= {0, 1, 2}, the c-algebra
o= P(Q)), the set Q"= {0, 1}, the c-algebra of "= P(Q"), and the function i = 1, then
the example depicted in Figure 2.5 can be used to illustrate this corollary. The mapping g in
this figure is such that 7; = g o X. <

Example 2.55 [Two step functions] Figure 2.6 presents an example in which Q = [0, 4],

A =[0,1],A, =11,2],A; = 12,3],and A, = ]3, 4]. Note that the sets A, ... , A, are pairwise
disjoint. The measurable function f: (Q, &/) — (R, %) is defined by

f:

™

74,

i=1
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where o) =1, oy =2.5, o3 =2, and ay = 0.5. Furthermore, the function h: Q - R is
defined by

h= 2 Blaum,,
jettay - 7

with B; = 1.5 and B3 =3. Note that o(h) =c({A;UA;;: j e {1,3}}), whereas o(f) =
c({A;: i=1,...,4}) (see Exercise 2.11). Therefore, 7 is measurable with respect to f, that
is, 6(h) c o(f).

According to Lemma 2.52, there is a function g: R — R such that # = g o f. In fact, if we
define g by

glx) = Z ﬁj7{oc,-,<x,-+1}(x)’ VxeR,
je(1,3} o

then i = g o f. The function g takes on the value 1.5 if x =a; =1 or x = o, = 2.5 and the
value 3 if x = o3 = 2 or x = ay = 0.5. For all other x € R, the value of g is 0. <

Example 2.56 [Square of a real-valued function] Suppose f: (Q, &) — (R, &) is a real-
valued measurable function and fz((o) =f (0)%, forall ® € Q.

(1) If f is nonnegative, that is, if f(w) > 0, for all ® € Q, then f and f2 are measurable
with respect to each other, that is, 6(f) = o( fz).

(ii) If there are ;, ®, € Q with f(0;) <0 < f(0,) and f*(w;) = f*(w,), then 6(f?) c
o(f), but 6(f) # o(f2).

(See Exercise 2.13.) In a sense, o( ) = o( f2) means that f and f2 contain the same infor-
mation, whereas 6( f2) c 6(f), o(f) # o( %) means that f2 contains less information than f.
If, for example, f*(w) = 4, then f(w) = 2 or f(w) = —2. <

2.4.2 Theorems on measurable functions

In the first theorem, we consider sums and differences as well as products and ratios of measur-
able functions. The sum of two functions f, h: Q — R" is again a function (f + h): Q - R"
defined by

fith f1(®) + hy(®)
(f +h)(w) = ) = : , VoeQ.
fn + hn fn((‘)) + hn((D)

The first parentheses in the term (f + h)(®) are used to make clear that f 4+ 4 is a symbol of a
new function on Q. Of course, the difference f — & is defined in the same way as f + & replacing
+ by —.

Similarly, the product f - h of two functions f, h: Q — R is again a function (f - h): Q - R
defined by

(f - (o) =f(o) o), Yoel
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Correspondingly, f/h:  — R is defined by

(f/W() = f(o)/Mw), Yoe,

provided that h(w) # O for all w € Q.

Theorem 2.57 [Sums and products of measurable functions]

If f,h: (Q, o) - (R", B,) are measurable functions, then f + h and f — h are (A, RB,,)-
measurable as well. Furthermore, if f, h: (Q, o) - (R, B) are measurable functions,
then f - h and f [ h (with h(®) # 0, for all ® € Q) are also (A, FB)-measurable.

For a proof, see Klenke (2013, Theorem 1.91).

Remark 2.58 [Squared function] Iff: (Q, o) — (R, %) is a measurable function, then /2 =
f - fisalso (o, B)-measurable. Obviously, this also applies to f, n € N. Hence, if f is (<, AB)-
measurable, then f” is also (&, 98 )-measurable. <

Example 2.59 [Scaling transformations and translations] Remember that a constant real
number can always be interpreted as a measurable function (see Example 2.10). Therefore,
Theorem 2.57 implies that, for all « € R, the functions f + o, f — a, and a - f are (R, B)-
measurable if f: (Q, &) - (R, &) is a measurable function. <

Example 2.60 [Number of flipping heads] Consider flipping a coin n times, let Q = {h, t}",
and let 7 A Q — R denote the indicators of flipping heads at the ith flip of the coin. Then,

M-

i

i=1

is the number of flipping heads. If o = P(Q), then (2, &) is a measurable space and X is mea-
surable for any c-algebra on R (see Example 2.9). In the case &/ = (), it is not necessary
to apply Theorem 2.57. <

Example 2.61 [Linear combination of two functions] Let f, h: (Q, &) — (R, %) be mea-
surable functions and «, p € R. Then, according to Theorem 2.57, the function (a - f + p - g):
Q, ) - (R, B) defined by

(-f+p-M(o)=a-f(w)+p-hw), Yoel (2.31)
is (&, 98)-measurable. <
Remark 2.62 [Positive and negative parts of a function] In Theorem 2.66, we consider
the positive and the negative parts of a function f: Q — R. The positive part f+: Q — R is

defined by

(o) := max(f(®),0), VoeQ,
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f(w)
3 —
2 — .
1 — —/Q\\— o
/ \
.
| [ [ [ [ N | 1 | [
-2 -1, 1 2 3/ o
, fHe): —-
- (o)
-3 7 sgn(fe): —

Figure 2.7 Positive and negative parts of a function, and its sign function.

and the negative part f~: Q — R by
f(®) := —min(f(0),0), VoeQ.

Hence, the value f*(w) of the positive part of f is defined to be the greater one of the two
numbers f(®) and 0 if they differ and f* () = 0if f(®) = 0. In contrast, the value f~(®) of the
negative part of f is defined to be the smaller one of the two numbers f(w) and O multiplied
by —1 if they differ and f~(®) = 0 if f(®) = 0. Note that f* and f~ are both nonnegative
functions and that

f=rt-r
<

Example 2.63 [Positive and negative parts of a function] The positive and negative parts of
a function are illustrated by Figure 2.7 showing the graph of the function f: R — R defined by

X3 )C2

— — = —2x, if-1.81<x<3.315
fe=43 2

0, otherwise.

The positive part f* takes on the value 0 if x < 0 (see the dashed line on the horizontal axis),
whereas negative part f~ takes on the value 0 if x > 0 (see the dotted line on the horizontal
axis). <

Remark 2.64 [ébsolute value function] Furthermore, we consider the absolute value func-
tion | f|: Q — R defined by

f(w), if f(w) >0

[fl(@) := | f(@)] := {—f(m), if f(w) <O0.
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Note that | f| = f* + f~ = max(f, f7). Hence, in Figure 2.7, the absolute value function is
represented by the dashed and dotted lines above (if —1.81 < x < 3.315) or on (if x < —1.81
or x > 3.315) the horizontal axis. <

Remark 2.65 [Sign function] In Theorem 2.66, we also refer to sgn(f): Q — R, called the
sign function, which is defined by

1, if f@>0
sgn(f)w)=4 0, if f(w)=0
~1, if f(w)<O0.

In Figure 2.7, the graph of this function is represented by the four solid lines above, below and
on the horizontal axis, and by the big point with coordinates (0, 0). <

Theorem 2.66 [Positive and negative parts of a function]
Let (Q, o) be a measurable space. If f: Q — R is (o, B)-measurable, then the functions
7, | fl, and sgn(f) are (¥, 9B)-measurable as well.

For a proof, see Klenke (2013, Corollary 1.89). The positive part f*, the negative part f~,
and the absolute value function | f| of a function f play important roles in integration theory
(see ch. 3).

Another implication of Theorem 2.57 on the measurability of some sets that are often used
is formulated in the following remark.

Remark 2.67 [Somg inlportant measurable sets] Let (2, &) be a measurable space, and
let f, g: (Q, &) - (R,%AB) be measurable functions. Then,

@) {0eQ:flo>gw)ed
(b) {®eQ:f(o>gw)}ed
©) {0eQ:f(w=gw)}ed
(See Exercise 2.12.) <

2.5 Equivalence of two mappings with respect to a measure

Now we study some properties of mappings f: Q — Q' involving a measure space (Q, <, u).
In this case, we use the notation

F Qo p) > Q

to express that f: Q — Q' is a mapping and that g is a measure on the measurable space
(Q, o). If there is also a c-algebra &/’ on Q/, then we use the notation

[ Qo) — QL)
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to express that the mapping f: Q — Q' is (¢, &/’)-measurable and that y is a measure on the
measurable space (2, & ).
Remember, two mappings f and g are identical, that is, f = g, if and only if

{0 e Q: f(w) # gw)} =0.
A less restrictive concept is their equivalence with respect to a measure.
Definition 2.68 [Equivalence of two mappings with respect to a measure]
Let f, g: (Q, o, u) — Q' be mappings. Then f and g are called u-equivalent, denoted by
fz8

if there is an A € o with u(A) = 0 and, forall® € Q\ A, f(w) = g(w).

Because u(@) =0, f = g implies f Z8

Remark 2.69 [A note on notation] If f: (Q, &, u) — Qjﬁ and g: (Q, o, u) - Q; are map-
pings, then we can choose Q' = Q} U Q; and write f, g: (Q, o, u) - Q' (see Rem. 2.4). <

Remark 2.70 [An alternative notation] If f =8 we also say that f = g, u-almost every-
where (u-a.e.). Furthermore, we also write

f(w) = g(w), for u-almostall ® € Q, (2.32)

and use f(w) = g(w) as a shortcut. <
p-a.a.

Remark 2.71 [Singleton with a positive value of a measure] If f Z 8 or, equivalently,
f(®) = g(w), and {0*} € & with u({w*}) > 0, then
H-a.a.

f@®) = g(@"). 4

Remark 2.72 [ u-Equivalence, restricted functions, and compositions] Let f, g: (Q, o, u)
— ' be mappings.

(i) If Q'=TR, then
fzg > Lf=ly-5 VAcd. (2.33)
(i) If h: Q' — Q' is also a mapping, then
fzg = hof=hog (2.34)

(see Exercise 2.14). <
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Remark 2.73 [Equivalence relation] If .Z is a set of mappings (Q, </, u) — ', then = is
an equivalence relation on ./ (see Exercise 2.15). In other words, if f, g, h € 4, then

a f i f (reflexivity).
(1) g = f if and only if f =8 (symmetry).

(i) Iff =8 and g = h, then f = h (transitivity).

Definition 2.74 [Equivalence class with respect to a measure]
Let M be a set of mappings (Q, o, u) — Q' and let f € M. Then,

C(f) =g e M: g = f)

is called the u-equivalence classof fin M andf arepresentative of the class C(f).

Remark 2.75 [A partition of the set .#] If ./ is a set of mappings (Q, o/, u) — &/, then
the set {C(f): f € M} is a partition of M, that is,

(@) Vfed:C(f)#D.
(b) Vf,geM:C(f)=C(g)or C(f)nC(g) =0.

© U cp=..
fed
(See Exercise 2.16.) <
Remark 2.76 [Other properties of u-equivalence]
(1) Let f, g: (Q, o, u) = Q. If u(Q) > 0, then
V(er’,V[SeQ':ffoc/\gfﬁ/\ffg:(x=ﬁ. (2.35)

(i) If £, g, f% g (Q o, y) - R, then

f=ng=g" = f+e=f"+4g",
f-g=/f-¢ (2.36)
f-e=f-¢".
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Furthermore, suppose u({® € Q:g(w) = 0}) = 0, and define Ji: Q — Rby
8
® .
P JO) it o) £ 0,
L) = 3 8®) VoeQ,
& 0, otherwise,
and let f—* be defined analogously. Then
N
f;f /\878 = gggT (2.37)
(i) If fzf,* Q, o, p)—>Rando; e R, i=1,...,n,then
n n
Vi=1l...nfi=f) = .Zlocl-ﬁfﬁaifi*. (2.38)
i= i=
) If fi, 5, - ,fl*,fz*, i (Q, e, w) —» Rand ay, oy, ... € R, then
(Vi=1,2,...:fi7fi*)=> ZaiﬁfZ(xifi*, (2.39)
i=1 i=1
provided that the limits denoted by the infinite sums (see Box 0.1) exist.
For proofs, see Exercise 2.17. <

Remark 2.77 [Order relations for real-valued functions] For two mappings f, g: Q — R,
we write f < g, if and only if

{weQ: f(0) > gw)} =0.
The notation f > g, f < g, and f > g is used correspondingly. <

Remark 2.78 [Order relations with respect to a measure y] For functions f, g, h:
(Q, o, u) - R, we also use the notation

fse
ifthereisan A € o/ withf(®) < g(w) forallm € @\ A and u(A) = 0. The notation f >8 f<g
U
and f > g is used correspondingly. Furthermore,
U

fsg and g=h = f<h (2.40)

The analog propositions hold for > %, and % (see Exercise 2.18). <
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2.6 Image measure

In the definition of a measurable mapping f: (Q, /) — (@, /') we required f~1(A") € o, for
all A’e o/'. Because a measure u assigns a value to all elements A € o, the measure y also
assigns a value to eachf‘l(A/) = {0 € Q: f(0) € A’}. This is the reason for choosing the term
measurable mapping: If u is a measure on &/ and f is (o/, /')-measurable, then there is a value
ul £~1(A")] for all inverse images f~1(A"), A’e of’.

According to the following theorem, a measurable mapping f: (Q, &, u) — (Q, ")
induces a measure on the codomain space (Q/, of/).

Theorem 2.79 [Image measure] -
Let f:(Q, o, u) — (Q, ') be a measurable mapping. Then the function p;: o' — R
defined by

uiA = ulf'AN], VAed’, (2.41)

is a measure on the measurable space (Q, A).
(Proof p. 76)

Definition 2.80 [Image measure] -
If f:(Q, o, p) — (Q, o) is ameasurable mapping, then py: ' — R defined by Equation
(2.41) is called the image measure of yunder f.

Example 2.81 [Rectangles — continued] Now we consider a measure u: &/ — R, which is
specified by

uA)y=(0-2)-5-2)=15
and
u(Q)=(10-0)-(6—0)=60.

This specification determines the areas of all four sets in &/, because u(A€) = u(Q) — u(A) =
60 — 15 =45 and u(@) = 0. Hence, the measure space (Q, &, u) is completely determined.
Note that p is the restriction of the Lebesgue measure A, to the s-algebra &/ (i.e., u(A) = 1,(A),
forall A e o).

In Example 2.2.1, we considered the mapping f: Q — Q'= Q defined by f(x) = %x.
Furthermore, we considered the rectangle B’ = 14.5,7.5] x [0, 4.5] and the c-algebra &/’ =
{Q. @, B’ (B')°}. If we specify o/ such that f~!(B’) € o/, then f is (o, &/')-measurable.
In this case, all inverse images f~'(A’) of sets A’ of' are elements of the c-algebra .
Therefore, the areas A,[ f~!(A”)] of these inverse images are defined by the measure A, on
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& that assigns the area to all elements of <. If we specify & = {Q, (b,f‘l(B’),f‘1 (BT},
then

/lzf(B’) = AL~ B")] = 1,16, 10] X [0, 6]) = (10 — 6) - (6 — 0) = 24,
ﬂzf((B/)”) = A (f B = 4,([0, 6] X [0, 6]) = (6 — 0) - (6 — 0) = 36,
A, (Q') = 60, and 4, (@) = 0. Then the function A, : &/” — R defined by
Ay, (B") = MLIfYB), VB ed!

is again a measure, the image measure of A, under f. Therefore, (), &/, /12f) is a measure
space.
Note that the image measure Azf on the c-algebra &’ differs from the area measure on o/’

In fact, the area of B’ is (7.5 — 4.5) - 4.5 = 13.5, and the area of (B")¢ is 60 — 13.5 = 46.5. <
Remark 2.82 [Cumulation of the values y({w})] If {0} € &, for all ® € Q, then

wlo'H= 3 up{o)), if{o'}) ed’ (2.42)
o: f(0)=0'

provided that the sum is over a finite or countable number of summands. The measure y assigns
to the singletons and other elements A € & a nonnegative number u(A), and f maps each
element ® € Q to an element ’ in Q’. Thereby, it translates the values u(A) of the measure u
to their images f(A). In particular, this applies to the singletons {w}. This is illustrated in the
following example. <

Example 2.83 [Flipping two coins — continued] In this example,
Ploh =7, Yoe, (2.43)

uniquely defines a measure P: 9(€2) — R and the measure space (Q P(Q), P). The reason
is that the singletons {®w} are pairwise disjoint and Rule (x) of Box 1.1 implies

P(A) =P< U {m}) =Y P({w}), VAed.

weA weA

For instance, the set A = flipping one and only one head is the union A = {(h, )} u {(t, h)} =
{(h, ?), (¢, h)}. Hence,

=
8]

PA) = D, P(o}) = P{(h,n}) + P, h)}) =

weA

+

FNp-
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Now consider Figure 2.4 and realize that each arrow translates the value y({w}) = i from
left to right. According to Equation (2.42), this yields

PﬂmD=Pw*umn=Pu@0n=i

PﬂUD=PW”GHH=PH@mxh0H=%
and

Pﬂmn=Pm*«nn=mummn=i
<

Example 2.84 [Image measure under a step function] If f: (Q, o, u) —» (R, &) is mea-
surable such that f = ¥ | «, 15, with pairwise different oy, ... , o, € R, a; # 0, and pairwise
disjointA; € &,i=1,...,n,and if we define A, , | := Q\ (U/_, A;) and o, := 0, then the
image measure is

n+1
Hy =D, HA) - b, (2.44)

i=1

(see Exercise 2.19). Equation (2.44) generalizes Equation (2.42): For all ® € A;
fl@) =o; -1 (0) = ;.

Hence, f translates the value u(4;) to o; € R and Hy assigns the value u(A;) to the singleton
fo;},i=1,...,n+ 1. <

Our next theorem deals with the image measures of u-equivalent measurable mappings.
As a random variable is a particular measurable mapping and the distribution of a random
variable a particular image measure (see section 5.1), this theorem has important implications
on all concepts that in some sense describe properties of distributions of random variables such
as expectations, variances, covariances, and so on.

Theorem 2.85 [u-Equivalence implies equality of image measures]
Iff, g: (Q, o, u) — (), A') are measurable mappings, then

(Proof p. 77)

In Theorem 2.86, we present a necessary and sufficient condition for u-equivalence of two
compositions g o f and g*o f.
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Theorem 2.86 [-Equivalence of compositions]
Iff:(Q, o, pu) = QA" and g, g*: (Q, A') = (R, RB) are measurable mappings, then

*

8§78 © gofg8"f. (2.46)

(Proof p. 77)

2.7 Proofs

Proof of Lemma 2.19
(a) Iff =3, o1 , then for all B € %,

i®= Jaed

iio,eB

because & is closed with respect to finite and countable unions.

(b) Assume that there are no o, o, ... € Rsuchthatf = ¥, o; 14,- Then there are an i and
elements o, ®, € A; with f(®;) # f(®,). Applying Equation (2.5) yields

@ n [T f ) = 8.
Furthermore, because ; ef‘l({f(mj)}),j =1,2,
@D nA;#0, and  fT{f0)))nA; # 0.

Therefore, we conclude: f~'({f(0))}) & & and f~'({f(w,)}) ¢ & . Because {f(w;)},
{f(,)} €3, it follows that f is not (&, 9B)-measurable.

Proof of Lemma 2.29
(i) n-stability of 2.1f C|, C, € € and o}, o} € Q/, then

[C,nf ' (ol DIN[Cy nf~ (b D]

=(C;nCyn [f_l({m'1 D nf_l({m'2 D] [n is associative and commutative]
(C nC)nf (o)), ife =

=y Ve [25)]
a, if o] # o)

is an element of &, because C; N C, € ¥ and @ € €, which follows from the defini-
tion of a c-algebra.
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(i) Denote /'= P(Q'), and define 6(%, f) := o[Cuf~ 1 (Z")].
(@) o(D) co[Gufl(«")]. Obviously, {f~'({0'}): o' e Q'} c f~1(o"). Therefore,

2 ={Cnf'{o'}): 0'e Q, C e @)
c{CnflAN):Ae d!C e 6}
col®uf (). [Rem. 1.2]

Hence, according to Remark 1.23, 6(2) c o[¥ uf‘l(d’)].

(b) o[Gufl(4")] c 6(D). Because Qe € and Qe f~ ('), all C e and all
F~1(A") are elements of 6(D) (see Def. 1.1, &' is finite or countable). Therefore,
%Uf‘l(d’) c 6(9). Proposition (1.11) then implies G[‘guf‘l(d’)] c o(9D).

Proof of Lemma 2.35
(i) We have to show that %f’ satisfies conditions (a) to (c¢) of Definition 1.1.

(a) ‘
Q=11 e® = Qe €. 1216)]

(b)

A'eE] > lahew [(2.16)]

> A =11 ew [Def. 1.1(b), (2.4)]
> WY ed/. [(2.16)]

(©)

AL Ay, ... €6 > AN 1Ay, ... e® [(2.16)]

> Usritap=s" <U A§> €€  [Def L.1(c), (2.6)]
i=1 i=1

=> [JAle G/ [(2.16)]
i=1

(ii)) ForallA'e o',

Aed = 'A)ew (G, & ")-measurability of f]
> AeE). [(2.16)]

Hence, (€, #/')-measurability of f implies &/'c € f’
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Proof of Lemma 2.37

First, note that, forAl e o/, i=1, ... ,n,

A x . xA) = {weQf®eA]x..xA}
={0eQ: (fi(w),....[,(®) eA] X ...xAl}
={oeQfi(w)eAl, ... .[,(0eA)}

= [{o e Q: fiw) e A} (2.47)
i=1
ﬂf (A).
Hence,
o(f) = {f‘l(A’): Ae@® »Qf[} [Def. 2.26]
i=1
=o({f'Al x..xA ) Aled! i=1,..,n)) [Th. 2.20, Defs. 1.13, 1.31]
=o({ff'ADn..nf M A Al e o] i=1,...,n)) [(2.47)]
=y (U {f,-‘l(Aﬁ)n N @yAledi=1,.. n}> [Rem. 1.23]
i=1 j=1,j#i
(L_J{f (A)A’egi,.’,i=1,...,n}) 7@ = Q]
= (U o(f3) > [Def. 2.26]
Furthermore,
UtAD n A Al e d]i=1, .. n)
c (U A Aed] i=1,.. ,n}) ) [Rem. 1.2, finite intersections]
i=1

Therefore,

c <U c(ﬁ-)) =0 <U (FFlAa):Aled]i=1, ... ,n}> [Def. 2.26]
i=1 i=1
So({fi @D n.nf M A A ed]! i=1,....,n})  [Rem.1.23]

=o(f).
Hence, o(f) = o(U/_, o(f)).
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Proof of Theorem 2.38
(b) = (a)Foralli=1,...,n: Let Al € of|. If f; is measurable, thenfi‘l(Al’.) e of. Hence,

A x . xA) = {weQf(@eA]x...xA}

=Nf'A)ed
i=1

Because {A] x ... xA/: Al e !, i=1,...,n} is a generating system of @"_, &//, Theorem
2.20 implies that f is measurable.
(a) = (b) If f is measurable, then foralli =1, ..., n,

) = {71 AD:A] e 1)

j=L#i
= (TN X X Q) XAIXQ, X x QA ed]} [(247)]

cf! <édl/> cd
i=1

Proof of Lemma 2.42

:{fi—l(A;)n N J;—I(QJ/.):A;E.Q{;}

Consider the projection mappings zy, ... , 7,, defined by Equation (2.20) and the mapping

T =(xy, ..., ;) (x Q;, ®af> <>< Q;, ®g¢>

Analogously to the proof of Lemma 2.37 and using Definition 1.31,

®M—6({A1 XA A ed,i=1,...,n})
=o({z A, X ...xA): A ed,i=1,...,n})) [(2.20), (2.21)]

= o(x) [Th. 2.20, (2.12)]
=o(z;,i=1,...,n). [Lem. 2.37, (2.18)]
Proof of Corollary 2.44

If Q' is finite or countable and we consider the measurable space (), 2(Q")), then o(f) =
ol{f'({w'}): o'e Q'}] [see Lemma 2.29 with € = {Q, @}]. Because {f~'({0'}): 0'e Q'}
is a finite or countable partition of €, this corollary is an immediate implication of Lemma 2.19.
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Proof of Lemma 2.46

Forallow € Qand all o’ e Q/,

_ _Jo, if f(w) # o
This equation is equivalent to
8N Moy =80 - Ty - (2.49)

Because the set {f~!({@’}): ®’ € Q'} is a finite or countable partition of Q we can conclude:
To= Y, 1;_y- Therefore,

w'eQ’

gN=8N-Ta= D 8N -T_y= D, g@)-1_y,

w'eQ w'eQ

and this implies Equation (2.27).

Proof of Theorem 2.49

If £:(Q,d)— Q. A", g:(Q, A" - (Q" ") are measurable mappings, then, according
to Corollary 2.28, f~1(o/") c o and g~'(/"") c &/’. Hence, for all A” € o "',

(gof)'(A") = {we Qglf()]eA”)
= {0 eQ: f(0) e g (A"}
= g @A)l

Furthermore,

g dMlc et [(2.15)]
cd. [Def. 2.5]

Proof of Theorem 2.79

We show that y, has the properties (a) to () required in Definition 1.43. For each property of
Hy we use the corresponding property of u.

@ w(@) = pulf~' D) = (@) =0.
(b) Forall A'e of": us(A") = ul f~1(A")] > 0.

(c) If A}, AL, ... € of' are pairwise disjoint, then, according to Equation (2.5), for i # J,

A =T AinA) =1(@) = 0.
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that is, the inverse images f~!(A}), f~1(A%), ... are pairwise disjoint as well. There-

fore,
Hy (U A?) = u (f‘1 (U A,’-)> [(2.41)]
i=1 i=1
= u (U f—l(A;)> [(2.6)]
i=1

=3 u(f (@A) [Def. 1.43(c)]

i=1
= > u(A) [(2.41)]

i=1

Proof of Theorem 2.85

If f =8 then there is a set A € &/ satisfying
fl®)=g®), VoeQ\Aand u(A)=0.

Monotonicity of u implies u({w € A: f(w) € A’'}) =0 = u({w € A: g(w) € A’}) for all A’ €
o' Hence, using additivity of u,

urA') = ulf1 AN
=u({oe Q\A: f@) eA' D+ u{weA: f(w) eA’))
=u({oeQ\A:gw) e AN+ u({o e A: g(w) € A'})

= ulg™ (AN] = uy(A).

Proof of Theorem 2.86

For measurable functions g, g*: (', /') — (R, %) define A’ := {0’ e Q' g(0) # g*(@')}.
Note that A’e &' [see Rem. 2.67 (¢)]. Then

A ={weQ: f(w) e A’

= {w e Q:g[f(0)] # g [f(w)]}
= {0 € Q: (gofHw) # (g7 Mw)}.

Hence,gff_g*@ A =0 & ulffA)=0 gof=grof.
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Exercises

2.1
2.2

2.3

24

2.5
2.6
2.7
2.8
2.9
2.10

2.11

2.12
2.13
2.14
2.15

2.16
2.17
2.18
2.19

Prove Equations (2.4) to (2.6).

Consider Example 2.2.1 and compute the inverse images of the sets {(4.5,0)},
{(7.5,0)}, {(7.5,4.5)}, and {(4.5, 4.5)} under the function

3 3 3
f(xl’xz): Z ‘(xl,xz): <Z -xl, Z .xz) .

Consider Example 2.2.1 and specify the inverse images of the rectangles [8, 10] x [0, 2]
and [3, 7.5] X [0, 3] under the function f: Q — Q' defined by f(x;, x,) = % - (xq5 xp).

Consider Example 2.2.1 and use Equation (2.4) to determine the inverse image
V(a0 0

Prove the proposition of Example 2.14.

Prove the proposition of Example 2.15.

Prove the proposition of Example 2.17.

Prove the proposition of Remark 2.18.

Prove the proposition formulated in Remark 2.33.

Consider Example 2.40 and show that X, Y, and (X, Y) are measurable with respect to
o whenever the two inverse images X~'({1}) and Y~'({1}) are elements of 4.

In Example 2.55, we considered Q = [0, 4], A; = [0, 1], A, =]1, 2], A; = ]2, 3], and
A, =13, 4]. There, we also defined the functions f and 4. Show that c(h) = G({Aj U
Aj+1:j eJpando(f) =c({A;:i =1, ...,4}). Furthermore, show c(h) c o(f).

Prove the propositions of Remark 2.12.

Prove the proposition of Example 2.56.

Prove the propositions of Remark 2.72.

Consider Remark 2.73 and show: If . is a set of mappings (Q, &, u) — €/, then = is
an equivalence relation on /.

Show that {C(f): f € 4} is a partition of ./ (see Remark 2.75).
Prove the propositions of Remark 2.76.
Prove proposition (2.40).

Prove the proposition of Example 2.84.

Solutions

2.1

Equation (2.4):

AT ={oeQflw)e @)} ={oeQf@eA}=[r1A)".



2.2

2.3
24

2.5
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Equation (2.5):

! (ﬂA:) = {meﬂ:f(m)e ﬂA:} ={oeQ:f(0)eAl,Viel}
iel iel
=[{weQflweAl}=)r"A.

iel iel

Equation (2.6):

£ (UAI’.): {meng(m)eUA;} ={oeQ:3iel flo)cAl}

iel iel
=JloeQ:flw)eAl} =Jr'@A).
iel iel
The inverse images are the sets f~1[{(4.5,0)}] = {(6,0)}, f~'[{(7.5,0)}] = {(10, 0)},
775,45} = {(10,6)}, and f'[{(4.5,4.5)}] = {(6, 6)}.
F71(8, 101 x [0, 2]) = @ and £~1([3, 7.5] x [0, 3]) = [4, 10] X [0, 4].

According to Equation (2.4), the inverse image of (C’)¢ under f is

e =11
=Q\ (6, 10] x [0, 6])
= ([0, 10] x [0, 6]) \ (]6, 10] X [0, 6])
= [0, 6] X [0, 6].

If f: Q — Q' is constant, then, according to Example 2.10, itis (</, &/ ")-measurable for

d = {Q,D}. Now, assume that f is not constant, that is, 3 0, ®, € Q: f(®;) # f(®,).
According to our assumptions,

{flen}, {fl)} e o’

Furthermore, o; € f~'[ f{(w;)}], for i = 1, 2, that is, the inverse images are nonempty
sets. Now, f(®;) # f(®,) implies

{floD}n{f(wy)} =9,
and, using Equation (2.5),
T Af@) nf {feph) = {foD} n {flo)}) =f71(@) = 0.

Hence, the inverse images are nonempty disjoint sets, and therefore none of them is in
A = {Q, @}. This implies that f is not (&, &/ ')-measurable if it is not constant.
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2.6

2.7

PROBABILITY AND CONDITIONAL EXPECTATION

We consider {A, AS Q, @}. If f = ;14 + ay 1y, then for all A’ € B,

@, lf (X] ¢ A,, (XZ $ A,

_ A, ifa,edla, ¢gA
1oary s 1 > U

foA) = A, ifay ¢ Ao, e A

Q, ifa;edia,eA

Hence, f is (&f, B)-measurable. (Note that this also holds if A = @ or A = Q, and also
ifa; =a,.)

Now assume that f is an (¢f, 98)-measurable function.
(a) Iff takes on only one single value, say a, then

f=(x1g =a11A+a21Ac, with o = 0y = O

(b) Iff takes on exactly two different values B; # B,, thenf~'({B,, B,}) =/ '({B;H v
' ({B,}) = Q, and according to Equation (2.5), f~'({B; ) nf~'({B,}) = @, and
f‘l({ﬁi}) # @, fori = 1,2. Hence, f is (&, %)-measurable if and only if

B =A or fI{B ) =A° and A A°#Q.

This implies

=BTy +BaTse or =BT, +BTse,

respectively.

(c) Iff takes on three or more pairwise different values, then, using the same kind of
argument as in (a), we can conclude that there are at least three pairwise disjoint
and nonempty inverse images under f, say A, A,, A; c Q. Hence, in this case f is
not (&7, 9% )-measurable.

IfAy, ..., A, € o are pairwise disjoint, we define A, , | ;== Q\(U/_, A4)),and o, | :=
0, then

Because Ay, ... , A, are pairwise disjoint and U?:ll A; = Q, there is, for all ® € Q,
exactly one i € {1, ...,n+ 1} such that o € A;, and therefore f(w) = o;. Hence, the
codomain of f is {oy, ..., o, 1 }. Vice versa, forall a;, i = 1, ... , n 4+ 1, we obtain the

inverse image

Flaeh ={oeQf@=0l= | 4 (2.50)
Jra=o
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(If the oy, ..., o, | are pairwise different, then f~!({o;}) = A;.) Now, for all A’c R,
A ={weQ fo)eA} [Def. 2.1]

= {w e Q:f(w) e U {(xl-}} [codomain of f is {ay, ..., o, 1}]

it €A’

=f‘1< U {cx,-}> [Def. 2.1]

oy A’
= U r'dwd [(2.6)]
o, eA’
- U 4 [2.50)]
oy eA’

28 If Ay,...,A, e are pairwise disjoint, we define A, ,:=Q\ (U/_, A4), and
a,, =0, then

vA' e A= | A e4
i=1,....,n+1
aeA

[see Eq. (2.10)].
IfA,, ..., A, € & are not pairwise disjoint, define the 2" sets

B=A"n.nAcVed, j=1,..,2",

with (¢;(j), ..., ¢,()) € {0,1}" and

Note that some of the sets B; can be empty. Then

on

n
f=X o1y, = By,
i=1 =1

with §; = ¥ . (j)=0%- Because By, ..., By are pairwise disjoint and U?ll B; = Q, the
function f is (&, 9B)-measurable (see the first part of this solution).

2.9 If all values of f are elements of &', then
B = (@ nB), VBeXB.
Therefore, f~1 (%) = f~1(% ley), Where BB |y denotes the trace of % in Q' (see Exam-

ple 1.10). Note that B | = P(Q') (see Exercise 1.13). Hence, f~1(B) = f1(B|q) =
FHP@)1
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2.10

2.11

2.12

PROBABILITY AND CONDITIONAL EXPECTATION

First of all, note that X, Y are measurable with respect to & if and only if and (X, Y)
is measurable with respect to &/ (see Th. 2.38). Hence, it suffices to show that X is
measurable with respect to & if X '({1}) € &. Because X: Q — R is an indicator,
X710 =X ~1({1}9) = X ~'({1}))¢ [see Eq. (2.5)]. Hence, if X ~'({1}) € o, then
X 11} = X ~1({0}) € . Furthermore, for all B € B,

Q, if0gB,1¢B
_ X~ {1 if0gB,1eB

1 _ 5 )
XTB) =10\x-1({1}). if0cB 1¢B
Q, if {0,1} c B.

(The proof for Y is analog.)

Because the codomain of f is R,

o(f) =0 (f1(P({1,25,2,05})) [Rem. 2.33]

= ({7 A1, £ 25D, 12, 1qoshy) [(2.12)]
=0({A}, Ay, A3, Ay}).

Analogously,

o(h) =o (h"1(2({15,3})) [Rem. 2.33]
= ({h'({1.5), "' ({3D}) [(2.12)]
= G({Al UA2, A3 UA4}).

Because

monotonicity of the generated c-algebras (see Remark 1.23) implies 6(h) c o(f).
Denote A, :={we Q:f(0) =0}, A_, ={0eQ: f(n)=-x0}, B, ={0neQ:

g(®) =0}, and B_ = {0 € Q: g(w) = —0}. Because {0}, {—0} € B, all four sets
defined above are elements of &/. Furthermore,

A={weQ -0 <f(w)<o}=f'R)ed
and

B:={neQ: -0 <go)<w}=¢g""(R)ed
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2.14
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(a) Now

{weQ:f(w=g(w}
=A,u{weAnB: f(n) > gl®w)} uB_
=A,V{weAnB: f(®w) —g(w) >0} uB_,
=AU (150D T gnp - (F =171 ([0, 00D) UB_,,  [Def. 2.1]
ed. [Th. 2.57]

(b) Analogously,

{weQ:f(w>g(w)}
=A NBUB_ )u{neAnB: f(w> glwn)}
=A  NBUB_)U[T a0 (f— g)]‘l(]O, oco[) [Def.2.1]
e d. [Th. 2.57]

(c) Finally,

{0 eQ:f(o=gw}={0e:fl(o2gw}\\oeQ:flo>gw)}

e d. [Rem. 1.2]

For any real-valued measurable function f:(Q, &) — (R, %), Lemma 2.52 yields
o(f?) c o(f), because f2 = g( f) for the measurable function g: (R, &) — (R, %) with
gx) = X2, for all x € R. [Note that g is a continuous function that is 9-measurable (see
Klenke, 2013, Th. 1.88).]

@

(i)

®

We assume that f is nonnegative and measurable. Then f2(®) = x if and only if
f(w) = \/)_c, for all x > 0. Hence, for all A € &,

Aeo(f) = 3B, e B:A=f"'(B))
= 3B, e B:A=(f)"'(B,) [choose B, := g~ (B;)]
> Ae G(fz).

This implies 6( f) c o(f?).

Assume that there are o, ®, € Q with f(®;) < 0 < f(®,) and fz(ml) =f2(m2).
Then A := f~!(]—o0, 0[) implies A € f~1(&), and o, € A and o, ¢ A. Further-
more, for all B € %

{o, 0} n(fD7'B), iff (o) eB

and

{o, 0} n (7B =0, iffi(e)¢B.

Hence, A ¢ (f2)"1(A).
Iff =8 then there is a set B € & with u(B) = 0 and f(w) = g(w) forallm € Q\ B.
Hence, 14(0) - f(0) = 14(0) - g(o) forall @ € Q \ B. According to Definition 2.68,

7Aff 1hg.
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(i) Note that Ay, := {w € Q: h[ f(0)] # hlg(w)]} c {w € Q: f(w) # g(w)} =: A. There-
fore, u(A) = 0 implies u(A;) = 0 [see Box 1.1 (v)].
2.15 Reflexivity. u({o € Q: f(®) # f(w)}) = u(@) = 0. Hence, f = f.
Symmetry. Assume that f, g € / and f =8 Then

u({o € Q: g(w) # f(w)}) = u({o € Q: f(w) # g(w)}) = 0.

Hence, g = f
Transitivity. Assume that f, g, h e M, f =8 and g = h. Then transitivity of = and
subadditivity of u yield

H({o € Q:f(0) # h(w)}) < u({o € Q: f(0) # gw)} U {0 € Q: g(®) # h(®)})
< u({o € Q:f(0) # g} + u({o € Q: g(o) # h()})
=0+0  [f=gg5hl
=0.

Therefore, f = h.

216 (a) Vfed:f = f (reflexivity). This implies: V f € #: f € C(f) and therefore V f e
M:C(f) #D.

(b) Letf, g € 4. We consider two cases, f =8 and ~(f = 2).
f =8 Transitivity implies: Vh e M f = h if and only if g = h. Hence, Vh €
M:h e C(f)if and only if & € C(g). This means that C(f) = C(g).
-(f = £). We show C(f) n C(g) = @ by contraposition. Assume: 3h e M: h €
C(f)nC(@.
Then f = h, h =& and transitivity implies: f 78 which is a contradiction to
~(f=8:
(c) Inpart(a) we showed:Vf € M:f € C(f). Therefore,Vf e M:f e Uy c.u CUfY)

2.17 (i) Suppose that y # 0, o, p € Q' and that f Z 8= B,f =8 If « # P, then subaddi-
tivity and monotonicity of y yield

0 < u(€)
= u({ow € Q: f(w) = a A g(w) = p})

+u({w € Q: f(0) # aV g(w) #B}) [Box 1.1 (iv)]
=u(fo e Qf(@)=anrgl@)=p})  [fzag=pl
< u({o € Q: f(w) # g(®)}) [ # B]
=0, [f=e&l

which proves (i) by contraposition.
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(i) Ifff f*and g fg* and A := {0 € Q: f(0) # f*(0) V g(®) # g*(w)}, then

uAp)
= u({o € Q: f(0) # f*(®)} U {w e Q: g(o) # g*(®)})
<u({o e Q:f(0) # f*(@)}) + u({w € Q: g(w) # g*(®)}) [Box 1.1 (vii), (v)]
=0. [f=fi 858" ]

Note that {0 € Q: f(0) + g(w) # f*(0) + g*(w)} c Ay, which also holds for the
corresponding sets for the difference, product, and ratio. This implies Equations
(2.36) and (2.37).

(iii), (iv) Define I := {1, ...,n} for (iii) and I := N for (iv), respectively. Furthermore,
define

Ay = U {0 e Q: fi(0) #f (0)} = {w e Q:3Fiel:fi(o) #f (w)}

iel

Then
Uy < Z {w e Q: fi(w) ;éfi*(m)} [Box 1.1 (xi)]
iel
=0, iffiffi*,‘v’i el
Hence,
,u({oer:Zaifi(co);éZau‘f(w)}) < u(Ay) [Box 1.1 (V)]
iel iel

=0, iffi=fiViel
2.18
Ve Q: (f(o) < g Agw) =ho) = fl(o)<h),
which, by contraposition, is equivalent to
VoeQ: f(w)2ho) = (f(0)2gw)Vgw) # h(o)).
Therefore,

{0 eQ:f(0) 2 h(w)} c {weQ:f(o) 2 gw)}u{oeQ:gw)#h(w)}.
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Now (f SENE fh) implies

u({o € Q: f(w) 2 h(w)})
<u({o e Q: f(w) 2 g(w)}) + u({o € Q: g(w) # h(®)}) [Box 1.1 (vii)]
=04+0=0. [f;g,gfh]

Because a measure is nonnegative, this implies u({w € Q: f(®) > h(w)}) = 0, which is
equivalent to f < h.

2.19 ForallA'e &,

Ay = ul £~ (AN [(2.41)]
=u U a [Def. 2.16]
i=1,...,n+1
a e Al
= > u(A,) [Def. 1.43 (c)]
i=1,...,n+1
a A
n+1

= Y uA) -6, (A" [(1.39)]
i=1
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Integral

In the preceding chapters, we introduced the most important concepts of measure theory related
to the concepts of a measure and a measurable mapping. In this chapter, we introduce the inte-
gral of measurable functions. This concept is fundamental also for probability theory, because
the expectation of a numerical random variable with respect to a probability measure is the
integral of a measurable function with respect to a probability measure. In chapters 6 and 7,
we shall see that this also applies to variances, covariances, and correlations. We start defining
the integral of a measurable function with respect to a measure u. Then we study the most
important rules of computation and other properties of integrals, introduce the concept of a
measure with density, and treat the relationship between the Riemann integral and the inte-
gral with respect to the Lebesgue measure. The next section is on absolute continuity and the
Radon-Nikodym theorem. Both issues are crucial for conditional expectations (see ch. 10). A
section on the integral with respect to a product measure concludes this chapter.

3.1 Definition

At first we define the integral for nonnegative step functions, then we extend the integral to
nonnegative measurable functions, and finally we introduce the integral for measurable func-
tions that may take on negative or nonnegative values.

3.1.1 Integral of a nonnegative step function

In this subsection, we introduce the integral of a nonnegative step function, also called a non-
negative simple function or elementary function.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
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Nonnegative step function

Definition 3.1 [Nonnegative step function and normal representation]

Let (Q, /) be a measurable space. Then f: Q — R is called a nonnegative step
function, if there is a finite sequence Ay, ... , A, € 9 and a finite sequence o, ... ,, €
R o; >0,i=1,...,n such that

F=Yal, (3.1
i=1

IfAy, , A, € d are pairwise disjoint, thenf = 37| o 1Ai is called anormal repre-
sentation of f.

Remark 3.2 [Step functions take on finitely many values] A nonnegative step function
f= Z?:] o; 1Ai is a measurable function f: (Q, &) — (R, ) taking on only a finite number

of nonnegative values. These values are not necessarily o, ... , a,. However, note:
(i) If& ={A,,...,A,} is a partition of Q, then «,, ... , o, are the values of f.
(ii) If Ay, ..., A, are pairwise disjoint but & is not a partition of Q, that is, A, | :=

Q\UL, A # @, then

n
f= Z(Xl 1A['+O‘1A”+1'

i=1
This implies: f(w) =0, forallw € A, ;.

(iii) If Ay, ..., A, are pairwise disjoint and additionally a, ..., o, are pairwise different
andnot 0, then A; = f'({o;}), i =1, ..., n.

(iv) IfA, ..., A, are pairwise disjoint, then, for all o; # O,

b= A4

J =

Hence in this case, the inverse image of the set {a;} under f is the union of all sets Aj,
je{1,...,n},f0rwhichoc,-:ocl-. 4

Remark 3.3 [Different representations of a nonnegative step function] Note that nonneg-
ative step functions can have different representations and also different normal representations
(see Example 3.7). <

Example 3.4 [Indicator function] Let (Q, /) be a measurable space and A € &/. The indi-
cator function 74, which has already been introduced in Example 2.12, can also be written as
1-1,+0- 1. Hence, because A € &/and 1 is a real number, 1, is a nonnegative step function.
Note that 1 - 1, is also a normal representation of a nonnegative step function. <
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Example 3.5 [Two nonnegative step functions] In Example 2.55, we already presented two
nonnegative step functions f and 4 and an illustrating figure (see Fig. 2.6). The representations
of both functions are normal. <

Example 3.6 [Tossing a dice] Consider the set Q = {w, ..., wg} of possible outcomes of
tossing a dice. Furthermore, let of = 2(Q) be the power set of Q, and define X: Q — R by

X)) =i, VoeQ,

where i, and therefore X(w;) is the number of dots. Considering the elements {®;}, ..., {0g}
of &/, and

6
E T

shows that X has a normal representation of a nonnegative step function. (For a related
example, see Exercise 3.1.) <

Example 3.7 [Several representations of nonnegative step functions] Consider the mea-
surable space (R, &) and the nonnegative function f: R — R defined by

2, ifxe[0, 1]
5, ifxe[l,2]
fx) =14, if x €]2,3]
1, if x € 13, 4]
0, otherwise.

This function can also be represented by

f=2Tp+5 - T +4-Tpy+1-T34
=2-Tio59+2- 15y +5-Tpoyy+4-Tpz+1-T53y
=2-Tipp+3- Ty +1-Tpy
=1-Tpa+1-To5+2- Tz + 1T,

(3.2)

The first two representations are normal, and the latter two are nonnormal representations
of f. <

Remark 3.8 [Existence of a normal representation] For every nonnegative step function,
there exists a normal representation (see Exercise 3.2).
If f=%, o 1Ai is a normal representation of a nonnegative step function, then there

may be another sequence Cy, ..., C,, of pairwise disjoint elements of & and another sequence
Y1» --- » ¥, Of nonnegative real numbers such that
n m

f ) 1A_ZY11C
i

=1 i=1
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Both sum terms are normal representations. The first two representations of f in Equation (3.2)
provide an example. <

Integral of a nonnegative step function

The following uniqueness property holds for two normal representations of a nonnegative step
function:

Lemma 3.9 [A uniqueness property]
Let (Q, o, u) be a measure space. If f: Q — R is a nonnegative step function and f =
pay 1y, = X Yi 1, are two normal representations, then

N

m

o HA) = Y v; u(C). (3.3)
i=1 i=1

For a proof, see Klenke (2013, Lemma 4.1). Note, by convention, 0 - co = 0.

According to this lemma, the number X_ | o; 4(A;) assigned to a nonnegative step func-
tion f does not depend on the specific normal representation of f (for an illustration, see Exer-
cise 3.3). This property allows us to define the integral of a nonnegative step function with
respect to a measure y as follows:

Definition 3.10 [Integral of a nonnegative step function]
Let (Q, o, u) be a measure space and let f = Z?:] o 1Ai be a normal representation of a
nonnegative step function f: Q — R. Then the number

/ fdu= 7Y o uA,) (3.4)
i=1

is called the integral of f (over Q) with respect to .

Remark 3.11 [Integral of a constant] Let (Q2, &, 1) be a measure space. If f =a, a € R,
then Equation (3.4) immediately implies

/ adu = a- uQ). 3.5)
<

Remark 3.12 [Integral over a subset of Q] LetA e & If f = ¥7_| a;1, is a normal repre-
sentation of a nonnegative step function, then the product 7,- f is a nonnegative step function
as well and can be written as:

n
T f =2 4 Tanas (3.6)
i=1
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Ay As

Figure 3.1 A partition and a subset of Q.

which is a normal representation of 1,- f (see Fig. 3.1 and Exercise 3.4). Hence, we may also
consider the integral f 14+ f du and define the integral of f over a subset A of Q by

/A rau= [ 1sdn 37)

<

The following corollary is a special case of Equation (3.7) if f = o, « € R. (For a proof,
see Exercise 3.5.)

Corollary 3.13 [Constants]
Let (Q, o, u) be a measure space and o € R. If A € &, then

/(xd/t = u(A). (3.8)
A

Examples

Example 3.14 [Indicator function] Consider a measure space (2, &/, u) and the indicator
1, of A € o Then 1, =1 - 1, is a normal representation of 7,. Therefore,

/dﬂ = / Tydu=1-puA) = u). (3.9
A <

Example 3.15 [Nonnegative step function and Dirac measure] Let (L2, &/ ) be a measurable
space, and for @ € Q let 6, denote the Dirac measure at ® (see Example 1.52). Furthermore,
consider a normal representation f = Z;”: L% 1A,' of a nonnegative step function. Its integral
with respect to the Dirac measure is

/ fdsy = a;8,A) = Y o 1y (@) =f(w). (3.10)
i=1 i=1
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According to this equation, the integral of a nonnegative step function f with respect to the
Dirac measure at o is the value of f for the argument . Furthermore, if f = 7, is the indicator
of A € of, then

/ 1,ds, = 1,(w). (3.11)

Hence, in this special case, the integral is the value of the indicator 7, for the argu-
ment o. <

Example 3.16 [Nonnegative step function and counting measure] Suppose Q =

{1, ..., n},n € N. For the measurable space (£2, (L)), the counting measure 4 on the power
set P(Q) is defined by
n
pyA) = Y Liw), VAcQ, (3.12)
o=1

(see Example 1.54). Hence, pg(A) is simply the number of elements (i.e., the cardinality of A).
Now consider a nonnegative step function with normal representationf = ¥ | 1Ai' Accord-
ing to Equations (3.4) and (3.12), its integral with respect to the counting measure is

n m

/f dug = Y, o puy(A) = Y o Y Ty, (@) = 2 %;7,(@)
i=1 =1 o=1

- o=1i=1 (313)
= 2, flo).
mgl

Hence, the integral of a nonnegative step function f with respect to the counting measure py
is the sum over all values of f (see also Exercise 3.6). Using Equations (1.41) and (3.10), this
integral can also be written as:

/fd,u#:/fd<21 5m> = Zl f dé,,. (3.14)

<

3.1.2 Integral of a nonnegative measurable function

In this section, we extend the concept of an integral to nonnegative measurable functions.
Before introducing the definition, we consider a theorem according to which every nonnegative
measurable function can be represented as a limit of an increasing sequence of nonnegative
step functions. We begin with an example.

Example 3.17 [Increasing sequence of nonnegative step functions] Consider the measur-

able space (R, &) and the function f: R — R defined by

0, otherwise.

2
f(x)z{l X2, Vxel0,1] (3.15)



INTEGRAL

93

1.0 10
0.8 | 08
0.6 | 0.6
0.4 ad
0.2 02 ‘
0 I N A —

0 02

04 06 08 1.0

0

02 04 06 08 1.0 0 02 04 06

Figure 3.2 Increasing nonnegative step functions.

Now we construct three functions f;: R - R, i = 1,2, 3, withf; < f, < f3 < f that approxi-
mate f (see Fig. 3.2). Let us start with f] defined by

f](x)={

o, =.50, ifxed; :=[0,(1-.50)!"?]
=0, ifxeAS,

where [0, (1 — .50)!/2] denotes the closed interval between 0 and (1 — .50)!/2 ~ .707. Because
Ay is an element of 8 and .50 is a nonnegative real number, f; = a; 7, is a nonnegative step
function. Next consider f, defined by

B

Hx) = P,

B3 =

Ps =0,

=.75, ifxeB, :=[0,(1-.75)"?]
50, ifxeB,:=1(1-.75"2,(1-.50)!"?]
25, ifxeBy:=1(1-.50)"2,(1-.25"2]

if x € (B, UB, UB;).

Because By, B,, By are elements of 9% and .75, .50, .25 are nonnegative real numbers, f, =
E?:l B; 1 B, 1s a nonnegative step function. Finally, let f3 be defined by

Again, Cy, ..

step function. The integrals of the functions f; and f, are computed in Exercise 3.7.

P

v = .875,
¥, = .750,
v = .625,

A =1 ¥4 = .500,
ys = .375,
Ye = 250,
vy = .125,
v3 =0,

if xe C, :=1[0, (1 -.875"2]
ifxeC,:=1(1-.875)"2, (1 -.750)"/2]
ifxe Cy:=1(1-.750)""2, (1 —.625)1/2]
ifxe Cy:=1(1-.625)"2, (1 - .500)"/2]
if xe Cs:=1(1-.500)"/2, (1 —.375)!/2]
if xe Cg:=1(1-.375)"2, (1 - .250)!/2]
ifxe Cy;:=1(1-.250)""2, (1 —.125)1/2]
ifxe(Ciu...uCy~.

., C5 is a sequence of elements of 98 and .875, .750, .625, .500, .375, .250,
.125 is a sequence of nonnegative real numbers. Therefore, f; = 217:1 Yi 1Ci is a nonnegative

<
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Convergence of an increasing sequence of nonnegative step functions

Example 3.18 [Convergence] Figure 3.2 shows that fj(®) < f;(®) < f3(w) < f(w) for all
o € Q. Hence, f|, /5, f3 is a finite increasing sequence of nonnegative step functions. The inter-
val [0, 1] on the vertical axis is partitioned, and these partitions are refined step by step. In our
example, we started with the partition {[0, .50, [.50, 1]}. Then we partitioned

[0, .50[ to {[0, .25[, [.25,.50[} and [.50, 1] to {[.50,.75[, [.75,1]}, etc.

Following this idea, we can define functions f;, f5, ... such that f,f5,... is an infinite
sequence of nonnegative step functions with fj(®) < f,(0) < ... £ f(w), for all ® € Q, and
lim,,_, o, f,(®) = f(w), for all ® € Q. According to Theorem 3.19, this holds for a/l nonnega-
tive measurable functions f: (Q, o) — (R, ). <

Theorem 3.19 [Approximation of nonnegative functions]
Let (Q, ) be a measurable space and f: (Q, o) — (R,%B) a nonnegative measurable
function. Then,

(i) There is a sequence fi, f>, ... of nonnegative step functions such that

fil@) L @ <..., VoeQ (3.16)
and
nlin;ofn(m) =f(®w), VoeQ. (3.17)

(ii) There is a sequence of sets A, A,, ... € d and a sequence of nonnegative real
numbers o, &y, ... such that

f=2 01, (3.18)
i=1

For a proof, see Klenke (2013, Theorem 1.96).

Remark 3.20 [Infinite sums] Equation (3.18) can be visualized by Figure 3.2. The function
/3 on the right-hand side of this figure is already close to f. Partitioning the intervals on the
vertical axis again and again leads to better approximations of f. Note that the horizontal axis
does not have to be a subset of R; instead, it can be any nonempty set Q.

Remember, the right-hand side of Equation (3.18) is just a symbol for the corresponding
limit, that is,

! n—oo !

Mg

o Ty = Tim o7, (3.19)
1

1

Note that, for o; > 0, this limit always exists. <
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Before turning to the definition of the integral of a nonnegative measurable function let us
use the properties (3.16) and (3.17) to define the concepts increasing sequence of nonnegative
step functions and pointwise convergence.

Definition 3.21 [Increasing sequence of nonnegative step functions]

Let (Q, ) be a measurable space and f:(Q, ) — (R,g’) a nonnegative measur-
able function. A sequence f|,f5, ... of nonnegative step functions satisfying (3.16) is
called increasing. If it also satisfies (3.17), then we say that f,f>, ... converges
pointwise to f and denote it by f,, 1 f.

Uniqueness of the limits of an integral

In Theorem 3.19 we have seen that every nonnegative measurable function f can be represented

by the limit lim,_, . f, of an increasing sequence f|, f, ... of nonnegative step functions,
that is,
f=lim f,. (3.20)
n—oo

The definition of the integral of nonnegative step functions implies that the integrals of the
functions f,, are increasing as well, that is,

fnsfn+l = /fndﬂs/fn+ld,u, VneN

[see Bauer, 2001, proposition (10.7)]. Hence, the sequence of the integrals either converges to
a (finite) real number or diverges to +oo.

In Figure 3.2, we presented the first three nonnegative step functions fi, f5, and f; of such
an increasing sequence f|, f5, ... that approximates the function f: R — R defined by Equa-
tion (3.15). Figure 3.3 visualizes the convergence of the integrals f f» dA with respect to the
Lebesgue measure A on (R, &) (see the shaded areas in Fig. 3.3).

1.0 - 1.0 1.0 -
0.8 - 0.8 - 0.8 -
0.6 - 0.6 - 0.6 -
0.4 0.4 0.4 N
0.2 0.2 0.2 7\
0 T T T T T 0 T T T T T 0 T T T T —Bl_‘
0 02 04 06 08 10 0 02 04 06 08 10 0 02 04 06 08 10

Figure 3.3 Integral of nonnegative step functions with respect to the Lebesgue measure.
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It should be noted, however, that there is not only one single increasing sequence of non-
negative step functions whose limit is f. This is illustrated in the following example.

Example 3.22 [Uniqueness] For an example, construct a sequence g;, g5, ... analogously
to the sequence f}, f5, ... in Example 3.17, using other partitions of the interval [0, 1] on the
vertical axis, such as

{[0, .40[, [.40, 1]} and ({[O,.20[, [.20, .40, [.40, .80[, [.80, 1]}, and so on.

Then g4, g5, ... is a second increasing sequence that also approximates f. Figure 3.3 suggests
that the specific choice of an increasing sequence of nonnegative step functions is irrelevant
for the limit of their integrals. And in fact, according to the following theorem, this applies not
only to our example and to the Lebesgue measure A on 3, but to any nonnegative measurable
function and any measure p. <

Theorem 3.23 [Uniqueness of the limits of integrals]

If f1, /2 --- and gy, &, ... are two increasing sequences of nonnegative step functions
s 8nt (Q, , u) = (R,RB), then lim,,_, , f,, = lim, _, g, implies
lim /fn dyu = lim /gn du. (3.21)
n—oo n— oo

For a proof, see Bauer (2001, Corollary 11.2).
According to this theorem, if we consider two increasing sequences of nonnegative step
functions with identical limits, then we know that the limits of their integrals are identical.

Definition of the integral of a nonnegative measurable function

Based on the result of Theorem 3.23, we define the integral of any nonnegative measurable
function.

Definition 3.24 [Integral of a nonnegative measurable function]

Assume that f:(Q, o, ) — (R,B) is a nonnegative measurable function and let f =
lim, _, , f,, be a representation of f as the limit of an increasing sequence fi, f,, ... of non-
negative step functions. Then

/ fu:= lim / £, du (3.22)

is called the integral of f (over Q) with respect to .

Note that the integral of a nonnegative measurable function is either a nonnegative real
number or +co.
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Example 3.25 [Integral with respect to a Dirac measure] Suppose the assumptions of Def-
inition 3.24 hold. Then, for € Q,

/ fds, = lim [ f,ds, [(3.22)]

= lim f,(0) [(3.10)] (3.23)
= f(w). [(3.20)]

Hence, the integral of a nonnegative measurable function f with respect to the Dirac measure
at o is the value of f for w. <

We conclude this section by the following lemma on monotonicity of the integrals of non-
negative measurable functions.

Lemma 3.26 [Mongt(glicity]
If f,8:(Q, ) - (R,RB) are nonnegative and measurable, then

f<g = /fduS/gd,u. (3.24)

For a proof, see Bauer [2001, Eq. (11.8)].

Remark 3.27 [Bounds of the Integral of a bounded function] Let f: (Q, &) — (R, %) be
nonnegative and measurable and a € R. Then, for g = a, Equations (3.24) and (3.5) imply

f<a = /fduﬁoc-y(!!), (3.25)

and
fza = /fd}l >a- uQ). (3.26)
<

3.1.3 Integral of a measurable function

Now we define the integral of a measurable function f: (Q, &) — (R, %) using the positive
part f* and the negative part f~ of f that have been introduced in section 2.4.2. According
to Theorem 2.66, f* and f~ are both nonnegative measurable functions. Reading the follow-
ing definition, remember the conventions: co + 00 = 00, —00 — 00 = —00, X + 00 = o0, for all
x€R, x — 0o = —o0, for all x € R. Also note that co — oo is not defined, which has to be
observed whenever integrals are not necessarily finite.
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Definition 3.28 [Integral of a measurable function]
Letf: (Q, o, u) > (R,B) be a measurable function. Ifff+ du orff_ du are finite, then
fiscalledquasi-integrable withrespectto u, or simply quasi-u-integrable, and

/fdﬂ=/f+dﬂ—/f'dﬂ (3.27)

is called the integral of f (over Q) with respect to p. Ifff+ du and ff_ du are both
finite, then f is called integrable with respect to u, or simply u-integrable.

Remark 3.29 [Integrability and quasi-integrability] Of course, every integrable measur-
able function is quasi-integrable and each nonnegative function is also quasi-integrable. Fur-
thermore, assuming that a function f: (Q, &, u) — (R, %) is integrable or quasi-integrable
includes the assumption that f is measurable. Finally, if f is p-integrable, then

—oo</fdy<+oo,

that is, the integral is finite, taking a value in R. If f is quasi-u-integrable, then the integral
may also be infinite (i.e., it may also take on the values +o0o0 or —o0). <

Remark 3.30 [A standard method for proofs] The integral of a quasi-integrable function
has been defined in three steps, for nonnegative measurable step functions, for nonnegative
measurable functions, and for quasi-integrable functions. Oftentimes, these steps are also fol-
lowed in proofs of propositions involving integrals. That is, in a first step, it is shown that the
proposition holds for nonnegative measurable step functions. In a second step, using Equa-
tion (3.22), it is proven for nonnegative measurable functions, and finally, Equation (3.27) is
applied to complete the proof for all quasi-integrable functions. An example is the proof of
Theorem 3.36. Oftentimes, we only detail the first step, in particular if the remaining two steps
are straightforward. <

Example 3.31 [Integral with respect to the Lebesgue measure A] Figure 3.4 displays the
integral of a function f: (R, %, A) — (R@) with respect to the Lebesgue measure A. Because
fT and f~ are both nonnegative (see Rem. 2.62), the integrals / f* duand f f~ dp are positive
and identical to the areas marked + and — in Figure 3.4. According to Equation (3.27), the
integral of f is the difference between the area / St du and the area f f~du. <

Remark 3.32 [An alternative notation] An alternative notation for the integral of f is

/fd/t = /f(w) H(dw) = /Qf(w) H(dw), (3.28)

which explicitly uses the values f(w) of f. This notation conveys the idea that the values
f(w) of f are weighted by the measure of do. If Q = R, then do symbolizes the length of
an infinitesimal interval between two elements in R. If Q is finite or countable, then u(dw)
symbolizes the value of u for the singleton {w}, and the integral can be written as a sum (see
Example 3.16). <
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Figure 3.4 Lebesgue integral of a function from —5 to 5.

Lemma 3.33 [Integrability carries over to restrictions of functions]

(i) If f:(Q, o, y) — (R, B) is quasi-p-integrable and A € g, then 1, f is quasi-p-
integrable.

(i) If f:(Q, o, u) — (R, B) is p-integrable and A € o, then 1, f is p-integrable.
(Proof p. 115)

Remark 3.34 [Integral of 7,f] Lemma 3.33 (ii) means: If f:(Q,, u) - (R,B) is
quasi-u-integrable and A € &, then

/f dy is finite = / 14 f du is finite. (3.29)
<

If f:(Q, o, u) = (R,PB) is quasi-u-integrable and A € &, then Lemma 3.33 implies that
the integral f 14 f dp is well-defined. Hence, we can now introduce the integral of f over a
subset A of Q as follows:

Definition 3.35 [Integral over a subset A of Q]
If f:(Q, d, u) > (R,RB) is quasi-u-integrable and A € <, then

/A fdu:= / 1, fdu (3.30)

is called the integral of f over A with respect to .
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Because 1, f = f, a special case of Equation (3.30) is
/ fdu= / Tofdu= /fdﬂ- (3.31)
Q

3.2 Properties
In this section, we consider some important properties and rules of computation for the integral

of a measurable function f: (Q, &, u) — (R, R).

Theorem 3.36 [Linearity] o
Consider the functions f: (Q, &, u) - (R,B) and g: (Q, &, u) - (R, RB).

(i) If f is quasi-u-integrable and o € R, then o f is quasi-u-integrable and

/(xfdyz(x/fdy. (3.32)

(ii) If f is quasi-p-integrable and g is p-integrable, then f + g is quasi-u-integrable,

and
/(f+g)du=/fdu+/gdu. (3.33)
(Proof' p. 115)

Combining propositions (i) and (ii) of Theorem 3.36 immediately yields Corollary 3.37.

Corollary 3.37 [Linearity] L
Consider the functions f: (Q, o, u) - (R,RB), g: (Q, o, u) > R, B) and let o, p € R. If
f is quasi-pu-integrable and g is u-integrable, then af + B g is quasi-u-integrable, and

/(ocf+ﬁg)du=a/fdﬂ+ﬁ/gdu- (3.34)

Linearity can also be used to prove the following corollary on the equivalence of inte-
grability of a measurable function f and finiteness of the integral of the absolute value
function | f|.

Corollary 3.38 [Integrability and absolute value function]
The function f: (Q, A, ) — (R,RB) is u-integrable if and only if

/lfldﬂ<00.

(Proof p. 119)
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Example 3.39 [Integral over the union of two sets] If f: (Q, &/, u) — (R, %) is u-integrable
and A, B € &, then 1, , 5 f is pu-integrable and

/ fw=/uwﬁw=/fw+/fw— fdu. (3.35)
AuB A B AnB

If An B =@ and f is quasi-u-integrable, then

/ fw=/uwﬁm=/fw+/fw. (3.36)
AuB A B

(see Exercise 3.8). <

Lemma 3.40 [Measures that are identical on a sub-c-algebra]

Assume that f:(Q, o, u) — (R,B) is nonnegative or u-integrable. Furthermore, let
€ c A be ac-algebra, let f be G-measurable, and suppose that V(A) = u(A), forall A € 6.
Then, (Q, G, v) is a measure space and

/fdv=/fd/,¢. (3.37)

(Proof p. 119)

Hence, the integral f f du only depends on the values of x4 on the c-algebra o(f), the
c-algebra generated by f.

Lemma 3.41 [Integrable functions are y-almost everywhere real-valued]
Let f: (Q, o, ) = (R,PB) be measurable. If f is u-integrable, then f is real-valued u-
almost everywhere. If f is quasi-u-integrable, then

p{o e Qf(@=0))>0 = /fdy=oo, (3.38)

u{o e Q: f(w) =—-0}) >0 = /fdu=—oo. (3.39)
(Proof p. 120)

Remark 3.42 [Integrable functions are assumed to be real-valued] Contraposition of
(3.38) and (3.39) yields: Ifffd,u is finite, then f(w) € R (i.e., —o0 < f(w) < o), for u-almost
allo € Q (see Def. 2.68 and Remark 2.70). In this case, there is a real-valued measurable func-
tion f*:(Q, o, u) — (R, %) with f* 7f. (For example, define f* :=1-f 4+ Ty -0 =14-f
for A := {0 € Q: f(w) € R}.) Therefore, without substantial loss of generality, for simplicity,
we often assume that a function is real-valued if it has a finite integral. <
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3.2.1 Integral of y-equivalent functions

The concept of equivalence of two measurable functions with respect to a measure has already
been introduced in section 2.5. Now we treat the relationship of this concept to the integrals
of two numerical functions, that is functions with codomain R.

Theorem 3.43 [A condition equivalent to f = 0]
If f: (Q, o, u) — (@,55’) is a nonnegative measurable function, then

/fd,u=0 & f=0. (3.40)

For a proof, see Bauer (2001, Theorem 13.2).

Lemma 3.44 [Integr:ﬂ of a positive function]
If f:(Q,, u) —» (R,RB) is quasi-u-integrable, and there is an A € o such that u(A) > 0

and f(w) > 0, for all ® € A, then

/ 1-fdu>0. (3.41)
(Proof p. 120)

If (Q, o, ) is a measure space, then a set A € & with u(A) =0 is called a null set
with respect to u. In Lemma 3.45, we consider the integral over such a null set (see

Exercise 3.9).

Lemma 3.45 [Integral over a null set]
Let f: (Q, o, u) » (R,B) be measurable. If A € o, with u(A) =0, then 1,-f is p-inte-

grable and

/fdy=/1A-fdu=0. (3.42)
A
(Proof p. 120)

Remark 3.46 [Integration over null sets can be neglected] The conjunction of Equa-
tions (3.36) and (3.42) implies: If f is quasi-u-integrable and A € & with u(A) = 0, then

/fdﬂ=/fd#= fdu+/fd/4= fdn. (3.43)
Q OQ\A A Q\A 4
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Lemma 3.47 [Integrals of y-equivalent functions]
Letf, g: (Q, o, u) - (R,B) be quasi-u-integrable. Then

ffg => /fd/,l:/gd/,l. (3.44)
(Proof p. 121)

Theorem 3.48, presents a condition that is necessary and sufficient for y-equivalence of f
and g.

Theorem 3.48 [Identity of integrals of ;-equivalent functions]
If f,g: (Q,d, u) > (R,B) are u-integrable, then

ffg o /fdy=/gdu, VAed. (3.45)
A A
(Proof p. 121)

In section 3.4, we shall see that, if f and g are p-integrable and nonnegative, then it is
sufficient to consider the integrals over all sets A in a N-stable generating system of &/ in order
to show u-equivalence of f and g (see Th. 3.68).

Remark 3.49 [A counter-example] Note that Equation (3.45) does not hold if f, g are non-
negative but not u-integrable measurable functions. This is exemplified as follows: Consider
f.8 R, o, ) > R,B), where o/ = {R, B}, u(R) = o0, f =1, and g = 2. Then [ fdu =
Jr gdu=c0and [ fdu= [, gdu=0.Hence, [, fdu= [, gdu,forall A e o, butf and
g are not equivalent with respect to p. <

Remark 3.50 [Some special cases] Theorem 3.48 implies: If f:(Q, o, u) — (R,RB) is a
measurable function, then f =0 ae R, is equivalent to

/fd,u:/ocd,u:/7A(xd,u=0£-/7Ad/4:0c-,u(A), VAed. (3.46)
A A

Furthermore, f i 0 is equivalent to

/fd;t:O, VAed, (3.47)
A

using the convention 0 - oo = 0, if necessary.
An immediate implication of Equation (3.46) for A = Q is

f

m

a aeR = /f du = o u(Q). (3.48)
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For o = 0, this yields

f=0 = /fd,u =0. (3.49)
<

Remark 3.51 [Almost everywhere] The notion of u-equivalence of f and g is an example
of a property that holds for all ® € Q \ A with u(A) = 0. We also say that such a property holds
u-almost everywhere (p-a.e.) (see Rem. 2.70). Another example is the property

f@) <glw), VoeQ\Aand u(A) =0,

which is denoted by f % g. The proposition of Lemma 3.47 analogously holds for the relations
% and <. <

The following theorem generalizes Lemma 3.26.

Theorem 3.52 [Monotonicity]
Letf, g: (Q, o, u) - (R,%B) be measurable functions.

(i) If f and g are quasi-pu-integrable, then

f %g => /f du s/g du. (monotonicity) (3.50)

(ii) If u(Q) > 0 and f, g are u-integrable, then

f <8 = /f du </g du. (strict monotonicity) (3.51)

(Proof p. 122)

3.2.2 Integral with respect to a weighted sum of measures

In Example 1.62, we already noted that a weighted sum of measures with nonnegative weights
is again a measure. As a special case, if ¢ is a measure on (Q, &) and « is a nonnegative
number, then o - 4 is a measure on (2, & ) as well. Furthermore, if f is uy-integrable, then

/fd((w)=/0<fd/4=0t/fdﬂ (3.52)

(see Exercise 3.10). This is generalized in the following theorem.
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Theorem 3.53 [Integral with respect to a weighted sum of measures]
If f: (Q, ) > (R,B) is measurable and nonnegative, yy, j,, ... are measures on (2, ),
and oy, 0y, ... € R are nonnegative, then

/fd<2 (xl-,ui>= Z (xl-/fd/,tl-. (3.53)
i=1 i=1

For a proof, see Equation (3.52) and Bauer (2001, Example 3).

If we consider a finite weighted sum of measures, the assumption that f is nonnegative
can be replaced by integrability of f. In Theorem 3.54, we consider a weighted sum of two
measures. In Remark 3.55, we extend the result to a finite weighted sum of measures.

Theorem 3.54 [Integral with respect to a weighted sum of two measures]
Let py, iy be measures on (Q, ). If f:(Q, &) — (R, 9B) is integrable with respect to i,
and p,, and 0 < oy, o, € R, then f is integrable with respect to oy p + &y py, and

/fd(ocl py + oy /42)=(x1/fa’/41+(x2/fd/42. (3.54)

For a proof, see Equation (3.52) and Bauer (2001, Example 5).

Remark 3.55 [Integral with respect to a finite weighted sum of measures] By induction,

Theorem 3.54 yields, for nonnegative o, ..., a, € R,
n n
/fd Yo )= o /fdui, (3.55)
i=1 i=1
provided that f is integrable with respect to all measures iy, ... , iy, <

Example 3.56 [Integral with respect to the weighted sum of Dirac measures] Let (2, &/)

be a measurable space and, for i e N, let ; € Q, o; e R, o; > 0, and émi denote the Dirac
measure at ;. Then

(o8]
u=Yy s, (3.56)
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defined by u(A) = Zi°=°1 o 503,-(14)» for all A € &/, is a measure on (Q, &) (see Example 1.62).
For any nonnegative measurable function f: Q — R, we obtain

/fdﬂ = /fd <Z o 5wi> [(3.56)]
i=1

ds, [(3.53)] (3.57)

i

;

~

Il
—

Il
Ms i

o f ;). [(3.23)]

i=1

For u(A) = Zin=1 o Swi (A), for all A € o, Equation (3.57) with a; = O for i > n yields

/fdu =Y o f(). (3.58)
i=1

Hence, the integral of a nonnegative measurable function f with respect to a finite or
countable weighted sum of Dirac measures with nonnegative weights is a weighted sum of
values of f. <

3.2.3 Integral with respect to an image measure

The next theorem is relevant whenever we consider the integral of a composition g o f of a
mapping f with a numerical function g [see Eq. (2.25)] or the integral with respect to the
image measure Hy of y under f [see Def. 2.80].

Theorem 3.57 [Transformation theorem] L
Letf: (Q, o, u) — (Q, ") and g: (), A") — (R, RB) be measurable.

(i) If g is nonnegative or integrable with respect to py, then

/ga’,uf =/gofd,u. (3.59)

(it) g is integrable with respect to py if and only if g o f is p-integrable.

For a proof, see Bauer (2001, Corollary 19.2.1).
If f: (Q, &, ) - (R,9) is a numerical measurable function and we replace g by the iden-

tity function id: (R, %) — (R, %), then Theorem 3.57 implies Corollary 3.58.

Corollary 3.58 [An implication of the transformation theorem]
If f:(Q, o, u) — (R,PB) is nonnegative or u-integrable, then

/iddyfz/Riddyfz/fdyz/Qfdy. (3.60)
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Using the alternative notation of an integral introduced in Remark 3.32, Equation (3.59)
can also be written as:

/R 8(x) py(dx) = /Q glf(@)] p(dw). (3.61)

Correspondingly, Equation (3.60) can also be written as:

/7x,uf(dx) = /f(oo) u(dw). (3.62)
R Q

In Definition 3.10, we considered the case in which f = ¥!_| o; 1A,- is a nonnegative step
function and defined its integral by f fdu= Z?:] o; u(A;), presuming that A, ... , A, are
pairwise disjoint. Now we consider a measurable function f with a finite number of values,
which can be 0, positive, or negative.

Corollary 3.59 [Integral of a function with a finite number of values]
If (Q, A, u) is a measure space and f = 2;;1 o 1Ai with pairwise differentay, ..., a, € R,
o; # 0, and pairwise disjoint Ay, ..., A, € &, then f is p-integrable if and only if
H(A;) <ooforalli=1,...,n If fis y-integrable, then
n n
/ fdu=Y o u@) =Y o u{a;)). (3.63)
i=1 i=1

(Proof p. 123)

3.2.4 Convergence theorems

The next two theorems deal with convergence of integrals. In the first one, we assume that
f1-f>, ... 1s an increasing sequence of measurable functions that converge to f.

Theorem 3.60 [Monotone convergence; B. Levi]
Let the functions f,: (Q, &, p) = (R, RB) be measurable, for all n € N.

(i) If the sequence fi, f>, ... is increasing with lim, _,  f,, = f and the functions f,
are nonnegative for all n € N or u-integrable for all n € N, then

/ fdu= lim / £, du. (3.64)

(ii) If the functions f; are nonnegative for all i € N, then

/ <l§1 fi> "= ii /fidﬂ' (3.65)

The integrals on both sides are finite or +co.
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For a proof of (i), assuming nonnegativity, see Bauer (2001, Theorem 11.4). For a proof
of (i), assuming integrability, see Klenke (2013, Theorem 4.20). For a proof of (ii), see Bauer
(2001, Corollary 11.5).

Note that, by definition of an ‘infinite sum’ (see Box 0.1), Equation (3.65) is equivalent to

/<lim > f,) du=lim Y [ fidu. (3.66)
n—oo ! 1 Vl—>ool.=1

=

In Theorem 3.61, we replace the assumption that f|, f5, ... is increasing by the assumption
that there is a u-integrable function g dominating the absolute value functions of all f,,.

Theorem 3.61 [Dominated convergence; Lebesgue convergence theorem]
If g.f,: (Q, A, p) > (R,B), n e N, are p-integrable and there is a measurable function
[, p) - R,B) with lim f, =f, and | f,| < gforalln €N, then

n—oo

/ fdu= lim / £, du, (3.67)

and this integral is finite.

For a proof, see Bauer (2001, Theorem 15.6).

3.3 Lebesgue and Riemann integral

The Lebesgue measures 4, on (R" 3B,), n=1,2,3, represent length, area, and volume,
respectively. As the examples illustrated by Figure 3.4 show, the integral of the (9%, R#)-
measurable functionf: R — R with respect to the Lebesgue measure A = A, (i.e., the Lebesgue
integral) yields the difference between the areas marked by + and the areas marked by —,
respectively.

It is useful to know conditions under which the Lebesgue integral and the Riemann integral
are identical, because a lot of tools are available for Riemann integration (see, e.g., Ellis &
Gulick, 2006). The following theorem is proved in Klenke (2013, Theorem 4.23), who also
provides a brief definition of the Riemann integral and Riemann integrability.

Theorem 3.62 [Lebesgue integral and Riemann integral]
Let A denote the Lebesgue measure on (R, $) and let [a, b, a,b € R, a < b, be a closed
interval. If f: [a, b] — R is Riemann integrable on [a, b), then f is A-integrable, and

b
/ f(x) dx = / fdi= F(x) Adx) = / Tiap - fdA, (3.68)
a [a,b] [a.b]

b
where / f(x) dx denotes the Riemann integral from a to b.
a
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1.0 1.0 - 1.0
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Figure 3.5 Illustrating the construction of the Riemann integral.

Note that

b
/ f(x) dx = F(x) b .= F(b) — F(a), (3.69)

where F is an antiderivative of f.

Remark 3.63 [Lebesgue vs. Riemann integral] If we want to define the integral of a mea-
surable function f: (Q, &) — (R, &), where the set Q is not necessarily a subset of R, then
this means that the traditional Riemann integral cannot be used. The Riemann integral is con-
structed by partitioning the domain of f, the set R of real numbers, into small intervals and
adding the area of the rectangles on these intervals in order to approximate the area under the
functionf: R — R (see Fig. 3.5). If Q ¢ R, then this idea does not work any more. Instead, the
Lebesgue integral is constructed by partitioning the codomain of f, which is the set R of real
numbers, into small intervals (see Fig. 3.3). This is also possible if Q ¢ R, and in this aspect,
the Lebesgue integral is more general than the Riemann integral. <

Note, however, that even if the domain of f is a subset of the set of real numbers, there
are functions for which the Lebesgue integral exists and the Riemann integral does not exist
(see, e.g., Klenke, 2013, Example 4.24). Also note that there are functions that are Riemann
integrable on a half-open or unbounded interval but not Lebesgue integrable (see, e.g., Klenke,
2013, Remark 4.25).

Example 3.64 [Using the Riemann integral] As a simple application of Theorem 3.62,
consider the function f defined by f(x) = 10 — x2 on a closed interval [a, b]. Because f is
a continuous function, it is Riemann integrable. Hence, we can apply Equation (3.68). For
a = -5 and b = 5, this equation yields

5
/ fdi= / f(x)dx =166
[-5, 5] =5

(see Exercise 3.11). This integral is the difference between the areas marked by + and the areas
marked by — in Figure 3.4. <
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3.4 Density

A density f can be interpreted as a weighting function of the values of the original measure u.
If we consider a measure u on a measurable space (€2, &) with u({x}) > 0 for all x € Q, then
this means that the values u({x}) of the singletons {x} are multiplied by a nonnegative number
f(x). If we consider the Lebesgue measure A on R, then, intuitively speaking, any infinitesimal
interval dx gets a weight f(x). Using such a density, a new measure v on & is introduced, where
U(A) is the integral of f over A with respect to x. The most important examples are densities
with respect to the Lebesgue measure (see Example 3.69).

Theorem 3.65 [Measure with density]
Let f: (2, o, p) — (R,%B) be a nonnegative measurable function. Then the function
v: o — R defined by

v(A):/fdy, VAed, (3.70)
A

is a measure, called the measure with density f with respect to u. It is denoted by
fou, that is, fOou :=v.

For a proof, see Bauer (2001, Theorem 17.1).
The notation fou has been adopted from Elstrodt (2007). Using this notation, Equa-
tion (3.70) can also be written as:

f@y(A)=/fd/4, VAed. (3.71)
A

Definition 3.66 [Density] L
Letvbe a measure on (Q, ). If f: (Q, &, u) —» (R, RB) is a nonnegative measurable func-
tion satisfying Equation (3.70), then it is called a density of v with respect to .

The following theorem generalizes Equation (3.52).

Theorem 3.67 [Integral with respect to a measure with density]

Let (2, oA, u) be ameasure space andf: (Q, o) — R, %) a nonnegative measurable func-
tion. Furthermore, let fou: of — R be the measure with density f with respect to u and
let g: (Q, &) — (R, RB) be measurable.

(i) If g is nonnegative, then
[ sasou= [ ¢-san (372)

(ii) g is integrable with respect to fOu if and only if g - f is p-integrable.

(iii) If g is integrable with respect to f ©u, then Equation (3.72) holds.
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For a proof, see Bauer (2001, Theorem 17.3).
In Theorem 3.68, we summarize some necessary and sufficient conditions for u-
equivalence of measurable functions on a measure space.

Theorem 3.68 [Necessary and sufficient conditions of ;-equivalence]
Let f, g: (Q, o, u) —» (R,B) be measurable functions, let & c o, and consider:

(a) 58

(b) /fdyz/gdﬂ, VAed.
A A
(c) fou =gou.

(d) /fdﬂ=/gdu, VAe &.
A A
Then,

(i) (a) > (b), if f and g are quasi-p-integrable.
(ii) (a) < (b), if f, g are u-integrable.
(iii) (a) © (c), if f, g are u-integrable and nonnegative.

(iv) (a)e (b) = (c)<(d), if f, g are u-integrable, nonnegative, and & c < is n-stable
with 6(&) = .

(Proof p. 123)

Example 3.69 [A density of the normal distribution] As a special case of Equation (3.70),
consider

v(A):/fd/l, VAed, (3.73)
A
with
£ = —— - exp <_xz> VxeR. (3.74)
V2r 2

In this case, the measure v = f©4 is a probability measure, and it is called the standard normal
distribution. For an interval [a, b], Theorem 3.67 yields

b
v([a,b])=/7la,b] azu=/1[a,,,J df@ﬁ:/ha,bjfd/%:/ fxydx,  (3.75)

because f is Riemann-integrable (see Th. 3.62). According to this equation, the value v([a, b])
of the interval [a, b] can be represented as the area between the density and the x-axis above
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fx)

F(0) = .500 F(1) = F(0) ~ .341

—4 -3 -2 -1 0 1 2 3 x

Figure 3.6 Integral of a density for two intervals.

[a, b]. Figure 3.6 illustrates this fact for the interval [0, 1]. In this figure,

F(o) =/ fxdx, Voaek, (3.76)

denotes the corresponding distribution function (see Def. 5.81), which is a special antideriva-
tive of f [see Eq. (3.69)]. <

3.5 Absolute continuity and the Radon-Nikodym theorem

Let p and v be measures on a measurable space (2, & ). A necessary and sufficient condition
for the existence of a density of v with respect to u is formulated in the Radon-Nikodym
theorem (see Th. 3.72), which is used not only for densities but also for introducing conditional
expectations (see ch. 10). The following definition prepares this theorem.

Definition 3.70 [Absolute continuity]
Let u and v be measures on a measurable space (Q, ).

(i) The measure v is called absolutely continuous with respect to u, denoted
vV, §
<uif

VAed: puA)=0 = vA)=0. (3.77)

(ii) The measures u and v are called null-set equivalent, denoted v ; u, ifv 5 u
and u § v, that is, if

VAed: uA)=0 < vl)=0. (3.78)

If there is ambiguity about the measurable space, we use the terms absolutely con-
tinuous on (Q, ) and null-set equivalent on (Q, ).
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Remark 3.71 [An implication] If there is a density f of v with respect to y, then v fj u. This
is a straightforward implication of Lemma 3.45 and (3.72) (see Exercise 3.12). <

Vice versa, if v é<2[§ U, then, according to the following theorem, there is a density f of v with

respect to u, provided that y and v are o-finite (see Definition 1.63).

Theorem 3.72 [Radon-Nikodym]
Let u and v be o-finite measures on a measurable space (Q, ).

(i) Thenv has a measurable density with respect to u if and only if v 5 u. This density

is denoted by 3—; and called a Radon-Nikodym derivative.

(ii) Ifv 5 u, then j—; is real-valued p-almost everywhere.

For a proof, see Klenke (2013, Corollary 7.34) or Bauer (2001, Theorem 17.10 and Theo-
rem 17.11).

Remark 3.73 [ u-Equivalence of densities] Note that, for o-finite measures, all densities of v
with respect to u are pairwise u-equivalent (for a proof, see Bauer, 2001, Theorem 17.11). If v
is a finite measure, which is equivalent to u-integrability of the density 3—;, then Theorem 3.68

(ii1) implies p-equivalence of all densities of v with respect to y. The premise that v is finite
holds in particular if v is a probability measure. <

Remark 3.74 [An implication of the Radon-Nikodym theorem] Theorem 3.72 implies for

o-finite measures v and u: If v and y are null-set equivalent, then Z—; and Z—’: both exist. <

The Radon-Nikodym theorem is used to prove the existence of the conditional expectation
[see the proof of Theorem 10.9 (Bauer, 1996, Theorem 15.1)]. Corollary 3.75 immediately
follows from Theorem 3.67 and 3.72.

Corollary 3.75 [An implication of the Radon-Nikodym theorem]
Let u and v be o-finite measures on a measurable space (Q, &), and suppose v 5 u.

Furthermore, let g: (Q, o) — (R, B) be a measurable function.

(i) If g is nonnegative or v-integrable, then

/gdv=/g-@d,u. (3.79)
du

(ii) g is v-integrable if and only if g - j—; is p-integrable.
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3.6 Integral with respect to a product measure

Theorem 3.76 shows that integration with respect to a product measure can be decomposed
into a twofold iterated integration where the order of integration is arbitrary.

Theorem 3.76 [Fubini] -
Assume that (S, &, p;), i = 1, 2, are o-finite measure spaces and let f: € X Q; — R be
(1@ Ao, B)-measurable. Furthermore, let f;: Q; — R, i = 1,2, be defined by

filoy) == /f(ml,o)z) Hy(dwy) and  fr(w,) := /f(ool,wz)ul(dcol).

If f is nonnegative or integrable with respect to the product measure @ p,, then the
functions f; are (< ;, B)-measurable, i = 1, 2. Furthermore,

/ fd(p® py) =/ flo1, @) 1 ® py [d(oq, 0,)]
Q) XQ, Q;xXQ,

=/ </ flo), ©y) ﬂz(dm2)> ui(dwy) (3.80)
Q Q

=/ </ f(‘ﬂl,mz)#](dﬂ)l)> Ho(dw,).
o, \Jg,

For a proof, see Klenke (2013, Th. 14.16). If f = 1, for C € &/ ® o/, then this theorem and
(3.9) immediately yield the following corollary:

Corollary 3.77 [Indicators]
Let (2, ;, y;), i = 1,2, be o-finite measure spaces, let C € | ® ,, and define

Vo, eQp: C, ={0; € Q:(0,w,) e C}
and

Vo, ey Gy i={w € Q: (0, n) € C}.
Then

H1® U (C) = / Mz(cml)lll(dwl) = / Ml(sz) Hr(dw,). (3.81)
(Proof p. 124)
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Remark 3.78 [A special case] Choosing C = A| X A,, Equation (3.81) yields

H1® Hp(Ay X Ap) = / Hy(Ag) - 1A1(0)1)/11(d001) = 1r(A2) - / 1A](031) Hy(doy)
= u1(Ap) - 1x(Az),

which is consistent with Equation (1.50). <

3.7 Proofs

Proof of Lemma 3.33

(1) If f is measurable and A € &, then 1, is measurable as well (see Th. 2.57 and Exam-
ple 2.12). Suppose that f is quasi-p-integrable, that is, suppose that / Sftdu or f fdu
are finite. Because

(W HF =T fY and (L, )" =1,/
as well as

O<T,ftr<ft and 0<1,f <f,

monotonicity of the integral of nonnegative measurable functions (Lemma 3.26) yields

OS/(7AJ’)+ du=/7Af+dMS/f+du
OS/(7Af)_ dﬂ=/1Af_dMS/f_dM,

which implies that f(1Af)Jr du or f(1Af)_ du is finite. Hence, 1, f is quasi-u-
integrable.

and

(i) If f is p-integrable, then [ f*du < oo and [ f~du < oo. Just like in the proof of (i),
this implies /(14 /)t du < oo and [ (1, f)~ du < co. Hence, 1, f is p-integrable.

Proof of Theorem 3.36

(i) Step 1: Let a > 0, let f be a nonnegative step function, and f = ¥!_ | o; 1Ai a normal
representation (see Rem. 3.8). Then, according to (3.4),

n
/ af du = /(x Z oy, dp [Rem. 3.8]
i=1
i‘ll
=/ D) 1y dp
i=1
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= Y (@) u(A) [(3.4)]
i=1
=« 2 o; H(A;)
i=1
—a / £ du. [(3.4)]

Step 2: Let a > 0, f be a nonnegative measurable function, and f; < f, < ... an
increasing sequence of nonnegative step functions with lim,, _,  f,, = f (see Th. 3.19).
Then, according to Equation (3.22),

/ufdy=/anlim fo dp
/ lim () dp

lim | «f, du [(3.22)]

n— oo

= lim oc/fn du [Step 1]

= nli_>m /fn du
= (x/f du. [(3.22)]

Step 3: Assume that o > 0 and that f is quasi-u-integrable. Because o f = o (f —

M =aff —af,

/(deﬂ = /af+ dﬂ—/af_ du [(3.27)]

=(x/f+du—(x/f_d/4 [Step 2]
frafro
—a / fdu. (327)]

This proves Equation (3.32) for a > 0. For a < 0, note that

(af)f = —af” and (af)” =—aft. (3.82)
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Therefore,
/ of du = / (@) du / (@)™ du [(3.27))
= / (=) f~ du — / (—) ftdu [(3.82)]
= -« /f‘ du — (—a) /f+ du [—a > 0, first part of Step 3]

I
R
//~
—
K,’
+
L
=
|
—
~
L
=
~——

- / I [(3.27)]

This shows that / of du=a / f du holds for all a € R, all quasi-u-integrable f, and
therefore also all integrable f. This also implies that o f is quasi-p-integrable or u-
integrable if f is quasi-u-integrable or y-integrable, respectively.

Step 1: Let f and g be nonnegative step functions and let f= X" , o 1A[_,
g= ij=1 Bj13j be normal representations (see Rem. 3.8) with [J/2, A; =Q and
U "2 | B; = Q. (Note that these latter requirements can always be fulfilled using A, :=
Q\ U" lA;and o, = 0,if f = Z;’z_ll ;1 is already a normal representation.) Then
f+g= Z"zl o 1Ai + Zj’.”zl B; TBJ, is again a nonnegative step function (see Def. 3.10)
and

M:

f+g=

is a normal representation, where Cj; := A; n B; and y;; := a; + ;. Note that some of
these sets C;; may be empty. Now,

du Yy #(Cy) [(3.4)]

—
~
+
oQ
II

T

M=

Il
—
~.
Il
—

(o +B) u(A; 0 B))

Il
™=
M=

]
~.
1l

n m

o u(A; N B) + Y, ¥ B uA;nB)

i=1j=1
n

Zﬂ(A NB)+ Y B X, uA;nB)

j=1 i=1

Il
™=
M s

]
~.
]

3

Il
= ||M=

= Z o; w(A;) + Z B; u(B; [Rem. 1.47]

- / Fdu+ / gdu. [(34)]
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Step 2: Let f, g be nonnegative measurable functions and f; <f, < ..., g <
8> < ... increasing sequences of nonnegative step functions with lim,_ o f, =f
and lim,_, . g, =g, respectively (see Th. 3.19). Then f; +g; <fo,+8 < ... is

an increasing sequence of nonnegative step functions with lim,_ (f, +g,) =
lim,_,  f, +1im,_, . g, =f + g Then

[r+edu= [ tim s+ g dn

= lim / (fy+ 8, dp [(3.22)]

= lim (/fndu+/g,,d/4> [Step 1]
n— oo

= lim /fndy+ lim /gnd,u
n— oo n— oo

_ / Fau+ / g du. [(3.22)]

Step 3: Assume that f is quasi-p-integrable and g is u-integrable. Then

fre=f"—f +g"-¢,
f+re=(+"-(f+29).

This implies
(f+o" —(f+9 =f"—f +g"-¢,
which is equivalent to
(f+ +f+g =(f+9 +fT+g"
Applying the result of Step 2 yields
/(f+g)+du+/f‘du+/g‘dﬂ =/(f+g)‘dﬂ+/f+du+/g+du-
(3.83)

If g is p-integrable, then f gt dyand f g~ du are finite, and if f is quasi-p-integrable,
then at most one of / fTdu and / f~du is infinite, and the other one is finite. Further-
more, (f+ gt < fT+gtand (f +g)~ < f~ + g~ . Hence, Lemma 3.26 implies

/(f+g)+d/4S/f++g+du=/f+du+/g+du (3.84)
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and

/(f+g)_dﬂS/f_+g_dll=/f_dﬂ+/g_dy.

Therefore, at most one of the integrals f (f+ 7" du and / (f + g)~ du is infinite,
and this implies that f + g is quasi-u-integrable. If / (f+&" du = oo, then

/(f+g)dﬂ2/(f+g)+dﬂ—/(f+g)_dy=oo,

and, according to (3.84), ff+ du = oo. This implies

/fdﬂ+/8dﬂ=/.f+dﬂ—/f_dﬂ+/gdﬂ=°°~

Analogously, if /(f+ g)~ du = oo, then

/(f+g)d/4=—00=/fd/4+/gd/4.

If both, f(f +¢)" du and f(f + g)~ du are finite, then (3.83) is equivalent to

/(f+g)+dﬂ—/(f+g)‘du=/f+dﬂ—/f‘d/4+/g+du—/g‘du,

which in turn is equivalent to
/(f+g)d/4 =/fd/4+/gdﬂ'

Because | f| =f* +f~, this proposition immediately follows from the definition of integra-
bility (see Def. 3.28) and linearity of the integral [see Eq. (3.34)].

Proof of Corollary 3.38

Proof of Lemma 3.40

If f is G-measurable, then f* and f~ are G-measurable as well (see Th. 2.66). Furthermore,
fT and f~ can be represented as limits of increasing sequences of nonnegative step functions
on (L, €) [see Th. 3.19 (i)]. Hence, according to Equations (3.22) and (3.4), the values of the
integrals f St du and f f~ du only depend on the values p(A), A € 6. Therefore, if ¢ and v
are identical on @, then f fdu= f f dv, for all €-measurable functions that are nonnegative
or u-integrable.
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Proof of Lemma 3.41
Define

A, ={oeQ: f(n)=co}ed and A_:={weQ f(w)=-x}cd

If u(A,) > 0, then define the increasing sequence g,: Q& — [0,0), ne N, by g, =n- 1A+.

.1
Because 7, - f* = lim, _, , &,

[rran= [ 5t aus [T, s an (3.36)]
= lim / gndp + / T, -/ du [Def. 3.24]
= lim [ n-1, du+ / Tawa, " du
= nli)ngo n-uAp)+ / 7Q\A+'f+ du [(3.4)]
.

Analogously we can prove that ff‘ dp = o0, if u(A_) > Oreplacing f* by f~ and A, by A_.
Therefore, if f is quasi-u-integrable and [ f* du = oo, then [ f~ dyu is finite (see Def. 3.28)
and [fdu= [fTdu— [f~ du=oco. This proves (3.38). Analogously, if f is quasi-u-
integrable and [ f~ du = oo, then [ f* dpu is finite (see Def. 3.28) and [ fdu = [ f*du —
ff_ dp = —oo, which proves (3.39). Finally, if u(A, uA_) > 0 and hence pu(A,) >0 or
u(A_) > 0, then, according to (3.38) and (3.39), f f du is not defined or not finite. Thus,
by contraposition, if f is u-integrable, then u(A, UA_) = 0, that is, f is real-valued, y-almost
everywhere.

Proof of Lemma 3.44

If f(w)>0, for all ® € A, then 14-f:(Q, o, u) - R, %) is a nonnegative measurable
function (see Th. 2.57). Hence, [ 1,-fdu>0 (see Defs. 3.24 and 3.10). Because
u({o e Q: (14 f(w) > 0}) = pu(A), the assumption u(A) > 0 implies that 1,- f = 0 does not

hold. Therefore, according to Equation (3.40), f 1,-fdu #0, and we can conclude:
/ 1-fdu>0.

Proof of Lemma 3.45

If £1(Q, d, u) — (R, %) is measurable and A € & with u(A) = 0, then 1,-f is measurable
(see Th. 2.57)and 1 f = 0 (see Exercise 3.9). This implies (1,- f)* = Oand (14- 1)~ = 0. Now
Equation (3.40) yields f(7A-f)+ dyu =0 and f(7A‘f)_ du = 0. Hence, / 14 f du exists (see
Def. 3.28) and Equation (3.27) implies

/ 1 f dp = / (4 frdu - / (14-f)"du = 0.
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Proof of Lemma 3.47

Define A := {0 € Q: f(w) # g(w)} and note that A € & [see Rem. 2.67 (c)]. Therefore, f =8
implies u(A) = 0. Hence,

[ran=[ ran [(3.43)]
Q\A
= / gdu [Def. of A]
Q\A
- / g du. [(3.43)]
Proof of Theorem 3.48
@ f. g are p-integrable and f = g
>VAed: 1-f i 1,-gand 14-f, 1,-g are p-integrable [(2.33), (3.29)]
>VAed: /fdy:/gdy. [(3.44)]
A A

(b) If f, g are u-integrable, then f, g are real-valued u-a.e. (see Lemma 3.41). Hence, for
B:={0 € Q:f(0) € {00, 0}} U{w e Q: g(w) € {—c0, c0}},
B e & and u(B) = 0. Now define
A, ={oeQ: f(0) >gw} and A_:={0eQ:f(n)<glw)}.

According to Remark 2.67 (b) and (a), A, € &and A _ € &/. Then

VAe d: /fd,u=/gdu
A A

>VAed: fdu= / gdu [(3.43)]
AnB° AnB°
>VAed: (f—g)du=0 [ f. g u-integrable, (3.34)]
AnB°
> (f—gdu=0 and / (f-9du=0 [A,A_ed]
A, NnB A_nB
= (A, nB)=0and u(A _nB) =0 [(3.41)]

= uA,UA)
=u((AsNnBYUA,NB)UA nNnBY)U(A_.nB)=0 [Box 1.1 (i1)]

>f=g [Def. 2.68]

m
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Proof of Theorem 3.52
(i) Define A := {® € Q: f(®w) > g(w)}. According to Remark 2.67 (b), A € /. Therefore,
f %g implies u(A) = 0. Furthermore, define

A_, ={0 € Q\A: f(0) =—o0} and A, :={we Q\A: g(®) = x}.

If u(A_,) >0, then ff du = - [see (3.39)]. Therefore, ff du < / gdu. If
H(Ag) > 0, then [ gdu = oo [see (3.38)], and therefore [ fdu < [ gdp.
Now define B := (Q\ A) \ (A, UA_,,), which implies u(Q\ B) = 0, and

VY o € B: f(w), g(w) are finite, f(0) < g(w).

If [(13f)" du = oo, then [y f du=—oco.Hence, [ fdu < [ gdu. If [(Tg/)* du =
oo, then Tz f < T g implies (T /)T < (T3 )T and [ (13 @)* du = oo [see Eq. (3.24)].
Therefore, [/ fdu = [ gdu = oo, which implies [ fdu < [ gdp.

Now, if all (15 /), (T /)™, (15 )T, (15 g)~ are u-integrable, then

/ cdy = / ¢ du [(3.43)]
B

= /(f +g-fdu [15 f, 15 g are real-valued]
B

= /f du + /(g —f)du [(3.34)]
B B

> /f du [Tp(g —f) 20, (3.24)]
B

= / fdu. [(3.43)]

(ii) Define
B:={weQ:f(w) e {-c0,0}}u{me:gn)e {—c0,0}}.

If f,g are p-integrable, then Lemma 3.41 implies u(B) = 0. Furthermore, define
A:={w e Q\B: f(®) > g(w)}. Then f <8 implies p(A) = 0. Hence, y(AuB) =0
[see Box 1.1 (xi)]. Now,

/ cdy = / ¢ du [(3.43)]
Q\(AuB)
= / (f+g—f)du [Tavwusf> Tavau s & are real-valued]
Q\(AuB)
= / fdu+ / (g—du [(3.34)]
Q\(AuB) Q\(AuB)

Q\(AuB)
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Proof of Corollary 3.59

Assume that f: (Q, o) — (R, %) is measurable with a finite number of positive values
(xl, ..., 0, > 0 and a finite number of negative values «,,, {, ..., a, < 0. By convention, if

=n, then X1 %14, =0,andif m =0, then Ti* | o7, = 0. Then
n m n
= Z 0‘1'1A,- = Z 0(,»7Ai + Z (xi1Ai
i=1 i=1 i=m+1
andf* =" o1y aswellasf~=—32 . oly =31 | —o;7, . Therefore,
/f+ dyu = Z o; u(A;) and /f du = —a;p(A)),
i= m+1

and [ f* du as well as [ f~ dy are finite if and only if u(A;) < oo, foralli =1, ..., n. Now,
H(A;) < oo, foralli=1,...,n, implies

/fdy_/f+ du — /f du [Def. 3.28]

—ZaMMH-Z o pu(A)

i=m+1
n
= X o u(A)
i=1
n
= 2 o; pp(fo}). [Def. 2.80, (2.10)]
i=1
Note that, in the last equation, we used the assumption that the ay, ... , o, are pairwise different.

Proof of Theorem 3.68
(1) This is the proposition of Lemma 3.47.
(i) This proposition is Theorem 3.48.

(iii) If f, g are u-integrable and nonnegative, then it suffices to show: (b) < (c) [see (ii)].

Now
/fdﬂ=/gd/4, VAed
A A

& / 1f du = / 1,8du, VAed [Def. 3.35]
& / 1, dfou = / 1,dgou, VAed [Th. 3.67 (i)]
< fou(A) = gou(A), VAed [(3.9)]

& fou = gou.
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(iv) If f, g are u-integrable and nonnegative, then the equivalence of (a), (b), and (c) follows

from (ii) and (iii). Hence, it suffices to show: (c) < (d). Because p-integrability of f
and g implies that fou and gou are finite measures, applying Theorem 1.72 completes
the proof.

Proof of Corollary 3.77

Note that

Now,

v((,\)l, (,02) S Ql X Qz: 1c(0)1, 032) = 1C(u1 (0)2) = 1Cw2(0)1). (385)

M1®M2(C)=/7cd(ul®/42) [(3.9)]
=//7c(001,(02) Ur(dwy) py(dwy) [(3.80)]
=//7cwl(w2) Uy (dwy) py(dwy) [(3.85)]

= / H2(Cy)) i (day). [(3.9)]

The proof of the second equation is analog.

Exercises

3.1

3.2

3.3

34

3.5
3.6

3.7

Construct a representation of the identity functionon Q = {1, ... , n} as a weighted sum
of indicators of elements of &/, where n € N and (Q, &/ ) with & = P(Q).

Prove that, for every nonnegative step function, there exists a normal representation
(see Rem. 3.8).

Consider the measure space (R, 3B, 1), where A is the Lebesgue measure. Show that
the number ¥, o; A(A;) assigned to the nonnegative step function f defined in Exam-
ple 3.7 is identical for the four specified representations of f, two of which are nonnor-
mal representations.

Let (€2, o/ ) be ameasurable space and let A € &. Show thatif f = ¥ | 14, is anormal
representation of a nonnegative step function, then the product 7, f of the indicator
1, and f is also a normal representation of a nonnegative step function, and 1, f =

2?:1 (xi1A nA;"
Prove Equation (3.8).

Compute the integral of the identity mapping id: Q — € with respect to the counting
measure py on P(Q), where Q = {1, ..., n}. Then look at it for n = 5.

Compute the integrals [ f; dA and [ f, dA of the functions f; and f, defined in Exam-
ple 3.17.



3.8
3.9
3.10
3.11
3.12
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Prove the propositions of Example 3.39.

Letf: (Q, o, u) — (R, %) be measurable and A € &/ Show that 1, f =0if u(4) = 0.
Prove Equation (3.52).

Compute the integral of the function f(x) = 10 — x> considered in Example 3.64.

Prove the proposition of Remark 3.71.

Solutions

31

3.2

33

The identity function id: Q — Q on Q = {1, ..., n} is defined by
idi)=1i, VieQ.

According to Example 2.9, it is (&, &/,)-measurable for all c-algebras &/, c &. Now
consider the set {1, ...,n} of values of id and the partition {{1}, ..., {n}} of Q.
Then

n
id = 2,‘.1“}=1.1“}+...+n.1{n}.
i=1

Let f: (Q, &) —» (R, &) be a nonnegative step function, with f = Z;’zl o 1A,~‘ Define,
for all nonempty J c {1, ..., n},

B, = <DJA,> n (QJAj) :

These are 2" — 1 sets, where several of them may be empty, and all are pairwise disjoint.

Then
f= Z <Z ai) ’ 1BJ
J:B;#@ \ieJ

is a normal representation of f.

We compute the sum for all four representations of f. The first one is:

4
Yo aA)=2-(1-0)+5-Q=D)+4-3-2)+1-(4-3)
i=1

=2-1+5-1+4-1+1-1=12.

The sum for the second representation of f is:

5
S YAC)=2-(5-00+2-(1-5)+5-C=1)+4-3=2)+1-(4-3)
i=1

=2-542-545-14+44-1+1-1=12.
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The sum for the third representation of f, which is nonnormal, is:

3
ZB,A(B)—Z 2-0+3-B-D+1-4-2)

=2-243-24+1-2=12.

The sum for the fourth representation of f, which is also nonnormal, is:

4
Y 6 AD)=1-G=0)+1-B3-0)+2-G-D+1-2-1)
i=1

=1-44+1-342-24+1-1=12.

Obviously, all four sums are identical.

Let f = X/_, o;Ty,, where A, ..., A, € &. This implies AnA,,...,AnA, € &, for
A e d. Therefore, and because of 14 f = X7, o, 14 4,» the function 7,- f is a nonneg-
ative step function. If f =¥ | « 14, is a normal representation, then A; N A; = @ for
i # j, which implies (AnA)n(AnAj) =An(4;nA4)=An @ =@, for i # j. There-
fore, 1y f = X7_, o144 A, 1s a normal representation as well.

fA oaduy = f alydu=auld)lsee Eq. (3.4)].

Consider the elements {1}, ..., {n} of & = P(Q)andid = ¥ _, o - 1 »)- According
to Definition 3.10,

/iddu#= Yo o))

o=1
=1 puy({1D) +2 - pu({2) + -+ + 1+ py({n}) (3.86)
i _n(n+1)

is the integral of id over Q with respect to the measure uy. Hence, in this example,
the integral f id dyy is the sum over all elements in Q. For n = 5, this formula yields
[ id duy = 15.

In Example 3.17, we considered the measure space (R, %, 1), where 4 is the Lebesgue
(or length) measure on 98. Remember, the Lebesgue measure satisfies

Aa, b)) = A([a, b]) = b —a,

for a < b [see Eq. (1.54)]. We also considered f; = a; 1, with A; = [0, (1 — .50)1/2]
and a; = .50. Hence, f; = .50 - 1, . Therefore,

di=0o - AMA;) =.50- AA;)=.50-(1-.50)"2 = 50-.50"2 ~ .3536.
h 1 1 1

This is the area shaded in the left part of Figure 3.3.
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Similarly, in Example 3.17, we also considered f, = Zle PiTp, with the three
intervals
B, =[0,(1-.75"2], B, =11-.75"2 (1 -.50)1"2],
B; =1(1 -.50)"/2, (1 — .25)1/2].
Again note that By, B,,B; is a sequence of elements of &. Furthermore, f, =
Zf:l Pi 15, with Py =.75, P, =.50, and P3 =.25. Hence, the integral of f, =
2{11 P;Tp, with respect to 4 is

3
/ frdA=Y P;- AB) =75 AB,)+.50 - A(By) + .25 - A(B3)
i=1

=.75-[(1=.75"21+ .50 - [(1 = 50)"2 = (1 =757
+.25-[1=25"Y2 -1 =507
~.75-.50 4+ .50 - 2071 + .25 - .1589 ~ 0.3750 + .1036 + .0397 = .5183.

This is the area shaded in the middle part of Figure 3.3. The integral of f; = 21‘7=1 yﬂci
can be computed correspondingly. It is the area shaded in the right part of Figure 3.3.

38 If f1(Q, o, u) > (R,RB) is u-integrable and A, B c o, then 1, oS 1s p-integrable (see
Lemma 3.33) and

/ fdu = / Thosf du ((3.30)]
AUB

= /(7A +Tp—Tanp)fdu [(1.34)]
- /<1Af+ Tof = Ty f) d

=/7Afdﬂ+/ 7deﬂ—/ Tanpfdu [((3.34)]

=/fdy+/fdu—/ £ dg. [3:30)]
A B AnB

If AnB=0 and f:(Q, o, u) » (R,B) is quasi-u-integrable, then 71, v f=
14-f + 1p- f, and the functions 1, , gf, 14f, 1pf are quasi-u-integrable (see Lem. 3.33).
If [ f*du is finite, then [ 1y, p-f*du, [ 1,-f* du, and [ Tg- f* du are finite as
well (see Lem. 3.33). If ff+ dp is infinite, then quasi-u-integrability of f implies
that ff‘ du is finite and, according to Lemma 3.33, also the integrals f Toop [~ du,
[ 14-f~ du,and [ T5- f~ du. Hence, in both cases,

/1AUB'fd:“=/1AuB'f+d/4_/1AuB'f_d/4 [(3.27)]
=/1A-f+dy+/13-f+dy
- </ T f™ du+/13-f‘ du> [(3.34)]
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= (/ 7A'f+du—/7A'f'du>
+</ o f* du—/73-f‘du>

_ / 1,/ du+ / 1o/ du. (327)]
0, if A
39 1A<m>-f(m>={ o), e

Therefore, {0 e Q: 1;(®) - f(w) # 0} cA. Hence, u({oe Q: 7 (0)-f(w)#0}) <
u(A) =0.

3.10 Let o > 0 and remember that the measure o u on (2, &) is defined by (a u)(A)) =
o u(A), for all A € /. The proof is conducted in three steps: (a) for a nonnegative
step function, (b) for a nonnegative numerical measurable function, and (c) for a
u-integrable numerical function (see Rem. 3.30).
(a) If f is a nonnegative step function and f = Y7, 14, a normal representation,
then

/fd(oc/t)= > o (ap)A) =« Zociu(A,-)=a/fd/4.
i=1 i=1

(b) If fis a nonnegative numerical measurable function and f;, i € N, is an increasing
sequence of nonnegative step functions with lim;_, , f; = f, then

/fd(aﬂ)=ilirgo/ﬁd(ocu)

= lim Of/f,' du [(@)]

1— 0

e ilirgo/ﬁdﬂza/fdﬂ.
(c) If fis a u-integrable numerical function, then
/fd(om) = /f+d(0w)—/f_ d(o )
—o [t au-a [ an )
e / fdu.

3.11 Because the derivative g’(x) of a function g(x) =a+px+yx", o, B,y eR, ne N, is
g'(x) = p+ynx""!, the indefinite integral of f(x) is

3
/f(x)dx=F(x)= 10x—%+c, ceR,



3.12

INTEGRAL 129

and therefore,

b b

b
/f<x>dx=F<x> = F(b) - F(a) = <10x—x;>

a a

For a = —5 and b = 5, this equation yields

5 3 5
/ f(x) dx = <10x—x>
s 3

- (50_ g) - (_5()+ 1%) —100- 22 — 16
-5

3 3

Hence,

5
/ fdi= / f(x) dx = 16.6.
[-5,5] =5

Let A € o/with u(A) = 0 and let f be a density f of v with respect to u (i.e., v = fopu).
Then

v(A) = / 1ydv= / 1, dfou [(3.8), v=fou]
= / - fdu=0. [(3.72), (3.42)]

Hence, v < u.
o
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4

Probability measure

In chapter 1, we introduced the concept of a measure, and we treated various examples of
measures and some of their properties. In this chapter, we turn to a special class of examples
called probability measures. We start with the definition of a probability measure, then turn to
conditional probabilities and the most important theorems related to conditional probability:
the multiplication rule, the theorem of total probability, and Bayes’ theorem. Furthermore, we
introduce the concept of a conditional-probability measure. Next, we define independence of
events and independence of sets of events with respect to a probability measure. A section on
conditional independence given an event concludes this chapter.

4.1 Probability measure and probability space

Now we introduce the concept of a probability measure as defined by Kolmogorov (2/1977)
(for the English version of this book, see Kolmogorov, 1956). As we shall see, a probability
measure is a special finite measure that is standardized.

4.1.1 Definition

Definition 4.1 [Probability measure]
Let (Q, &) be a measurable space. Then the function P: &f — [0, 1] is called a proba-
bility measure on (Q, &), if the following conditions hold:

(a) P(Q) = 1 (standardization).
(b) P(A) >0, VYA e o (nonnegativity).

(c) Ay, A,, ... € & are pairwise disjoint = P (U A,.> = Y P(A)) (c-additivity).
i=1 i=1
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Remark 4.2 [Probability and probability space] Let P be a probability measure on (€2, & ).
Then the triple (Q, &, P) is called a probability space and the value P(A) of P is called the
probability of A. <

Remark 4.3 [Elementary event and event] Let (Q, o/, P) be a probability space. ThenA € &/
is called an event, and a singleton {®}, ® € Q, is called an elementary event, if {w} € o/. Note
the distinction between an outcome ® € Q and an elementary event {0} € o (see Exercise
4.1). Also note that the term event is only used in the context of a probability space (Q2, &, P).
Otherwise, A € is called a measurable set. <

4.1.2 Formal and substantive meaning of probabilistic terms

We distinguish between the mathematical or formal meaning of probabilistic terms and the
meaning of these terms if used in an application of probability theory to a concrete real-world
phenomenon. Often, such a real-world phenomenon is a random experiment such as flipping a
coin. In such a case, the set Q2 represents the set of possible outcomes of the random experiment
considered; and, in this sense, Q has a real-world interpretation. In other words, in this case Q2 is
not only an abstract set anymore. This real-world meaning or substantive meaning is additional
to their mathematical or formal meaning, namely being elements of the (abstract) set .

The terms probability measure, probability of an event, and so on hint at an important area
of application of probability theory: real-world phenomena called random experiments. How-
ever, formally speaking, a probability measure is simply a label for a measure on a measurable
space (Q, o ) satisfying P(Q) = 1. If Q is not just an abstract set but represents a concrete ran-
dom experiment, then the probability of an event A € &f corresponds to the common language
meaning of the term probability.

Remark 4.4 [No time order between events] The intuitive concept of an event often implies
that events are ordered with respect to time. That is, in common language an ‘event’ is prior,
simultaneous, or posterior to another ‘event’. In contrast, events as defined in probability the-
ory are not necessarily ordered with respect to time. However, time order between events
and sets of events can be introduced with respect to a filtration (see Def. 4.17, Fig. 4.1, and
Example 4.19). <

Remark 4.5 [A priori perspective] If we apply probability theory to real-world phenom-
ena, then we consider random experiments from the a priori perspective. Hence, the possible
outcomes of a random experiment and events are considered before they happen. Even if an
event already happened, we do as if it did not happen when we talk about its probability (see
also Rem. 4.13). <

4.1.3 Properties of a probability measure

Comparing conditions (a) to (c) of the definition of a probability measure to the conditions
defining a measure (see Def. 1.43) shows that (b) and (c) are identical; only condition (a)
differs. However, P(Q) = 1 implies P(@) = 0, because c-additivity of P yields

PQ) =PQuOuBuU..)=PQ)+ Y P®).
i=1
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Hence, Z;’i ] P(@) = P(Q) — P(Q) = 0, and this yields P(@) = 0. This proves Corollary 4.6:

Corollary 4.6 [A probability measure is a measure]
A measure P on (Q, &) is a probability measure on o if and only if P(Q) = 1.

A direct implication of this corollary is that all rules of computation for a measure
(see Box 1.1) also hold for a probability measure. For convenience, these rules are explicitly
formulated for probability measures in Box 4.1 using the additional property P(2) = 1.

Remark 4.7 [Distribution vs. probability measure] A probability measure on (2, &) is
also called a distribution on (Q, &). Although this term is preferably used in the context of
a random variable (see Def. 5.3), the term distribution is well defined without referring to a
random variable. <

4.1.4 Examples

Example 4.8 [Continuous uniform distribution] Let 93, denote the Borel 5-algebra on R2,
and consider a probability space (L2, &, P), where Q € B,, o = By|g :={QNA:A e B,}is
the trace of 9%, in Q (see Example 1.10). Furthermore, let 4, denote the Lebesgue measure on
(Rz, B,), assume 0 < 4,(Q) < oo, and define

A(A)

ey

VAe d. 4.1)

Then P is the continuous uniform distribution over Q. The relative size of the set A € &/
represents the probability P(A), and Figure 1.1 can be used to illustrate some of its
properties, for example, Rules (iii) to (ix) of Box 4.1. This example is generalized in
section 8.2.1. <

Example 4.9 [Joe and Ann with randomized assignment — continued] In Example 1.9,
we specified the set

Q = {(Joe, no, —), (Joe, no, +), ... , (Ann, yes, +)},

which is also presented in the first column of Table 4.1. In this table, we also specify the prob-
ability measure P on &/ = 9°(QQ) by the probabilities of the eight elementary events {0} € Q.
Except for the empty set, which has probability P(@) = 0, all 28 = 256 elements of <f are
either one of the eight elementary events {(Joe, no, —)}, {(Joe, no, +)}, ..., {(Ann, yes, +)}
or a union of some of these elementary events. Note that elementary events are always pair-
wise disjoint (i.e., {o;} n {w;} = @, ifo; # ;). Therefore, the probabilities of their unions can
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Box 4.1 Rules of computation for probabilities.

Let (2, &/, P) be a probability space.
IfA, A,, ... € o are pairwise disjoint, then

P(U&):ZF%) (c-additivity) @
i=1 i=1
P<U&>=2PM@ VneN. (finite additivity) (ii)
i=1 i=1
If A, B € o, then,
P(A) = P(AnB) + P(A\B) (iii)
P(AS) = 1 — P(A) (iv)
P(A) < P(B), ifAcB (monotonicity) )
P(A\B) = P(A) — P(AnB) (vi)
P(AUB) = P(A) + P(B) — P(An B) (vii)
P(A) =1 = P(AnB) = P(B) (viii)
P(A) =0 = P(AuB) = P(B). (ix)

Let A € &/ and let Q; c Q be finite or countable with P(Q) = 1.
If, for all o € Q, {0} € &, then

PA) =) P({o)). (x)
weANQ,
IfA,A,, ... € &, then
P(Um)SZP%) (c-subadditivity) (xi)
i=1 i=1

easily be computed using finite additivity of the probability measure [see Rule (ii) of Box 4.1].
In order to illustrate this point, consider the event that Joe is drawn,

A = {(Joe, no, —), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)},
and the event that the drawn person is successful,

C = {(Joe, no, +), (Joe, yes, +)}, (Ann, no, +), (Ann, yes, +)}.
The event A has the probability

P(A) = P[{(Joe, no, —)}]1 + P[{(Joe, no, +)}] + P[{(Joe, yes, —)}] + P[{(Joe, yes, +)}]
=.09+ .21+ .04+.16 = .5.
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Table 4.1 Joe and Ann with randomized
assignment: probability measures.

Elements of Q Probability measures
g W ~~ ~~ :
238 T 2 2 =
5E 3 L & & 1
(Joe, no, —) .09 0 18 0
(Joe, no, +) 21 0 42 0
(Joe, yes, —) .04 1 .08 0
(Joe, yes, +) .16 4 32 0
(Ann, no, —) 24 0 0 48
(Ann, no, +) .06 0 0 12
(Ann, yes, —) 12 3 0 24
(Ann, yes, +) 08 2 0 .16

Note: P, P5, P4, and PA° are probability mea-
sures on (Q, & ).

Similarly, the event C has the probability

P(C) = P[{(Joe, no, +)}] + P[{(Joe, yes, +)}] + P[{(Ann, no, +)}1 + P[{(Ann, yes, +)}]
=.21+.16+.06+.08 = .51,

and the event Joe is drawn and is successful, An C = {(Joe, no, +), (Joe, yes, +)}, has the
probability

P(AnC) = P[{(Joe, no, +)}] + P[{(Joe, yes, +)}] = .21 + .16 = .37.

The probability measures specified in the last three columns of Table 4.1 are treated in Exam-
ples 4.34 and 4.35. <

Remark 4.10 [Other examples] In section 8.1, probability measures on the measurable
space (N, P(N))) are considered, such as the binomial distribution (see Def. 8.7), the Pois-
son distribution (see Def. 8.14), and the geometric distribution (see Def. 8.20). In all these
examples, a probability measure on (N, P(N)) is uniquely defined, if the probabilities of the
elementary events {x} are determined for all x € N, [see Box 4.1 (x) for Q; = N].

The example of the Poisson distribution shows that, even for the countably infinite set N,
there are probability measures P, on (Nj, P(Ny)) with P, ({x}) > 0, for all x € N,;, and

P,Np) =) P({xh =D P({xh=1.
x=0

xeN,

For another example, see Exercise 4.2. <
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Example 4.11 [Finite mixture of probability measures] In Example 1.62 we already noted
that the weighted sum of measures on a measurable space (Q, &) is again a measure on
(Q, o). With an additional assumption, this also applies to probability measures. More pre-
cisely, if Py, ... , P, are probability measures on (Q, &), a; > 0,i =1, ... , n, and we addition-
ally assume ¥*_, o; = 1,then X7 o; P; is again a probability measure on (Q, o). Itis called
a finite mixture of Py, ..., P,. Such a finite mixture of probability measures is illustrated by
Example 4.35 using conditional-probability measures. <

4.2 Conditional probability

Conditional probabilities can be used to describe dependencies between two events A, B € o/
with respect to a probability measure P on /. In section 4.2.7, we also use this concept in order
to introduce the concept of a conditional-probability measure.

4.2.1 Definition

Definition 4.12 [Conditional probability]
Let (Q, o, P) be a probability space, let A, B € &, and let P(B) > 0. Then,
P(AnB)

is called the conditional probability of A given B with respect to P.

Remark 4.13 [A priori perspective] The conditional probability P(A | B) is the probability
of the event A if it is known that the event B occurred. In order to compute P(A | B) according
to Equation (4.2), we need the (unconditional) probability P(B). The fact that B occurred is
reflected by P(B | B) = 1. <

Remark 4.14 [ Continuous uniform distribution — continued] In Example 4.8, we defined
the continuous uniform distribution on (€2, & ) by Equation (4.1). Using the area of the ellipses
presented in Figure 1.1, the conditional probability P(A | B) corresponds to the area of the
intersection A n B divided by the area of B. <

Example 4.15 [Flipping a coin two times] Consider the random experiment of flipping a
coin two times, the measurable space (2, &) of which is the same as in subsection 2.2.2;
the probability measure has been specified by Equation (2.43). The conditional probability
P(B | A) that we flip heads in the second flip (B) given that we flip heads in the first flip (A)
is 1/2, which is equal to the unconditional probability P(B) of flipping heads in the second
flip. In such a case, the two events A and B are independent (see section 4.3). Note that the
conditional probability P(A | B) that we flip heads in the first flip (A) given that we flip heads
in the second flip (B) is also equal to the unconditional probability P(A) of flipping heads in
the first flip. This example shows that we may condition on events that occur later in time
and that a conditional probability does not necessarily describe a causal dependence. Note,
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however, that conditional probabilities can be used to describe causal dependencies, provided
that additional assumptions hold (see Examples 4.16 and 4.36).

As another example, consider the event flipping at least one heads (A) and the event no
heads are flipped in the first flip (B). In this case,

1 3
PA|B)==# PA) ==
(A|B) > # P(A) 7
and the two events are not independent (see section 4.3). <

Example 4.16 [Joe and Ann with randomized assignment — continued] Consider again
Table 4.1, define Q;; = {Joe, Ann} and Qy = {yes, no}, and let

C =Qy X Qy X {+} = {(Joe, no, +), (Joe, yes, +), (Ann, no, +), (Ann, yes, +)}
be the event that the drawn person is successful. Furthermore, let
B =Q x {yes} X Qy = {(Joe, yes, —), (Joe, yes, +), (Ann, yes, —), (Ann, yes, +)}
denote the event that the drawn person is treated. Then, Equation (4.2) yields:

P(CnB) _ PQyx{yes}x{+} _ 16 +.08

P(C|B)= = = = 6.
P(B) P(Qy X {yes} xQy) 04+ .16+ .12+ .08

Conditioning on the event B¢ that the drawn person is not treated yields

P(CnB%)  P(QyX{no}x{+}) 21+ .06 3
P(BS) ~ PQyx{no}xQy) ~ .09+ .21+ 24+.06

P(C| B = 45.

In this example, the difference P(C | B) — P(C | B€) = .6 — .45 can be used to evaluate the
average effect of the treatment. This is substantiated in more detail in Example 4.36. <

4.2.2 Filtration and time order between events and sets of events

As mentioned in Remark 4.4, the definition of an event in probability theory does not presume
that there is a time order between events and sets of events. However, in many applications of
probability theory, such a time order is important. In Example 4.16, for instance, it is crucial
that the event C is posterior to the event B. Such a time order is formalized in the theory of
stochastic processes (see, e.g., Bauer, 1996; Klenke, 2013) and in the theory of causal effects
(see, e.g., Steyer et al., 2014; Mayer et al., 2014).

Definition 4.17 [Filtration]
Let (Q, &) be a measurable space and T c R. A family (%,,t € T) of sub-c-algebras %,
of A is called a filtration in &, if ¥, c &, forall s,t € T with s < t.

Referring to such a filtration, time order between events can be introduced as follows.
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Remark 4.18 [Event A is prior, simultaneous, and posterior to event B] Let (Q, &, P) be
a probability space, (#;, t € T) a filtration in &/, and A, B € .

(i) The event A is called prior to B (and B is called posterior to A) in (%, t € T), if there
isanse TsuchthatA e ,B¢ F,andareT,t> s, suchthat B e &,.

(i1) Assume that T is finite. Then the event A is called simultaneous to B in (#,,t € T), if
thereisat e T suchthatA,Be % andnos e T,s <t,suchthatA € ¥ or B € %,.

Note that the concept of simultaneity of events can also be extended to cases in which 7 is not
finite. For simplicity, we confine ourselves to the finite case. <

Example 4.19 [Joe and Ann with randomized assignment — continued] In the random
experiment described by Table 4.1, the event A that Joe is drawn (see Example 4.9) is prior to
the event

B = {(Joes yes, +)9 (Joev yes, _)9 (Anna yes, +)7 (Anns yes, _)}

that the drawn person is treated, which itself is prior to the event C that the drawn person is
successful. This time order in the real-world can be represented formally by the following
filtration:

F :=0({A}), Fy :=0({A, B}), F3:=06({A, B, C}) = P(Q),

using the concept of a c-algebra generated by a set system (see Def. 1.13). With respect to
the filtration (#,,t € T), T = {1, 2, 3}, the event A is prior to B, because A € #|, B ¢ %, but
B € %, (see Fig. 4.1, Rem. 4.18, and Exercise 4.3). <

Remark 4.20 [Formal and substantive meaning of time order] As noted in section 4.2.1,
we distinguish between the mathematical or formal meaning of a probabilistic term on one side
and the meaning of these terms if used in an application of probability theory to a concrete
real-world phenomenon on the other side. This also applies to the terms prior, simultaneous,
and posterior with respect to a filtration. In applications in which the elements of the set T
represent time points, these terms not only have a formal meaning that is specified by their

Figure 4.1 A filtration with 7 = {1, 2, 3}.
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mathematical definition, but also a substantive meaning: In the real world, an event A that is
prior to B with respect to (¥,,t € T) occurs or does not occur before the event B. In other
applications, the term prior may not express the actual real-world meaning. Of course, this
applies to the terms simultaneous and posterior as well. <

4.2.3 Multiplication rule

Now we treat some theorems involving conditional probabilities. The first one shows how the
probability P(A; n...nA,) can be factorized into a product of an unconditional probability
and conditional probabilities.

Remark 4.21 [Multiplication rule for two and for three events] For two events A; and A,,
the multiplication rule is

P(A1nAy)) =P(A)) - P(Ay | Ay), 4.3)

provided that P(A;) > 0. This equation directly follows from the definition of the conditional
probability P(A, | A;) [see Eq. (4.2)]. For three events A;, A,, and A;, the multiplication
rule is

P(A nAy;nA3)=PA))-P(Ay |A) - P(A3 | A; nAy), 4.4)

provided that P(A; nA,) > 0. This equation follows from the definition of the conditional
probability

P(A; nAyNnAy)
P(A3 |A1 mAz) = T, (45)
(A1 nAy)

inserting Equation (4.3) for P(A; nA,), and solving the resulting equation for
P(A; nA, NnAy). <

Fornevents A, ..., A,, the multiplication rule is formulated in Theorem 4.22.

Theorem 4.22 [Multiplication rule]
Let (Q, 4, P) be a probability space and Ay, ...,A, € A, where 2<neN. If
P(ﬂ;’;ll A;) > 0, then,

P(ﬂ A,.> =PA,) - ﬁP(Aj
i=1 j=2

j-1
N Al-) . (4.6)
i=1

(Proof p. 154)
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4.2.4 Examples

Example 4.23 [Joe and Ann with randomized assignment — continued] Consider again
the example presented in Table 4.1, and let

A = {(Joe, no, —), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)}
denote the event that Joe is drawn,
B = {(Joe, yes, —), (Joe, yes, +), (Ann, yes, —), (Ann, yes, +)}
denote the event that the drawn person is treated, and
C = {(Joe, no, +), (Joe, yes, +), (Ann, no, +), (Ann, yes, +)}

denote the event that there is success, irrespective of the drawn person and treatment received.
Then,

ANnBnC = {(Joe,yes,+)}

is the event that Joe is drawn, receives the treatment, and is successful. According to Equation
(4.4), the probability of this event can be computed by

P(ANBNC)=PA)-P(B|A)-P(C|AnB)
04 +.16 16

=(. 214.04+.16) - .
(09+.21+.04+.16) 09+ .214+.04+.16 .04+ .16

=5-4-8=.16

(see Exercise 4.4). Of course, Equation (4.4) can also be applied to the other seven sets A n B n
Cto A n B n CC€in Figure 4.2. In this example, PANBn C) = P({(Joe, yes, +)}) =.161s
the probability of an elementary event (see Table 4.1). <

Figure 4.2 Probability tree illustrating the multiplication rule.
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Example 4.24 [Drawing three balls] Consider drawing three balls without replacement
from an urn containing two white balls and four black balls. Furthermore, let us consider the
three events A; to draw a black ball at time i, where i = 1,2, 3. According to Theorem 4.22,
the probability of drawing three black balls is

P(A;nAynA3) =P(A,)-P(A) | A)) - P(A; | A nAy),

where P(A|) =4/6, P(A, | A|) =3/5, and P(A5 | A| nA,) = 2/4. Hence,

P(A]nAznA:;):ggZ:m:S

4.2.5 Theorem of total probability

In Theorem 4.25, called the theorem of total probability, we show how the probability of
an event B c A; u... UA,, can additively be decomposed into the products P(B | A;) - P(A;)
of conditional and unconditional probabilities. In this theorem, we assume that the
events Ay, ..., A, are pairwise disjoint (i.e., we assume A; nAj =@, foralli,j=1,...,n,
with i # j).

Theorem 4.25 [Theorem of total probability]
Let (Q, o, P) be a probability space and B € .

(i) If
(a) Ay, ..., A, € d are pairwise disjoint, and
then

P(B)= ), P(BnA). 4.7
i=1

(ii) If (a) and (b) of (i) hold as well as
(c) PA;)) >0, Vi=1,...,n
then

P(B)= )Y P(B|A) - P(A). (4.8)
i=1

(iii) If
(a) A, A,, ... € d are pairwise disjoint, and
(b) Bc U2, Ay
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then
P(B)= ) P(BnA). 4.9)
i=I1

(iv) If (a) and (b) of (iii) hold as well as
(c) PA)>0, Vi=1,2,...,
then

P(B)= Y, P(B|A)) - P(A). (4.10)
i=1

(Proof p. 154)

Equation (4.7) can be illustrated by Figure 4.3. If we assume that (Q, &, P) is the pro-
bability space specified in Example 4.8, then the figure visualizes that P(B) = P(BnA;) +
P(BnA,)+ P(BnA3). The crucial points are:

(a) If the events Ay, ..., A, are pairwise disjoint, then BnA,, ..., BnA, are pairwise
disjoint as well.

(b) The probability measure P is additive.

4.2.6 Bayes’ theorem

Our next theorem, called Bayes’ theorem, reveals how the conditional probabilities P(B | A;)
are related to the conditional probabilities P(A; | B). Using the definitions of the conditional
probabilities P(A; | B) and P(B | A;) yields

P(B|A,)- P(A,
P(A; | B) = %_ @.11)

Inserting Equation (4.8) for P(B) then proves Theorem 4.26.

B

Figure 4.3 Venn diagram illustrating a partition of a set.

Q
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Theorem 4.26 [Bayes’ theorem]
Let (Q, o, P) be a probability space, B € &, and P(B) > 0. Under the assumptions (a) to
(c) of Theorem 4.25 (i) and (ii),

P(B|A) - P(A)
P(A; | B) = - , =1,...,n 4.12)
" P(BA) - P(A)
Analogously, under the assumptions (a) to (c) of Theorem 4.25 (iii) and (iv),
P(B|A))-PA;
P(A; | B) = B14) - PA) VieN. (4.13)

3%, P(B|A) - P@4)’

Example 4.27 [Joe and Ann with randomized assignment — continued] Let
A = {(Joe, no, -), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)}
denote the event that Joe is drawn,
A¢ = {(Ann, no, —), (Ann, no, +), (Ann, yes, —), (Ann, yes, +)}
denote the event that Ann is drawn, and
B = {(Joe, yes, —), (Joe, yes, +), (Ann, yes, —), (Ann, yes, +)}

denote the event that the drawn person is treated. Then,

P | B) = P(B|A)-P(A)

( )_P(B|A)‘P(A)+P(B|A°‘)-P(AC)
3 4.5 B
_.4-.5+.4-.5_'5

is the conditional probability that Joe is drawn given that the drawn person is treated (see
Table 4.1). The corresponding probability that Ann is drawn given that the drawn person
is treated is identical in this example, that is, P(A¢ | B) = .5. Hence, given treatment, each
person has the same probability to be drawn. This is the sampling perspective of a random-
ized experiment supplementing the assignment perspective, according to which the treat-
ment probability is the same for each person, that is, P(B|A) = P(B | A°) = .4 (see again
Table 4.1). <

4.2.7 Conditional-probability measure

Just like probabilities, conditional probabilities of events A € & given B are values of a prob-
ability measure.



146 PROBABILITY AND CONDITIONAL EXPECTATION

Theorem 4.28 [ Conditional-probability measure]
Let (Q, o, P) be a probability space. If B € o and P(B) > 0, then the function P2: of —
[0, 1] defined by
PEA)=PA|B), VAed, (4.14)
is a probability measure on (Q, o).
(Proof p. 155)

According to this theorem, for each B € &f with P(B) > 0, the triple (L, &, PByisa prob-
ability space.

Definition 4.29 [ Conditional-probability measure]
Let (Q, o, P) be a probability space, let B € &, and let P(B) > 0. Then the function PB
defined by (4.14) is called the B-conditional-probability measure on (Q, ).

In the Lemma 4.30, we consider the relationship between conditional probabilities with
respect to the measures PZ and P.

Lemma 4.30 [Conditional probabilities with respect to PZ]
Let (Q, o, P) be a probability space. If A, B, C € & and P(Bn C) > 0, then,

PEA|C)=PA|BNnC). (4.15)
(Proof p. 155)
Remark 4.31 [Total conditional probability] Suppose A,B,C e o, P(BnC) > 0, and
P(Bn C¢) > 0. This implies P(B) > 0 and PB(C) = P(C | B) = P(C n B)/P(B) > 0. Applying
Equation (4.8) to the measure P? then yields
PBA) = PBA | C)- PB(C)+ PBA| C°) - PB(CY), (4.16)
and Equations (4.14) and (4.15) imply

P(A|B)=PA|BnC)-P(C|B)+PA|BnC)-P(C|B). 4.17)
<

According to Lemma 4.32, P2 is absolutely continuous with respect to P, that is.
VAed: PA)=0 = P54)=0. (4.18)

This is denoted by P2 < P [see Def. 3.70 (i)]. In contrast, P < P8 does not always hold.
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Lemma 4.32 [Absolute continuity of the conditional-probability measure]
Let (Q, o, P) be a probability space, B € &, and P(B) > 0. Then,

i) PP <P.
(i) <

i DB |
(ii) P° = <_P(B) 1B> oP.
(Proof p. 156)

Remark 4.33 [P? is a measure with density] Proposition (ii) of Lemma 4.32 implies that
P8 is a measure with density 73/P(B) with respect to P. The following equations show how
PB(A) can be written as an integral in various ways:

VA eﬂ:PB(A)zfdPB [(3.8)]
A
1 ..
= / 1, d<@-13op> [(3.30), Lem. 4.32 (ii)]
(4.19)
1
_ / Ty Ty dP [(3.72)]
1
= @./1“3 ar. [(1.33), (3.32)]

Note that, according to Theorem 3.72 (i), the density T/P(B) can be written as a Radon-
Nikodym derivate of PB with respect to P, that is,

1 _ dpB

TR (4.20)

<

Example 4.34 [Joe and Ann with randomized assignment — continued] Consider the
example presented in Table 4.1. We specify the B-conditional-probability measure P5: of —
[0, 1] for the event that the drawn person is treated, that is, for

B = {(Joe, yes, —), (Joe, yes, +), (Ann, yes, —), (Ann, yes, +)}.

For the first two elementary events, PB({(Joe, no, +)}) = PB({(Joe, no, —)}) = 0, because
the intersections {(Joe, no, —)} n B and {(Joe, no, +)} n B are empty. For the next two elemen-
tary events, the B-conditional probabilities are

P({(Joe, yes, — B .
PB({(Joe, yes, -)}) = ({Joe ;f;) HoD - OT4 =1
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and

B _ P({(Joe, yes,+)} nB) 16 _
P?({(Joe, yes, +)}) = PB) == 4.

For the next two elementary events, PB({(Ann, no,—)}) = PB ({(Ann, no, +)}) = (, because
the intersections {(Ann, no, —)} n B and {(Ann, no, +)} n B are again empty. Finally, for the
last two elementary events, the B-conditional probabilities are

B o P({(Ann,yes,—)}nB) 2 _
PP({(Ann, yes, -)}) = PB) =3 =3

and

P({(Ann, : B .
PB({(Ann, yes, +)}) = (e nn;f;)ﬂ}n )=%=.z.

These probabilities are summarized in the third column of Table 4.1. Except for @, all other
events are unions of these elementary events. Because the elementary events are disjoint, the
probabilities of their unions can easily be computed using finite additivity of the probability
measure [see Rule (ii) of Box 4.1 and Exercise 4.5]. <

Example 4.35 [Joe and Ann with randomized assignment — continued] Two other condi-
tional-probability measures on (€2, &) are P4 and PA°, where A is the event

A = {(Joe, no, —), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)}
that Joe is sampled and A€ the event
A° = {(Ann, no, -), (Ann, no, +), (Ann, yes, —), (Ann, yes, +)}

that Ann is sampled. The values of these conditional-probability measures are presented in the
last two columns of Table 4.1. These measures can also be used to illustrate a mixture of two
probability measures. As is easily seen,

P=5-P +5.-pP%

that is, the measure P is a mixture of the two conditional-probability measures P4 and PA°
(see Examples 4.11 and 1.62). <

Example 4.36 [Joe and Ann with randomized assignment — continued] In Example 4.16,
we computed the two conditional probabilities P(C | B) = .6 and P(C | B€) = .45 of success
given treatment and no treatment, respectively. These are conditional probabilities with respect
to the measure P. Let us now consider the individual treatment effects of Joe and of Ann. These
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individual effects can be computed using the PA- and PA°-conditional-probability measures,
respectively. For Joe, the individual treatment effect is

PAQy x {yes} x {+})  PAQy X {no} x {+})
PAQ X {yes} X Qy) PAQy X {no} X Qy)

_ 3240 3240
08+.32+0+0 .18+.42+0+0

PA(C|B)-PA(C|B) =

8=T7=.1,

and for Ann it is

PAQy x {yes) X (+})  PY(Qy x {no} X {+})
PAQy X {yes} x Qy)  PAQy X {no} X Qy)

_ 1640 1240
T 244164040 48+.12+0+40

PA(C|B) - PN(C|BY) =

4-2=2

Hence, the treatment effect P(C | B) — P(C | B€) = .15 (see Example 4.16) is just the weighted
average .5 - .1 +.5 .2 = .15 of the two individual treatment effects, where the weights are .5
for Joe and for Ann (see Example 4.35). Note that this property does not always hold [see
Table 11.2 and Example 11.28]. <

4.3 Independence

4.3.1 Independence of events

Independence of two events A and B means that the conditional and unconditional probabili-
ties are the same (i.e., P(A | B) = P(A) and P(B | A) = P(B)). This definition presupposes that
P(A), P(B) > 0, because otherwise the two conditional probabilities are not defined. The fol-
lowing definition does not rest on this requirement and extends the concept of independence
to more than two events.

Definition 4.37 [Independence of events]
Let (Q, o, P) be a probability space.

(i) Two events A, B € o are called P-independent, denoted by A Ji)L B, if

P(AnB) = P(A) - P(B). .21



150 PROBABILITY AND CONDITIONAL EXPECTATION

(ii) Let I be a nonempty set and let A; € I, i € 1. Then (A;,i € 1) is called a family
of P-independent events, denoted by J}.)L A, iel),if

P ( N A,.) =[] P@), V finitelycI. 4.22)

iel, iel,

Remark 4.38 [Pairwise and triple-wise independence] ForneventsA,, ..., A,, P-indepen-
dence will also be denoted by

LA A,

For three events, for instance, it means that
P(A;nAj) =PA)-PA), i#j ij=123, (4.23)
(pairwise P-independence) and
P(A nAy;nAz) = P(A)) - P(A,) - P(A3) 4.24)

(triple-wise P-independence) hold.

Note that pairwise P-independence of more than two events does not imply P-
independence of these events. Furthermore, triple-wise P-independence, for instance, does
not imply pairwise P-independence. For more propositions on independence of events, see
Box 4.2. <

Remark 4.39 [Independence of any event A with Q and @] For any probability space
(Q’ ‘d’ P)7

VAeM:AJi)LQ and AJ;)LQ (4.25)

(see Exercise 4.7). <

4.3.2 Independence of set systems

Now we extend the concept of P-independence to set systems (i.e., to sets of events), and
illustrate independence by an example.

Definition 4.40 [Family of independent set systems]

Let (R, o, P) be a probability space and &; c A, i € [ # D. Then, (&;,i € I) is called
a family of P-independent set systems, denoted by JI'?L (&, iel), if Ji’L A, iel)
holds for all families (A;, i € I) withA; € &;,i € I. IfI = {1, 2}, we also use the notation
8 Jf.)L &, instead ofJi)L (&, iel).
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Remark 4.41 [Independence of an event and a set system] Let (Q2, &/, P) be a probability
space. Anevent A € & and a set system & c & are called P-independent, denoted by A JPL g,

if (A) 1L 8. <

Remark 4.42 [Independence of c-algebras] Note that c-algebras are special set systems
referred to in Definition 4.40. Hence, a family (#;, i € I) of sub-c-algebras of <&/ can be P-
independent as well. This fact will be used when introducing the concept of P-independence
of random variables (see section 5.4). <

Example 4.43 [Joe and Ann with randomized assignment — continued] Suppose A =
{Joe} X Qy X Qy denotes the event that Joe is sampled and B = Q; X {yes} X Qy the event
that the person sampled is treated. Then A and B are independent, because

P(ANnB)=P({Joe} X {yes} X Qy) =.044+ .16 = .2
and

P(A) - P(B) = P({Joe} X Qx X Qy) - P(Qy; X {yes} X Qy)
(.09 + .21+ .04+.16) - (04 + .16 + .12 + .08)
=5-4=2

Hence, P(AnB) = P(A)-P(B). This implies that the oc-algebras {A,A¢, Q,@} and
{B, BS Q, @} are independent as well [see Box 4.2 (iii)]. In fact, this is a special case
of the following theorem, because the set systems & := {A} and &, := {B} are n-stable (see
Def. 1.36) and 6(&;) = {A, A5 Q, @} and 6(&,) = {B, BS Q, @} are the c-algebras generated
by &, and &,, respectively (see Def. 1.13 and Example 1.17). <

According to Theorem 4.44, it is sufficient to check P-independence of a family of n-
stable generating systems in order to check P-independence of a family of c-algebras. In

this theorem, (c(&);), i € I) denotes the family of c-algebras generated by the set systems
&, iel

Theorem 4.44 [n-Stable set systems and independence]
If (Q, o, P) is a probability space and &; c &, i € I, are n-stable, then,

L(&.iel) = L@@)iecl. (4.26)
For a proof, see Georgii (2008, Theorem 3.19).
4.4 Conditional independence given an event

Now we extend the concept of independence of events and of sets of events by introducing
conditional independence of events and of sets of events given an event.
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4.4.1 Conditional independence of events given an event

Definition 4.45 [Conditional independence of two events]
Let (Q, &, P) be a probability space, A, B, C € o, and P(B) > 0. Then the events A and C
are called B-conditionally P-independent, denoted by A JI.JL C|B,if

P(AnC|B)=P(A|B)-P(C|B). 4.27)

Remark 4.46 [A condition equivalent to conditional independence] Suppose P(Bn C)
> 0. Then Equation (4.27) is equivalent to

P(A|BnC)=P(A|B) (4.28)

[see Box 4.2 (xii)]. Exchanging A and C immediately yields: If P(A n B) > 0, then Equation
(4.27) is equivalent to

P(C|AnB)=P(C|B). (4.29)
<

Remark 4.47 [Independence of events with respect to P5] Using the conditional-proba-
bility measure P2 defined by (4.14), we can rewrite Equation (4.27) as:

PBAnC)=PBA)- PEO). (4.30)

This equation shows that B-conditional P-independence of A and C is equivalent to P5-
independence of A and C, which will also be denoted by A J.1|; C. <
P

Remark 4.48 [Independence and conditional independence] Assume that B € of with
P(B) > 0. Then P-independence of A and C neither implies nor is implied by B-conditional
P-independence of A and C (see Exercise 4.8). However, P-independence of A, B, and C does
imply B-conditional P-independence of A and C [see Box 4.2 (x)]. For more propositions on
conditional independence of events, see Box 4.2, which is proved in Exercise 4.9. <

4.4.2 Conditional independence of set systems given an event

Now we extend the concept of conditional P-independence to set systems. In Remark 4.47,
we already noted that B-conditional P-independence of two events A and C is equivalent to
PB-independence of A and C. Correspondingly, B-conditional P-independence of a family
(&;,1i € I) of events is defined as PB-independence of (&;,iel).

Definition 4.49 [Family of conditionally independent set systems]

Let (Q, o/, P) be a probability space, B € o/ with P(B) >0, and &, c &, i € I. Then
(&;,i € 1) is called a family of B-conditionally P-independent set systems, denoted
by JIDL (&,iel)|B, szJ).IE(%i,i el).
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Box 4.2 Independence and conditional independence of events.

Let (R, &/, P) be a probability space and A, B, C € <. Then,

AJi’LB =3
AIlLlB <
P
ALB <&
P
1L ABC <
P
1 ABC =
P
If P(B) > 0, then,
ALlB &
P
AJI.JLC|B =S
ALC|B <
P
ALC|B &
P
JI.)LA,B,C =>
If P(B), P(B¢) > 0, then,
Al B
P
If P(Bn C) > 0, then,
AL C|B
P
If P(Bn C€) > 0, then,
AL C|B
P

If P(Bn C), P(Bn C€) > 0, then,

P(AnB)=P(A)- P(B)
A°l B

P
o({A}) JI-JL o({B}).
P(AnB) = P(A) - P(B),
PAnC)=P(A) - P(O),
P(BnC)=P(B)-PO),
P(AnBnC)=PA)-PB)-PC).
AULBALCBIC.

P P P

P(A | B) = P(A)
P(AnC|B)=P@A|B)-P(C|B)
AlLlC

PB
Al C°|B

P
Al C|B.

P

& P(A|B)=P@A|BO.

& PA|BnC)=PA|B).

& PA|BnC%=PA]|B).

ALCIB & PAIBNC)=PA|BNC)

BLC = PA|B)=PA|BnC)-P(O)+PA|BNC)-PC)

()
(i1)
(iif)
(iv)

)

(vi)
(vii)
(viii)
(ix)
(x)

(xi)

(xii)

(xiii)

(xiv)

(xv)

ALCIB = PA|B)=PA|BNC)-PO)+PA|BnC)-PC). (xvi)
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Remark 4.50 [Conditional independence of c-algebras] Again, c-algebras can be such
set systems referred to in Definition 4.49. Hence, a family (&/;, i € I) of sub-c-algebras of &
can be B-conditionally P-independent as well. <

Remark 4.51 [Independence of set systems with respect to P5] According to Theorem
4.44, under the assumptions of Definition 4.49, n-stability of the set systems &, i € I, implies

W(,iel) = 1L©&)iel. 431)
PB PB <

Together with Definition 4.49, this remark immediately implies Corollary 4.52.

Corollary 4.52 [n-Stable set systems and conditional independence]
If (Q, &, P) is a probability space, B € & with P(B) > 0, and (&;,i € 1) is a family of
n-stable set systems &; c A, then,

J}.DL (&,ie|B = JI.JI_ (0(&),iel)|B. (4.32)

4.5 Proofs

Proof of Theorem 4.22

In Remark 4.21, we have already shown that Equation (4.6) holds for n = 2 [see Box 4.1 (v)].
Hence, for an induction over n, it suffices to show that (4.6) holds for A, ... , A, if it holds for

Ay, ..., A,_;. Note that P("'= ! A;) > 0 implies P(N,"] A;) > 0 for 2 < j < n. Hence,

n—1
N A;-) [(4.6)]

ﬂ Ai> [(4.6), ass. of induction]

Proof of Theorem 4.25

(i) This equation immediately follows from (1.29).

(ii) If P(A;) > 0,then P(BnA;) = P(B | A;) - P(4,) [see Eq. (4.2)]. Hence, (4.7) immediately
implies

1

P(B)= Y P(B|A)- P(4).
=1
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(iii) This proposition immediately follows from (1.30).
(iv) This proposition immediately follows from (iii) inserting P(BnA;) = P(B | A;) - P(A;)
[see Eq. (4.2)].

Proof of Theorem 4.28

We show that the conditions (a) to (c) of Definition 4.1 hold for P5.

(a)
B PBNQ)
PB(Q) = B [(4.2)]
_ P® [B c Q]
P(B)

=1

(b) We assume P(B) > 0. Therefore, P(AnB) >0, for all A € &/, implies that PB(A) =
P(AnB)/P(B) >0, forall A € &.
(c) IfA, A,, ... are pairwise disjoint, then A| n B, A, n B, ... are pairwise disjoint. Therefore,

o p ® A;))nB
PB< U Al> — [( i=1 l) n ] [(4.2)]
i=1

P(B)

_PUR, (4inB)]
B P(B)

_ IR, P(A;nB)
B P(B)

[Def. 4.1 (c)]
= Y PA). [(4.2)]
i=1

Proof of Lemma 4.30

PAAnBNnQC)

PA|BnC) = TYe)

[(4.2)]

_P(AnC|B)-P(B)

P(C|B) - P(B) [4:2)]

_ PPANnC)

PEC) [(4.14)]

=P5A|0). [(4.2)]
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Proof of Lemma 4.32
(i) ForallA e «,

PA)=0 = PANB) =0  [Box4.1 (V)]

P(ANB)
—— = P(B)>0
= P(B) [P(B) > 0]
PA|B)=0 [(4.2)]
= PBa)=0. [(4.14)]
Hence, P8 < P (see Def. 3.70).
(i) Forall A € &,
P(AnB)
PBA) = ——— 4.14), (4.2
(4) PB) [(4.14), (4.2)]
1
=— [ 1 dpP 3.9
P(B) / AnB [(3.9)]
1
=—— [ 1,-15dP 1.33
P(B) / a1 [(1.33)]
1
= —— - 15 dP. . .32
/A PB) B [(3.30), (3.32)]
According to Theorem 3.65, this means PB = <$ . 1B> oP
Exercises
4.1 Consider flipping a coin n times and the event A; = flipping heads at the first flip. Specify

4.2

4.3

4.4

the set € of possible outcomes of this random experiment and the set A; as a subset of
Q. How many elements has Q? How many elements has the event A?

Draw the interval [0, 1], cut it in two halves, cut the right-hand piece in two halves, cut
the remaining rightmost part in two halves, and so on. In this way, you can visualize the
sequence 1/2,1/4,1/8, ... by lengths of intervals. This sequence can also be written as:
1/21i e N. Note that all terms 1/2 of this sequence are positive (i.e., 1/2¢ > 0 for all
i € N). Determine

Consider Example 4.19, and list all elements of the c-algebras &%, and %, referring
explicitly to the elements of Q.

Compute the probabilities P(A) and P(C | A n B) of the events defined in Example 4.23.
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4.5 Compute the B-conditional probability of the event {(Ann, yes, —), (Ann, yes, +)}, that
is, the event that Ann is sampled and treated. Use the results already obtained in Exam-
ple 4.34.

4.6 In Example 4.16, we computed the conditional probabilities P(C | B) = .6 and P(C |
B¢) = .45, where C'is the event that the drawn person is successful and B is the event that
the drawn person is treated. What is the conclusion regarding the effect of the treatment
if we compare these two conditional probabilities to each other?

4.7 Prove the proposition of Remark 4.39.

4.8 Show by examples that, for B € & with P(B) > 0, P-independence of A and C neither
implies nor is implied by B-conditional P-independence of A and C.

4.9 Prove the propositions of Box 4.2.

Solutions

4.1 The set of possible outcomes is Q = {h, t}" = {h, t} X ... X {h, t} (n-times). The event
flipping heads at time 1is A; = {h} X {h,t}"~!. The set Q has 2" elements, and A, has
27 /2 = 2"~ ! elements.

4.2 The picture of this interval is

1/2 1/4 1/8 ...
| | | | L
| | | | ILLL
0 1
. ol ool
and this illustrates that Z % = Jim > 5= 1.
_ n—oo ,:
4.3

F1=0({A}) = {A, A5 Q, D)
= {{(Joe, no, ), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)},
{(Ann, no, -), (Ann, no, +), (Ann, yes, —), (Ann, yes, +)}, Q, @}.

F, =0o({A,B})
={A,A°,B,B°,(AnB) U (A°nB),(AnB°)u (A° n B),
AnB,A°nB,An B¢, A n BS,
AUB,A°UB,AuB‘,A°UB‘, Q, 0}

where
= {(Joe, yes, —), (Joe, yes, +), (Joe, no, —), (Joe, no, +)},
A = {(Ann, yes, —), (Ann, yes, +), (Ann, no, —), (Ann, no, +)},
B = {(Joe, yes, —), (Joe, yes, +), (Ann, yes, —), (Ann, yes, +)},
B¢ = {(Joe, no, -), (Joe, no, +), (Ann, no, —), (Ann, no, +)},
(AnB)u (A° n B) = {(Joe, yes, —), (Joe, yes, +), (Ann, no, —), (Ann, no, +)},
(An B U (A°nB) = {(Joe, no, —), (Joe, no, +), (Ann, yes, —), (Ann, yes, +)},
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ANnB = {(Joe, yes, —), (Joe, yes, +)},
A°n B = {(Ann, yes, =), (Ann, yes, +)},
An B¢ = {(Joe, no, -), (Joe, no, +)},

A°n B¢ = {(Ann, no, =), (Ann, no, +)},

AU B = {(Joe, yes, —), (Joe, yes, +), (Joe, no, —), (Joe, no, +), (Ann, yes, —), (Ann, yes, +)},
A° U B = {(Ann, yes, =), (Ann, yes, +), (Ann, no, —), (Ann, no, +), (Joe, yes, —),
(Joe, yes, +)},
A u B¢ = {(Joe, yes, —), (Joe, yes, +), (Joe, no, —), (Joe, no, +), (Ann, no, —), (Ann, no, +)},
AU B¢ = {(Ann, yes, —), (Ann, yes, +), (Ann, no, —), (Ann, no, +), (Joe, no, —),
(Joe, no, +)}.

4.4 Because the four events {(Joe, no, —)}, ..., {(Joe, yes, +)} are pairwise disjoint, we
can simply add their probabilities. Hence, P(A) = .09 + .21 + .04 + .16 = .5 (see the
second column of Table 4.1). In order to compute P(C |An B), note that AnB =
{(Joe, yes, —), (Joe, yes, +)} is the event that Joe is drawn and treated. Again, because
the two elementary events involved are disjoint, P(A n B) = .04 + .16 = 0.2. Further-
more, A N Bn C = {(Joe, yes, +)} is the event that Joe is drawn, treated, and successful.
Its probability is P(A n Bn C) = P({(Joe, yes, +)}) = .16. Hence,

PAnBnC) .16 -3
P(AnB) ~— 04+.16

P(C|ANB) =

4.5 In Example 4.34, we already computed the two B-conditional probabilities
PB({(Ann, yes,—)}) = .3 and PB({(Ann, yes,+)}) = .2. Because these elementary
events are disjoint, the probabilities of their union can be computed easily using
the additivity property of the probability measure PZ. Hence, PZ({(Ann, yes, ),
(Ann,yes, +)}) =3+.2=.5.

4.6 Although this question and the concepts needed for an answer are beyond the scope
of this book, the difference P(C | B) — P(C | B¢) = .6 — .45 = .15 is the average total
treatment effect (see Steyer et al., 2014). It is the average of the two individual total
treatment effects of Joe and of Ann. For Joe, this individual treatment effectis .8 — .7 = .1
(probability of success given Joe and treatment minus probability of success given Joe
and no treatment), whereas it is .4 — .2 = .2 for Ann.

4.7 Let(Q, o/, P) be a probability space. Then, forall A € of: P(QnA)=PA)=1-PA) =
P(Q) - P(A) and P(@nA) = P(@)=0=0-PA) = P(D) - P(A).

4.8 Consider the example in subsection 2.2.2, and let A = {(h, t), (h, h)} denote the event to
flip heads with the first coin, B = {(¢, 1), (h, h)} the event to flip tails or to flip heads with
both coins, and C = {(t, h), (h, h)} the event to flip heads with the second coin. All three
events have the same probability P(A) = P(B) = P(C) = .5. Now,

PANC)=P({(h,h)})=.25=.5-5=PA)-P(C)
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and
PBnC)=P{(h,h)})=.25=.5-.5=P(B)-P(C).

Hence, A and C as well as B and C are P-independent, which implies P(A | B) = .5 and

P(C | B) = .5. However,

PANCNnB) 25 _
PB) 5

#.25=5-5=PA|B)-P(C|B),

PAANC|B) = 5

which shows that A and C are not B-conditionally P-independent.

Now we present an example in which A and C are B-conditionally P-independent
but not (unconditionally) P-independent. Consider flipping three coins. This random
experiment is represented by the probability space (R, &/, P), where Q = {h,t}’,
o = P(Q), and P: o — [0, 1], satisfying P({w}) =.125 for all o € Q. Further-
more, let A = {(#,1,1), (¢, ¢, h)} denote the event to flip tails with the first two coins,
B={(1t1),(t1th),(ht),(t h h))} the event to flip tails with the first coin, and
C={(tt,h),(t, h h)} the event to flip tails with the first coin and heads with the
third coin. The two events A and C have the same probability P(A) = P(C) = .25 and
P(B) = .5. Because

P(ANnC) = P({(t,1, h)}) = .125 # 25 - 25 = P(A) - P(C),

A and C are not P-independent. Furthermore, P(An B) = P({(t,t,1), (¢, t, h)}) = .25,
P(CnB)=P{(t,t,h),(t h h}) =.25 and

P(ANBNnC) 125

_ < _P(AﬂB)‘P(BﬂC)_ )
=5-5=—"%5 P~ [AIB-PCIB).

This shows that A and C are B-conditionally P-independent.
(i) This is the definition of A _lIJ)_ B.

(ii) P(A°nB) = P(B\ A)
= P(B)- P(AnB) [Box 4.1 (vi)]
= P(B) — P(A) - P(B) (4L B]
=[1 - P(A)]- P(B)
= P(A°) - P(B) [Box 4.1 (iv)],

which is A€ JI.)L B.
(iii) We have to show that A J;)L B implies

P(A;nB)=P(A)-P(B), VA;e{AAQ B)andV B; € (B, B, Q,0).

Whenever A; or Bj is Q or @, this equation holds [see (4.25)]. Furthermore,
P(AnB)=P(A) - P(B) is equivalent to our premise A Ji’L B, and P(A°nB) =
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P(A€) - P(B) is proposition (ii). The corresponding argument holds for P(A n B€) =
P(A) - P(B°) and P(A° n B€) = P(A€) - P(B¢), exchanging the roles of A and B.

(iv) This is the definition of Ji’L A,B,C.
(v) This proposition immediately follows from (iv) and (i).

(vi) We assume P(B) > 0. Then,

ALB & PAnB) =PA)-PB) ()]
PANB) _ Pe)
P(B)
& P(A|B)=PA). [(4.2)]

(vii) This is the definition of A iPL C|B.

(viii)) We assume P(B) > 0. Therefore,

ALCIB & PAnC|B)=PA|B)-P(C|B) [(viD)]
< PBAnC)=PBA)- PEO) [(4.14)]
e 4lc (@]

(ix) We assume P(B) > 0. Therefore,
ALC|B © AlC [(viii)]
P PB
S Al Ce. [Gi)]
pB

(x) We assume P(B) > 0. Then,

P(ANB
PAANC|B) = % [(4.2)]
_PA-PB PO 4 B C )]
P(B) P
=P(A|B)-P(C|B). [(v), (vi)]

(xi) We assume P(B), P(B€) > 0. Then,

P(AnB) _ P(AnB°)
P(B)  1-P(B)

& P(AnB)-[1 - P(B)] = P(AnB°) - P(B)

& P(AnB)=[P(ANnB)+ P(AnB°)]- P(B)

& P(AnB) = P(A) - P(B) [4.7)]
© ALB. [G)]

P(A|B)=PA|B°) &

[(4.2), Box 4.1 (iv)]
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(xii) We assume P(B n C) > 0. This implies P(B) > 0 and

AJi)LC|B =
=3

=

=4

(xiii) We assume P(B n C¢) > 0. This implies P(B) > 0 and

AJI.JI_C|B =
&
=

<

P(ANC|B)=P@A|B)-P(C|B) [(vii)]
P(A;BnC):P(AnB).P(BmC) [(4.2)]
(B) P(B) P(B)
PANBnC) PANB)
P(BNC)  P(B)
P(A|BnC)=P(A|B). [(4.2)]
Al C [(viii)]
PB
Al ce ()]
PB
PBA| C%) = PE(A) [(vi)]

PA|BnC)=PA|B)  [(4.15),(4.14)]

(xiv) We assume P(Bn C), P(Bn C¢) > 0.

PA|BnC)=PA|BnCS) & PBA|C)=PBA|CY)  [(4.15)]

s A JJD.% C [(x1)]
e AlCs [(viii)]

(xv) Weassume P(BnC), P(Bn C¢) > 0.

BiPLc = P(C|B)=P(C), P(C°|B)=P(C°
= PA|B)=PA|BnC)-P(C)+P@A|BnCE)-P(CC).

(xvi) We assume P(Bn C), P(Bn C¢) > 0, and A J13L C|B.

P(A|B)=PA|BnC)

=PA|BnC)-
=PA|BNnC)-
=PA|BnC)-
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[(vi), (iD)]
[(4.17)]

[A L C|B, (xiD)]
[P(C) + P(CY)] [Box 4.1 (iv)]

P(C)+ PA|BnC)-P(C°

P(C)+ P(A| Bn C°) - P(CO). [(xiv)]
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Random variable, distribution,
density, and distribution function

In chapter 4, we translated the concepts measure and measure space to probability theory,
introducing the notions probability measure and probability space. In this chapter, we define a
random variable as a measurable mapping and its distribution as the image measure of a mea-
surable mapping with respect to a probability measure (see ch. 2). The distribution of a random
variable contains the comprehensive information about its properties. It informs us about the
probability of each event that can be represented by this random variable. Expectation, vari-
ance, and other moments of a random variable are determined by its distribution (see ch. 6).
For a multivariate random variable, the (joint) distribution also contains the information about
the dependencies between its components. It also determines the conditional expectations (see
ch. 10). In this chapter, we apply the concept of independence of families of events in order
to introduce independence of random variables and families of random variables. Finally, the
last sections of this chapter are devoted to the concept of a probability function and, for a real-
valued random variable, the notions of a distribution function and a probability density, which
are very useful for describing a distribution, for calculations (see, e.g., ch. 6), and for providing
instructive illustrations of the underlying distributions (see ch. 8).

5.1 Random variable and its distribution
In section 2.6, we introduced the notation
fi Qo) — (Q, o),

which expresses that f: Q — €’ is an (&, o/ )-measurable mapping and that u is a measure on
the measurable space (2, & ). If u is a probability measure, then a measurable mapping is also
called a random variable, and its image measure Hr is also called its distribution. This change
of terms goes along with a change in notation. Instead of f, g, and &, we preferably use letters
such as X, Y, and Z.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de
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Definition 5.1 [Random variable]
If (Q, o, P) is a probability space and X: (Q, o) — (&, 527}’() a measurable mapping,
that is, if X: Q — Q satisfies

x'Aed, VAed], (5.1
then X is called a random variable on (Q, o, P) withvalues in (Q',, d}'(). If(Q, eszf)’() =

R, B), then X is called real-valued, and if (Q}, dy) = (R, %), then X is called
numerical.

Remark 5.2 [Measurability of inverse images] Equation (5.1) implies that all inverse
images

-1 — .
XA ={oeQXweA'}, Aed,,

are elements of the c-algebra o/ on Q. Because the measure P: &/ — [0, 1] assigns a probability
to all elements of &/, the probabilities P[X —L(A")] of these inverse images are determined by P
(see Exercises 5.1 and 5.2). <

Definition 5.3 [Distribution of a random variable]
Let X: (Q, o, P) — (Q, 9) be a random variable. Then the function Py: oy — [0, 1]
defined by

Py(A') = PIX~'Ah], VAe Jzi)’(, 5.2)

is called the distribution of X (with respect to P).

Remark 5.4 [Notation P(X € A’) and P(X=x)] If A’e o/, we use the notation
P(X € A"y := P[X~1(A")] (5.3)

for the probability of the event {X € A’} = X —1(A”), that is, the event that X takes on a value
in the subset A" of Q. If {x} € &/,

P(X=x):= P[X"'({x})] (5.4)

for the probability of the event {X=x}:=X"!'({x}) = {0 e Q: X(0) =x}. If we write
P(X =x), then we always assume {x} € &/, even if not mentioned explicitly. <

Remark 5.5 [A new probability space] Definition 5.1 implies that every random variable
X on a probability space (€2, &, P) has a distribution Py. Furthermore, Py: eszf)’( — [0, 1] is
also a measure, the image measure of P under X (see Th. 2.79 and Def. 2.80). Because
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PX(Q%) = P(Q) = 1, we can conclude that Py is a probability measure, and (Q},, o/ )/(, Py) is
also a probability space. Therefore, we use the notation

X: (Q, o, P) > (., 4, Py)

expressing:

(a) X:Q — Qg( is a random variable on the probability space (Q, <, P).
(b) oy is a c-algebra on Q.

(c) Py is the distribution of X.

Definition 5.6 [Identically distributed random variables]
Let X: (QW, g D, Py - (Q) o) and Y: (Q®), o/ P, PP - (Q, o) be random vari-
ables. If Py = Py, then we say that X and Y are identically distributed.

Note that, Definition 5.6 does not preclude, (Q(V, o 1V, PNy = (Q®, o P2)) Now we
consider the distribution of a composition g(X) of a random variable X: (Q, &, P) — (€, )’{)
and a measurable function g: (Qf, &/y) — (Q) /). According to Remark 5.5, the mapping
g is a random variable on the probability space (Q}, &y, Py). Furthermore, according to
Lemma 5.7, g(X) is a random variable on (€2, &, P) and the distribution of g(X) is the image
measure of Py under g. The notation of this image measure is (PX)g.

Lemma 5.7 [Distribution of a composition]

Let X: (Q, o, P) — (Q, o) be a random variable and g: (%, dy) = Q. A') a
measurable function. Then the composition g(X) is a random variable on (Q, &, P) with
values in (Q, ") and

(PX)g = Pg(x) . (5.5)

(Proof p. 196)

Example 5.8 [Indicator (variable) of an event] If (Q, &/, P) is a probability space and
A € ¢, then the mapping 1,: (R, &, P) — ({0, 1}, 27({0, 1})) is arandom variable. It is called
the indicator (variable) of A. The distribution of 7, is

P, ({0) =P(A°), P, ({1)=P@A). P, ({0.1H=PQ) =1, P () =P®)=0.

If we consider the same event A and the measurable space (R, 98), then we can also write
1,:(Q, &, P) — (R, %) in order to express that 14 is also (&, %B)-measurable. Note, however,
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that now the distribution of 7, is a probability measure on (R, %), and for all B € %,

P, (B) = P[1;'(B)] = P[{0 € Q: 1,() € B}] [(5.2), 2.2)]
P@) =0, if0¢B,1¢B
PA), if0¢B,1eB
~ ) pao), if0eB 1¢B
PQ) =1, if{0,1}cB. <

Example 5.9 [Indicator of an inverse image] If (Q, &, P) is a probability space,
X: (Q, o, P) - (Q, oy) a random variable, and A’e oy, then Ty-i,: (Q,,P) =
({0, 1}, ({0, 1})) is a random variable on (€2, &, P) and

1XEA’ = 1X_1(A’) = 1A/(X) = 1A/OX (56)
(see Exercise 5.3). The distribution of 7y 4 is
Py _AOH=PXgA’), Py _ . ({1})=PXeA),
Py (0. 1) =P@ =1, P;_ (@) =P =0.
<

Example 5.10 [Dichotomous random variable] Let X: (Q, o/, P) — (@, o )’() be a random
variable on (Q, &, P). Then X is called dichotomous with values x, and x, if {x}, {x,} € o,
P(X € {x1,x}) =1 and 0 < P(X=x;) < 1. If X is dichotomous with values O and 1, then
X = Ty—1- <

Example 5.11 [Flipping two coins — continued] In the example of section 2.2.2 and in
Example 2.83, we considered flipping two coins and defined X: (Q2, &, P) — (QS(, 95(93()) ,a
random variable representing with its values the number of flipping heads. Its possible values
are 0, 1, or 2. Hence, we can choose Q& =10, 1,2}, and

P(X=0) = Py({0}) = PIX"'({0O})] = P[{(t. H}] = %
P(X=1) = Py({1}) = PIX"'({1)] = P[{(h, 1), (t. H)}] = %
P(X=2) = Px({2}) = PIX"'((2])] = Pl{(h. h)}] = i
are the probabilities assigned to the singletons {0}, {1}, and {2}, whereas
P(X € {0, 1}) = Px({0, 1}) = PIX™'({0, 1] = P[{(t. 1), (h, 1), (t, )}] = %
P(X € {0,2}) = Px({0,2}) = PIX™'({0,2})] = P[{(t. 1), (h. h)}] = %

P(X € {1,2}) = Px({1,2}) = PIX"'({1,21)] = PL{(h, 1), (1, h)(h, )}] = %

are the probabilities assigned to the sets {0, 1}, {0,2}, and {1,2}, which consist of
two elements of Q. Finally, Py(Q}) = P[X_I(QS()] = P(Q) = 1 and Py(@) = P[X"'(D)] =
P(@)=0. <
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Example 5.12 [Tom, Jim, and Kate] Now we consider an example that is similar to the
experiment with Joe and Ann. However, the set of persons is now Q; := {Tom, Jim, Kate},
and we consider three treatments, the elements of the set Qy := {Con, BTh, PTh}, where Con
could be no treatment. The random experiment consists of: drawing a unit « from the set Q,
assigning it to one of the three treatment conditions Con, BTh, or PTh, and observing whether
(+) or not (—) a success criterion is reached. Hence, the set of possible outcomes of this random
experiment is

Q= Q, X Qy X Qy = {(Tom, Con, =), (Tom, Con, +), ..., (Kate, PTh, +)}.

It consists of the 3 -3 -2 = 18 triples (4, wy, wy) listed in the first column of Table 5.1. As
the set of possible events o, we consider the power set (). This set has 218 = 262,144
elements, where 18 is the number of elements of Q. The probabilities of the 18 elementary
events {o}, ® € Q, are displayed in the second column of the table. With these specifications,
the probabilities P(A) of all 218 clements A € of are determined [see Rule (x) of Box 4.1].
Hence, the probability space (L2, &, P) is completely specified.

Table 5.1 Tom, Jim, and Kate.

Elements of Q Random variables
, p p
= 5 P 3 =
; ¢ £ .
= 2 B 5 2 -
O w = &8 - > 13) qu
g 8 g 5= g g S
£ 5 2 2E2 Z : :
5 B & £ X & = o)
(Tom, Con, —) 10/99 Tom 0 0
(Tom, Con, +) 10/99 Tom 0 1
(Tom, BTh, —) 2/99 Tom 1 0
(Tom, BTh, +) 6/99 Tom 1 1
(Tom, PTh, —) 1/99 Tom 2 0
(Tom, PTh, +) 4/99 Tom 2 1
(Jim, Con, —) 5/99 Jim 0 0
(Jim, Con, +) 15/99 Jim 0 1
(Jim, BTh, —) 3/99 Jim 1 0
(Jim, BTh, +) 5/99 Jim 1 1
(Jim, PTh, —) 2/99 Jim 2 0
(Jim, PTh, +) 3/99 Jim 2 1
(Kate, Con, —) 12/99 Kate 0 0
(Kate, Con, +) 8/99 Kate 0 1
(Kate, BTh, —) 5/99 Kate 1 0
(Kate, BTh, +) 3/99 Kate 1 1
(Kate, PTh, —) 4/99 Kate 2 0
(Kate, PTh, +) 1/99 Kate 2 1
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Table 5.1 also displays the values of the three random variables U: (Q, &/, P) —
[Qy, PQY)], X: (Q, &, P) = [Q, P(Q))], and Y: (Q, &, P) - [Q),, P(Q})], where Q} :=
{0, 1,2} and Q) := {0, 1}. For the singletons {x}, x € Q}, the values Px({x}) = PIX~1({xD]
of the distribution of X are

Px({0}) =60/99, Px({1})=24/99, Px({2})=15/99,
for the sets that consist of two elements of Qg(, they are
Px({0,1}) = 84/99, Py({0,2}) =75/99, Px({1,2})=39/99,

and for Q} and @, they are Pyx(Q) = 1 and Px(9) = 0.
For the singletons {u}, u € Q, the values Py;({u}) = P[U~ ({u})] of the distribution of
U are

Py({Tom}) = Py({Jim}) = Py({Kate}) = 1/3,
for the sets that consist of two elements of €, they are
Py({Tom, Jim}) = Py({Tom, Kate}) = Py ({Jim, Kate}) = 2/3,

and for Q;, and @, they are P;(Q;) = 1 and Py;(90) = 0. <

Time order between random variables

In Example 5.12 and also in the examples with Joe and Ann, there is a time order between the
random variables involved. Obviously, the person variable U represents events that are prior to
the events represented by the treatment variable X and to the events represented by the outcome
variable Y. In Definition 5.13, we extend the definitions introduced in section 4.2.2 to random
variables.

Definition 5.13 [X is prior, simultaneous, posterior to Y]
Let X: (Q, o, P)— (Q, dy), YV: (Q o, P)— (Q),,d}) be random variables and
(F,t €T) a filtration in A. Then,

(i) XiscalledpriortoY (andY posterior toX)in(F,teT), ifthereisans e T
such that 6(X) c %, 0(Y) ¢ F,andateT,t>s, suchthato(Y) € F,.

(ii) Assume that T is finite. Then X is called simultaneousto Y in (¥, t €T), if there
isateT such that 6(X),0(Y) c F andno s € T, s < t, such that 6(X) c % or
oY) c F,.

Note that the concept of simultaneity of random variables can also be extended to cases in
which T is not finite. For simplicity, we confine ourselves to the finite case.
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Remark 5.14 [Filtration generated by a family of random variables] Definition 5.13 does
not presume that all pairs of random variables can be ordered and compared to each other with
respect to a filtration (%, t € T). However, given a family (X;, i € I) of random variables where
I c R, we can define a filtration (¥;,i € I) by &, := o(X;,j < i) for all i € I. This filtration is
called the filtration generated by (X;, i € I) (see Klenke, 2013). In this filtration, X; is prior to
X; if and only if i < j, where i, j € I. <

Example 5.15 [Flipping a coin twice] If we consider the random experiment of flipping the
same coin twice, the probability space (€2, &/, P) is identical to the one specified in section 2.2.2
and Example 2.83, where we considered the random experiment of flipping two coins. Hence,
the set of possible outcomes is

Q= {(h, h),(h, 1), h), 10D}

The possible outcome (t, i) represents obtaining tails in the first flip and heads in the second
flip. Now, for i = 1, 2, define the random variables X;: Q — {0, 1} by

1, ifa;=h
X;l(ay, ay)] == . Y (a, ay) € Q. 6.7
O, if a; = t,

Hence, the value 1 of X; indicates that the outcome of the ith flip is heads. If we define the
filtration (#;, %,) by &, := o(X;) and &, := o(X|, X,), then X, is prior to X, in the filtration
(%, %3). Hence, this filtration serves to introduce time order between the first and the second
flips of the coin. It can be shown, for example, that X is also prior to X; - X, in (%], %,) (see
Exercise 5.4). <

Example 5.16 [Joe and Ann with randomized assignment — continued] In Example 5.37,
the random variable U is prior to X in the filtration (%, t € {1, 2, 3}) specified in Example 4.19,
because o(U) c #|, 6(X) ¢ F, and 6(X) c &,. Analogously, it can be shown that, in this
example, X is prior to Y. <

5.2 Equivalence of two random variables with respect to a
probability measure

5.2.1 Identical and P-equivalent random variables
Let X, Y: (Q, o, P) = (@ ") be two random variables. Then X and Y are called identical if

VoeQ: X =Yw). 5.8)
Remark 5.17 [ P-equivalent random variables] LetX, Y: (Q, o/, P) — (', &/") be two ran-

dom variables. Then X and Y are almost surely identical with respect to P or P-equivalent,
denoted by X = Y, if

JAed: VoeQ\A: X(0) =Y(®) and P(A)=0) 5.9
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(see Def. 2.68). Another notation for X = Y is X(o) = Y(w), which is a shortcut for

X(w) =Y(w), forP-aa o e Q, (5.10)
meaning that the values of X and Y are identical for P-almost all ® € Q (see Rem. 2.70). <

Remark 5.18 [Singleton with a positive probability] If X = Y or, equivalently, if
X(w) o= Y(w), and {*} € o, with P({w*}) > 0, then X(0*) = Y(®*) [see Rem. 2.71]. <
-a.a.

Example 5.19 [Indicator of a null set] Let (Q, &, P) be a probability space and A € &. If
P(A) = 0, then,

1 ?0 and 7A(-=1—1A$1 (5.11)
(see Example 5.8). <

Remark 5.20 [Q-equivalence] Note that the definition of equivalence of two random vari-
ables X and Y with respect to a probability measure only presumes that X and Y are measurable
with respect to a -algebra on Q and that the measure considered is a probability measure on
this o-algebra. Hence, we can consider the equivalence of X and Y with respect to different
probability measures, say P and Q, and study their relationship. <

In Lemma 5.21, we consider the relationship between P-equivalence and Q-equivalence,
presuming Q § P (absolute continuity), that is, presuming

VCe® P(C)=0 = 0(C)=0

(see Def. 3.70).

Lemma 5.21 [P-equivalence and Q-equivalence]
Let X, Y: (Q, o, P) — (Q, ") be random variables. If Q is a probability measure on
(Q, o) such that Q § P, then X = Y implies X z Y.

(Proof p. 196)

According to Lemma 4.32 (i), PP §!§P, provided that B € & is an event for which
P(B) > 0. Hence, Lemma 5.21 immediately implies Corollary 5.22.

Corollary 5.22 [P-equivalence implies PZ-equivalence]
Let X, Y: (Q, o, P) = (, ") be two random variables, and let B € o with P(B) > 0.
Then, X = Y implies X = Y.

P
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Figure 5.1 Two random variables that are PB -equivalent if P({w3}) = 0.

Example 5.23 [PZ-equivalence does not imply P-equivalence] Consider the set Q =
{0, ®,, w3, 0, } with the c-algebra of = P(Q), and the set Q' = {a, b, ¢, d} with the o-
algebra o/’ = P(Q'). Furthermore, let P: & — [0, 1] satisfy P({o,}) = .25, P({w,}) = .25,
P({w3}) =0, and P({w4}) = .50. Finally, define X, Y: (Q, &, P) — (Q, /') by

a, ifo=o0 a, ifo=o0

b, ifo=own, b, ifo=own,
X(w) = : Y(o) = .

¢, ifo=uw; d, ifo=o0;

d, ifo=o0, c, fo=w0,

(see Fig. 5.1). If B = {0, wy, w3}, then X = Y, but neither X =Y nor X? Y (see Exer-
P

cise 5.5). Therefore, equivalence with respect to P2 does not imply equivalence with respect
to P. <

Theorem 2.85 on the equivalence of image measures immediately implies Corollary 5.24
on the identity of the distributions of two P-equivalent random variables:

Corollary 5.24 [ P-equivalence implies identical distributions]
LetX,Y: (Q, o, P) — (Q, ") be random variables with distributions Py and Py, respec-
tively. If X = Y, then Py = Py.

In other words, if X and Y are P-equivalent, then they are identically distributed. Note,
however, that identical distributions of X and Y do not imply that X and Y are P-equivalent.

In chapter 6, we shall see that Corollary 5.24 also implies that the expectations, variances,
and other moments of X and Y are identical if X, Y: (Q, &/, P) — (@,@) are P-equivalent numer-
ical random variables, provided that the expectations, variances, and other moments of X and
Y exist.

Corollary 5.25 is an immediate implication of Theorem 2.86.
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Corollary 5.25 [P-equivalence of compositions]
Let X: (Q, o, P) — (Q ,eszi)’() be a random variable with distribution Py, and let

8. 8% (@, o)) > (R, B) be measurable functions. Then,
(i) §X)=g"(X) & gP=Xg*~
(i) 8X)<g*X) & glfxg*i
(iii) g(X) % gX) &g ; g

X

(Proof p. 196)

Remark 5.26 [Alternative notation] Note that:

g= g o g)=g"x), forPy-aa xeQ, (5.12)

8% g o gx)<g'(x), forPy-aa xeQl, (5.13)
X

g}; ¢ & gl) <g'(x), forPy-aa xeQf. (5.14)
X <

5.2.2 P-equivalence, P2-equivalence, and absolute continuity

Now we consider the relationship between equivalence of two random variables
X, Y:(Q, d, P) > (Q, /") withrespect to P and PB_and absolute continuity of Py with respect
to Pf, the distribution of X with respect to the conditional-probability measure PZ. Remember,
for B € o/ and P(B) > 0, we defined the B-conditional probability measure P? (see Def. 4.29).
Referring to such a measure, X ; Y means

dAeced: VoeQ\A: X(0) =Y(®) and PB(A)=O) (5.15)

[see (5.9)]. If B denotes the event {X=x} = {® € Q: X(®) = x}, then we define PX=* := P8
and call it the (X =x)-conditional probability measure on (€2, & ).

Lemma 5.27 [An implication of absolute continuity]

Let X, Y: (Q, o, P) — (Q, A') be random variables that are measurable with respect to
the 6-algebra € c <, and assume {X # Y} € 6. Furthermore, let B € o with P(B) > 0.
IfXP=B YandPé;PB, then X =Y.

(Proof p. 196)

Example 5.28 [No treatment for Joe] Consider Table 5.2. In this example, we define the set
Q = {Joe, Jim, Ann} and

Ay = PQy) = {{Joe}, {Jim}, {Ann}, {Joe, Jim}, {Joe, Ann}, {Jim, Ann}, Q,, D}.
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Table 5.2 No treatment for Joe.

Outcomes ® Observables
. > . B
S| SE~ 2 E
o o = g 3
o) ira) =} g &
< < > <
- : .: — > : Q
- = f F 2 B B
a = = = — ~
3 : 4 g 2 : s g I 0
S £ & X & £ & S A A
(Joe, no, —) 152 Joe Joe 0 0 .245 0
(Joe, no, +) 348 Joe Joe 0 1 .561 0
(Joe, yes, —) 0 Joe Jim 1 0 0 0
(Joe, yes, +) 0 Joe Jim 1 1 0 0
(Ann, no, —) .096 Ann Ann 0 0 155 0
(Ann, no, +) .024 Ann Ann 0 1 .039 0
(Ann, yes, —) 228 Ann Ann 1 0 0 .60
(Ann, yes, +) 152 Ann Ann 1 1 0 40

Using these sets, not only U: (R, #, P) = (y, &) is a random variable, but also
U*: (Q, d, P) — (&, ;) defined in Table 5.2. Now the distribution of U is specified by
Py({Joe}) = .5, Py({Jim}) = 0, and Py ({Ann}) = .5. The probabilities of the other five ele-
ments of &/, are obtained using Rule (x) of Box 4.1. Furthermore, P = Py,.

Considering the measure PX=9, we find UP =U * because

PX=0U # U*})) = PX=({(Joe, yes, +), (Joe, yes, —)}) = 0.

Furthermore, there are only two sets A € 6(U) with PX=0(A) = 0. These are the sets

U~'({Jim}) = {(Joe, yes, +), (Joe, yes, =)} and @, and for these sets we find P(U~ ! ({Jim})) =

P(@) = 0. Hence, P <[<] PX=9_and according to Lemma 5.27 this implies U = U*. In fact, we
O

)
find
P({U # U*}) = P({(Joe, yes, +), (Joe, yes, —)}) = 0.

Lemma 5.29 [Absolute continuity]
Let X: (Q, o, P) — (), o }'() be a random variable and B € &f with P(B) > 0. Then,

P < P? & P, < PE. (5.16)
o) Xal X

(Proof p. 196)
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Example 5.30 [No treatment for Joe — continued] In Example 5.28, we already found

P < PX=0
s(U)

There are only two sets A’e of, with Pi‘,zo(A’ ) = 0, the sets {Jim} and @, and for these sets
we find Py ({Jim}) = P;;(@) = 0. Hence, in this example,

P, < PX=0
Uﬂu U

holds as well. <

Lemmas 5.29 and 4.32 immediately imply Corollary 5.31.

Corollary 5.31 [Null-set equivalence]

LetX: (Q, o, P) — (Q}, 9y be a random variable and B € of with P(B) > 0. Then P and
PB are null-set equivalent on (Q, 5(X)) if and only if Py and P}l? are null-set equivalent
on (Q, 9 y).

According to Lemma 4.32, absolute continuity of P}‘? with respect to Py always holds. In
other words, Pf; < Py, which is equivalent to

VA'e dl: Py(A) =0 = PB4 =0, (5.17)

always holds. In contrast, Py < P)l? is not necessarily true.

X

Example 5.32 [No treatment for Joe — continued] Table 5.2 displays an example illustrating
absolute continuity of Py; with respect to Pg for a discrete random variable U. Consider the
event B= {X=1} = {® € Q: X(w) = 1}. Using this notation, Py; is not absolutely continuous
with respect to Pi(/: 1 (ie., Py §<U Pf/:] does not hold). In contrast, Py, £<{<U P{,zo does hold.

In this example, the eight elements of Q are listed in the first column of the table. Fur-
thermore, we choose & = 9(Q), and the probability measure on (2, &) is specified by the
probabilities of the singletons {w} specified in the second column of the table [see Box 4.1
(x)]. The random variables U: (2, &, P) = (Q, &), with Q;, = {Joe, Ann}, o, = P(Q),
and X, Y: (Q, o, P) - (Q, 2(Q)) with Q' = {0, 1}, are specified in columns 3, 5, and 6 of
Table 5.2. (The random variable U* has been used in Example 5.28.) Note that the distribution
of Uis:

Py({Joe}) = P({(Joe, no, =), (Joe, no, +), (Joe, yes, +), (Joe, yes, =)}) = .5,
Py({Ann}) = P({(Ann, no, —), (Ann, no, +), (Ann, yes, +), (Ann, yes, —)}) = .5,
PyQy) =1, Py@) =0.
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Now, we compute the (X = 1)-conditional probabilities of the elementary events:

P({(Joe, no, —)} n{X=1})

PX=1({w,}) = P*='({(Joe, no, -)}) = P(X=1)

=0/(2284.152)=0
and the same result is obtained for o, to wg. In contrast,

P({(Ann, yes, =)} n (X=1})

PX=!({an}) = PX=I({(Ann, yes, ) = P(X=1)

228/(.228 +.152) =

and

P({(Ann, yes, +)} n {X=1})
PX=1)

PX=1({wg}) = PX='({(Ann, yes, +)}) =

152/(.228 +.152) =

These results are displayed in the last column of Table 5.2, and the last but one column shows
the probabilities PX=({w}) of the singletons with respect to PX=0.

Now consider the set {Joe} € &,. Inspecting the last and the second columns of Table 5.2
shows that

Py='({Joe})=0 and Py({Joe}) = 5.

According to Definition 3.70 (i), this implies that P, < PE=1does not hold. In contrast, none
U

of the four elements A’ e of ; satisfies
P;=%A)=0 and Py@A)#0.

Therefore, in this example, Py, §< szo does hold. <
U

5.3 Multivariate random variable

Univariate random variables take on their values in sets such as Q'c R, Q= {male, female},
or Q' = {low, medium, high}, whereas bivariate random variables take on their values in sets

such as @' c R or
= {male, female} X {low, medium, high}.

The values of bivariate random variables are pairs such as (5, 8) or (male, low). The values of
n-variate random variables are n-tuples. If X takes on values such as male or (male, low), then
we call X qualltanve If X takes on values in R”, n € N, we call it n-variate real-valued. If X
takes on values in R ,n € N, we call it n-variate numerical.
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Remark 5.33 [Joint and marginal distributions] Definition 5.1 also applies to an n-variate
random variable X, that is, to a random variable

X=X, .., X,): (@ o, P) — (xlsz;, ® ) (5.18)
i= i=1

that consists of n random variables X;: (Q, &, P) — (Qg s di’ ). Hence,
X(o) =[X|(®),...,X,(®)], VoeQ. (5.19)

The distribution Py = Py
Xl,iz ],... ,n
Because 7;(Xy, ..., X,) = X,

1

x, of Xis also called the joint distribution of the random variables

.....

Py

i

=Prx,....x,) i=1,..,n, (5.20)

[see Eq. (2.20) defining the projection x;]. In this context, Py, is called the (one-dimensional)
marginal distribution of X;. Equation (5.20) shows that the joint distribution uniquely deter-

mines all marginal distributions, but not vice versa! More specifically, fori =1, ..., n,
Py(A) =Py, x (Q)X...xQ_ XAl xQI | x..xQ), VAed. (521

Analogously, we may also describe the marginal distribution of (X;,...,X; ), where

{iy, ..., iy} c{l,....n}. <

Remark 5.34 [Joint distribution vs. other quantities] The joint distribution of a multivari-
ate random variable contains the essential information about the random variables X, ..., X,,.
All other quantities such as expectations E(X;), variances Var(X;), covariances Cov(X;, ])
or conditional expectations such as E(X; | X5, ..., X,,), which are introduced in succeeding
chapters, are determined by the joint distribution, and usually they contain less information.
Nevertheless, these other quantities often reveal certain properties of a multivariate random

variable more clearly than the joint distribution. <

Example 5.35 [Flipping two coins — continued] In the example of section 2.2.2 and in
Example 2.83, we considered the random experiment of flipping two coins and defined the
random variable X representing with its values the number of flipping heads. Additional to X,
we may also define the random variables X, X;: (Q, &, P) = ({0, 1}, ({0, 1})) by

(5.22)

1, if h h,h
Xl(u))z{ i o € {(h, 1), (h, h)}
0, ifwe {(t,h), (1)}

and

1, if ,h), (h, h
Xz(w)={ 1 o €. & b7 .23)
0, ifwe{hio,@1}.
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They indicate with their value 1 if heads are flipped at the first and second flip, respectively.
Obviously, X = X, + X,. Furthermore,

(X1, Xp): (Q, o, P) — ({0, 1} x {0, 1}, ({0, 1}) ® 2({0, 1}))

is a two-dimensional random variable with values (0, 0), (0, 1), (1, 0), and (1, 1). The joint
distribution Py, , is uniquely defined by

. 1 .
Py x,({G. D} = 7 Vii= 0,1.

The marginal distribution of X is

1

Py, (i) = Py, x,({GOD + Py, (G D) = 2+ 5= 2. i=0.L,

ENIP
I

Py ({0,1}) =1, and Py, (9) = 0. Obviously, Py, is completely determined by the joint distri-
bution Py, y,, and the same applies to the marginal distribution Py, . <

Example 5.36 [Tom, Jim, and Kate — continued] The second column of Table 5.1 also dis-

plays the probabilities Py, y({(4, x,y)}) = P({w}) of the three-dimensional random variable
(U, X, Y) that maps the elements w € Q onto the set

Q' = {Tom, Jim, Kate} x {0, 1,2} x {0, 1}
on which we consider the c-algebra
' = PQ) = P({Tom, Jim, Kate})  P({0, 1,2}) @ P({0, 1}).
The probabilities Py y y({(w, x, )}, (u, x,y) € ', uniquely determine the joint distribution
Py x.y as well as the one-dimensional marginal distributions Py, Py, and Py, and the two-

dimensional marginal distributions Py, y, Py, and Py y. <

For another example of a joint distribution, which refers to Example 2.34, see Exercise 5.6.

5.4 Independence of random variables
The concepts of independence of events and of set systems (i.e., of sets of events), which have

been introduced in Definition 4.40, can be used to define stochastic independence of random
variables. Remember that

oX) :=X"No"):={X'A):Aed)

is a c-algebra on Q, called the c-algebra generated by X (see Def. 2.26). Hence, we can
define the random variables X;: (Q, &, P) — (Q), ) and X,: (Q, &, P) - (@), &/;) to be
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P-independent if X7'(|) and X5'(4}) are P-independent. In other words, X, and X, are
defined to be P-independent, if and only if

P(AnB)=P(A)-P(B), V(A B eX['(d])xX5'(45). (5.24)
Using the notation introduced in Remark 5.4 and
PX,eA,X,eB):=P({X,eA}n{X, eB'}), (5.25)
this equation is equivalent to
PX €A X, eB)=PX, €A -PX,eB), VA, ,B)ed|xd) (526)
Independence of the random variables X; and X, with respect to P is denoted by X, JI.)L X,.

Example 5.37 [Joe and Ann with randomized assignment — continued] In Table 2.2, we
presented the random experiment of drawing a person from a set of persons, Q; = {Joe, Ann},
performing a randomized assignment of the drawn person to one of two treatment conditions
represented by the elements of the set Q, = {yes, no}, and observing success or failure, rep-
resented by the elements of the set Q, = {—, +}. Hence, the set of possible outcomes of this
random experiment is

Q=Q,;XQyxQy,

which consists of the eight triples listed in the first column of Table 2.2. In that table, we
considered the random variables

U: (Q,PQ) - (Qy, P(Qy)) and X, Y: (Q PQ) - (&, o),

where Q' = {0, 1} and &/’ = {{0}, {1}, Q’, @}. In order to check if Equation (5.26) actually
holds, we choose the two sets {Joe} € P(Q;) and {0} € &' and compare the probability

P(X=0, U=Joe) = P({(Joe, no, —), (Joe,no, +)}) =.3
(see the first two rows of Table 2.2) to the product of the two probabilities
P(X=0) = P({(Joe, no, —), (Joe, no, +), (Ann, no, —), (Ann, no, +)}) = .6
and
P(U=Joe) = P({(Joe, no, —), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)}) = .5.
Obviously, Equation (5.26) holds for the pair ({0}, {Joe}) € &/'x P(Q,)). Repeating the cor-

responding comparisons for all elements (pairs) of &/’x P(Q,;) shows that Equation (5.26)
actually holds in this example (see also Exercise 5.7). <
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Remark 5.38 [A methodological note on randomized assignment] In random experiments
such as the one presented in Example 5.37, with a randomized assignment of the drawn per-
son to one of several treatment conditions, we create independence of X and the person vari-
able U. According to Equation (5.26), this implies that we create independence of X and all
U-measurable mappings f(U), because o[ f(U)] c o(U) (see Cor. 2.53). More generally, ran-
domized assignment of an observational unit (e.g., a person) creates independence of X and
all pretreatment variables. <

Using Definition 4.40, Definition 5.39 extends the concept of independence of two random
variables to a family of random variables. This includes a finite sequence of random variables
X;,iel={1,...,n}, an infinite sequence of random variables X;, ie I = {1,2, ..}, and a
family (X;, i € I) of random variables in which the index set I may be any set, including, for
example, I c R.

Definition 5.39 [Family of independent random variables]
A family (X;,i € I) of random variables X;: (Q, </, P) — (Q;, .Qil.’) is called P-inde-
pendent, denoted by J13L X;,iel), if(Xi'l(di'), i € 1) is a family of P-independent c-

algebras.

Remark 5.40 [Independence of three random variables] Hence, three random variables
X;, X,, and X5 are independent with respect to P, denoted by J;': X, X,, X5, if and only if

PX,eA. X, eB . X;eC)=PX, eA')-P(X,eB)-PX; e C),

(5.27)
VA, B.Ced|xd)xd]

(see Rem. 4.38). Note that pairwise independence of X;, X,, and X5 follows from choosing
A'=Qf,B" = Q) or C' = Ql, respectively. <

Remark 5.41 [Independence of n random variables] Correspondingly, the random vari-
ables Xy, ..., X,, are independent, denoted by JﬁL Xy, ..., X,, if and only if

P(X; e A}, ....X,€A)=PX, € A})-...- P(X, €A)),

VAL .. A ed]x..xd!. (5'22
Remark 5.42 [Random sample] Oftentimes, we assume that X, ..., X, is a sequence of
independent and identically distributed (abbreviated i.i.d.) random variables (see, e.g., chs. 6
and 8). In statistics, a sequence X, ... , X, of i.i.d. random variables is called a random sample.
An important example of i.i.d. random variables is treated in the section on Bernoulli trials (see
section 8.1.2). <

Remark 5.43 [Independence with respect to a probability measure] If there is no ambi-
guity, we also use the term independence of events, sets of events, random variables, and
sets of random variables. Note that, if Q is another probability measure on (L, &), then
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events, sets of events, and random variables can be P-independent, although they are not
Q-independent. <

Remark 5.44 [A random variable and a set system] Independence of a set system and
a random variable is defined in the same way. A set system & c & and a random variable
X: (Q, o, P) — (Q, o) are called independent, denoted by & J]'JL X, if & and o(X) are inde-

pendent. Of course, & can also be a sub-c-algebra of /. <

Remark 5.45 [A random variable and a family of random variables] Independence of a
random variable X and a family (Y}, i € I) of random variables, denoted by X Jil" (Y, iel),is

defined by X J}.)L o(Y;,i € I) [see Eq. (2.18)]. Note that X J}.)L (Y;,i € I) implies X Ji)L o(Y)), for
alliel. <

Remark 5.46 [Equivalent propositions] Let (Q, &/, P) be a probability space, B € &, and
% c . Then the following propositions are equivalent to each other:

1 B B B
p L% o({BhLle (BIL% BLE

(see Rem. 4.41 and Exercise 5.8). <

In Corollary 5.24, we noted that P-equivalent random variables have identical distributions.
According to Lemma 5.47, this also has implications for independence of random variables.

Lemma 5.47 [P-equivalence and independence]
LetX;: (Q, o, P) = (Q, '), i=1,2,and Y: (Q, o, P) — (Q),, d) be random variables.
Then,

(X1 =X, AXy L Y) > X LY. (5.29)

(Proof p. 197)

Now we consider the probability measure P and the B-conditional-probability measure P2
on (Q, &) (see Def. 4.29). In Lemma 4.32, we have shown that P? is absolutely continuous
(see Def. 3.70) with respect to P on (L2, & ). In Lemma 5.48, we show that P is absolutely
continuous with respect to PBon(Q,%),% c o, provided that B and € are independent.

Lemma 5.48 [Independence and absolute continuity]
Let (Q, &, P) be a probability space, let € c o be a 6-algebra, and B € &/ with P(B) > (.
Then Ty JI.JL € implies P és PB.

(Proof p. 197)
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In Lemma 5.49, Py ®...® Py denotes the product measure of the marginal distributions
(see Def. 1.67 and Rem. 5.33).

Lemma 5.49 [Independence and product measure]
Let X = (X, ..., X,,) be an n-variate random variable as specified in (5.18). Then,

n

,,,,,

J[-’L Xl”"’X = PX1 Xn=PX1®...®PXn. (530)

(Proof p. 197)

Example 5.50 [Tom, Jim, and Kate — continued] In example 5.12, we considered the ran-
dom variables X and U, which have been constructed such that they are independent. Al1 8 - 8 =
64 pairs (A, B) of elements A € X~ !(«/}) and B € U™ (o)) satisfy P(A n B) = P(A) - P(B).
Let us consider, for example, A| = X~1({0}) and B, = U~'({Tom)}, B, = U~'({Jim)}, and
B; = U~'({Kate)}. Then,

20

P(AlnBj)=®, j=12,3
and
60 1 20 .
P(Al)‘P(Bj)=® : §=®, j=1,2,3.

Similarly, considering the events A, = X~ 1({1}) and B;,

P(Aanj)=%, j=123
and
24 1 8 .
P(Az)'P(Bj)=® : §=®, Jj=123.

Finally, considering the events A; = X~1({2}) and Bj yields

1E>(A3nBj)=i ji=1,2,3

99’
and
15 1 5
PA)-PB)=— - ==—, j=1,2,3.
(A3 PB) =0 - 3 =g

Because @ and all sets A € & are independent, this implies that independence holds for all
pairs (4, B) € {A|,A,, A3, @} X {By, B, B, @}. Furthermore, because

(@) & ={A;,A,,A;,0)} and &, = {B,, By, B3, d} are n-stable set systems with &,
&, c o, and

(b) o(&)) =X"Nd}) and 6(&,) = U™ (),
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we can conclude that P(AnB) = P(A) - P(B) holds for all elements A eX‘l(d)’() and

Be U‘l(.QfU) (see Th. 4.44). Therefore, according to Equation (5.24), X and U are
independent. <

Lemma 5.51 [Independence of a constant and a set of events]
Let X: (Q, o, P) — (@, ) be a random variable and € c . If X =« and {a} € A,

then X and € are independent.
(Proof p. 198)

Now we consider mappings of independent random variables. If two random variables
X;:(Q, 9, P)— (Q,d),i=1,2,areindependentand f;: (Q, /) - (Q, o), i=1,2,are
measurable mappings, then the two random variables f;(X;) and f,(X,) are independent as
well. More generally, if f;: (Ql’., di’ ) —> (Qg’, szfl.’ N,i=1,...,n,is a sequence of measurable
mappings, then,

J}')L fl(Xl)» 9fn(Xn)’

that is, then f;(X,), ..., f,(X,,) is a sequence of independent random variables on (€2, &, P),
provided that X, ..., X, are independent. In Theorem 5.5.2, we generalize this proposition.

Theorem 5.52 [Mappings of families of independent random variables]
Let X;: (Q, d, P) > (Ql’., di’), i=1,...,n, be random variables and, for m e N, let
L={1..,4},L={i+1,...,0},....L, ={i,_+1, ... ,n}. Furthermore, let

B (X0 @) @ =1 m

ie]j iEIj
be measurable mappings. If X, ... , X, are independent, then

AL X DB s X))o X1 X))

are independent.

For a generalization and a proof, see Bauer (1996, Theorem 9.6).

Example 5.53 [Sums of independent random variables] Let X, ..., X,,, n € N, be inde-
pendent real-valued random variables. Then the n random variables

X] +X2, X3 +X47 ’X2n—] +X2)’l

are independent as well (see Th. 2.57). <
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Example 5.54 [Tom, Jim, and Kate — continued] In Example 5.50, we showed that the
random variables X and U are independent. Now we consider the mappings f: {0, 1,2} —
{0, 1} and g: Q; — {male, female} defined by

. 0, ifx=0
x) =
1, ifx=1orx=2

and

male, if u =Tom or u = Jim
gu) = .
female, if u = Kate,

respectively. According to Theorem 5.52, the mappings f(X) (control vs. any of the two treat-
ments) and g(U) (sex) are independent as well (see Exercise 5.9). <

Remark 5.55 [Conditional independence of random variables given an event] In chap-
ter 4, we also considered conditional independence of events and families of events given an

event B. If, for random variables X1, ..., X,, (or, more generally, families of random variables),
we consider the set systems 6(X), ... , 6(X,,), then we can use Definition 4.49 in order to define
conditional independence of X, ..., X,, given an event B, presuming P(B) > 0. According to

Definitions 4.49 and 5.39, conditional independence given B is equivalent to independence
with respect to the probability measure P5. In chapter 16, we generalize this concept and
study it in more detail. <

5.5 Probability function of a discrete random variable

The distribution of a discrete random variable can be described by its probability function
that is now introduced. Remember, if X: (Q, o/, P) — (Q}, &/}) is a random variable, then the
distribution Py of X is a probability measure on (Qj, /).

Definition 5.56 [Discrete random variable and its probability function]

Let X: (Q, of, P) — (Y}, 9,) be a random variable and assume that Q, c Q is finite or
countable with Py(Q)) = 1 and {x} € dly, for all x € Q). Then X and its distribution P
are called discrete, and the function py: Qg( — [0, 1] defined by

Px({x}), ifxeQl,
Px®) = { 0. ifxeQ\Q, (5:31)

is called the probability function of X.

Remark 5.57 [Notation] Note that P(X=x) = px(x), using the notation introduced in
Remark 5.4. <
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Remark 5.58 [Probability function vs. distribution] The distribution Py is defined for
every random variable, whereas the probability function py only applies to discrete random
variables. While Py assigns probabilities to subsets of the codomain Q) of X, the probability
function py assigns a probability to each element x in Q. Note that py is a real-valued random
variable on the probability space (Q}, oy, Py). <

Remark 5.59 [The probability function uniquely determines the distribution] Note that
c-additivity of the probability measure Py implies that Py is uniquely determined by the prob-
ability function py [see Rule (x) in Box 4.1]. Vice versa, according to Definition 5.56, Py
defines py. Hence, if X, Y: (Q, o, P) — (Q), &) are discrete random variables, then,

px =py © Px=Py. (5.32)
<

Remark 5.60 [Probability function of a discrete distribution] Note that (5.32) allows us
to use the term probability function of a discrete distribution instead of probability function of
a discrete random variable. <

Lemma 5.61 [Characterizations of a discrete random variable]
Let X: (Q, o, P) — (Q, o) be a random variable.

(i) Then X is discrete if and only if there is a finite or countable 96 c Q} such that
{x} € Ay forall x € Q), Px(Q() =1, and

1X:x()71— Y Ty YxpeQ. (5.33)
xeQ\ {xg}

(ii) Now assume that X: (Q, &, P) — (R, %) is real-valued. Then X is discrete if and
only if there is a finite or countable Q' c R such that

X=Y x-1y_,. (5.34)

P
xeQ

(Proof p. 198)

Remark 5.62 [A caveat] Note that Equation (5.33) is equivalent to PX(QS) = 1. In propo-
sition (ii), we can choose Q' such that 0 ¢ Q' even if P(X=0) > 0. In this case, the set Q
referred to in (i) can be chosen such that Qf := Q'u {0}. <

Corollary 5.63 [Discrete real-valued random variable]
Assume that X: (Q, of, P) = (R, RB) is a real-valued random variable. Then X is discrete
if and only if the following two conditions hold:

(a) Q’> = {x € R: P (X=x) > 0} is finite or countable.

(b) X= > oxe Ty,

/
xeQl

(Proof p. 199)
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Condition (b) may equivalently be written as:

X= ¥ a1y, (5.35)

xeR
PX=x)>0

Example 5.64 [Flipping two coins — continued] Consider again Example 5.35, and let
X: (Q, o, P) — (Q, o) denote the number of flipping heads. If we assume that P({o}) = i
for all € Q, then,

px(0) = Py({0}) = % px() = Py({1}) = % px(2) = Py({2)) = }

are the values of the probability function py of X. They are the probabilities of the events that X
takes on the values 0, 1, and 2, respectively. For simplicity, we also denote these probabilities by
P(X=0), P(X=1), and P(X=2). In this example, we may choose different measurable spaces
QY. Ay). If we choose (Q, y) = ({0, 1,2}, P({0, 1, 2})), then Q) = Qf (see Def. 5.56).
If we choose (Q}, o/y) = (R, B), then Q) = {0, 1,2} and /| o =Bl = P(Q)) (see
Remark 1.29). According to Equation (5.34),

X20'1X:0+1'1X:1+2'1X:2.

This example is a special case of a random variable with a binomial distribution. The
general case is treated in Definition 8.7. Other examples of a discrete random variable and
their probability function are random variables that have a Poisson distribution or a geometric
distribution. In both cases, the random variable considered takes on an infinite and countable
number of values, each of which has a probability greater than 0. These examples are treated
in chapter 8 (see Defs. 8.14 and 8.20). <

Example 5.65 [Flipping two coins — continued] In Example 5.35, we introduced the random
variables X; and X,, which indicate if we flip heads in the first and second trial, respectively.
The probability function of the bivariate random variable X = (X, X,) is

1
P (X)) = 30 V(g x) € (0,1)%

Lemma 5.66 [Probability function of a marginal distribution]

Consider a multivariate random variable X = (X, ... ,X,,) as specified in (5.18), and

assume that there is a finite or countable set Q) c X7_, Q! with P(Q() = 1 and {x} €
", 9! forall x € Q. Furthermore, for all x; € Q| define

- 5 /
Qo,x,» = {(xl, e X X s e X)) (X, ., X)) € QO} .
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Then, for all x; € Q],

Px.(x) = D Px(xp, en s X,), (5.36)
@15 000 0310 Fasito oo ,xn)eﬁ(’)_X'
where py. denotes the probability function of X;, i =1, ... ,n, which is also called the

marginallprobabilityfunction of X;.
(Proof p. 200)
Now we turn to a condition that is equivalent to independence of discrete random variables.

Remark 5.67 [Support sets of discrete random variables] Under the assumptions of
Lemma 5.66, we define the support sets of the distributions PX,» that is, the sets

QE)J. ={x; € Ql/ le-(xi) >0}, i=1,...,n. (5.37)
Obviously, 961' is finite or countable for all i =1, ..., n. Hence, Q’Y 2= X0 Qéi is finite
or countable as well. Furthermore, P(X € Q! ) = 1, because, for (x,...,x,) € Q)\ Q' .
there is at least one i such that X; ¢ Q) ; and therefore px, = P(X;=x;) = 0, which implies
PXy=x,....X;=x;, ..., X,=x,) =0. <

Lemma 5.68 [A condition equivalent to independence]

Let X be a multivariate random variable as specified in (5.18), and assume that there is
a finite or countable set Q) c X!!_, Q! with Py(Q() = 1 and {x} € Ay, for all x € Q.
Furthermore, let Px>Px,» -+ Px, denote the probability functions of X, Xy, ..., X,
respectively, and let 96,1, e, 9611 be the sets defined in (5.37). Then, X, ..., X, are
independent if and only if

n
PxGp, o, X)) =px, (x1) - o px (%), V(xp, ... ,X,) € .X] Qg’i. (5.38)
=

(Proof p. 200)

Note that, in Lemmas 5.66 and 5.68, the set Q(’) is not necessarily a Cartesian product. We
only require that it is a subset of a Cartesian product.

In section 5.6, we shall see that a probability function is a special probability density (see
Th. 5.77).

5.6 Probability density with respect to a measure

Some probability measures can also be described by a density with respect to the Lebesgue
measure on (R, 98) or the counting measure on (Q, (L)), where Q is a finite or countable
set (see Th. 3.65). Such a density is useful for explicit numerical calculations and comparing
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distributions to each other. We start by translating some concepts and results of chapter 3 to
probability measures.

5.6.1 General concepts and properties

According to Theorem 3.65 and Definition 3.66, a nonnegative measurable function
f(Q, o, u) — (R,%) is called a density of v with respect to u, if

v(A)=/fdu, VAed. (5.39)
A

The function v: & — R defined by (5.39) is a measure, which is also denoted by f © u. Hence,
fould) = fAfd,u, V A € g. Theorem 3.65 implies Corollary 5.69.

Corollary 5.69 [Probability measure with density]
Let (Q, o, u) be a measure space. If f: (Q, o, u) - (R,9RB) is a nonnegative u-integrable
Sfunction with /f du =1, then P = f © u is a probability measure on (Q, ).

Corollary 5.69 justifies Definition 5.70.

Definition 5.70 [Probability density]
Let (Q, , P) be a probability space and y a measure on (Q, ). If P = f Oy, then f is
called aprobability density of P with respect to .

Remark 5.71 [Probability density of a random variable] Consider the random variable
X: (Q, o, P) — (Q, o), and let u be a measure on (Q}, ). If Py = fy Oy, then fy is also
referred to as a probability density of X with respect to u. <

Applying Equation (5.39) yields the following corollary.

Corollary 5.72 [Characterizing the probability measure by a density]

Let f: (Q, o, u) > (R, B) be u-integrable and nonnegative, and P a probability mea-
sure on (Q, ). Then, f is a (probability) density of P with respect to u if and only if it
satisfies

P(A):/fdy, VAed. (5.40)
A



RANDOM VARIABLE, DISTRIBUTION, DENSITY, AND DISTRIBUTION FUNCTION 187

Theorem 3.68 (a) and (c) imply Corollary 5.73:

Corollary 5.73 [Probability densities are u-equivalent]
Let p and P be measures on the measurable space (€2, &), where P is a probability mea-
sure. If f, f*: (Q, o, u) - (R,9B) are probability densities of P with respect to u, then

fr

Now we translate the Radon-Nikodym theorem (see Th. 3.72), which yields Corollary 5.74.

Corollary 5.74 [An implication of the Radon-Nikodym theorem]
Let (Q, o, u) be a measure space. If u is o-finite, P is a probability measure on (Q, &),
and P j{f u, then there is a probability density f of P with respect to u (also called a

Radon-Nikodym derivative), that is,

_dP

= (5.41)

Example 5.75 [Conditional-probability measure] In Lemma 4.32 (ii), we showed that
13/P(B) is a density of P8 with respect to P, and according to Remark 5.71, it is a proba-
bility density of P5. <

5.6.2 Density of a discrete random variable

As a special case, we consider a discrete random variable (see section 5.5).

Remark 5.76 [A sum of Dirac measures] Let the assumptions of Definition 5.56 hold, that
is, let X: (Q, o/, P) — (@, A )’() be a random variable and suppose 96 C Q& is finite or count-
able with Px(Q)) = 1 and {x} € &/, for all x € Q. Furthermore, define

pi= Y 5, (5.42)

’
erO

the sum of Dirac measures at x, x € Q). According to Example 1.57, u is a measure on
Q. o4,), which is o-finite. <

Theorem 5.77 asserts that the probability function py is a density of Py with respect to .

Theorem 5.77 [The probability function is a density]
Let the assumptions of Definition 5.56 be satisfied, and let u be defined by Equation (5.42).
Then,

(i) Py < U

X
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(ii) The probability function py is a density of Py with respect to u, that is,

dpP
px = TX (5.43)
U
and, for all A’ e .Qf}’(,
Py(A") = / pxdu (5.44)
Al
= Y Ty - px(x) (5.45)
xe96
=Y px). (5.46)
xeA’

(Proof p. 201)

Hence, each probability Py(A’), A’e @/}, can be computed from the probability function
Px-

5.6.3 Density of a bivariate random variable

Now we consider bivariate random variables. However, extending the following notation and
propositions to general multivariate random variables is straightforward.

Lemma 5.78 [Absolute continuity of marginal distributions]
Let (X,Y): (Q, o, P) = (Q X Q\,, oy ® ) be a random variable, and suppose that
Q. Ay, n) and (Q,, 9, v) are c-finite measure spaces. Then,

Pyy < pu®v = Py<pu and Py<v.

@, x oy
(Proof p. 201)
Let
fxy = duev’ fx = W fy = I

denote Radon-Nikodym derivatives (see Th. 3.72). In Lemma 5.79, we use the notation * = ’

H-a.a.
introduced in Remark 2.70.
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Lemma 5.79 [Marginal densities]
Let (X,Y): (Q, 9, P)— (QxQ,, A, ® A}) be a random variable, (., sy, u),
Qo )’/, V) be measure spaces, u, v be o-finite, and assume Py y L pev. Then,

X®Y

K = / Fry (6.9 v(dy), (5.47)

and

o) = / Fry (5,9 ). (5.48)

The functions fy and fy are also called marginal densities of X and Y, respectively.
(Proof p. 202)

Remark 5.80 [Marginal and joint density] Suppose that X and Y are real-valued. Then,
for the Lebesgue measure 4 = v = 4 and a Riemann integrable density f y, Equations (5.47)
and (5.48) yield

Sx(0) = /_ : fxy x,y) dy (5.49)
and

o = /_ :fx,y (x,y) dx, (5.50)
respectively (see Th. 3.62). <

Note that, for a discrete random variable X = (X, ..., X,,), the probability function py is
a density of Py with respect to the measure y specified in Equation (5.42), and the marginal
probability functions Px;» i=1,...,n, are marginal densities. In section 5.7.4, we consider
multivariate densities with respect to the Lebesgue measure y = v = A.

5.7 Uni- or multivariate real-valued random variable

The remaining sections of this chapter show how to describe distributions of real-valued uni-
and multivariate random variables.

5.7.1 Distribution function of a univariate real-valued random
variable

If we consider a univariate real-valued random variable X, then the distribution function Fy
assigns to each x € R the probability P(X < x) of the event {X < x} = {0 € Q: X(w) < x} that
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X takes on a value smaller than or equal to x. As we shall see, the distribution function uniquely
determines the distribution Py.

Definition 5.81 [Distribution function]
Let X: (Q, &, P) = (R, %, Px) denote a real-valued random variable. Then the (cumu-
lative) distribution function Fyx: R — [0, 1] of X is defined by:

Fy(x) := Py(]-00,x]) = P(X <x), VxeR. (5.51)

Remark 5.82 [Probabilities of intervals] This definition implies that we can compute the
probability P(a < X < b) of X taking a value in the interval ]a, b] by

P(a < X < b) = Fy(b) — Fy(a), ifa<b, (5.52)
because
P(a <X < b) = Px(]-0c0,b] \ ]-00,a]) = Px(]—oo, b]) — Px(]—c0, a])
[see Rule (vi), Box 4.1]. <

Remark 5.83 [The distribution function determines the distribution] Every random vari-
able X has a distribution Py. Therefore, the distribution function Fy exists for all real-valued
random variables. The distribution function uniquely determines the distribution Py of a real-
valued random variable, because a finite measure on (2, &) is already uniquely specified by its
values on a N-stable generating system of &/ (see Th. 1.72), and the set system {]—o0, x]: x € R}
is a n-stable generating system of 93, the Borel c-algebra on R [see Eq. (1.19)]. Hence, Fy
uniquely determines Py, which implies Theorem 5.84. <

Theorem 5.84 [Uniqueness]
Let Py, Py denote the distributions and Fy, Fy the distribution functions of two real-
valued random variables X, Y: (Q, o, P) — (R, 9%). Then,

This theorem facilitates describing distributions and calculations involving distributions
considerably, because the distribution function is defined on the set R of real numbers, whereas
Py is defined on a much more complex domain, the Borel c-algebra 9.

Example 5.85 [Flipping two coins — continued] In Example 5.11, we considered flipping
two coins and specified the distribution Py of X: (Q, &/, P) — (Q;(, 9‘"(9&)), representing
with its values x the number of flipping heads. The distribution Py assigns a probability to
all 23 = 8 subsets of ng :=1{0, 1,2}. Because {0, 1,2} c R, the random variable X is also a
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random variable X: (Q, &, P) — (R, &) with values in R. In this case, Fy is a step function
defined by

0, ifx<0
1/4, if0<x<1
3/4, ifl1<x<2
I,  ifx>2.

Fy(x) = Px(]—oo,x]) = P(X < x) =

According to Theorem 5.84, the distribution Py is uniquely defined by these four values. In
other words, if we know these four values, then we know the probabilities PX(A’ ) for all ele-
ments A’ of the Borel c-algebra & (see Exercise 5.10). <

Now we turn to the quantile function, which, in some cases, is the inverse of the distribution
function. Sometimes this function is also called the pseudo-inverse of Fy. It assigns to each
p € [0, 1] the smallest real number x for which P(X < x) = Fy(x) > p.

Definition 5.86 [Quantile function]
Let X: (Q, o, P) > (R, B) be a real-valued random variable with distribution function
Fy. Then the quantile function Qy: [0, 1] — R of X is defined by:
Ox(p) = inf{x € R: Fx(x) > p}, Vpelo,1[,
04(0) inf{x e R: Fy(x) >0}, ifdxeRwithFx(x)=0
X —0co, if Fy(x) >0, Vx eR, (5.54)

(1) = inf{x e R: Fy(x) =1}, ifdxeRwithFy(x)=1
O = o, ifFy(x) <1, VxeR.

A value Qx(p), p € [0, 11, is called the quantile of p with respect to F.

Remark 5.87 [Inverse function of Fy] If Fy is continuous and strictly monotone (i.e., if
X1 < X lmphes Fx(xl) < Fx(.xZ)), then,

Ox(p) =Fy'(p), Ypelo, 1. (5.55)

where F ;1 denotes the inverse function of Fy. <

Example 5.88 [Flipping two coins — continued] In Example 5.85, we specified the distri-
bution function of X = number of flipping heads for the random experiment of flipping two
coins. The corresponding quantile function takes on the following three values:

0, if0<p<1/4
Oy(p) =31, ifl/d<p<3/4
2, if3/4<p<l.



192 PROBABILITY AND CONDITIONAL EXPECTATION

5.7.2 Distribution function of a multivariate real-valued
random variable

Now we extend the concept of a distribution function to the multivariate case. In Defini-
tion 5.89, we use the notation introduced in Equation (5.25).

Definition 5.89 [Joint distribution function]
Let Xy, ..., X,): (Q, &, P) > (R", B,) be a random variable. Its distribution func-
tion FX1 x,: R" = [0, 1] is defined by

,,,,,

Fy .. .x, G oo s %) = PXy €3p, ..., X, £%,), V(g .00, %) € R”. (5.56)

It is also called the joint distribution function of Xy, ..., X,

ne

Example 5.90 [Flipping two coins — continued] In example 5.35, we considered flipping
two coins and defined the random variables X; and X, indicating whether or not we flip heads
at first and second flip, respectively. In this example, the bivariate distribution function Fy, x,
takes on the values

O, ifxl<00r X2<0

1/4, if0<x; <1,0<x <1

FXI,XZ(XI’XZ):< 2/4, lfxl ZI,OS.X2<1

2/4, if0§x1<l,x221

1, ifxl > 1,X2 > 1.
L <

Just like in Theorem 5.84, we can prove uniqueness, using a N-stable generating system
for 9B,,, now referring to Equation (1.21).

Theorem 5.91 [Uniqueness]
Let Py, Py denote the distributions and Fy, Fy the distribution functions of two n-variate
real-valued random variables X, Y: (Q, &, P) - (R", 8,). Then,

As an implication of Equation (5.21) with A = ]—o0, x;] and Q] = R, i # j, we obtain the
Corollary 5.92. In the special case of a bivariate real-valued random variable (X, X;), this
corollary asserts the value of the marginal distribution function of X, for the argument x; (i.e.,
lim, _, o Fx, x,(x1, X3) = Fx, (x1)). In this corollary,

lim Fy  x (X, ..., %), (5.58)
i
denotes the limit of the distribution function of (X, ..., X )forx — oo, forallj =1, -1,

i+1,...,n. This limit is the value of the margmal dlstrlbutlon function of X for the
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argument x;, and Corollary 5.92 asserts that this limit is identical to the value Fy (x;) of the
distribution function of X; for the argument x;.

Corollary 5.92 [Joint and marginal distribution function]
Let Xy, ..., X,): (Q, d, P) »> (R", BB,) be a random variable. Then,

Fy ()= lim Fy  x (x,....x,), VxeR. (5.59)
X =
J#i

(Proof p. 202)

Corollary 5.93 shows how independence of the random variables X, ..., X,, can be for-
mulated in terms of their distribution functions.

Corollary 5.93 [Independence and joint distribution function]
Let Xy, ...,X,): (Q, o, P) > (R", B,) be a random variable. Then the following two
propositions are equivalent to each other:

(a) Xy, ...,X, are independent.
(b) Fy, . . x 1, ....x)=Fx ) ... - Fx (), Vxp,..,x)e€ R".

(Proof p. 203)

5.7.3 Density of a continuous univariate real-valued random variable

As a special case, we consider a random variable X: (Q, &, P) — (R, 98) for which there is a
nonnegative measurable function fy: (R, &, Px) = (R, %) such that

Px(B) = / fxdi, VBe3, (5.60)
B

where A denotes the Lebesgue measure on (R, 98). According to Theorem 3.68 (ii), this equa-
tion is equivalent to Py = fyOA.
Definition 5.94 is a special case of Definition 5.70.

Definition 5.94 [Continuous random variable and its density]

Let X: (Q, o, P) - (R, B) be a real-valued random variable with distribution Py. We
call X continuous if there is a nonnegative function fy: R — R that is integrable with
respect to the Lebesgue measure A and

Py = f4OA (5.61)

A function fy satisfying (5.61) is called a (probability) density of X.
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Note that Equation (5.61) is equivalent to
Fx(x) = / Jxdi, VxeR, (5.62)
]—00,x]

because

Fy(x) = Py(]—00, x]) = / T)—con) 4Py = / fydl, VxeR, (5.63)

]—00,x]

(see Th. 3.67). Furthermore, Theorem 3.62 immediately implies Corollary 5.95:

Corollary 5.95 [Riemann integral of the density]
If fx is a density of the random variable X: (Q, o, P) — (R, RB) and fy is Riemann inte-
grable, then,

Fy(x) = / ’ feydt, VxeR. (5.64)

Remark 5.96 [Interpretation of densities] Note that the term fy(¢) in Equation (5.64) is not
a probability; instead, it is a value of the density for € R. However, the probability P(a <
X < b) that X takes on a value in the interval ]a, b] can be computed using Equation (5.52) and
the density fy, provided that it exists and is Riemann integrable:

b
P(a < X < b) = Fy(b) — Fy(a) = / fx@)dx, ifa<b. (5.65)

This probability can be represented as the area between the density and the x-axis above the
interval [a, b] (see Fig. 3.6). <

Remark 5.97 [Continuity of X implies P(X=x) = 0] Consider a continuous random vari-
able X: (Q, o, P) - (R, $). Definition 5.94 and Remark 3.71 imply PX<9§A. Because

A({x}) =0 [see Eq. (1.53)], we can conclude P (X=x) =0, for all x € R. Hence, additivity
of P yields, foralla,b e R,a < b,

Pla<X<b)y=Pa<X<b)y=Pa<X<b)y=Pla<X<b), (5.66)
provided that X is continuous. <

Example 5.98 [Continuous random variables and their densities] In section 8.2, we
present some examples of continuous random variables and their densities, such as the den-
sities of normal distributions, central )(z—distn'butions, central ¢-distributions, and central
F-distributions. <
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5.7.4 Density of a continuous multivariate real-valued random
variable

Remark 5.99 [Multivariate case] Let X: (Q, &, P) - (R, %,) be a multivariate random
variable with distribution Py. If fy: R" — R is nonnegative and integrable with respect to the
Lebesgue measure 4, on (R, 3,), and Py = fx ©4,, then X is continuous with probability
density fy, and

FX(xl,...,xn)=/fXd/1n, V(x,....x,) e R, (5.67)
B

where B := X ;‘:1 ]—o0, x;]. If fy is Riemann integrable, then,

Xn X1
FX(xl,...,xn)z/ / Sx@y, ...t dty ...dt,, Y (x,...,x,) e R". (5.68)
—o0 —0o0

More generally, for any B €

Py(B)=P(X eB) = / Tg - fy dA,,. (5.69)

The probability Py(B) can be represented as the (n + 1)-dimensional volume between the joint
density and the (x, ..., x,)-hyperplane above B (see Fig. 8.8). <

In analogy to Corollary 5.93, independence of continuous real-valued random variables can
also be formulated in terms of probability densities, using the marginal densities fy , ..., fx
(see Lemma 5.79).

Corollary 5.100 [Independence and probability densities]
Let (Xy, ..., X,): (Q, o, P) > (R", B,), n > 1, be a random variable, and suppose that all
random variables X;, i = 1, ... , n, have a density in with respect to the Lebesgue measure
Aon (R, RB). Then, Xy, ..., X,, are independent if and only if

x, G5 s %) =y, O0) o fy (), VO, L) €RY (5.70)

,,,,,

is a joint density of (X1, ... , X,)) with respect to A,
(Proof p. 203)

Remark 5.101 [Independence, densities, and Riemann integrals] If all densities fxi’
i=1,...,n, are Riemann integrable, then fy _ x in (5.70) is Riemann integrable as well
(see, e.g., Ellis & Gulick, 2006). <

Remark 5.102 [Other random variables] In this section, we considered univariate and mul-
tivariate real-valued random variables X. All these random variables have a distribution Py
and also a (cumulative) distribution function Fy. If X is discrete, then its distribution can be
described by the probability function, and the distribution function Fy is a step function (see
Example 5.90 and Fig. 8.1). If X is continuous, then its distribution can be specified by a density
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with respect to the Lebesgue measure. The distribution functions of continuous random vari-
ables do not have jumps (see Rem. 5.97 and Fig. 8.7 for an example). Note, however, that there
are random variables that are neither discrete nor continuous. Their distribution functions have
jumps but are not step functions. <

5.8 Proofs

Proof of Lemma 5.7

According to Theorem 2.49, the composition g(X) of X and g is (&, &/')-measurable. There-
fore, it is a random variable on (Q, &/, P). For all A €

Pyx(A) = P([g(X)]7(A)) [(5.2)]
=P({w e Q: g[X(w)] € A}) [Def. 2.1]
=P({o e Q: X(0) € g7'(A)}) [Def. 2.1]
=PX'[g7' @D [Def. 2.1]
= Pylg™'(A)] [(5.2)]
= (Py),(A). [(5.2)]
Proof of Lemma 5.21
X? Y =>3Aed: (Vo e Q\A: X(0) = Y(») and P(A) = 0) [(5.9)]
=> JAed: (Vo € Q\A: X(0) = Y(0) and Q(A) = 0) [Qf;P]
=Y. 5.
= X > Y [(5.9)]
Proof of Corollary 5.25

Proposition (i) is a special case of Theorem 2.86. Analogously to the proof of Theorem 2.86,

we can prove Propositions (ii) and (iii) using Remark 2.67.

Proof of Lemma 5.27

Let A:={w e Q: X(0) # Y(0)} € €. Hence, if X = Y, then the conjunction of P3A)=0
P

and P < P8 implies P(A) = 0.

Proof of Lemma 5.29
P < PB= Py < PB If P < PB, then, forall C'e o/,
o(X) ,Q{)’( o(X)
P)‘?(C’) =0 = PBlX-1(C"1 =0 [(5.2)]

= PIX~HCH]=0 [P < PB]
o(X)

= Py(C")=0. [(5.2)]
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Py < Pg >P Gfi) PB If Py ;</ Pg and C € o(X), then there is a C’ e o/, such that

X X

c=x"1h.
Hence,
PE(C)=0 = PBIX~1(C")]=0
= PR =0 [(5.2)]
= Py(C") =0 [Py < P§]
= PIX-1(CH] =0 [(5.2)]
= P(C)=0.
Proof of Lemma 5.47

Ile ? Xz, then,

X Ly
=> VA, B)ed'xd]:

PIX' A n Y (BN = PIX[HAN] - PLYTH(B)] [(5.24)]
=> V@A B)ed'xd]:

PIX; ' A n Y I(BN] = PIX;NAD] - PIYTHBN) (X = X, Def. 5.3, Cor. 5.24]
> X % Y. [(5.24)]

Proof of Lemma 5.48
According to Remark 5.46, 15 JI.JL % < B J}.)L %. Hence, for all C € 6,

PB(C)=0 = PBnC)=0
= P(B)-P(C)=0 [BJI.)LC]

= P(C)=0. [P(B) > 0]

Proof of Lemma 5.49

= If Xy, ..., X, are independent, then, forall A e &/, i=1,...,n,

Py, x Al x...xA) =PIX[' ADn .. XA
= PIX;7'AD] - ... - PIXNAD)
=Py (AD- ... - Px (A)
= (PX1<g>...®PXn)(A’1 X ... XA
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Hence, according to the definition of the product measure (see Def. 1.67),

Loees X,1=PX1®"'®PX”'

< If the right-hand side of (5.30) holds, then, for all A; € szil.’, i=1,...,n,
PIXT'AD N0 X AD] =Py, x (A]X ... XAl

=Py (A ... -Px (A)
= PIX;'@AD1- ... - PIX; (A

According to Equation (5.28), this implies independence of X1, ... , X,,.

Proof of Lemma 5.51

Assume that X: (Q, o/, P) — (Q4, &) is a random variable and that there is an a € Q} and
{a} € .szi)’( such that X = IfA={0eQ: X #£a),thend =Q\ X '({a}) e o PA) =0

and P(A°) = 1. This implies, for all A’e o/},
PIX 1A = PIX (A" nA°] [Box 4.1 (viii)]
=Pl{o e Q: X(0) € A, X(0) = a}]

P©@), ifagA
| PUAS), ifaed

0, ifagd
T\ L ifaea G70

This implies, for all A’e ¢/ and all C € @,

R 0, ifaeA
PIX—(AHnC(C] = PO). ifaed’ [Box 4.1 (v), (viii)]
= P[X~1(AN] - P(O). [(5.71)]

Proof of Lemma 5.61
!/

(i) = If X is discrete, then there is a finite or countable Q) c Q/ with {x} € &/, for all x € Q
and Py(€) = 1. This implies

P(l # 1X:x> =PX ¢ Q) =0,
er()
and therefore

1? Z 1X=X'

/
erO
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<« If Equation (5.33) holds and Q) c Q/ is finite or countable with {x} € &/} for all x € Q{,
then 1 = Zreq 1x—, and therefore

1= P<1 =) 1X:X> = P(X € Q) = Px(Q).

/
erO

(ii) If X is real-valued, then X is discrete if and only if there is a finite or countable Q' ¢ R
such that

X X-1

= X 2 Ty ()

xeQ/

Y X Ty,

xeQ!

S oxTxoy [Txo (@) =0 if X(@) # x, (5.6)]

xeQ

Proof of Corollary 5.63

= If X is discrete and Q[ ¢ Qf (see Def. 5.56), that is, if Q is finite or countable and Py(Q() =
1, then Q! c Qf, because Py (Q} \ Q) = 0. Hence, Q. is finite or countable as well, which
proves (a). Furthermore, for finite or countable sets Qg, Q’>:

P \Q)= Y PX=x)=0. [Def of Q]
xeQ\QL

Hence,
PX(Q;( \ Q’>) = PX(Q;( \ 96) + PX(QB \ Q’>) =0

and, according to (5.11),

Therefore,
X = Txeq, X+ Txe@na)) X [1="Txea +Txe@pa))l

=X Z Ty_y [(5.72), Q. is finite or countable]

P xeQ!

= 2 X-Tx—«
xeQl

= ) x-Tx_,. X Tyoy=x-Tx_,]
xeQ

<& This is an immediate implication of Lemma 5.61 (ii).
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Proof of Lemma 5.66

If x; € Q! and QE)) 5 = @, then px,(x;) = P(X;=x;) = 0. 1f 96 N # ), then it is finite or count-
able, because 96 is finite or countable. Then, using PX(Q’O) =1,

Pxi(xi)
= P(X;=x)
=PX,€Q),.... X, €Q_ . X;=x, X, 1€Q_|,....X, €Q) [Box 4.1 (viii)]

=P (X, ....X) e (@ x...xQ  x{x}xQ,  Xx..xQ))
=P (X, ....X)e (@ x..xQ_ x{x}xQ  x..xQ)nQ)) [Box 4.1 (viii)]

= Y PX=xp . X =x_ 1, X=X, X =X, 0. X, =x)  [Box 4l (x)]

(xl,...,xi_l,,r,»+|,...,xn)eQ('U[
= Y Pxps e X X Xy Ky [(5.31)]
(X seeos X 13 Xy s xn)eﬂgvx_
Proof of Lemma 5.68

If Xy, ..., X, are independent and X = (X, ..., X,,), then, for all (x, ... ,x,) € X?zl Qgi,

px(xys oo x,) = P((Xy, oo, X)) = (x5 -0, %) [(5.31)]
=PX;=x,....X,=x,)
=P(X,=x;) ... - P(X,=x,) [(5.28)]
= px, (x1) - ... - px, (%) [(5.31)]

Forall Al e o/, ..., Al e o],
A} x...xA)H)n (Q(’l1 X ... X Qlo,n) =(A]n Q(/M) X...X(Aln Qf),n). (5.73)
Now assume that Equation (5.38) holds and define Q; . =X Q(’) ;~ Then,

PX, €A, ..., X, eA)
= P[(X}, .. s X,) € (A} X ... X A))]

=P[(X),....X,) e A] x ... xA)nQ ] [Px(Q) =1, Box 4.1, (viii)]

= > PI(Xy, ..., X)) = (X, ..., X,)] [Box 4.1 (x)]
(Xqseees xn)e(A’lx...XA;l)nQQU

= D Px(xps ..., x,) [(5.36)]
(Xqseees Xn)E(Allx-“XA;l)”Qén

= > Px,(¥) - o py () [(5.38)]

(Xpseees xn)e(A’lx...XA’n)nQ;n
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= X px@f] X pxG) [(5.73)]
X EA/1 n 9671 x”eA;n Q&n
=P(X; €A} ... - PX, €A), [Py (2 ) = 1, Box 4.1 (viii), (x)]

which implies independence of X, ..., X,, [see (5.28)].

Proof of Theorem 5.77

For A’e gy,
Py(A") = Z Px({x}) [PX(Q{)) =1, Box 4.1 (viii), (x)]

xeA’nQ[)

= ) px® [(5.3D)]
xeA’nQ(’)

= Z px(x) - 1y (x)
xeQ

= [ px- 1y ds, [(3.23)]
xeQ

= / 1A/-pxd< 2 6x> [(3.53)]
xeQy
_ / Wz( Y 5x) [(3.30)]
Al xeQ)

= / pxdu. [(5.42)]
A/

Hence, according to Definition 5.70, the probability function py is a density of Py with respect
to the measure u on the measurable space (Q},, of )’() and py = Z—i (see Th. 3.72).

Proof of Lemma 5.78
Let A’e of | with u(A’) = 0. Then,

pRVA'X Q) = (') - u&)) = 0-uQ,) =0,

and this holds even if (Q}) = co. Together with Py y < p®v, this implies

X® Y
Py(A) = P(X € A} Y € Q) = Py y(A'x Q) = 0.

Therefore, Py < p. The proof for Py is analogous.

X
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Proof of Lemma 5.79
Forall A’e o :

/ Ty (x) ( / Sxyxy) v(dy)) u(dx)

PROBABILITY AND CONDITIONAL EXPECTATION

= / 1) fx y(x, y) p@vld(x, )] [Th. 3.76]
= / 14 (x) Px yld(x, y)] [Th. 3.67]
= Py y(A'x Q) [(3.30), (3.8)]
= Py(A"). [(5.21)]
Theorem 3.65 then implies the lemma. The proof for fy is analogous.
Proof of Corollary 5.92
Note that
R = | J-oo.m]"". (5.74)
m=1
For all x; e R,
Fy(x) = P(X; < x))
=Py, x RXx...xRX]-0c0o, ;] XxRx ... xR) [(5.21)]
=PX, eR,....X; eR X, €]-00,x],X;,, €R, ..., X, € R) [(5.2)]
=P(Xy, oo s Xi_ 15 Xiy g5 oo s X)) € R”‘l,Xi € ]-c0, x;])
=PX;e U l-oo,mlje{l,....i—1i+1,...,n},X; €]-00,x]) [(5.74)]
mj:I
= lim ” P(X €]- mj],je {1,...,i—=Li+1,...,n}X; €]-00,x])
m;— oo, j#i
[Th. 1.68 (i)]
= lim ” Fy ox,(my,oom_,x,my,...,m,) [(5.56)]
m;— 00, j#i "
= lim  Fy  x @p....x,).
Xj—ooo, j#El T

The limits exist, because Fy,

x_1s monotone in all coordinates.
n
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Proof of Corollary 5.93
(a) > (b) Forall (x,...,x,) e R",

Fy,...x,(1s X)) =Py, x (=00, x1] X ... X ]—00, x,]) [(5.56)]
=Py, ®...9Pyx (J-00,x;] X ... X]-00,x,]) [Lemma 5.49 and (a)]
= Py, (I-00,x,]) - ... - Py (I-00, x,]) [(1.50)]
= Fx,(x)) - ... - Fy (x,). [Def. 5.81]

(b) = (a) Forall (xy, ...,x,) € R",

Py Xn(]—oo,xl] X ... X ]=00,x,])

=Fx, ..x,1 %) [(5.56)]
=Fy, (x)-...- Fx (x,) [(b)]
= Py (I-c0,x;]) - ... - Py (I-00, x,]) [Def. 5.81]
= Py ®...® Py (I-00, ;] X ... X ]=00, x,]). [(1.50)]

Because {]—o0, x;] X ... X ]—00, x,]: (x{, ..., x,,) € R"} is an-stable generating system of %,
[see (1.21)], Theorem 1.72 yields Py, x = Py, ®...® Py . Applying Lemma 5.49 then com-
pletes the proof.

Proof of Corollary 5.100

(i) We prove: (Xj, ..., X,) are independent = fy  x in(5.70) is a joint density.

Because fy,  x defined in (5.70) is nonnegative and integrable with respect to 4,, we
can conclude that fy,  x ©4, defines a finite measure on (R", %,) (see Th. 3.65). Further-
more, if X, ..., X, are independent and le_ is a density of X; foralli = 1, ..., n, then, for all
(x1,...,x,) e R"and B = X7_, ]-00, x;],

/le,”_,Xn(tl, e b)) Ald(y, .. 1))
B

= / Tx, () - oo f (1) Ald(y, . 1,)] [(5.70)]
B
=11 S () Adr) [Th. 3.76]
i=1J]-o00,x]
=] Fx,(x) [(5.62)]
i=1
=Fy, ..x,&p 0%, [Cor. 5.93]
=Py, ...x,(B).

This shows that fy  x ©4,(B) = Py, . x, (B),and thisimplies that fy,
is a density of (Xy, ..., X,,) with respect to 4, (see Def. 5.70).

X, defined in (5.70)

.....
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(i1) We prove: le
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x, 1n(5.70) is a density of (X, ..., X,) = X;, ..., X, are independent.

,,,,,

If Equation (5.70) holds and B = X?_, ]—oc0, x;], then for all (x, ..., x,) € R”

FXI,...,X”(xl’ ,xn)

= /fxlmxn(rl, ) Ald(ty, . 1)] [(5.67)]
B

= / / fe, () - o fx (6,) Adry) ... A(dr,)  [Th.3.76]
]=00, x,] ]—o00,x1]

/ fx. () Ay
1 J]-00, x]

Il
E§

[(5.62)]

I
—
=
=

Now, Corollary 5.93 implies that X, ..., X,, are independent.

Exercises

51

5.2

53

54
5.5

5.6

5.7
5.8

5.9

5.10

Consider the random variable X defined in Example 2.34. Which are the elements ® in
the inverse image X' ({1}), and which are the probabilities of the events {@}?

Consider again the random variable X defined in Example 2.34. What are the values of
the distribution of X and the distribution of U?

Consider Example 5.9. Show that 7y_,s is a random variable on (Q, &, P) and that
1X€A' = 1A/(X) = 1A/0X.
Consider Example 5.15, and show that X is prior to X - X, in (#], %,).

Show that X = Y for B = {0, 0,, w3} and that X = Y does not hold in Example 5.23.
P

Consider the random variable (U, X): Q — €, X {0, 1} defined in Example 2.34.
Which are the elements ® in the inverse image (U, X)~1({(Joe, 1)}), and which are
the probabilities of the events {w}?

Show that the random variables U and X presented in Table 2.2 are independent.

Let (Q, &, P) be a probability space, B € %, and € c & a c-algebra. Prove that the
following propositions are equivalent to each other: T J1'>L @, o({B}) J1'>L @, {B} Ji)L G,

and B 1L 6.
P

In Example 5.50 we showed that X and U are independent, and in Example 5.54 we
defined the mappings f: {0, 1,2} — {0, 1} and g: Q;;, — {male, female}. Use Equation
(5.24) to show that the mappings f(X) (control vs. any of the two treatments) and g(U)
(sex) are independent as well.

In Example 5.85, we specified the values of the distribution function Fy for the random
variable number of flipping heads. Use these values to compute all eight values of the
distribution Py.
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Solutions
5.1 The inverse image of the set {1} under X is
X7'({1}) = {(Joe, yes, =), (Joe, yes, +), (Ann, yes, =) (Ann, yes, +)}.

The events {®}, ® € X~!({1}) have the probabilities P[{(Joe, yes, —)}] = .04,
P[{(Joe, yes, +)}] = .16, P[{(Ann, yes, —)}] = .12, and P[{(Ann, yes, +)}] = .08.

5.2 The random variable X (the treatment variable) has the following distribution:

Py({1}) = PIX~1({1}] = 40,
Py(Q) = PIX~ Q)] =1,

Px({0}) = PIX~'({0O})] = .60,
Py(®) = PIX™'(@)] =0,

whereas the distribution of the random variable U (the observational-unit variable) is:

Py ({Joe}) = PLU~'({Joe})] = .50,
Py(Qy) = PlUT Q] =1,

P,({Ann}) = PLU~'({Ann})] = .50,
Py(@) = PIU~'(@)] =0.

5.3 LetA’e o/}, and consider the indicator function 7y_4: (Q, &, P) = (R, ). Measur-
ability: For all B € 4,

(Txea) ™' B) = (Tx-14)) "' (B) [(5.6)]
={weQ: Ty 14 )(w) € B} [(2.2)]
a, if0¢B,1¢B
X 1A, if0gB,1eB
“lo\x-'@), ifoeB 1¢B
Q, if {0,1} c B,

and all these sets are elements of &, because X is assumed to be a random variable.
Furthermore, for all ® € Q,

Txen @) = Tx140) (@) [(5.6)]
1, ifeeX~ @)
N {o, ifogx A
_ { 1, ifX(w)eA’ (2]
0, ifX(w)gA
= Ty [X(w)]
= 1, 0X(®). [(2.25)]

5.4 The filtration (¥, %,) is defined by #; := 6(X|) and %, := 5(X|, X,). Hence,

G(Xl) C L0/71 = {Q’ @5 {(h’ h)» (h’ t)}’ {(L h)5 (t’ t)}}
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5.5

5.6

5.7

5.8

PROBABILITY AND CONDITIONAL EXPECTATION

In contrast,

oX; - X5) ={Q, D, {(h, )}, {(h, 1), (t, ), t, 1)}} ¢ F.
However, o(X; - X,) c %,, because F, = P(Q2). Hence, according to Definition 5.13
(1), X is prior to X; - X, in the filtration (¥}, %,).
In order to prove X = Y for B = {0, 0,, w3}, it is sufficient to show PB) =0,

P

where A := {0 € Q: X(0) # Y(0)} € & = P(Q). In this example, A := {w3, 0, }. Now
P({w3}) = 0, which implies

PB({ws})=P(B;{ws}>=P<{w3}>= 0 _
(B) P(B) P(B)

Furthermore,

PBn{oy}) P@) 0
P(B)  P(B) PB)

PE({ay}) =

Additivity of the measure P? then implies PZ(A) = 0.
In order to prove that X = Y does not hold, it suffices to show P(A) # 0. Now

P({wz}) = 0and P({w,}) = .50. Therefore, P(A) = P({w,}) = .50 > 0.
The elements of the inverse image of (U, X)L ({Joe, 1}) are (Joe, yes, —) and

(Joe, yes, +). The probabilities of the corresponding elementary events are
P({(Joe, yes, —)}) = .04 and P({(Joe, yes, +)}) = .16.

In Example 4.43, we already showed that the events A = {Joe} X Qy X Q, (that Joe
is sampled) and B = Q; X {yes} X Q, (that the person sampled is treated) are inde-
pendent. According to Box 4.2 (iii), this implies that the c-algebras {A, AS Q, @} and
{B, B, Q, @} are independent as well. If X: (Q, o, P) — (Q, ') and U: (Q, &, P) —
(Qy, ;) are the random variables defined in Table 2.2, then XU = (A, A Q, O}
and U™!(e/) = (B, BS Q, @} are the c-algebras generated by U and X, respectively.
Hence, in this example, X and U are independent.

First of all,

(BYLG & BLF  [Rem.441]

Furthermore, o(13) = {Q, @, B, B} (see Example 2.31) and 6({B}) = {Q, @, B, B‘}.
Hence, 6(73) = o({B}), and this implies

T3 J13L ¢ < o({B}) J[.I)_ 6. [Rem. 5.44]
Finally,

o({B) L% & (B) L&  [Box42 (i)
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5.9 Consider the two events A := f(X)~1({0}) and B := g(U)~'({male}).

40
PAANnB)= —
(AnB) 9
and
60 2 40
PA)-PB)=— - == —.
@) - PB) 9 3 99

Because f(X)"N(2({0,1})) ={4,A°, Q, @} and g(U)"'(P({male, female)}) =
{B, B¢, Q, @}, this proves that f(X) and g(U) are independent (see Exercise 5.8).

5.10 We consider all elements B € 9 of the Borel c-algebra on R and assign the following

values:
(Fy(=1)=0, if0,1,2¢B
FX(0)=§, if0eB,1,2¢B
FX(1)=§, if0,1e€B,2¢B

Fy(2) =1, if0,1,2¢B
Fy(1) = Fy(0) = 2, if1€B,0,2¢B
Fx(2) — Fx(0) =
Fy(@) = Fy(1) =1,
Fx(2) = Fy(1)+ Fx(0)= 1, if0,2€ B, 1¢B.

) if1,2e€B,0¢B
if2eB,0,1¢B

= B0 B
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Expectation, variance, and
other moments

In chapter 4 we introduced a probability measure as a special finite measure, and in chapter 5
we defined a random variable as a measurable mapping on a probability space. In this chapter,
we will translate integration theory (see ch. 3) to probability theory introducing expectations
of numerical random variables and other important concepts that are special expectations:
central and noncentral moments, and variances. Even covariances and correlations are special
expectations (see ch. 7). All these quantities describe important properties of random variables,
although, in general, they do not determine the complete distribution.

6.1 Expectation
6.1.1 Definition

Reading the Definition 6.1, remember that a random variable Y is called quasi-integrable with
respect to P if f Y*dP or f Y~ dP are finite, where Y* and Y~ denote the positive and negative
parts of Y, respectively (see Rem. 2.62 and Def. 3.28).

Definition 6.1 [Expe&t&!ion]
Let Y: (Q, o, P) » (R,9B) be a numerical random variable that is quasi-integrable with
respect to P. Then we define

E(Y) = /Y dp, 6.1)

call it the expectation of Y (with respect to P), and say that it exists. Instead of expec-
tation with respect to P, we also use the term P-expectation.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de
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Remark 6.2 [Existence of the expectation] Note that E(Y) can be infinite. Furthermore, if
E(Y) exists, we also say that Y is a random variable with expectation E(Y). If Y is not quasi-
integrable with respect to P and therefore also not P-integrable, then we say that the expectation
of Y with respect to P does not exist. <

Remark 6.3 [Notation and synonymous terms] A synonym for expectation is expectation
value. The reference to the measure P is usually omitted if the context is unambiguous. If
we consider the expectation with respect to another probability measure on (€2, &), such
as, the conditional-probability measure P (see Def. 4.29), then we adapt the notation
correspondingly:

EB(Y) = / Y dPB. (6.2)

Expectation with respect to P? is used synonymously with PZ-expectation. <

Remark 6.4 [Random variables with finite expectations] Without substantial loss of gen-
erality, we often assume that a random variable Y is real-valued if its expectation is finite.
According to Remark 3.42, if the random variable Y: (Q, </, P) — (@,@) has a finite expecta-
tion, then there is random variable Y*: (Q, o/, P) —» (R, &) such that Y ? Y*. <

6.1.2 [Expectation of a discrete random variable

In this section, we use the notation P(Y =y;) := P[Y‘l({y,-})] introduced in Remark 5.4.
Remark 6.5 [Random variable with a finite number of real values] Suppose y;,...,y,
e R, n e N, denote all (negative, 0, or positive) values of a real-valued random variable

Y: (Q, d, P) = (R, %), and let Py denote the distribution, and py the probability function of
Y. Then the expectation E(Y) exists, and

EY)= Y y;-PY=y) =Y y;- Py({y; ) = D v - py») (6.3)
i=1 i=1 i=1

[see Cor. 3.59, (3.45), Eq. (5.34), and Def. 5.56]. Hence, if Y has only a finite number 7 of
values, then its expectation is simply the sum of its values, each one weighted by its probability

P(Y=y) =Py({y;}) = py(y)). <

Example 6.6 [Expectation of an indicator] If (Q, &, P) is a probability space and 1, is the
indicator of A € &, then

E(1)=0-P(1,=0)+1-P(1,=1) = P(1,=1) = P(A) (6.4)

is the expectation of 1, (see also Example 3.14). Considering the event {Y =y} and using the
notation Ty_, := T(y_,,, this yields

E(Ty_,) = P(Y=Yy). (6.5)
<
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Example 6.7 [Joe and Ann with randomized assignment — continued] In Example 1.9,
we defined the set

B = {(Joe, yes, —), (Joe, yes, +), (Ann, yes, =), (Ann, yes, +)} = Qy X {yes} X Qy,
the event that the drawn person is treated, and the set
C = {(Joe, no, +), (Joe, yes, +), (Ann, no,+), (Ann, yes, +)} = Qy X Qx X {+},

the event that success (+) occurs, irrespective of which person is drawn and whether or not the
person is treated. In Table 2.2, we assigned probabilities to each elementary event {0}, 0 € Q
and defined X = T7j, the treatment variable, as well as Y = 7, the outcome variable. Applying
Equation (6.4) to the indicator T yields:

E(X) = E(1g) = P(B)
P[{(Joe, yes, =)}] + P[{(Joe, yes, +)}] + P[{(Ann, yes, —)}] + P[{(Ann, yes, +)}]
=.04+.16+.12+ .08 = 4.

Similarly, for the indicator 7, we obtain

E(Y)=E(1c) = P(C)
= P[{(Joe, no, +)}1 + P[{(Joe, yes, +)}] + P[{(Ann, no, +)}] + P[{(Ann, yes, +)}]
=.21+4+.16+.06 +.08 = .51. <

Example 6.8 [Tossing a dice — continued] In Example 3.6, we considered the random
variable X = number of dots. In this example we specified the probability space (Q, &/, P)
by Q= {0, ..., 06}, ¥ = P(Q), and P({mw,}) = ... = P({wg}) = 1/6. Because P(X=x;) =
Py({i}) = P{w;}), i =1, ..., 6, Equation (6.3) yields

1

6
EX)=)i-PX=i)=1--+2- +...+6-6=3.5.
i=1

AN —
[N
A

Remark 6.9 [Random variable with a countable number of real values] Let y,,y,, ...
€ R denote the values of a real-valued random variable Y: (Q, &/, P) — (R, &) and suppose
that the expectation of Y exists. Then

E(Y) =

(e n

yir PY=y) = lim 3 y;- P(Y=y,) (6.6)
i=1 i=1

[see (3.45), Eq. (5.34), and Th. 3.60]. Examples in which the expectation of a random variable
is the ‘infinite sum’ of its values weighted by their probabilities are random variables with a
Poisson distribution and with a geometric distribution (see Theorems 8.16 and 8.22). <

Example 6.10 [A discrete random variable without expectation] Suppose that Q = N, =
{0, 1,2, ... }, and consider the random variable Y: (Q, (Q), P) - (R, %) defined by

Yi) =y, =(=Dile, VieN,, 6.7)
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with
1 1 .
PY=y)=—-- . VieN,. (6.8)
e i
Note thate = 32 li, Dividing both sides by e yields 32 | ﬁ = 1. Therefore, Equation (6.8)
specifies a probability distribution. Now consider '
- - ; 1, ifniseven
2 Vi PY=y)= (-1 = {o’ if 1 is odd (©3)
i=0 i=0 ’ :

Obviously, in this example, the limit

n—-»oo

n
lim )y, - P(Y=y,)
i=0

occurring in Equation (6.6) does not exist. Therefore, according to Definitions 6.1 and 3.28,
E(Y) is not defined. <

6.1.3 Computing the expectation using a density

According to the Theorem 6.11, the expectation of a continuous real-valued random vari-
able can also be computed using its density fj, with respect to the Lebesgue measure (see
Def. 5.94) and the Riemann integral.

Theorem 6.11 [Expectation of a continuous random variable]
Let Y: (Q, o, P) > (R, B) be a continuous random variable with expectation E(Y) and
a density fy that is Riemann integrable. Then,

E(Y) = / y-fr() dy. (6.10)

o

(Proof p. 221)
Examples of continuous random variables and their expectations are treated in chapter 8,
section 8.2.

Example 6.12 [A continuous random variable without expectation] Consider the contin-
uous random variable Y: (Q, &/, P) — (R, &) with density

1 1
=— . —, Y R, 6.11
O = T+y2 yE (6.11)
and distribution function
FY(y):%+l-arctany, VyeR. (6.12)
T

A distribution Py with density (6.11) is called a standard Cauchy distribution or central
t-distribution with one degree of freedom.
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The integral of the positive part of y - fy(y) is

°° < 1 1 2 |®
. tdy = C= dy=—In(l + = o0,
/_oo[y YOI dy /0 A pe R v n( y)0 oo
and the integral of the negative part is
o0 0 0
/ ['f()]‘d—/ el gy =—Llwasy)|  =w
ROy = [y s dy= o I =

[for the notation cf. Eq. (3.69)]. Hence, y - fy(y) is not quasi-P-integrable on R (see Def. 3.28),
and E(Y) does not exist. <

6.1.4 Transformation theorem

Let Y: (Q, o, P) — (Q, &) and g:(Q}, o}, Py) = (R, %) be random variables. Then we
denote the expectation of g with respect to the distribution Py by Ey(g). Theorem 6.13 imme-
diately follows from Theorem 3.57, translating the measure theory terms to probability theory.
Theorem 6.13 is relevant whenever we consider the expectation of a composition g o ¥ = g(Y)
of a random variable Y and a function g [see Eq. (2.25)] or the expectation of g with respect
to the distribution Py [see Eq. (5.2)].

Theorem 6.13 [Transformation theorem] L
Let Y: (Q, o, P) = (Q}, 9}) be a random variable and g: (Q,, ) — (R,RB) be mea-
surable.

(i) If g is nonnegative or has a finite expectation Ey(g), then

Ey(g) = /g dPy = /g(Y) Py(dy) = /g(Y) dP =E[g(Y)].  (6.13)

(ii) Ey(g) is finite if and only if E[g(Y)] is finite.

The virtue of Equation (6.13) is that we do not have to know the distribution of g(Y).
Instead, the distribution of Y suffices.

Remark 6.14 [A special case] If we consider the special case in which g is the identity
function id: R — R, defined by id(y) =y, for all y € R, then id(Y) = Y and Equations (6.13)
yield

E(Y) = / YdP = / y Py(dy). (6.14)
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Remark 6.15 [Finite number of values] If Y takes on only a finite number of different values
Yis .- »¥p € R, then Equation (6.13) simplifies to

Efg(Y)] = Ey(g) = /g dPy = D gy - P(Y =), (6.15)

i=1

where P(Y=y,) = Py({y;}) = py(y;), i =1, ..., n, and py denotes the probability function of
Y (see Def. 5.56). <

Remark 6.16 [Countable number of values] If Y takes on a countable number of dif-
ferent values y,y,, ... e Rand Y2, g*(y;) - P(Y=y;) < o0 or £, g~ (y) - P(Y=Yy;) < o0,
then

oo

E[g(Y)] = Ey(g) = /g dPy = ), g - P(Y=y)). (6.16)

i=1

Note that (6.16) also applies if g is nonnegative, because in this case g~ = 0 holds for the
negative part of g, which implies 7> | ¢7(y;) = 0 < 0. <

Equation (6.13) immediately implies the Corollary 6.17 according to which the expecta-
tions of two random variables X and Y are identical if they have identical distributions, provided
that the expectations exist (see also Remark 6.27).

Corollary 6.17 [Identical distributions imply identical expectations]

Let X, Y: (Q, o, P) — (), ") be random variables and g: (', ') — (R, RB) a measur-
able function that is nonnegative or with expectation Ex(g). If Py = Py, then E[g(X)] =
E[g(Y)].

This property allows us to use the term expectation of a distribution instead of expectation
of a random variable.

In the Lemma 6.18, we consider a bivariate random variable (X, Y) and a numerical func-
tion g(X), that is, a function that only depends on X. According to Lemma 6.18, the expectation
of g with respect to the joint distribution Py y is identical to the expectation of g with respect
to the marginal distribution Py.

Lemma 6.18 [Expectation with respect to joint and marginal distributions]

Let (X, Y): (Q, o, P) — (@} x Q},, o} ® ) be a bivariate random variable with joint
distribution Py y, and let g: (Q, o )’() — (R, RB) be a measurable function that is nonneg-
ative or with expectation Ex(g). Then,

Ex y(8) = Ex(8), (6.17)
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which is equivalent to

/ 8() Py yld(x, y)] = / 8(x) Py(dx). (6.18)

(Proof p. 221)

Example 6.19 [Flipping two coins — continued] Consider again the random variable X =
number of flipping heads and the indicator 75: Q — R of the event that at least one heads is
flipped. In Example 2.47 we showed that T; = g o X, where g: R — R is defined by

_J1 ifxe (1,2}
gx) = { 0. otherwise for all x € R.

According to (6.15),
3

E(Ty) = Els(X)] = Ex(3) =0- P({X=0) + 1-P(X e {1.2}) = PX e {1.2}) = |

<

Example 6.20 [Expectation of Y 21 LetY: (Q, o, P) - (R, %) be areal-valued random vari-
able, let g: (R, ) - (R, $) be measurable, and let g(Y) := Y 2. Then, according to Equa-
tion (6.13),

E(Y?) = E[g(Y)] = Ey(g) = / gdPy = / y2 Py(dy).

[Note that ¥ 2 is nonnegative and E(Y 2) can be infinite.] This equation shows that the expecta-
tion of ¥ 2 solely depends on the distribution Py, of ¥, which illustrates Corollary 6.17. Using
the integral f g dPy is often the most convenient way of computing the expectation E(Y 2). If
Y takes on only a finite number of values y(, ..., y, € R, then this equation simplifies to

EY? =Y y?-Py({yh =Y y7 - P(Y=y). (6.19)
i=1 i=1

These equations only involve the probabilities P(Y=y;) = Py({y;}), not the probabilities
P(Y2=y?). <

Example 6.21 [Multiplication with indicators] Let Y: (Q, </, P) — (R, %) be a numerical

random variable with expectation E(Y). If A € & and P(A) = 0, then (14 Y) = 0, and Rule (i)
of Box 6.1 implies

E(1,Y)=0. (6.20)
IfC=AuB, AnB=@, andA,Be o, then 1Y =1, Y + 13 Y and Rule (vi) of Box 6.1
implies

E(1.Y)=E(1, Y)+E(1z Y). 6.21)
<
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Box 6.1 Rules of computation for expectations.

Let Y: (Q, o, P) —» (R, %) be a random variable with expectation E(Y) and let a € R.
Then,

Y;(x = EY)=a. @)
E(a+Y) = a+ EY). (ii)
E(@-Y) = a-EY). (iii)
Let A, B € /. Then,
E(1, - 13) = P(AnB). @iv)
E(1,-Y)=0, ifPA)=0. )

If Y,, Y, are nonnegative or real-valued with finite expectations E(Y;) and E(Y,), then,
E(Y, +Y,) = E(Y,)+ E(Y>). (vi)

Fori=1,...,n, letY;: (Q, &, P) - (R, $) be random variables with finite expectations
E(Y;) and o; € R. Then,

E (2 Q- Yi> =Y o E(Y). (vii)
i=1 i=1

Let X, Y: (Q, &, P) - (R,%) be random variables that are nonnegative or with finite
expectations E(X) and E(Y). Then,

X=Y = EX)=EQ). (viii)
X=Y & VAed: E(1yX) = E(1,Y). (ix)
XLY = EX-Y)=EX)-EQ). x)

The Corollary 6.22 shows how to compute the expectation of the composition g(Y) using
the density of Y. As mentioned, the virtue of Equation (6.22) is that we do not have to know the
density of g(Y); the density of Y suffices.

Corollary 6.22 [Transformation theorem, continuous random variable]

Let Y: (Q, o, P) > (R, B) be a continuous random variable with a Riemann integrable
density fy. If g: (R, B) — (R, B) is a measurable function that is nonnegative or numer-
ical with finite expectation Ey(g) = f g dPy, then,

o

E[g(Y)] = Ey(g) =/ g8 - fy(y) dy. (6.22)

—0o0

(Proof p. 221)
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6.1.5 Rules of computation

Some rules of computation for expectations are gathered in Box 6.1 (for proofs, see
Exercise 6.1).

Example 6.23 [Expectation of a sample mean] Let Y|, ..., Y, be a random sample. This
means that the random variables Y|, ..., Y, are i.i.d. (see Rem. 5.42). Furthermore, if the
Yy, ..., Y, are real-valued, define
— 1 &
Y==->1Y, (6.23)
noi=

the arithmetic mean, which in statistics is also called the sample mean. If Y| is nonnegative or
with finite expectation and

by = E(Y) (6.24)
denotes the identical expectations of the variables Y, ..., Y,, then

E(Y) =y (6.25)
(see Exercise 6.4). <

Now we turn to a generalization of Rule (x) of Box 6.1.

Theorem 6.24 [Expectation of the product of random variables]

LetY;: (Q, 4, P) = (R, RB), i =1, ...,n, be real-valued random variables that are non-
negative or with finite expectations, and assume that the Yy, ...,Y, are independent.
Then,

E (H Yi> = H E(Y). (6.26)
i=1 i

=1

If the expectations E(Y;), i = 1, ..., n, are finite, then E (H?zl Yl-) is finite, too.

For a proof, see, for example, Bauer (1996, Theorem 8.1). Later we will weaken the inde-
pendence assumption [see Rem. 7.10 and Box 7.1 (1)]. However, if the variables Y; are not
independent, then Equation (6.26) does not necessarily hold (see Remark 7.10).

6.2 Moments, variance, and standard deviation

The expectation E(Y) of a numerical random variable Y is also called the first moment of
Y, provided that this expectation exists, whereas the expectation E(Y ?) is called the second
moment of Y (see Example 6.20). For second and higher moments, we distinguish between
moments and central moments.
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Remark 6.25 [Higher moments of Y] Analogously to Example 6.20, we may consider
g(¥Y)=|Y"| or g(Y) = Y" with n > 1. Note that

(1) E(|Y"*|) = E(|Y|™) always exists, because |Y"| is nonnegative (see Def. 6.1).

(1) If, for n € N, the expectation E(|Y"]|) is finite, then E(Y") exists and is finite (see
Cor. 3.38).

(iii) If, for n € N, the expectation E(|Y"|) is finite, then E(Y™) exists and is finite as well
for all m with 1 < m < n (see Exercise 6.2).

(iv) If nis even, then the random variable Y” is nonnegative and E(Y") exists. In contrast,
if n is odd, then the expectation E(Y") does not necessarily exist. <«

Definition 6.26 [Moments]
Let Y: (Q, o, P) > (R,AB) be a numerical random variable and let n € N.

(i) The expectation E(|Y|™) is called the nth absolute moment of Y.

(ii) If Y is nonnegative or such that E(Y ") is finite, then E(Y™) is called the nth
moment of Y.

(iii) If E(Y") is finite or if Y is nonnegative and the expectation E(Y) is finite, then
we call E(IY — E(Y)]") the nth central moment of Y.

Remark 6.27 [Moments under P-equivalence] If the expectations of Y” and therefore also
of [Y — E(Y)]" are finite, then they can be represented as expectations of functions g(Y) of Y,
where g: (R,%) — (R, R) is a measurable function with finite expectation Ey(g) [see Proposi-
tion (i) of Th. 6.13]. Therefore, according to Corollary 6.17, all moments (central or non-
central) of a numerical random variable Y solely depend on its distribution Py. Hence, if
two random variables Yy and Y, have the same distribution Py, = Py , then they have the

same moments. For instance, if ¥; = Y, and the expectations E(le) and E(Y22) are finite, then
E(Y,) = E(Y,) and E(Y;?) = E(Y,?). This allows us to use the term (central) moments of a
distribution instead of (central) moments of a random variable. <

Variance and standard deviation are the most important parameters describing the vari-
ability of a random variable. They are defined as follows:

Definition 6.28 [Valiilche and standard deviation]
Let Y: (Q, &, P) — (R, B) be a numerical random variable and assume that E(Y %) < oo.
Then the variance of Y is defined by

Var(Y) := E([Y — E(Y)]?), (6.27)

and the standard deviation of Y by the positive square root of the variance, that is,

SD(Y) := y/Var(Y). (6.28)
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Box 6.2 Rules of computation for variances.

LetX, Y: (Q, o, P) — (R, %) be random variables with finite second moments and let o €
R. Then,

Var(Y) = E(Y?) — E(Y)2. i)

Var(a + Y) = Var(Y). (i)
Var(a-Y) = a2 - Var(Y). (iii)
EIaeR:Y?a@Var(Y):O. @iv)
X? Y = Var(X) = Var(Y). W)

For i =1, ..., n, let the random variables Y;: (@, &, P) — (R, %) be independent with
finite second moments and a; € R. Then,

Var <Z o; - Y,»> = o - Var(Y)). (vi)
i=1 i=1

According to this definition, Var(Y) is the expectation of the squared mean centered ran-
dom variable Y — E(Y). Hence, the variance of Y is the second central moment of Y. Note that
variances and standard deviations are nonnegative. The variance of Y is also denoted by 61%
and the standard deviation by 6. Box 6.2 summarizes some important properties of variances
(see Exercise 6.3).

Example 6.29 [Location versus variability] Consider two random variables X, Y:
Q, A,P)—> (R, B) with PX=—1) = P(X=1) = .5and P(Y=-10) = P(Y=10) = .5. Then
EX)=E(Y) =0 but Var(X) =1 # Var(Y) = 100. In contrast, if PX=—-1) = P(X=1)=.5
and P(Y=9)=P(Y=11)=.5, then E(X) =0 # E(Y) = 10 but Var(X) = Var(Y) = 1. This
illustrates that the expectation describes the ‘location’ of a random variable [see Rule (ii) of
Box 6.1], while the variance is invariant with respect to translations [see Rule (ii) of Box 6.2].
In contrast, the variance describes the ‘variability’ of a random variable, whereas, in general,
the expectation does not. <

Example 6.30 [Variance of an indicator] Let (Q, o/, P) be a probability space and let 7,
denote the indicator of A € &/ . Then,

Var(1y) = E (13) = [E(1)]1%>  [Box 6.2, (i)]

= E(1,) — [E(1y)]? [14% =141
= E(Ty) - [1 - E(1,)] (6.29)
= P(A) - [1 - PA)]. [(6.4)]

According to Equation (6.4), the expectation of the indicator 7, is P(A), and Equation (6.29)
shows that its variance is P(A) - [1 — P(A)]. Obviously, the variance of an indicator variable
does not contain any information additional to the expectation E(74) = P(A). In fact, in this
case, E(1,) contains the full information about the distribution of 7. This is not surprising
because the distribution of 7, is completely determined by the single parameter P(A). Unlike
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Var (14)

0.3

0.2

0.1

0 | | | | 1
0 0.2 0.4 0.6 0.8 1.0 P(A)

Figure 6.1 Variance of an indicator of an event as a function of its probability.

the expectation, the variance of 1, does not comprise the full information about the distribution
of 1. For example, Var(1,) =.1-.9 = .09 if P(A) = .1 or P(A) = .9. The variance of 7, has
its maximum for P(A) = 1/2 and goes to 0 if P(A) approaches 0 or 1 (see Fig. 6.1). <

Example 6.31 [Joe and Ann with randomized assignment — continued] In the example
presented in Table 2.2, X is an indicator variable. Hence, its variance is most easily computed
as follows:

Var(X) = PX=1)-[1 - PX=1)] = 4-.6 =.24.
Similarly, the variance of Y is obtained by

Var(Y)=P(Y=1)-[1 = P(Y=1)] = .51 - (1 —.51) = 0.2499.

<
Example 6.32 [Variance and standard error of the sample mean] Let Y,,...,Y, be a
sample (see Example 6.23), and Y the sample mean [see Eq. (6.23)]. If E(le) < 0, and
6% = Var(Y)) (6.30)
denotes the identical variances of the Y, ..., Y, then,
2 = _ o’
o= :=Var(Y) = — (6.31)
Y n
(see Exercise 6.4). Hence,
2 2 (o
Oy =4/05 = SD(Y) = 7 (6.32)
n

In statistics, SD(Y) is also denoted SE(Y) and called the standard error of the sample
mean. <

Remark 6.33 [Z-transformation] Every real-valued random variable Y:(Q, </, P) —
(R, 98) with finite and positive variance Var(Y) can be transformed by

_Y-E®)

%= 5p (6.33)
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Note that E(Zy) =0 and Var(Zy) = 1 (see Exercise 6.5). This transformation is called the
Z-transformation.

As a special case, consider the mean Y of a sample Y;,...,Y, with expectation
p:= E(Y;) and finite standard deviation ¢ := SD(Y;) > 0 (see Example 6.32). Then the
Z-transformation of Y is

Zo=n L2 (6.34)

(see Exercise 6.6). The random variable Z;; will be used in the Central Limit Theorem (see
Th. 8.34). <

Remark 6.34 [The expectation minimizes the mean squared error] If E(Y,) < oo, then
the function MSE(a) := E[(Y — a)z], a € R, is minimized at a = E(Y). Hence, the expectation
E(Y) minimizes the mean squared error (see Exercise 6.7). <

Definition 6.35 [Coejﬁgient of variation]
Let Y: (Q, &, P) — (R, %) be a nonnegative numerical random variable. If E(Y 2) is finite
and E(Y) # 0, then,

_ SD(Y)

cV(Y) = 2| (6.35)

is called the coefficient of variation ofY.

Remark 6.36 [Properties of the coefficient of variation] This coefficient is a nonnega-
tive dimensionless quantity that expresses the variability of Y in units of its expectation.
Note that sometimes the coefficient of variation is defined as SD(Y)/E(Y). If o # 0, then
CV(aY) = CV(Y) [see Box 6.2 (iii), (6.28), and Box 6.1 (iii)], that is, CV(Y) is invariant under
multiplication with (nonzero) constant. In contrast, if  # —E(Y), then CV(Y + p) = SD(Y)/
|E(Y) + B| [see Box 6.2 (ii), (6.28), and Box 6.1 (ii)], that is, CV(Y) is not invariant under
translations. <

The following parameter quantifies, in a sense, the deviation of a distribution from sym-
metry around its expectation.

Definition 6.37 [Skqvnfss]
LetY: (Q, o, P) > (R,RB) be anumerical random variable. If E(Y 3 is finite and Var(Y) >
0, then,

g (Y =EOP (6.36)
SD(Y)3

is called the skewness of Y.
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6.3 Proofs
Proof of Theorem 6.11
E(Y) = / Y dp [(6.1)]
= / y Py(dy) [(3.62)]
= /y'fy(Y) Ady) [(3.72), (5.61)]

(9]
= / y - fy() dy. [Riemann integrability of fy, (3.68)]

[e3]

Proof of Lemma 6.18
Forall A’ € o} and g = 1/,

/ 1000 Pe(dx) = Py(A") (39)]

= Py y(A'x Q) [(5.21)]
= / T (@) - T () Pyyldeey)]  [(3.9), (138)]

= /7Ar(X)Px,y[d(x,y)]- [1g,(») = 1]

Now the proposition follows, applying the standard methods of proofs described in
Remark 3.30.

Proof of Corollary 6.22
E[g(Y)] = Ey(g) = / 8(y) Py(dy) [(6.13)]
= / g0 - fy(y) Aldy) [(3.27), (5.61)]
= /oo y-fyQ) dy. [Riemann integrability of y - f, (), (3.68)]
Exercises

6.1 Prove the rules of computation of Box 6.1.

6.2 Show: If, for n € N, the expectation E(Y") exists and is finite, then E(Y") exists and is
finite as well forall 1 <m < n.
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6.3
6.4
6.5

6.6

6.7

PROBABILITY AND CONDITIONAL EXPECTATION

Prove the rules of Box 6.2.
Prove Equations (6.25) and (6.31).

Let Y: (Q, o, P) - (R, %) be a numerical random variable with finite second moment
E(Y?)and Var(Y) > 0. Show that the expectation of Z := [Y — E(Y)]/SD(Y) is 0 and its
variance is 1.

LetY;: (2,4, P) = (R, %#),i=1,2,...,n,beasample with expectationiE(Yi) = pand
finite and positive variances Var(Y;) = ¢ 2i=1,... , n. Furthermore, let Y := S/n be the
arithmetic mean, where S := Zi"z , ¥, and

7.2 T=myn
(¢

Show that E( Z) = 0 and Var(Z) = 1.

Assume E(Y 2) < oo and show that the function MSE(a) := E[(Y — a)?], a € R, is mini-
mized at a = E(Y).

Solutions

6.1

6.2

Because the expectation of a numerical random variable is defined as an integral, we
simply can refer to the corresponding propositions of chapter 3.

(i) This is Equation (3.8) with A = Q and u(A) = P(Q) = 1.
(i) This is a special case of Equation (3.34).
(iii) This is a special case of Equation (3.32).

(iv) Note that 1, -7 =17,,5. Hence, this rule follows from Equation (3.8),
witha = 1.

(v) This is a special case of Lemma 3.45.

(vi) If Y}, Y, are nonnegative, then this equation is a special case of Equation (3.65).
If Y| or Y, has a finite expectation, then this equation is a special case of
Equation (3.33).

(vii) This rule follows from Equation (3.34) and complete induction.
(viii) This is a special case of Lemma 3.47.
(ix) This is a special case of Theorem 3.48.

(x) This is a special case of Theorem 6.24.

Assume that, for n € N, the expectation E(Y") exists and is finite. Furthermore, let
A= {0 e Q:|Y(w)| > 1}. Now, for all m with 1 <m < n,

[Y(@)" < |Y(@)'"], VoeA and [Y(0)"] <1, VoeA-.
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Therefore, applying Corollary 3.38, for | <m < n:

E(ym) = / Y| ap 6.1)]
= / [Y™ dP+/ |Y™| dP [(3.36)]
A A¢
/ |Y"| dP + / | dP [Lemma 3.26]
/ |Yn| dP + 1 [(3.30), 1Ac <1, Lemma 3.26]

6.3 Rules (i), (ii), and (iii) are special cases of rules (i), (ii), and (iii) of Box 7.1, which are
proved in Exercise 7.3.
(iv) = This proposition follows from (vii) of Box 7.1.

=
Var(Y) =

= [Y-ED)? =0 [(6.27), Th. 3.43]

=> Y—E(Y);O ([Y-EY))P?=0sY—-EY)=0]

> Y=EYV ek [E(Y)? < 00 = E(Y) € R, Rem. 6.25 (iii)]

(V)X Y = X2 Y2 [see (2.34)]. Hence, X = Ylmphes E(XX) = E(Y)and E(X?) =

E(Yz) (see Cor. 6.17). Therefore, rule (i) of Box 6.2 yields Var(X) = Var(Y).
(vi) This proposition follows from rules (ix) and (vi) of Box 7.1.

6.4 Equation (6.25) can be derived as follows:

n
EY)=E <n 2 > [(6.23)]
1 < )
==Y EY) [Box 6.1 (vii)]
noizh
= % “nc P = [Y;, ..., Y, are identically distributed, (6.24)]

Equation (6.31) can be derived as follows:

n
Var(Y) = Var (1 5> Yi> [(6.23)]
noiz1
1 < )
= Y Var(Y) [J}.}L Yy, ...,Y,, Box 6.2 (vi)]
i=1
2
= lz ‘n-c? = o . [Y;, ..., Y, are identically distributed, (6.30)]
n n
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6.5 Letp:=E(Y)and o := SD(Y). Then,

E(Z)=E<Yc_p> = (1-(Y—p)> =§-E(Y—p) [Box 6.1 (iii)]
_ é JEY) - Eq] = é (n—p) =0. [Box 6.1 (vi), (i)]
Var(Z) = Var < > -(Y— u))

=L vrn = é 62=1. [Box 6.2 (i), (ii)]

6.6 Using Equations (6.25) and (6.32), E(Zy) = 0, and Var(Zy) = 1 (see Exercise 6.5) yields

= X—u = X-p
EZ)=E =0 d Var(Z) =V =1.
2) <c/\/ﬁ> an ar(Z) ar (G/\/;)

6.7 For all a € R, using Box 6.1 (iii) and (ii)

E[(Y — a)*] = E([Y — E(Y) + E(Y) — a]®)
= E([Y — E(V)]?) + [E(Y) — al* + 2 - E(Y — E(Y)] - [E(Y) — a)
= E([Y — E(V)]?) + [E(Y) - a]?
> E([Y — E()]%),

and ‘=’ holds if and only if E(Y) = a.
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Linear quasi-regression,
covariance, and correlation

Expectation and variance are parameters that describe important properties of a univariate
numerical random variable and its distribution. Now we consider two numerical random vari-
ables, say X and Y, and their joint distribution. In other words, we consider the distribution
of the bivariate real-valued random variable (X, Y): (Q, &, P) — (Rz, 3B,). We also introduce
a new random variable that can be used to describe a specific kind of dependence of ¥ on
X. It is the kind of dependence of Y on X that is represented by the best fitting linear function
o + o X, ‘best fitting’ in terms of the minimal mean squared error. This function is the compo-
sition of X and the linear quasi-regression or the linear least-squares regression. Covariance
and correlation are important parameters quantifying the strength of the kind of dependence
that can be described by a linear quasi-regression.

7.1 Linear quasi-regression

Remark 7.1 [Implications of finite second moments] Reading the following definition,
note that E(X?), E(Y?) < oo implies that E(X), E(Y), and E(X - Y) are finite (see Klenke,
2013, Remark 5.2). Hence, according to Remark 3.42, there is no substantial loss of generality
if we additionally assume that X and Y are real-valued. <

Definition 7.2 [Linear quasi-regression]
Let X, Y: (Q, o, P) > (R, B) be two real-valued random variables, and assume E(X?),
E(Y?) < o0, and Var(X) > 0. Then the function f: R — R defined by

f)=ay+ox, Vxek, (7.1)
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where the pair (o, o) minimizes the function MSE: R? > R with

MSE (ay, a;) = E(Y - (ag + 0, X)), Vay, a, €R, (7.2)

is called the linear quasi-regression of Y on X. The composition of X and f is
denoted by Q,;,(Y | X), that is,

OQiin(Y | X) =f(X) = ag + o X. (7.3)

Remark 7.3 [Distinguishing between f and f(X)] To emphasize, the function f: R — R is
called a linear quasi-regression. In this context, the random variable X is called the regressor
and Y the regressand. Note that f is a function assigning a real number to all real numbers. This
applies even if X only takes on two different real values. In contrast, the number of different
values of the composition Q;,(Y | X) = f(X): Q — R is smaller than or equal to the number
of values of X, provided that X takes on a finite number of values only. <

Remark 7.4 [Coefficient of determination] Under the assumptions of Definition 7.2 and
Var(Y) > 0, we define

Var [Q;,(Y | X)]

and call it the coefficient of determination of the linear quasi-regression Q;;,(Y | X). In Remark
7.29, this definition is extended to the case in which X is an n-dimensional real-valued random
variable. <

Example 7.5 [Discrete regressor with three different values] Let X and Y be real-valued
random variables on (Q, &/, P) with values 1, 2, 3 and 1, 2, respectively. Furthermore, assume
that their distribution is specified by

PX=1,Y=1)=.25 PX=2,Y=2)=.5 PX=3,Y=1)=.25.
Then the linear quasi-regression f: R — R is specified by
fW=0y+0o;-x=154+0-x=15, VxekR,
and the composition of X and f is
0nY|X)=0p+a; - X=154+0-X=15

(see Exercise 7.1). The black points in Figure 7.1 represent the three pairs of values of X and
Y. All values of the linear quasi-regression are on the horizontal line, which, in this example, is
parallel to the x-axis because its slope is 0. The circles on this line represent the values f(x) for
x =1, 2,3, that is, for those values of X with a nonzero probability Py({x}) > 0. In contrast,
in this example, Pyx({x}) = 0, for all x € R\ {1, 2, 3}. Nevertheless, as mentioned, a linear
quasi-regression f is a function assigning a real number fo all real numbers. <
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Y
27 ¢ Fx)
14 [ ] [ }

1 2 s x

Figure 7.1 Linear quasi-regression.

Remark 7.6 [Linear quasi-regression versus regression] As the term ‘linear quasi-
regression’ suggests, there is also a ‘genuine’ regression of Y on X (see Def. 10.25), and the two
terms are not necessarily identical. As will be explained in more detail in Remark 10.27, the
‘genuine’ regression is a function g: R — R such that the composition g(X) is X-measurable
and minimizes the mean squared error E([Y — g(X)]Z). In contrast to the conditional expecta-
tion E(Y | X) [see Eq. (10.1)], the composition Q;;,(Y | X) = f(X) minimizes the function MSE
specified in Equation (7.2). Hence, f has to be a linear function even in those cases in which
there are no a,, a; € R, such that E(Y | X) = 4o + a;X (see Example 7.5). <

Remark 7.7 [Intercept and slope] Note that the composition Qy;,(Y | X) = f(X) = ag + oy X
is a random variable on (€, &, P) (see Fig. 7.2). The coefficient o, is called the intercept, and
oy the slope of (the linear quasi-regression) f (see Fig. 7.3). Obviously,

fO)=oag+ 0y -0=0. (7.5)
Furthermore, if x;, x, € R and x, > x;, then,

1

o = LS Cep) = fxp] (7.6)
Xy =X
(see Exercise 7.2). Equation (7.6) yields
(04 :f(XZ) —f(xl), if)C2 - X = 1. (77)
R
X f

Q
Qun(Y1X) =f(X)

Figure7.2 Theregressor X, the linear quasi-regression f, and their composition Q;;,(Y | X) =

JX).
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f(x)

} %

I T T X
0 1 2 3

Figure 7.3 Intercept and slope of a linear function f: R — R.

These equations justify calling o, the intercept and o the slope of the linear quasi-regression
f (see Fig. 7.3). Note that these equations also apply if P(X=0) = P(X=x;) = PX=x,) = 0.
They even apply if 0, x;, x5 & X(€), because, by definition, f is a function on R.

Figure 7.3 illustrates the intercept and the slope of a linear function such as the linear
quasi-regression f. In this figure, oy = .5 and oy = .85. If X is discrete, then Qj;,(Y | X) = f(X)
is discrete as well. More precisely, the number of different values of O, (Y | X) is always
smaller than or equal to the number of different values of X. In contrast, the linear quasi-
regression f: R — R takes on uncountably many values unless its slope is 0. In this case, its
sole value is o). <

7.2 Covariance

While the variance quantifies the variability of a numerical random variable, the covariance
quantifies the degree of covariation of two numerical random variables, that is, the degree to
which the two variables vary together in the following sense: If one variable takes on a large
value (i.e., large positive deviation from its expectation), then the other one tends to take on
a large value as well. Furthermore, if one variable takes on a small value (i.e., large negative
deviation from its expectation), then the other one tends to take on a small value, too. In this
case, the covariance will be positive. However, the covariance may also be a negative real
number. In this case, the two random variables covary in the following sense: If one variable
takes on a large value, then the other one tends to take on a small value. Furthermore, if one
variable takes on a small value, then the other one tends to take on a large value.

Definition 7.8 [Covarizglcg]
Let X, Y: (Q, &, P) » (R,RB) be two numerical random variables with E(X?), E(Y ?) <
00. Then the covariance of X and Y is defined by

Cov(X,Y) = E(X — EX)] - [Y = E(Y)]). (7.8)

Comparing Equations (7.8) and (6.27) to each other shows that the variance is the covariance
of a numerical random variable with itself.
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Remark 7.9 [Correlated numerical random variables] According to this definition, the
covariance of X and Y is the expectation of the product of the centered variables X — E(X)
and Y — E(Y). Hence, a covariance can be negative, zero, or positive. If the covariance is dif-
ferent from zero, then we say that X and Y are correlated; otherwise, we say that they are
uncorrelated. <

Remark 7.10 [Rules of computation] The most important rules of computation for covari-
ances are summarized in Box 7.1. Proofs are provided in Exercise 7.3. Rule (i) immediately
implies

EX-Y)=EX)-EXY)+Cov(X,Y). (7.9)

Hence, X and Y are uncorrelated if and only if E(X - Y) = E(X) - E(Y) [see Rule (vi)]. Fur-
thermore, this equation and Theorem 6.24 imply that X and Y are uncorrelated if X and Y are
independent.

Symmetry of the covariance [see Box 7.1 (v)] yields an alternative way to write Rule (viii)
of Box 7.1:

n n n—1 n
Var (2 o; Yi> =Y o Var(Yp+2-Y Y ao Cov(Y,Y). (7.10)
i=1 i=1 i=1 j=i+1

This equation simplifies to
n n
Var <Z o; Y, > =Y a? Var(Y), (7.11)
i=1 i=1

if Yy, ..., Y, is a sequence of pairwise uncorrelated random variables. Note that independence
of Yy, ..., Y, implies Cov (Y}, Yj) = 0, for i # j [see Rule (vi)].
For n = 2, Rule (viii) simplifies to

Var(og Y + oY) = (x% Var(Y,) + (x% Var(Y,) +2 o ap, Cov (Y1, Y5). (7.12)

Similarly, for n = m = 2, Rule (ix) simplifies to

Cov ((X]X] + (X2X2, BIYI + B2Y2)

(7.13)
= ;B Cov (X1, Y1) + o fCov (X1, Y3) + a3 Cov (X, Y1) + B, Cov (X;, 1s).

<

Remark 7.11 [Covariance of indicators] For A, B € o/, Rule (i) of Box 7.1 and Equations
(1.33) and (6.4) yield

Cov(1y, 1g) = E(1, - 1g) — E(1,) - E(15) (7.14)
= P(AnB) — P(A) - P(B). (7.15)
<

The following theorem helps to clarify the relationship between the covariance and the
variances of two numerical random variables X and Y.
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Box 7.1 Rules of computation for covariances.

Let X, Y be numerical random variables on the probability space (L2, &, P) with E(X 2y
E(Y?) < oo. Furthermore, let o, p € R. Then,

Cov(X,Y) = EX-Y)—EX)-EY). 1)
Cov(a+X,p+7Y) = Cov(X,Y). (ii)
Cov(aX,pY) = apCov(X,Y). (iii)
Cov (X, X) = Var(X). @iv)
Cov(X,Y) = Cov(Y,X). )

X JﬁL Y = Cov(X,Y)=0. (vi)
El(xeR:X? a => Cov(X,Y)=0. (vii)

If ¥; are real-valued random variables on the probability space (€2, &, P) with E( Yl.2) < 00
anda; e R,i=1, ..., n, then,

n n n n
Var (Z o Y,.) =Y ol Var(Y)+ Y, Y o Cov(Y,Y). (viii)
i=1 i=1

i=1 j=10i#j

If X;, Y; are real-valued random variables on the probability space (L, &, P) with E(Xiz),

E(sz) < o0, and o, Bj eR,foralli=1,...,nandj =1, ..., m, then,
n m n m
Cov (Z o X Y B Yj> = > B Cov(X,.Y). (ix)
i=1 j=1 i=1j=1

If X, > X, and E(Y %), E(X}), E(X}) < oo, then,

Cov (Y, X;) = Cov (Y, X,). (%)

Theorem 7.12 [Cauchy-Schwarz inequality]
IfX,Y: (Q, d, P) > (R,AB) are random variables with E(X?), E(Y?) < o, then,

Cov(X,Y)? < Var(X) - Var(Y). (7.16)
Furthermore, if Cov (X, Y) # O, then,

CovX,Y)>=Var(X)-Var(Y) & Ja,beR:Y = a+bX. (7.17)

(Proof p. 240)
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Remark 7.13 [Squared weighted sum of random variables] If X, Y: (Q, &, P) — (R, %)
are random variables with E(X?), E(Y?) < o0 and o, p e R, then E[(ax X + BY)z] < oo (see
Exercise 7.4). <

In Theorem 7.14, we revisit the linear quasi-regression, studying three equivalent propo-
sitions. The first of these propositions deals with the residual variable € := Y — f(X), where f
is the linear quasi-regression of Y on X. Note that this residual is not necessarily identical to
the residual with respect to a conditional expectation that will be treated in chapters 9 to 11.

Theorem 7.14 [Three characterizations of the linear quasi-regression]

LetX,Y: (Q, &, P) —» (R, B) be two real-valued random variables with E(X 2), E(Y 2) <
oo, and Var(X) > 0. Furthermore, let oy, oy € R, f(X) = ay + oy X be the composition
of X and f: R — R, and define € := Y — f(X). Then the following three propositions are
equivalent to each other:

(i) E(e) =Cov(X,e)=0.

e Cov(X,Y)
(ll) (XO = E(Y) - 0(1 E(X) and (Xl = W
(iii) f(X) = Q;;,(Y | X), that is, o, o« minimize the function MSE (a,, a,) defined by

Equation (7.2).
(Proof p. 241)

Remark 7.15 [Uniqueness] Suppose that the assumptions of Theorem 7.14 hold and f(X) =
0,in(Y | X). Then proposition (ii) of this theorem implies that the coefficients o, and o, are
uniquely defined. Because Q;, (Y | X) = o + o X, the linear quasi-regression f: R — R is
uniquely defined as well. <

Remark 7.16 [Relationship between slope and covariance] According to proposition (ii),
a zero covariance between X and Y implies that the slopes of the linear quasi-regressions of
Y on X and of X on Y are zero, provided that Var(Y) > 0. A negative covariance implies that
the slopes of the linear quasi-regressions of ¥ on X and of X on Y are negative, and a positive
covariance implies that the slopes of the linear quasi-regressions of ¥ on X and of X on Y are
positive. <

Example 7.17 [Discrete regressor with three different values — continued] In Example
7.5, we specified the distribution of (X, Y). Now we use the equations in Theorem 7.14 (ii)
in order to compute the coefficients o and a,. For this purpose, we have to compute the
expectations of X and Y, the variance of X, and the covariance of X and Y. Hence, with n = 3,
m=2,xy=1Lx=2,x3=3,andy, =1,y, =2,

n
1 1 1
X) i:ZIXI (X=x;) 4+ 2+ 1
m
1 1 3
) Z,ly, Y=y, St25=2
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Var(X) = E(X?) - E(X)? = 2 x? - P(X=x;) — EX)? [Box 6.2 (i), (6.19)]
1 1 1 1
=12.-42%. = 32-7—22=7,
4 * 2 * 4 2
Cov(X,Y)=EX-Y)—EX)-EY) [Box 7.1 (i)]
n m
=) Z P(X, Y)=(x;. ) — E(X) - E(Y) [(6.3)]
i=1j=
=11 1 2.2.1+3.1.1_2.§
4 2 4 2
1 + § + § Lz =0
4 4 4 4 7
Using the equatlons in Theorem 7.14 (ii) yields a; = Cov(X, Y)/Var(X) = 1—/2 =0and oy =
EY)—-oE(X)=>—-0-2=1.5, the same result as obtained in Exercise 7.1, in which we
minimize the functlon MSE (ay, a;). <

7.3 Correlation

As mentioned, the covariance between two numerical random variables quantifies the strength
of the dependence that can be described by a linear quasi-regression. However, the covariance
is not invariant under multiplication with constants [scale transformations; see Box 7.1 (iii)]
of the random variables involved. In contrast, the correlation, which quantifies the strength of
the same kind of dependence, is invariant under scale transformations (see Rem. 7.22).

Definition 7.18 [Correlation]
Let X, Y: (Q, o, P) > (R, %) be two numerical random variables with E(X?), E(Y 2) <
00. Then the correlation of X and Y is defined by

_Cov&X.Y) e opx), SD(Y) > 0
Corr(X,Y) := 4 SDX) - SD(Y) (7.18)

0, otherwise.

Remark 7.19 [Correlation of a random variable with itself] Assume Var(X) > 0.
Because Cov (X, X) = Var(X) = SD(X) - SD(X), Equation (7.18) implies that Corr (X, X) = 1.
Similarly, because Cov (X, —X) = —Var(X) = —SD(X) - SD(X), Equation (7.18) implies that
Corr (X, -X) = —1. <

Remark 7.20 [Range of the correlation] An implication of (7.16) is

-1 <Corr(X,Y) <1, (7.19)
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provided that Corr (X, Y) exists, that is, provided that the assumptions hold under which the
correlation is defined (see Exercise 7.5). <

Remark 7.21 [Correlation and Z-transformed variables] If the standard deviations of
X and Y are positive, then the correlation is also the expectation of the product of the Z-
transformed variables [see Eq. (6.33)], that is,

(7.20)
SD(X) SD(Y)

(see Exercise 7.6). <

Corr (X, Y)=E<X_E(X) : Y_E(Y)>

Remark 7.22 [An invariance property of the correlation] The correlation of linear trans-
formations of X and Y is

Corr(X,Y), ifa;-b;>0
COrr(ao + CllX, bo + blY) = —Corr(X, Y), ifal . bl <0 (721)
0, lfa] 'bl =O,

where a, a;, by, by € R (see Exercise 7.7). This equation implies that the correlation is invari-
ant (up to change of signs) under linear transformations, which include translations (a; =1
and b, = 1) and scale transformations (ag = by = 0 and a, b; # 0). <

Theorem 7.12 implies the following corollary about the cases Corr(X,Y)=1 or
Corr (X, Y) = —1, that is, the ‘perfect’ correlation.

Corollary 7.23 [Perfect correlation of two random variables]

Let the assumptions of Definition 7.8 be satisfied, and suppose that Var(X), Var(Y) >
0. Then |Corr(X,Y)|=1 if and only if there are ay,a; € R, a; #0, such that
Y = ap+ ayX. In this case,

Corr(X, Y) = {_i Z:Zi Zg. (7.22)

Remark 7.24 [Covariance and standard deviations] Let Y = ag+ a1 X, ag,a; e R If

a; 20, then Cov(X,Y) = SDX) - SD(Y). If a; <0, then Cov(X, Y) = =SD(X) - SD(Y) (see
Exercise 7.8). <

Remark 7.25 [Slope of a linear quasi-regression and correlation] If o, is the slope of the
linear quasi-regression of Y on X (see Def. 7.2), then,

Cov(X,Y) SD(Y)
=2 "1 = Corr(X,Y) - ==~ 7.23
*1 Var (X) orr (X, Y) SD(X) 729
[see proposition (ii) of Th. 7.14]. This equation shows that the slope o, of the linear quasi-
regression has the same sign as the covariance and the correlation. The size of the absolute
value of a; depends on the ratio SD(Y)/SD(X) of the standard deviations. The smaller the
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standard deviation of X compared to the standard deviation of Y, the larger the absolute value of
a; . Furthermore, given a fixed variance Var (X), this equation also shows that a; is proportional
to Cov (X, Y) and Corr (X, Y). In this sense, all three parameters o, Cov (X, Y), and Corr (X, Y)
quantify the strength of the dependence of Y on X described by a linear quasi-regression. Note,
however, that a; and Cov (X, Y) are not invariant under scale transformations of X and Y. This
can be seen in the following equation for the slope o of the linear quasi-regression of bY on
aX,a,beR,a,b+#0:

SD(BY) _ b

«  Cov(aX,b¥) _ Corr (aX, bY) -

T T Var(ax) SD@X) a (7.24)

Hence, the slope of the linear quasi-regression of bY on aX is identical to the slope of the linear
quasi-regression of Y on X multiplied by S In contrast, the slope of the linear quasi-regression
is invariant under translations c + X, d + Y, ¢, d € R (see Exercise 7.9). <

Remark 7.26 [Correlation and coefficient of determination] Under the assumptions of
Definition 7.18 and Var(X), Var(Y) > 0,

02 - Var[Q;,(Y | X)] _ Var[og + o, Var(X)] _ o Var (X)
Yix — Var(Y) h Var(Y) T Var(Y) (7.25)
= Corr(X,Y) 2.

<

Example 7.27 [Joe and Ann with randomized assignment — continued] Consider the
example presented in Table 2.2. In this example, the covariance of X and Y is most easily
computed using

Cov(X,Y) = EX-Y) - EX)-EQY) [Box 7.1 (i)]

=Y (x-y) - PX=x,Y=y)- P(X=1)- P(Y=1) [(6.15)]
()
=PX=1,Y=1)—P(X=1)-P(Y=1)

=(.164.08) — .4 - .51 =.036,

where P(X=1) = E(X) = .4 and P(Y=1) = E(Y) = .51 have been computed in Example 6.7.
Note that Z(x,y) is the sum over all pairs (x, y) of values of X and Y. In this example, there are
four such pairs, only one of which, namely (1, 1), yields a product x - y # 0. Using the results
of Example 6.31 on the variances of X and Y yields the correlation

Cov(X,Y) _ 036

SD(X) - SD(Y) /24 . /2499

Hence, treatment and outcome variables have a positive correlation. This is in accordance
with comparing the conditional probability of success given treatment, P(C | B) = .6, to the
conditional probability of success given no treatment, P(C | B¢) = .45 (see Example 4.16).

Corr(X,Y) = ~ .147
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In this example,

_ _CovX.,Y) Cov(X,Y) ..

= <E(Y) Var () E(X)> + Var(X) X [Th. 7.14 (ii)]
036 036

_<.51—ﬁ-.4)+ﬁ-x

=45+.15 X,

and the linear quasi-regression f: R — R of Y on X is specified by

fx)=.45+4+.15-x, VxeR.

<
7.4 Expectation vector and covariance matrix
7.4.1 Random vector and random matrix
Let X = (X, ...,X,) be an n-variate numerical random variable on a probability space
(Q, o, P). In order to utilize matrix algebra, we consider the column random vector
Xy
xi=[:
Xl’l
that is, the column vector of the random variables X, ..., X,,. Correspondingly, we consider
the row random vector x':= [X,, ..., X, 1, the transpose of x.
In this section, we also consider a random matrix, that is, a matrix
X] 1 Xl 2 e Xl m
X X .. X
x| Bt Yo X (1.26)
an Xn2 cee Xnm

of type nXm of numerical random variables X; on a probability space (€, P),
i=1,...,n, j=1,...,m. Such a random matrix is an n X m-array of an (n - m)-variate ran-
dom variable (see section 5.3).

7.4.2 Expectation of a random vector and a random matrix

The expectation of a (row or column) random vector is defined as the (row or column) vector
of the expectations of its components, that is,

E(x) = [EXX)), ..., EX,)] (7.27)
and E(x) := [E(X}), ..., E(X,)]’, provided that the expectations exist. Hence,

Ex') = (E(x)) . (7.28)
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Box 7.2 Rules of computation for expectations of random matrices.

Let X = (X, ..., X,) be an n-variate and ¥ = (Y|, ..., Y,,) be an m-variate real-valued
random variable on a probability space (€2, &, P) such that the expectations of X; and ¥;
are finite, for all i =1, ...,n, j =1, ..., m. Furthermore, let x = [X|, ... ,Xn]' and y =
[Yy,..., Ym]’ denote column vectors, let a = [a, ... ,an]’ denote a column vector of real
numbers, and let A and B be matrices of types k X n and k X m, respectively, each of their
components being a real number. Furthermore, let C and D be matrices of real numbers
of types [ X n and r X m, respectively. Then,

x;a => E(x) =a. @)
E(a+x) = a+ E(x). (i1)
E(a'x) = a’E(x) = E(x)' a = E(x'a). (iii)
E(Ax) = AE(x). (iv)
E(Ax+By) = AE(x) + BE(y). V)

Let X be an (n X k)-matrix and Y an (m X k)-matrix of real-valued random variables on
(Q, o, P), all with finite second moments. Then,

X=A = EX)=A" i)
EA'+X) = A + EX). (vii)
E(CX) = C EXX). (viii)
E(CXY'D’) = CEXY)D'. (ix)

Analogously to Equation (7.27), the expectation of an n X m-random matrix is defined
as the n X m-matrix of the expectations of its components, that is,

Xy X oo X EXy) EXp) ... EXy,)
X X o X EX EX ... EX

g|* K2 | ( .21) ( .22) ‘ ( -2m) , (7.29)
X Xp oo Xum EX,) EX,p) ... EX,,)

provided that the expectations exist. Obviously, if X’ denotes the transpose of the matrix X,
then,

EX") = (EX))". (7.30)

In Box 7.2, we present some rules of computation for the expectations of random vectors
and random matrices (for proofs, see Exercise 7.10). In this box, we use

n
a'x:=) a-X, (7.31)
i=1
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the inner product of an n-vector a = [ay, ... ,an]/ of real numbers and the random vector x.
Correspondingly,
ajx
Ax:=| : |, (7.32)
a/x
where al’ ,I=1, ...,k denotes the /th row of the (k X n)-matrix A of real numbers.

7.4.3 Covariance matrix of two multivariate random variables

Now we consider two multivariate numerical random variables X = (X;, ..., X,,) and ¥ =
(Y, ..., Y,) on a probability space (Q, &, P). In particular, we assume that the second
moments of all these random variables are finite and focus on their covariance matrix, again
utilizing the representation of X and Y as row or column vectors that has been introduced at
the beginning of section 7.4.1.

Note that [x — E(x)] [y — E(y)]’ is an n X m-matrix of the random variables

[X; — EX)I - [Y; —E(Yj)], i=1,...,n, j=1,...,m.
Therefore, using (7.29), the covariance matrix ny is defined by
Z,y = E(x - E@)] [y - E(y)]). (7.33)

In other words, the covariance matrix of x and y is the matrix of covariances, that is,

GX Y GX Y e GX Y

- 211 2142 2

Ty =] R 2m (7.34)
GXu Yl 6Xn Y2 T GXn Ym

where Oxy, = Cov(X;, Y;) = E([X; — E(X;)] - [Yj - E(Yj)]), i=1,...,n, j=1,...,m. If we
assume that the second moments of the random variables X; and Yj are finite, then all covari-
ances Cov (X, Y;) are finite as well, and we say that X, exists.

If we consider a univariate random variable Y, then y = [Y] is also a vector consisting of
a single component, the random variable Y. In this special case, X, is a matrix of type n X 1,
the column vector

Ox,y
o=
Ox,y

Another special case is x = y. The covariance matrix X, of x and x is called the variance—
covariance matrix of x (and of X). Hence,

Exx = E([x - E(x)] [x - E(X)]/) (735)
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Box 7.3 Rules of computation for covariance matrices.

Let X = (X{, ..., X,) be an n-variate and Y = (Y|, ..., Y,,) be an m-variate real-valued
random variable on a probability space (€2, &, P) such that the second moments of X; and
Yj are finite, foralli =1, ... ,n,j =1, ... , m. Furthermore, let x = [X|, ... ,X,,]’ andy =
[Y, ..., Y,]’ denote column vectors, leta = [a},...,q,]’ andb = [by, ..., b,]" denote
column vectors of real numbers, and let A and B be matrices of types k X n and k X m,
respectively, each of their components being a real number. Finally, let O denote the (n X
m)-null matrix. Then,

2y = E(xy') — E(x) E(y"). (1)
2“a+x,b+y = Exy' (ii)
Tarpy = AL, B (iif)
! g
Exy = ny. (iv)
XLy = %,=0. v)
x;a => X, =0. (vi)
Additionally, let w = [W,, ..., W,] and z = [Z,, ... , Z,]’ be real-valued random column

vectors on (2, &, P) such that all their components have finite second moments. Further-
more, let C and D be matrices of real numbers of type / X r and [ X s. Then,

ZAx+By, Cw+Dz = A Zyy C'+Ax, D +B Lo C'+B Zy D’ (vii)
n=sandx = Z = Xy =X (viii)
and
62 o o
X X1 X, o XX,
2
o c .. ©
T.=| 2N T TRN (7.36)
c c 62
XnXl XnX2 T Xn
The diagonal components of the matrix X, are the variances of the variables X/, ..., X,
because oy y. 1= Cov(X;, X;) = Var(X;) =o¢,i=1,...,n.

In Box 7.3, we present some rules of computation for covariance matrices. They are proved
in Exercise 7.11.

7.5 Multiple linear quasi-regression

In the following definition, we generalize the concept of a linear quasi-regression considering
a multivariate regressor X = (X, ..., X,). We use the notation x = [X|, ..., X, ]’ to denote the
column vector of X, [5’ =[By, ..., B,] for the row vector of the real numbers B, ..., f,, and
b’ = [by, ..., b,] for the row vector of the real numbers by, ..., b,.
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Definition 7.28 [Multiple linear quasi-regression]

LetX;: (Q, o, P) > (R, RB),i=1,...,nand Y: (Q, &, P) = (R, B) be real-valued ran-
dom variables, define X := (X4, ..., X,), and assume E(Xl.z), E(Yz) <oo,i=1,...,n
that the inverse x;l exists. Finally, define the function f: R" — R by

n
f@=PBy+ X Bix, Vx=(x,...,x,)eR" (7.37)
i=1
where By, B = [Py, --- , B,]" minimize the function MSE : R"™! - R with
MSE(by, b) = E([Y — (by + b'x)]%), VY (by, b) € R"™. (7.38)
Then f is called the linear quasi-regression of Y on X, ..., X,. The composition of

X and f is denoted by Qy;,,(Y | X) or Qy;,(Y | Xy, ..., X)), that is,

QY | X) :=fX) =Py + B'x =Py + Y, B; X;. (7.39)
i=1

Remark 7.29 [Coefficient of determination] Let the assumptions of Definition 7.28 hold,
and assume Var(Y) > 0. Then,

Var[Q,(Y | X)]
O = (7.40)

is called the coefficient of determination of the linear quasi-regression of Y on X. <

In the following theorem, we generalize Theorem 7.14 considering a multivariate real-
valued regressor X = (X, ..., X,,). In this theorem, X, denotes the covariance vector of x and
€, which is defined by

€:=Y—-0,,Y|X.....X,) (7.41)

and called the residual of Y with respect to its linear quasi-regression on X.

Theorem 7.30 [Charactizations of the multiple linear quasi-regression]
LetX,,...,X,, Y:(Q, o, P) > (R, B) be real-valued random variables, x=[X1, ..., X, ',
and assume E(Xiz), E(Y?) < oo forall i=1,...,n, and that the inverse Zx;l exists.
Furthermore, let f: R" — R, with

fXy, ... X,) =By +B'x, ByeR,pekR (7.42)
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be the composition of (Xy, ..., X,,) and f, and define € :=Y — f(Xy, ..., X,). Then the
following three propositions are equivalent to each other:

(i) E(e)=0 and X, =0.
(i) Bo=EY)-P'Ex) and Pp=X]'Z,.

(iii) fXy,....X,) =0, (Y | Xy, ..., X,).
(Proof p. 243)

Remark 7.31 [Uniqueness] Suppose that the assumptions of Theorem 7.30 hold and
fX, ..., X,) = Q;i»(Y | X). Then proposition (ii) of this theorem implies that the coefficients
Bo» By --- » B, are uniquely defined. Because f(X, ..., X,) = By + B'x = Q;;,(Y | X), the lin-
ear quasi-regression f and Qy;,,(Y | X) are uniquely defined as well. <

Corollary 7.32 [No correlation between linear quasi-regression and its residual]
Under the assumptions of Definition 7.28,

Cov Qi (Y | X), €1 =0 (7.43)

and
Var[Qp;,(Y | X)1 = Cov[Y, Qy, (Y | X)]. (7.44)
(Proof p. 244)

Remark 7.33 [Correlation between linear quasi-regression and its regressand] Under
the assumptions of Definition 7.28 and Var(Y) > 0,
Qyx = CorrlY, 0, (Y | X)I? (7.45)

(see Exercise 7.12). <

7.6 Proofs

Proof of Theorem 7.12

Suppose Var(Y) = 0. Then rules (iv) of Box 6.2 and (vii) of Box 7.1 imply that Cov (X, Y) = 0.
This shows that the Inequality (7.16) holds if Var(Y) = 0. Now suppose Var(Y) > 0. Then,

0< Var(X— Cov(X, Y) Y) - Var(Y)
Var(Y)
_ _, Cov(X.,Y) Cov(X,Y)? '
= <Var(X) 2 Var(Y) Cov(X,Y)+ Var(Y)? Var(Y)> Var(Y) [(7.12)]

= Var(X) - Var(Y) = Cov (X, Y) 2,
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which is equivalent to (7.16). According to the first part of the proof,

Cov(X,Y)% = Var(X) - Var(Y) < Var(Y) =0 or Var <X _ oY) Y> = 0.

Var(Y)
Rule (iv) of Box 6.2 implies that this is equivalent to

JdaeR:Y =a or HceR:X—M-Y=c
P Var(Y) P

If Cov (X, Y) # 0, this is equivalent to

c-Var(Y) Var(Y)
JaeR: Y = a+0-X JeeR:y = (£ Yard) _ar) 1y
ae i or dce » < Cov(X,Y)>+<C0v(X,Y)>

Obviously, in both cases, there is a linear function of X that is P-equivalent to Y. Furthermore,
if there are a, b € R with Y = a + bX, which implies Var(Y) = b*Var(X) [see Box 6.2 (ii),

(iii)], then,

Cov(X,Y)? = Cov(X, a + bX)? [Box 7.1 (x)]
= b*Cov (X, X)? [Box 7.1 (ii), (iii)]
= b2 Var(X)? [Box 7.1 (iv)]
= Var(X) - Var(Y). [Box 6.2 (i), (iii)]

Proof of Theorem 7.14

The proof is organized as follows: (iii) = (ii) = (i) = (iii), which will prove that (i), (ii), and
(iii) are equivalent.
(iii) = (ii) The first partial derivatives of

MSE (agy, a;)
= E([Y - (ag + a; X))
= E(Y?) + El(ay + a, X)*] = 2E[Y - (ag + a; X)] [Box 6.1 (vi)]
= E(Y?) +ad + alE(X?) + 2apa, E(X) — 2agE(Y) — 2a,E(X - Y) [Box 6.1 (iii), (vi)]

with respect to a; and a, are

(3MSE((10, al)

o = 2ay + 2a,E(X) — 2E(Y)

and

OMSE(ay, a,)

3 = 2a1E(X2) +2a0E(X) —2E(X - Y).
ay

ff(X) = oy + o X = Qy;,(Y | X), then

2a + 204 E(X) — 2E(Y) = 0
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and
20 E(X %) + 200E(X) — 2E(X - Y) = 0.
Solving the first equation for o yields
oy = E(Y) — o E(X).
Inserting this result into the second equation yields
o EX?) + E(Y)-EX) - EX)?—EX-Y)=0.

Using Cov(X,Y) = E(X -Y) — E(X) - E(Y) [see Box 7.1 (i)] and Var(X) = E(X?) — E(X)?
[see Box 6.2 (i)], we receive

Cov(X,Y)
O(l -
Var(X)
(i) = ()
E(e) = E[Y - f(X)]
= E[Y — (0g + o X)] [def. of f(X)]
= E(Y — [E(Y) — o E(X) + o, X]) [(D)]
=EY)-EXY)+ 0o EX) — o - EX) [Box 6.1 (vii)]
=0.
Cov(X, e) = Cov(X, [Y — (0g + 0, X)]) [def. of €]
=Cov(X,Y) — oy Var(X) [Box 7.1 (ii), (iii)]
_ _ Cov(X,Y) ) ..
=Cov(X,Y) 7%”()() Var (X) [Gi)]
=0.

(i) = (i) Let f(X) = ay + o X, oy, «; € R, be a linear function of X with E(e) =0
and Cov (X, €) = 0, where € = Y — f(X). Then, for any linear function /(X) = ay + a;X, a,
a € R,

E((Y = fXO)fX) = h(X)]) = E(e - [f(X) — h(X)]) [def. of €]
= E(e - [(0g + a; X) — (ag + a; X)]) [defs. of f(X), h(X)]
= E(e - [(og — ap) + (o) — a;)X])
= (g — ag) - E(e) + (o —ay)E(e - X) [Box 6.1 (vii)]
=0. [G), Box 7.1 ()]

Using this result and considering

E([Y — h(X)]1?) = E[([Y = fOO] + [f(X) = h(OD *]
= E([Y - fXO1) + E(f(X) — h(X)]) + 2 - E(Y = fFCOILFX) — h(X))
= E([Y - f(X)]%) + E(f(X) — h(X)]%)
> E([Y —f(01?).
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In this inequality, ‘=" holds if and only if f(X) = h(X). Because f(X) = og + o; X and h(X) =
ay + a X, the property f(X) = h(X) is equivalent to f(X) = h(X).

Proof of Theorem 7.30

The proof is organized as follows: (iii) = (ii) = (i) = (iii), which will prove that (i), (ii), and
(iii) are equivalent.
(iii) = (ii) The first partial derivative of

MSE (by, b, ..., b,)

= E([Y = (by + b'x)]*) [(7.38)]
= E(Y?) +E((by + b'x)?) = 2E(Y - (b, + b'x)) [Box 6.1 (vi), (iii)]
= E(Y?) + b + E((b'x)?) + 2b, - E(b'x) — 2byE(Y) — 2E(b'x - Y)  [Box 6.1 (vi), (i), (iii)]
= E(Y?) + by + E((b'x)?) + 2b, - b'E(x) — 2byE(Y) — 2b’E(x - Y) [Box 7.2 (iii)]

with respect to b is

OMSE (by. b, ... . b,)
ob,

= 2b, + 2b'E(x) — 2E(Y).

IffXy,....X,) =By +B'x=0,;,(Y| X, ..., X,), then,
2B, + 2B'E(x) — 2E(Y) = 0.
Dividing both sides by 2 and solving for f3, yields
o = E(Y) — B’ E(x).

Gathering the first partial derivatives of MSE (b, by, ..., b,) with respect to by, ..., b, in
a vector yields

OMSE (by, by, ... . b,) OMSE (by. by, ... . b))’

o, - - = 2E(xx") b + 2byE(x) — 2E(x - Y).

n

If f(Xq,....,X,) =Py + B'x=0Q,,(Y|X,....X,), then 2E(xx") B + 2BpE(x) —2E(x - Y) =
0, and dividing both sides by 2 yields

E(xx") B+ ByE(x) — E(x-Y)=0.

Inserting our result B, = E(Y) — B'E(x), using Xy =Ex-Y)-Ex)-E(Y) and X, =
E(xx") — E(x) E(x') [see Box 7 (i)], yields

E@x") B+ (E(Y) - p'EX)E(x) — E(x - Y)
=Exx"B+EQY) -Ex)—Ex)Ex")p—Ex-Y)
(E(xx") — E(x)E(x")) p — (E(x - Y) — E(x) - E(Y))
X B Exy =0,
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which is a necessary condition for a minimum. (Note: In this proof, we do not have to check
a sufficient condition.) Adding X, on both sides yields X, p = X, and when multiplying

both sides from the left by Zx;l, we receive

p=x.'Z,.
(i) = (1)

E(e) = E(Y — (X)) [def. of €]
=E(Y - By + p'x)) [def. of f(X)]
= E(Y — (E(Y) - p'E(x) + B'x)) [(iD)]
=EY)-EQY)+p Ex)-p'Ex) [Box 6.1 (vi), (i), Box 7.2 (iii)]
=0.

Exe = 2“x,Y—([SOHS’x) [def. of €]
=X, -Z,B [Box 7.3 (ii), (vii)]
= 2:xy - 2:xx Ex;l 2:xy [(11)]
=0.

(i) = (i) Let f(X) = By + B'x, By € R, p € R”" such that E(e) = 0 and X,, = 0, where
€ =Y — f(X). Then, for any linear function A(X) = b, + b'x, bpeR,be R,

E((Y = fX)LFX) = h(X)D)

=E(e - [f(X) = h(X)D [def. of €]
=E(e- [(By+ B'x) — (by + b'x)]) [defs. of f(X), h(X)]
= E(e - [(By — by) + (B —b)'x])

= (Bg— by) - E(e) + (B — b)'E(e - x) [Box 6.1 (vi), Box 7.2 (iii)]
=P -b)Z, [(i), Box 7.3 (i)]
=0. [(@)]

Using this result and considering

E([Y — h(X)]1?) = E[([Y = fOO] + [f(X) = h(OD *]
= E([Y = fXO1%) + E(f(X) — h(X)]?) + 2 - E(Y = fFCOILFX) = h(X)])
= E([Y - f(X)1%) + E(f(X) — h(X)]%)
> E([Y —f(O17).

Hence, f(X) = Q;;,(Y | X).

Proof of Corollary 7.32

Cov[Q,;,(Y | X), €] = Cov(By + B'x, €) [(7.39)]
=B/ Cov(x,e) [Box 7.3 (ii), (iii)]
=0. [Cov(x, €) = X, =0, Th. 7.30]
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Furthermore,
Var[Q;;,(Y | X)] = Cov[Q;;,,(Y | X), Qi (Y | X)] [Box 7.1 (iv)]
= Cov[Qyy(Y | X). €] + Cov[Qyy (Y | X), Qjin(Y | X)] [(7.43)]
= Cov|[Q;,(Y | X)+ ¢, Qp,(Y | X)] [Box 7.1 (ix)]
= Cov[Y. @y, (Y | X)]. [(7.41)]
Exercises

7.1 Use Definition 7.2 in order to determine the coefficients oy and o of the linear quasi-
regression in Example 7.5.

7.2 Consider the linear quasi-regression f with f(x) = oy + oy x, x € R. Prove: If x;, x, e R

with x; # x,, then ay = f(0) and oy = e L E [f(xy) = fCxp].
2 =X

7.3 Prove the propositions of Box 7.1.

7.4 Prove the proposition of Remark 7.13.

7.5 Prove the proposition of Remark 7.20.

7.6 Prove the proposition of Remark 7.21.

7.7 Show that Corr (ay + a; X, by + b1Y) = Corr (X, Y), where ay, a;, by, b; € R.
7.8 Show

SD(X) - SD(Y), ifa; >0

-SD(X) - SD(Y), ifa; <0, (7.46)

Cov(X,Y)= {

provided that there are a;, a; € R with Y = do +a1X,a; #0.

7.9 Prove Equation (7.24) and that the slope is invariant under translations ¢ + X, d + 7,
c,deR.

7.10 Prove the rules of computation of Box 7.2.
7.11 Prove the rules of computation of Box 7.3.

7.12  Under the assumptions of Definition 7.28 and Var(Y) > 0, prove Equation (7.45).

Solutions
7.1

MSE (ay, a;) = E([Y — (ag + a;x)1%) [(7.2)]

(1 —ay—a))*+ % 2 —ay—2a))*+ % (1 = ay—3a,)? [(6.3)]

'(1+a3+a%—2a0—2a1 +2a0a1)

Bl =
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% (4+a8 +4a% —4ay — 8a +4a0a1)
1 2 2
+Z (1+a0+9a1—2a0—6a1+6a0a1)
= %+ag+%- —3ag — 6a; + 4aya,.

The partial derivatives are

MSE MSE
MG, @) _ gy~ 344,  and  EC @)

= 94, — 6 + 4ay.
aao 801 @ a()

Fixing the partial derivatives to 0 and denoting the solutions by o, and o, yield
200 =3 +4a; =0 and 9a; — 6 + 4ay = 0.

The first equation implies oy = —2a; + =. Inserting this result 1nt0 the second equation
yields 9a; — 6 — 8a; + 6 = 0, which 1rnp11es op =0and oy = 3. 3 The values a; = 0and
oy = % satisfy a necessary condition for a minimum; now we check if they also satisfy
a sufficient condition. The second partial derivatives are

aZMSE(ao, al) -2 O’ azMSE(ao, al) —9> 0, and ()2MSE(a0, a])

=4,
da? da? dag da,

that is, in this case they are constant for all a,, a; € R. Because 2 - 9 — 4 > 0, we can

conclude that MSE(ay, a;) has its minimum for ay = oy = 3 5 anda; = o; = 0 (see Ellis
& Gaulick, 2006, Th. 13.21).

The equation f(x) = ay + a;x, x € R, yields f(0) = o,
SO = ag + oyxy, and f(x) = ag + 0y x,.
Hence,

SO) —f(x)) = og + oyxy — (0 + ayxy) = oy (x — xp).

Multiplying both sides by ﬁ yields a; = . LC ], provided that

x1 # xz. 274 2

®

Cov(X,Y) = E([X - E(X)] - [Y - E(Y)]) [(7.8)]

=EX-Y-X-EY)—EX)-Y+EX)-EY)]
=EX-Y)-EX-EY)]-EEX)-Y]+EX)-EY) [Box®6.1(vi),(1)]
=EX-Y)-2EX)-EY)+EX)-EY) [Box 6.1 (iii)]
=EX-Y)-EX)-EXY).
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(i)

Cov(a+X, p+Y)=E(a+X—E@+X)] - [B+Y—-EPB+Y)) [(7.8)]
=E(a+X—-a—EX)] - [p+Y—-B—-EX)]) [Box 6.1 (ii)]
= E(X - EX)] - [Y-ED)]
=Cov(X,Y). [(7.8)]

(iii)

Cov(aX, pY)=E@X -pY) — E(@X)-EPBY) [Box 7.1 (i)]
=afEX-Y) — apEX)-EY) [Box 6.1 (iii)]
=af[EX-Y) - EX)-EXY)]
=afCov(X,Y). [Box 7.1 (1)]

(iv) This rule immediately follows from Equations (6.27) and (7.8).

(v) This rule immediately follows from Equation (7.8).

(vi) Independence of X and Y implies E(X - Y) = E(X) - E(Y) (see Th. 6.24) and
Cov(X,Y) =0 [see Rule (i) of Box 7.1].

(vil) According to Lemma 5.51, X and Y are independent if X > o This implies that
Cov(X, Y) = 0 [see Rule (vi) of Box 7.1].

(viii)

=E

2
. ] ) [(6.27)]

[ n n 2
<Z Y- E(K)) ] [Box 6.1 (vii)]
i=1

n 2
<Z o; [¥; — E(Yi)]> ]
i=1

Zoc (Y, — E(Y))* +2 Z o; o (V; = EQY)Y; = E(Y))
i=1 j=1,j#i

n n

= Z o EQY; —EY)?’+ 3, ¥ ooy E[(Y; = EQY))(Y; = E(Y))]  [Box 6.1 (vii)]

i=1 j=1,j#i

n n

= Z ol Var(Y)+ Y, Y oo Cov(Y,,Y). [(6.27), (7.8)]

i=1 j=1,j#i
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(ix)

=E < (xl.Xi—E<Z(xiXi>> <Z|3ij—E<ZBij))] [(7.8)]
| \i=1 i=1 j=1 j=1

> o [X; - E(Xi)]> (Z B LY, — E()g)])] [Box 6.1 (vii)]
A P

=E|Y Y o [X;, - EX)I Y, - E(Yj)]]

[i=1j=1
m

Z o; B; Cov (X, Y)). [Box 6.1 (vii), (7.8)]

vy

M=

i=1j=1

(x) I Xy =X, then [Y — E()] - [X, = EX] = [Y = E(V)] - [X, — EX,)]. Accord-

ing to Corollary 5.24, these two product variables have the same distribution, and
according to Corollary 6.17, the same expectation. However, the expectations of
these product variables are the covariances. Hence, Cov (Y, X|) = Cov (Y, X,).

IfX,Y:(Q, o, P)— (R, %) are random variables, then
(aX + pY)* = o?X% + P2Y2 +20pX-Y

is also a random variable on (Q, &/, P) (see Def. 5.1, Example 2.61, and Th. 2.57), and
this implies

E[(aX + PY)*] = E(0?X? + p>Y? + 20BX - ¥)
= 2E(X?) + PPE(Y?) + 2aPEX - V). [Box 6.1 (vii)]

The terms E(X?) and E(Y?) are finite by assumption and, according to Remark 7.1,
E(X - Y) is finite as well. This implies E[(aX + BY)Z] < 0.

Inequality (7.16) implies

—vVar(X) - Var(Y) < Cov(X,Y) < y/Var(X) - Var(Y).

If Var(X)-Var(Y) =SD(X)-SD(Y) > 0, then these inequalities yield —1 <
Corr(X,Y) < 1. If y/Var(X) - Var(Y) = SD(X) - SD(Y) = 0, then, by Definition 7.18,
Corr(X,Y)=0.
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7.6 If SD(X), SD(Y) > 0, then

_ Cov(X,Y)
Corr(X,Y) = 7SD(X) “SD(Y) [(7.18)]
_ E(X-EX)] - [Y - ED)] [(7.8)]

SD(X) - SD(Y)

_p(X=ZEXI - [Y - ED)]
SD(X) - SD(Y)

_p(X-EX)  Y-EY)
B SD(X) SD(Y) )’

) [Box 6.1 (iii)]

7.7 According to Rules (ii) and (iii) of Box 7.1, Cov(ag+a; X, by+b,Y)=a, b, Cov(X, Y).

7.8

Similarly, according to Rules (ii) and (iii) of Box 6.2, Var(ay+ a;X) = a% Var(X),
which implies

aSD(X), ifa; >0
SD(aO + a1X) = —CIISD(X), if aj <0
0, ifa, = 0.

Hence, for a;, b; > 0,

Cov (ag + a1 X, by + Db1Y)
SD(ag + a;X) - SD(by + b,Y)
_a; by Cov(X,Y)

" a; SD(X) - by SD(Y)

Cov(X,Y)

SD(X) - SD(Y)

Corr(ay+a X, by +b,Y) =

=Corr(X,Y).

The proofs for the other cases of a;, b; #0 are analogous. Note that we defined
Corr(X,Y) =0if SD(X) = 0 or SD(Y) = 0.

According to Box 7.1 (x), Cov(X, Y) = Cov (X, 0g + o, X) if Y = o + 0, X. Box 6.2 (v),
(ii), and (iii) imply Var(Y) = (x12Var(X). Therefore,

Corr (X, Y) = Cov(X,ap+ o X) oy Var(X) _ay

SDX) - o2 Var (X) = SDOO - oy |- SDCX) oy |

Hence, Corr (X,Y) =1if a; > 0 and Corr (X, Y) = —1 if a; < 0. Therefore,

Cov(X,Y)
SD(X) - SD(Y)

Corr(X,Y) :=

yields (7.46).
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7.9 o = Cov(aX, bY) [Th. 7.14 (ii)]
1 Var(aX)

_ % [Box 7.1 (iii), Box 6.2 (iii)]

_ g . [Th. 7.14 (ii)]

According to Theorem 7.14 (ii), the slope of the linear quasi-regression of ¢ + Y on
d+Xis

Cov(c+X,d+Y) Cov(X,Y)
Var(c+X)  Var(X)
=q. [Th. 7.14 (i))]

[Box 7.1 (ii), Box 6.2 (ii)]

7.10 (1) Equation (7.27) and Rule (i) of Box 6.1 imply
E(x) = [EXX)), ..., EX,)] =lay, ... ,a,] =a.
(i) Equation (7.27) and Rule (ii) of Box 6.1 imply

E(al +Xl) al +E(X1)
E(a +x) = : = : =a + E(x).
E(a, +X,) a, + E(X,)

(iii) Equation (7.31) and Rule (vii) of Box 6.1 imply

=1

E@'x)=E (Z ain) =Y a;- EX)=a"E(x).
i i=1

The other equations summarized in (iii) follow from the fact that a’x is a one-
dimensional random variable (see Example 2.61) and a’x = x’a.

(iv) Let a[’ and bl’ ,1=1, ..., k,denote the row vectors of A and B, respectively. Apply-
ing Equation (7.27), Rule (vi) of Box 6.1, and Rule (iii) to the terms a/ x and b] y,
l=1,2..., k, respectively, yields

alx +bly E(ajx +bly) E(ajx) + E(b}y)
E(AAx+By)=FE : = : = :
ajx + by E(ajx +by) E(ax) + E(b}y)
aj E(x) + b} E(y)
= : = AE(x) + BE(y).
a; E(x) +b; E(y)

(v) This rule is a special case of Rule (v) with B = 0.



(vi)

(vii)

(viii)

(ix)

711 ()

(i)

(iii)
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Leta; and x;, [ =1, ..., k, denote the column vectors of A’ and X, respectively.
Then Equations (7.27), (7.29) and Rule (i) imply

EXX) = [E(x)), ..., Exp] = [E@)), ..., E@y] = [a,, ... ,a,] = A

Leta; and x;, [ =1, ... , k, denote the column vectors of A’ and X, respectively.
Then Equations (7.27), (7.29) and Rule (ii) imply

E(A’ +X) = E(al +x1, cee s ak +xk) = [E(al +x1), ,E(ak +xk)]
= [al +E(x1), ,ak +E(xk)] = AI +E(X)

Let clf ,i=1,...,1 denote the row vectors of C. Then Equations (7.27) and (7.29)

imply
¢ X E(c|X) ¢ E(X)
ECX)=E| : |= : = : = CEX).

¢ E(c/X) ¢/ EX)

Rule (viii), Equation (7.30), and the rules for the transpose of a matrix yield
E(CXY'D")=CEXY'D) [(viii)]
=C(EDYX")) [(7.30)]
=CMEXYX")) [(viii)]
= CEXYX"'D’ [(7.30)]
=CEXY")D'. [(7.30)]

L, = E(x—E®][y—E(y]) [(7.33)]
=Exy —xE(y) — Ex)y + Ex) E(y))
=E(xy') — E(x) E(y) — E(x) E(y") + E(x) E(y)’ [Box 7.2 (iii)]
=E(xy’) — E(x) E(y").

Tatrbiy = E(la+x—E@+x)][b+y—ED +m1) [(7.33)]
—E(a+x—a—Ex)][b+y—b-E(])  [Box7.2 ()]
=E(x—E®][y—-E»])
=%, [(7.33)]

Sar.y = E([Ax — E(Ax)] [By — E(By)]") [(7.33)]
= E([Ax — AE®)][By - BE(y)l')  [Box 7.2 (iv)]
= E[Alx — E@)IB [y — E())]
= EAlx — E®)] [y — E(»)]' B))
= AE(lx - E@)] [y - E»])B'  [Box 7.2 (ix)]
—AX, B [(7.33)]
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(iv)

T, =E(x—-E®@]Ly—E(»]) [(7.33)]
= (E(x —E@)] [y - EN)) [(A") =A]
= E([[x —EX)] [y - E(»I'T") [(7.30)]
=E(y-E][x-Ex)]") [(ab")" =ba’]
¥ [(7.33)]

(v) Independence of the multivariate random variables X and Y implies X; JI.JL Y,
for all i=1,...,n and j=1,...,m. Therefore, Rule (vi) of Box 7.1 implies
Cov (X;, Yj) =0,foralli=1,...,nandj =1, ..., m. Equation (7.34) then implies
X, =0.

vi) Ifx = a, then Rule (vii) of Box (7.1) yields Cov (X;, Y) =0, foralli=1,...,n,
j=1,..., m. Equation (7.34) then implies Exy =0.

(vii)

2Ax+By, Cw+Dz
= E([Ax +By — E(Ax + By)] [Cw + Dz — E(Cw + Dz)]) [(7.33)]

= E([Ax — E(Ax) + By — EBy)] [Cw — E(Cw) + Dz — EDz)]")
= E([Ax — AE()] [Cw — CEW)]’ + [Ax — AE(x)] [Dz - DEQ)]’

+[By — BE(y)] [Cw — CEW)]’ + [By — BE(y)] [Dz = DE(@)]' [Box 7.2 (iv)]
= E(Alx — E@)] [w — EW)]'C") + E(A[x — E(X)] [z — E(z)]'D")

+EB[y — E(y)] [w—Ew)'C") + EBLy — E(y)] [z — E@)]'D’)
= AE([x — Ex)] [w — Em)])C' + AE([x — E(x)] [z — E(z)]")D’

+BE(y - E(y)] [w—Ew))")C" +BE(ly — E(y)] [z — E)]")D’"  [Box 7.2 (ix)]
=AX,, C'+AX_ D' +BX, C' +BX, D' [(7.33)]

(viil) Ifx ?z, then Rule (x) of Box 7.1 implies that Cov (X;, Yj) = Cov (Z;, Yj), for all
i=1,...,n,j=1,...,m. Equation (7.34) then implies Exy = Ezy.

7.12
Ve (Y| X
02y = %(ml)] [(7.40)]
_ Cov[Y‘,/sz(Y R [(7.44)]
ar(Y)

_ CovlY, 0, (Y | X)] - Var[Q, (Y | X)]
Var[Q,;,,(Y | X)] - Var(Y)
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_ Cov[Y, 0, (Y | X)] - Cov[Y, Qp, (Y | X)]
B Var[Qy;,(Y | X)] - Var(Y)

_ CovlY, Q,(Y | X))
~ SD[Q;,(Y | X)1? - SD(Y)?

= CorrY, Q;,, (Y | X)1%.

[(7.44)]

Note that Corr[Y, Q;, (Y | X)] = 0 if Var[Qy;,(Y | X)] = O [see Eq. (7.18)].



8

Some distributions

In chapter 5, we defined random variables as particular measurable mappings and their
distributions as their image measures. There, we also extended the concept of independence of
events and families of events to independence of random variables and independence of fam-
ilies of random variables. Furthermore, we introduced the concepts of a probability function
and a density of real-valued random variables, which are useful for describing distributions. In
chapters 6 and 7, we treated the expectation of a numerical random variable and related con-
cepts such as variance, covariance, and correlation. In this chapter, we provide some examples
illustrating how probability functions and densities describe the distribution of a random vari-
able and how they can be used to compute expectations and variances of real-valued random
variables.

8.1 Some distributions of discrete random variables

In this section, we treat some examples of distributions that are specified by probability func-
tions of discrete random variables: the discrete uniform, binomial, Poisson, and geometric
distributions.

8.1.1 Discrete uniform distribution

Reading the following definition, remember that py denotes the probability function assigning
to each value x; of a discrete random variable X its probability py(x) = P(X=x;) = Py({x;})
(see Def. 5.56 and Rem. 5.57). Furthermore, according to Remark 5.59, py uniquely deter-
mines the distribution Py of X, which follows from c-additivity of the measure Py.

Definition 8.1 [Discrete uniform distribution on a finite set]
Let Q;( ={x,....,x,},n € N, andlet X: (Q, o, P) - (Q, 9’(9&)) be a random variable,
where Q;( ={xy,...,X,}. Then X has a (discrete) uniform distribution on ., if

px(x;) = PX=x;) = l, Vi=1,...,n. (8.1)
n
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LetQ = (x|, ...,x,} and let #A” denote the number elements of a finite set A’. According
to Equation (5.46),

/
<\7’ Alc Qi Py(A') = %) & Py is the uniform distribution on Q}.  (8.2)

Hence, if X has a discrete uniform distribution, then the probability of an event {X € A’} only
depends on #A’, the number of elements of A’, and not on the particular choice of these ele-
ments from Q;( The uniform distribution on Q;( is the only distribution that has this property.
A special case is treated in Example 8.6.

8.1.2 Bernoulli distribution

Now we consider 7 trials in which we observe whether or not an event A; occurs at trial i,
where i = 1, ..., n. These events A; will be indicated by independent identically distributed
(i.i.d.) random variables X1, ... , X,, with values X;(®) = 1 if € A;, and X;(w) = 0 otherwise.
Hence, X; = 1Ai’ and P(X;=1)=pforalli=1,...,n.

Definition 8.2 [Finite sequence of Bernoulli variables]
LetX,,...,X,: (Q, o, P)— ({0, 1}, ({0, 1})) be i. i. d. random variables with

PX;=1)=1-PX,=0)=p, Vi=1,...,n, (8.3)
where 0 < p < 1. Then X, ..., X, is called a sequence of n Bernoulli variables
with parameter p, and X = (X4, ..., X,)) is called an n-variate Bernoulli variable

with parameter p.

Remark 8.3 [Bernoulli distribution] Remember that ¢! =g and a!~! =% = 1 fora e R.
Hence, foralli=1, ... ,n,

px,@) =p" (1-p)'™, Vxe{01}. (8.4)

The distribution of such a random variable X; is called the Bernoulli distribution. <

As we will show in Remark 8.5, a multivariate Bernoulli variable has a multivariate
Bernoulli distribution that will now be defined.

Definition 8.4 [Multivariate Bernoulli distribution]
LetX = (X, ..., X,): (Q, o, P) > ({0, 1}", ({0, 1}")) be an n-variate random variable
and let O < p < 1. If the probability function of X is

n
V(g e x) € {0, 13 py(xpsenux) = [ 2% (1= p)' o, (8.5)
i=1

then Py is called the multivariate Bernoulli distribution with parameters n and p.
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Because x; € {0, 1} forall i =1, ..., n, the probability py(x;, ... , x,) in (8.5) can also be
written as
Px(Xys .. x,) = p Zi=t%i (1 = p)' " Zi=r¥, (8.6)
where Zf‘zl x; is the number of ones in the sequence xy, ..., x,, (see Exercise 8.1).

Remark 8.5 [Probability function of a multivariate Bernoulli variable] Let X =
(X4, ..., X,) be an n-variate Bernoulli variable with parameter p. Then its probability func-
tion py is defined by (8.5) and its distribution, Py, is the multivariate Bernoulli distribu-
tion with parameters n and p, which follows from (8.4), independence of X, ..., X,,, and
Lemma 5.68. <

Example 8.6 [A special case] For p = .5, Equation (8.6) implies px(x{, ..., x,) = .5", for all

(xg, .-, x,) € {0, 1}"*. Hence, this multivariate Bernoulli distribution is the discrete uniform
distribution on {0, 1}"; that is, in this case an n-variate Bernoulli variable X = (X, ..., X,,)
with parameter p = .5 is uniformly distributed on {0, 1}". <

8.1.3 Binomial distribution

In the following definition, we use the binomial coefficient

n n!
<x> .—m, I’lENO,X—O,l,...,I’l. (87)
Furthermore, a! :=a-(a—1)-... -1 denotes the factorial of a € N, where by convention

0!:=1.

Definition 8.7 [Binomial distribution]
Let X: (Q, &, P) —» (Ny, P(Ny)) be a discrete random variable. If

(p (1 =py=, ifx=0,1,...,n

0, if x >n, 845)

VxeNy:  px(x) =b, ,(x):= {

where n € N and 0 < p < 1, then we use the notation X ~ B, , and say that X has a
binomial distribution with parameters n and p.

Remark 8.8 [Distribution function] If b, » is the probability function of X, that is, if

X ~ B, ,, then its distribution function is

0, ifa<0
k

VaeR: Fy@={Y b,,®, ifk<a<k+1 and k=0,1,....n-1 (89)
x=0

1, ifa > n.
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1.0 L

0.8 - p=.5n=10 —  P(X<%)

0.6 - E—

0.4 - -

0.2 - _I | I P(X=x)

; — ; ; ; l — ; ;

-1 0 1 2 3 4 5 6 7 8 9 10 11 X

Figure 8.1 Probability function and distribution function of a binomial distribution.

Figure 8.1 shows the probability function and the distribution function of the binomial distri-
bution for parameters n = 10 and p = .5. Figure 8.3 also shows the probability function for
parameters n = 10, p = .2 and n = 20, p = .1. Note that probabilities close to zero may not be
visible in this figure. <

According to the following theorem, the sum of a sequence of n Bernoulli variables with
parameter p has a binomial distribution with parameters »n and p.

Theorem 8.9 [Sum of Bernoulli variables]

Let X, ..., X, be a sequence of n Bernoulli variables with parameter p. Then
n
X = 21 X;~ B, ,. (8.10)
=

(Proof p. 276)

Remark 8.10 [A reformulation using events] Explicitly referring to events and their indi-
cators, Theorem 8.9 may also be formulated as follows: If (Q, &, P) is a probability space
and, forall i =1,...,n, A; € & are independent with P(4;) = p > 0, then X := 2?:1 1A,' ~
B, p-

Figure 8.2 illustrates the probability function py of X = X; + ... + X, where X; indi-
cates ‘success’ in trial i, occurring with probability p = P(X;=1) (¢ := 1 — p). We consider
n=0,1,...,4 trials presented in the five ‘rows’ of the figure. The numbers in the circles
and ellipses are the probabilities px(x) of the number x of successes, which are computed by
Equation (8.8) (see the ‘columns’ of the figure).

Example 8.11 [Flipping a coin » times] A simple example is flipping a coin n times. The
event A; is flipping heads at trial i, i=1, ... ,n. If p=1/2, then we say that the coin is
fair. If X is the number of flipping heads, that is, X = Z;’zl 1Ai’ then, for n=2, the values
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Number
of trials 2

q p q
v - ‘ @
X = Number of successes x

Figure 8.2 Probability function of the sum of i. i. d. Bernoulli variables.

of the binomial distribution are b, ; ,(0) = P(X=0) = 1/4, b, ; »(1) = P(X=1) = 1/2, and
by /2(2) = P(X=2) = 1/4, which have already been computed in Example 5.64. For the case
n = 4, see Exercise 8.2. <

Example 8.12 [Tossing n dices] Another example is tossing n dices. The events A; could
be tossing a six with dice i. If the probabilities are identical for all six possible out-
comes of a single trial, then we say that the dice is fair. In this case, the parameter is
p=1/6. If X is the number of tossing a six, then, for n=2, the values of the binomial
distribution are b, ; /5(0) = P(X=0) = 25/36, b, ; ;s(1) = P(X=1) = 10/36, and b, ; /4(2) =
P(X=2)=1/36. <

Corollary 8.13 shows how expectation and variance of a random variable X with a binomial
distribution depend on the parameters n and p.

Corollary 8.13 [Expectation and variance]
IfX ~ B, ,, then E(X) = np and Var(X) = np (1 - p).
(Proof p. 277)

8.1.4 Poisson distribution

Another discrete distribution is the Poisson distribution. According to Theorem 8.17, it is
“close” to the binomial distribution if n is large and p small.
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P(X=x) left: binomial probability function with p = .2, n =10
0.4 middle: binomial probability function with p = .1, n = 20
right: Poisson probability function with A =2 = np

0.2

LirE..

0 1 2 6 7 8 x

Figure 8.3 Probability functions of binomial and Poisson distributions.

Definition 8.14 [Poisson distribution]
Let X: (Q, o, P) —» (Ny, P(Ny)) be a discrete random variable. If

X
px(x) = X—' e, VixeN,, (8.11)
P

where A > 0, then we use the notation X ~ P, and say that X has a Poisson distribu-
tion with parameter \.

Figure 8.3 displays this probability function for the parameter A = 2.

Remark 8.15 [Distribution function] If X ~ P,, then its distribution function is obtained
by sums of the probabilities py(x) specified in Equation (8.11). More precisely,

0, ifa<0

VaeR: Fy@=1, Z”: A (8.12)
=0 x!’

ifn<a<n+1land neN,.
<

If X has a Poisson distribution, then, according to the following theorem, its expectation
and variance are identical, and they are equal to the parameter A.

Theorem 8.16 [Expectation and variance]
If X ~ Py, then E(X) = Var(X) = \.
(Proof p. 277)

We can use the Poisson distribution for approximating the binomial distribution for large
n and small p. The following theorem is the theoretical foundation.
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Theorem 8.17 [Poisson limit theorem]
Suppose that p,, n € N, is a sequence of real numbers with 0 < p, < 1 for all n e N. If
lim,_,  n-p,=Aand 0 <A < oo, then,

X

. Ay
nll)r{.lo bn,pn(x) =1 e, VYV xeNlN, (8.13)
where b, , denotes the probability function of a binomial distribution with parameters n
and p,,.

For a proof, see Bauer (1996).

Remark 8.18 [Poisson distribution as an approximation] Assuming lim,_ #n:p, =
A > 0 implies that the sequence py, p,, ... converges to 0. Hence, p,, will be small for a large
n. Therefore, Equation (8.13) can be applied to a binomially distributed random variable X
for large n and small p. In this case, p takes the role of p, and A = n - p takes the role of
lim n - p, in Theorem 8.17. Then,

n— 0o

X

P(X=x) = <Z>px(1 - i‘—' e Vx=0,1,....n,

that is, the Poisson probability function approximates the binomial probability function (see
Fig. 8.3). Obviously, the approximation is better for the parameter n = 20, p = .1 than for
n=10,p = .2 (i.e., it is better for larger n and smaller p). <

8.1.5 Geometric distribution

Now we turn to an infinite sequence of Bernoulli trials, which is useful if the number of trials
cannot be fixed in advance. An example is the random experiment of flipping a coin until the
first heads occurs (see Example 8.24). In contrast to the last section, in which we considered
a finite sequence of Bernoulli trials, now we will assume p # O and p # 1.

Definition 8.19 [Infinite sequence of Bernoulli variables]
Let X{,X,, ...: (Q, 4, P) = ({0, 1}, ({0, 1})) be i. i. d. random variables with

PX;=1)=1-PX,=0)=p, Vi=12, ..., (8.14)

where 0 <p < 1. Then X|,X,, ... is called an infinite sequence of Bernoulli
variables with parameter p.

The set € occurring in this definition can be specified as the set of all infinite sequences of
elements of {0, 1}. Note that it is not obvious that there is an infinite sequence of independent
random variables X; satisfying (8.14). A proof that such an infinite sequence actually exists
can be found in Klenke (2013, Th. 2.19 and Example 2.18).
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According to Theorem 8.23 and Example 8.24, such an infinite sequence of Bernoulli
variables is closely related to the geometric distribution that is defined as follows.

Definition 8.20 [Geometric distribution]
Let X: (Q, o/, P) > (N, P(N)) be a discrete random variable. If

Py @=1=-p)*'.-p, VxeN, (8.15)

where 0 < p <1, then we use the notation X ~ G, and say that X has a geometric
distribution with parameter p.

Note that, forO < p < 1,

S (ol 1 1
x;,( P) I—(-p) »p

which implies 37° | py (x) = 1.

Remark 8.21 [An alternative definition] Sometimes the geometric distribution is alterna-
tively defined for a random variable Y with values y € N;,. In this case, the probability function

ispy()=0-p)-p. <

Theorem 8.22 [Expectation and variance]
IfX ~ G, then EX) = 1/p and Var(X) = (1/p*) — 1/p.
(Proof p. 278)

In Theorem 8.23, we consider the probability function of the random variable X, the num-
ber of the trial in which the first one occurs in an infinite sequence of Bernoulli trials.

Theorem 8.23 [A class of random variables with geometric distributions]
Let X, X5, .... (R, &, P) — ({0, 1}, ({0, 1})) be an infinite sequence of Bernoulli vari-
ables with parameter p. If the random variable X: (Q, o, P) — (N, P(N)) is defined by

X(@)=min{ne N: X, (0) =1}, Vo e, (8.16)
then X has a geometric distribution with parameter p.

(Proof p. 279)

Example 8.24 [Flipping a coin until heads occurs] Consider repeatedly flipping a coin and
define the sequence of random variables X, X,, ... with X;(w) = 1 if heads occurs at the ith
flip and X;(w) = 0, otherwise. This specifies an infinite sequence of Bernoulli variables with
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P(X=x)

0.5

0.4

03 Left: p = .20

Middle: p = .30
0.2 Right: p = .50
0.1
04 L L & = == ‘
0 1 5 10 15 20 X

Figure 8.4 Probability functions of three geometric distributions.

parameter p = .5. Now define the random variable X by Equation (8.16). Hence, X is the index
of the first of the variables X; taking on the value 1, that is,

Xw)y=n, ifXj(@=..=X,_((®=0andX,(0)=1, VoeQ neN.

Then X has a geometric distribution with parameter p = .5. <

Remark 8.25 [Distribution function] If X ~ G , then,

0 ifx<1
: = < = ’ ; e . . .
VreR: Fx()=PX<x) {1—(1—1))’, ifi<x<i+1l,ieN, ®.17)
is the distribution function of X (see Exercise 8.3). <

Another discrete distribution based on an infinite sequence X;, X,, ... of Bernoulli vari-
ables is the negative binomial (or Pascal) distribution (see, e.g., Johnson et al., 2005).

8.2 Some distributions of continuous random variables

8.2.1 Continuous uniform distribution

We begin with some examples using the densities of various random variables with continuous
uniform distributions.
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Example 8.26 [Uniform distribution on an interval] Let X: (Q, &/, P) - (R, &) be areal-
valued random variable. Then X has a uniform distribution on the interval [a, b], a < b, a,
beR,if

N S
Sx&x) = Py 110,51 (0)- (8-12

Example 8.27 [Uniform distribution on a rectangle] The random variable X =
(X1, X5): (Q, 4, P) - (Rz, AB,) has a uniform distribution on the rectangle [a, b] X [c, d], a <
b,c<d,a,b,c,deR,if

1

b—a) d—o Nen®) Teat) (8.19)

Jx(xy, x0) =
(see Fig. 8.5). Note that X has a uniform distribution on the rectangle [a, b] X [c, d] if and only
if the following three conditions hold:
(a) X; and X, are independent.
(b) X, has a uniform distribution on [a, b].
(c) X, has a uniform distribution on [c, d].

(See Cor. 5.100.) <
Example 8.28 [Uniform distribution on a circle] Let X = (X, X,): (R, &, P) — (R B5)

be arandom variable. Then X has a uniform distribution on the circle B, = {(x, x,) € R2: x% +
x5 <rh0<reR,if

1
Sx(xp, %) = 5 7Br(x1,xz)~ (8.20)
T-r

In this case, X; and X, are not independent. <

Definition 8.29 [Continuous uniform distribution on a bounded set]

Let X: (Q, o, P) - (R", &,,) be a random variable and let B € B, such that 0 < A,(B) <
o0. Then X has a (continuous) uniform distribution on the set B, denoted X ~ U,
if X has a density satisfying

1

Sx() = An(B)

15(0), VxeR™ 8.21)

Equation (5.40) and Theorem 3.68 imply: For B € 98, with 0 < 4,(B) < oo,

A, (A7)

<VA'e B, PXeA)= B

) o X~y (8.22)
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.

f)( (xll x2)

X1

Figure 8.5 Density of a bivariate uniform distribution on a rectangle.

Hence, the probability of an event {X € A’}, A’e &, |, only depends on the value 4, (A") of the
Lebesgue measure A,,. This is an invariance property that characterizes a continuous uniform
distribution, that is, there is no other distribution on a bounded set B € 9, that shares this
property with the uniform distribution.

In the special case n = 2, the probability P(X € A”) only depends on the area of A’e %,;
it does not depend on the location or the shape (triangle, ellipse, ...) of the set A’. Figure 8.5
shows the density of a bivariate uniform distribution on a rectangle.

8.2.2 Normal distribution

Definition 8.30 [Normal distribution]
A continuous random variable X: (Q, of, P) - (R, RB) has anormal distribution with
parameters |1 € R and 6> > 0, denoted X ~ N’ wo?» If it has a density satisfying

L2
exp(—(x ”)>, VieR. (8.23)

(x) =
= 2162 20?

Figure 8.6 displays the densities of the normal distributions for three different parameter pairs
of p and 6. Comparing the three densities to each other illustrates that 1 is a location parameter
and 6 a scale parameter.
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fx ()

0.5

0.4

0.3

0.2

0.1

Figure 8.6 Densities of three normal distributions.

Theorem 8.31 [Expectation and variance]
IfX ~ Nu,rs2’ then E(X) = p and Var(X) = ¢2.

For a proof, see Georgii (2008, Example 4.28).
The normal distribution with expectation p = 0 and variance 6> = 1 is called the standard
normal distribution. In this case, Equation (8.23) simplifies to

1 < x2>
fxo) = rexp (=7 ), VxeR (8.24)

V2

(see Fig. 8.7 and Exercise 8.4).

Remark 8.32 [Distribution function] If X ~ N, 1,629 then its distribution function is

Fy() = — / exp <—(t_”)2> di, VxeR (8.25)
Vg T

(see Cor. 5.95). If p = 0 and 62 = 1, then this distribution function is often denoted by @, and
in this case Equation (8.25) simplifies to

2

1 * t
D(x) = —— / exp (——) dt, VxeR. (8.26)
V2rn J-e 2

Figure 8.7 displays the graphs of the density and the distribution function of the standard
normal distribution. The shaded area is the Riemann integral of the density from —oo to .6. Its
value is ®(.6) ~ 0.7257, the value of the distribution function. <
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fx  Fx
1.0

0.751_

—4 -3 -2 -1 0 1 2 3 4 X

Figure 8.7 Density and distribution function of the standard normal distribution.

Remark 8.33 [Linear functions of X] IfX ~ N, oo thena + X ~ N, atpy, p2o2 (see Klenke,
2013, Exercise 1.5.3). <

According to the central limit theorem, the limit (for n — o) of the sum of n independent
identically distributed (i.1i. d.) random variables X, ..., X,, with positive and finite variances
has a normal distribution.

Theorem 8.34 [Central limit theorem]

Let X;: (Q,d, P) = (R, RB),i=1,2, ..., be asequence of real-valued i. i. d. random vari-
ables with finite expectations E(X;) = p and finite variances Var(X;) = 62 > 0. Further-
more, let X, := S, /n, where S,, := Xi_, X, and

S S &—w-yn

: = (8.27)
n oc- \/z (o}
Then,
lim P(Z, <2)=®(), VzeR, (8.28)
n—0o0o

where ®(z) denotes the distribution function of the standard normal distribution.

For a proof, see Georgii (2008, section 5.3). The second equation of (8.27) reveals that Z,
is the Z-transformation (see_Rem. 6.33) of the sample mean X,, = % >, X;, because © / \/ﬁ
is the standard deviation of X,, (see Exercise 6.6).
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Remark 8.35 [Application of the central limit theorem] The central limit theorem can be
applied for the approximation of the distributions of sums of i. i. d. random variables. For large

nand x e R,
- X—n
P[YX<x|~o £, (8.29)
i=1 G'\/ﬁ

Note, if the X; are discrete and integer-valued, then for all integers &,

n n
P<2Xi§k>=P< X,.<k+1>, (8.30)
i=1 i=1

and therefore one may use the ‘correction’

" k+l—np
P X <k|~mwo| —2 _"|. 8.31
(Exer)==("27") 3

Whether or not 7 is large enough for a good approximation can be dealt with by the
Berry-Esséen bound [see Georgii, 2008, Remark 5.30 (c)]. A rough summary is: The more
symmetric the distribution of the X;, the faster the convergence of the limit in (8.28), that
is, small n already yield good approximations. For example, for n > 12, good approxima-
tions of the distribution function of Z, are already obtained, for the symmetric distributions of
Xj ~ Ujp,1; and X; ~ B, | /. In contrast, the approximation is still bad for the skewed (asym-
metric) distribution of X; ~ B, | 5 even if n = 50. In the latter case, the approximation of a
binomial distribution by a Poisson distribution (see Remark 8.18) is better than by a normal
distribution. <

8.2.3 Multivariate normal distribution

Now we present a generalization of the univariate normal distribution considering an n-
dimensional real-valued random variable X = (X, ..., X,,). Reading the following definition,
remember that an n X n-matrix A is called symmetric if it is identical to its transpose (i.e.,
if A =A"), and that it is positive definite if X’A x > 0 for all column vectors x € R”, x # 0.
Furthermore, det X denotes the determinant of X.

Definition 8.36 [Multivariate normal distribution]

Let p be an n-dimensional vector of real numbers and X a symmetric and positive definite
n X n-matrix of real numbers. Furthermore, let X = (X{, ..., X,): (Q, &, P) -» (R", &,)
be an n-dimensional random variable. If the function fyx: R" — R defined by

1

V@ry detx

is a density of X, then we say that X has an n-variate (or n-dimensional) normal distri-
bution with parameters p and X, and we denote it by X ~ Nu» 5

fex) = exp (—%(x 'zl x— u)) , VxeR' (832)
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In section 7.4.2 we introduced the expectation of an n-dimensional random vector, and in
section 7.4.3 the variance-covariance matrix of an n-variate random variable X = (X, ..., X),).
These concepts are used in the following theorem showing that the parameters p and X have
a stochastic interpretation.

Theorem 8.37 [Expectation vector and covariance matrix]

Let E(x) denote the expectation of the random vector x = [X,, ... ,X,]' and X, the
variance-covariance matrix of the n-variate random variable X = (Xy, ..., X,). If X ~
Ny x then E(x) = pand Z,, = L.

For a proof, see Georgii (2008, Th. 9.2).

Remark 8.38 [Univariate normal distribution] The univariate normal distribution (see
Def. 8.30) is in fact a special case of Definition 8.36. This can be seen as follows: If n = 1 and

X ~ Nyg2. thenp = [p] = [EX)], £ = [6?], detZ =0, and T! = [é] Hence, the density

(8.32) simplifies to (8.23). <
Remark 8.39 [Bivariate normal distribution] Ifn =2and X = (X, X;) ~ N R then,
n=[p, el = E(X, X,1) = [EX), EX,)] (8.33)
and
2 2 .
z=zxx=["1 "122]=[ . f ";"2], (8.34)
521 02 p- Gl 02 (52
where p = Corr (Xy, X;), and the density (8.32) can also be written as:
2 2
1 1 —=2pz12+2
fe@yxy) = ——————exp (—11§2> (8.35)
2n6,0,4/1 —p? 2(1—p9)

where z; := (x; — p;)/0; and 6; = \/:%, for i = 1, 2 (see Fisz, 1963, section 5.11). Figure 8.8
displays the density function of a bivariate normal distribution. The volume above the rectangle
in the (x;, x,)-plane under the graph of the density is the probability that the bivariate random
variable X = (X7, X,) takes on a value in that rectangle. <
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Figure 8.8 Density of a bivariate normal distribution.

Remark 8.40 [Correlation and independence] If (X|, X,) has a bivariate normal distribu-
tion and p = 0, then Equation (8.35) simplifies to

L2 2
Tx(xp, xp) = 210,0, exp [_ 5 (Zl + Zz)]
1 % 1 z%
exp 5| T - exp Y (8.36)
27t6% 2 162

= fx, (x1) - fx, (x2).

According to this equation, the density of (X, X,) is the product of the univariate normal
densities of X; and X,, respectively [see Eq. (8.23)]. As shown in Exercise 8.5, this implies
that X and X, are independent if and only if p = 0. Hence, under bivariate normality, X; and
X, are independent if and only if they are uncorrelated. <

Theorem 8.41 [Linear combinations]
LetX = (Xy, ..., X,): (, &, P) > (R", %B,) be an n-variate real-valued random variable
andx = [Xy, ..., X,'. Then X ~ N, 5 if and only if

Va=l[ay,...,a,]' eR" a'x ~ Ny, wra- (8.37)

For a proof and other characterizations of the multivariate normal distribution, see Tong
(1990, ch. 3).

Remark 8.42 [Special cases] If X, ..., X, are independent random variables with X; ~

Nui,c,-z’ p; € Rand ciz >0,i=1,...,n,then X = X [see Eq. (7.36)] is diagonal, and propo-

sition (8.37) witha = [1, ..., 1]’ yields

n

Z Xi ~ Nps,c%

i=1
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with pg = ¥7_, p; and o2 = ¥/_, o7. In particular, if X,,...,X, is a sample, that is, if
X, ..., X, is a sequence of i. 1. d. random variables with X; ~ 162> i=1,....,n,peR, and
62 > 0, then,
% 0./
M ~ _N’O 1 (8.38)
° ,
where X, is the sample mean [see Eqgs. (6.23) and (6.32)]. <

Theorem 8.43 [Linear transformations]
LetX = (Xq, ..., X,) ~ Nu’x andx = [Xy, ... ,Xn]’. Furthermore, form < n, let A be an
m X n-matrix of real numbers of rank m and let ¢ be a column m-vector of real numbers.

Then,

Ax +c~ NAH+C,AZA" (839)

For a proof, see Georgii (2008, Th. 9.5).

Example 8.44 [Univariate marginal distribution] For m =1, A =[1,0,...,0], and ¢ =
[0], Theorem 8.43 implies

X, ~ ./\/'MSG%, (8.40)
where p, is the first coordinate of p and G% the first diagonal element of X. <
Example 8.45 [Bivariate marginal distribution] For m = 2,

a=otoo)
and ¢ = [0, 0], Theorem 8.43 implies
Ax =X}, X, ~ Ny, 500 (8.41)
where
Rio = [y, ol = E(X, X,1) = [EXX), E(X,)Y
and
6 © c? -0, 0

which is the variance-covariance matrix of (X;, X,) [cf. Egs. (8.33) and (8.34)]. <
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Examples 8.44 and 8.45 show that the appropriate choices of m, A, and ¢ immediately
yield the following corollary:

Corollary 8.46 [Marginal distributions]

IfFX=X,...X,)~ ./\/.u’ s, then all marginal distributions are normal. In particular,
X; ~ N.ul,c-z’ i=1,...,n where |, is the ith coordinate of p and 61-2 the ith diagonal ele-
ment of .

8.2.4 Central y’-distribution

In the following definition, I': R — R denotes the gamma function defined by

o0
[(a) := / 1% le7ldt, VYaeR, a>0. (8.42)
0
Note that
I'a)=@-1)-T'(a-1), fora>1. (8.43)
Furthermore,
Ia)=(@—1)! foraeN, and r(%) _— (8.44)
fx(x)
0.10
0.05
0 T

Figure 8.9 Densities of three central y2-distributions.
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Definition 8.47 [Central y2-distribution]

Let n e N. A continuous nonnegative random variable X: (Q, &/, P) - (R, #) has a
central y*-distribution with n degrees of freedom, abbreviated X ~ )(n2, if X has
a density satisfying

xn/2—l . e—x/Z

K0 =122 T py 120
0, ifx<O0

VxelR. (8.45)

Normal and y2-distributions are related to each other as follows:

Theorem 8.48 [Relationship between normal and y2-distributions]
If Xy, ..., X, are i. i.d. random variables with standard normal distribution, then,

n
X = Z Xl2 (8.46)
i=1
has a central y*distribution with n degrees of freedom.
For a proof, see Fisz (1963, section 9.4).

Theorem 8.49 [Expectation and variance]
IfX ~ ;(n2, then E(X) = n and Var(X) = 2n.
(Proof p. 279)

Remark 8.50 [ y2-distribution in statistics] Suppose that X, ..., X, is a sample of inde-
pendent and normally distributed random variables with expectation E(X;) = p and variance
Var(X;) = o2, fori=1,...,n Then,

. 1 < 2 2
X = = i;(Xi—,u) ~ 1, (8.47)
and
1 n
- Y\2 2
V=5 i;(xi_x) ~ Xy (8.48)

(see Georgii, 2008, Th. 9.17), where X = 11 " X, is the sample mean. <

7 i=1
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8.2.5 Central s-distribution

In the following definition, we again use the gamma function I" defined by Equation (8.42).

Definition 8.51 [Central z-distribution]
Let n € N. A continuous random variable X: (Q, o, P) - (R, B) has a central t-dis-
tribution with n degrees of freedom, denoted X ~ t,, if X has a density satisfying

T+ 1)/2) 2\
f) = Nt <1 - > , VxeR (8.49)

Figure 8.10 displays densities of three #-distributions with 1, 5, and 10 degrees of freedom,
respectively.

Theorem 8.52 [Expectation and variance]
IfX ~t,andn > 1, then E(X) =0, and if n > 2, then Var(X) = n/(n — 2).
For a proof, see Johnson et al. (1995).

Remark 8.53 [Cauchy density] If X: (Q, &, P) — (R, 98) has a r-distribution with n =1
degree of freedom, then the density fyx of X is also called the (standard) Cauchy density. In

this case, the expectation of X does not exist (see Example 6.12). <
Fx () At x = 0 in this order:
0.4 Standard normal
twithn =10
03 twithn=5
twithn=1
0.2
0.1
0 -

Figure 8.10 Densities of the standard normal and three z-distributions.
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Theorem 8.54 [Relationship between -, normal, and y2-distributions]
IfZ ~ W o1 ¥~ )(3, and Z and Y are independent, then,

X = (8.50)

=i
S|~

has a t-distribution with n degrees of freedom.

For a proof, see Fisz (1963, section 9.6) or Johnson et al. (1995, chapter 28).

Remark 8.55 [Convergence of densities] The sequence fX", n=1,2,..., of densities of the
t-distributions with n degrees of freedom converges to the density of a standard normal distri-
bution for n — oo. That is, ifan, n=1,2, ..., satisfy Equation (8.49), then,

. 1 —x?
lim fy (x) = - exp <> , VxeR (8.51)
noeo \V2r 2
(see Fig. 8.10 and Exercise 8.6). <
Remark 8.56 [z-distribution in statistics] Suppose that X, ..., X, are independent and nor-

mally distributed random variables with expectation E(X;) = p and variance Var(X;) = o2, for
i=1,...,n. Then,

X - X -
X = i” = vn-=2E B (8.52)
a
where
_ 1 & 1 v _
X=-YX, §:= Y X, —X)*, and S:=VS2  (853)
nizi n—1 /3

For the proof of independence of X and S, see Georgii (2008, Th. 9.17). Applying Theorem
8.54, (8.48), and (8.38) then yields the result. <

8.2.6 Central F-distribution

In the following definition, we again use the gamma function I" defined by Equation (8.42).
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Sfx ()

1.0 ~—m=10,n= 0

0.8 m=10,n=>50
m=10,n=10

0.6
m=10,n=4

0.4

0.2

0 I I I I
0 1 2 3 4 X

Figure 8.11 Densities of three F-distributions and the limit of the density of the F-
distribution for m = 10 and n to oo.

Definition 8.57 [Central F-distribution]

Let m,n € N and let X: (Q, o, P) - (R, B) be a continuous nonnegative random vari-
able. Then X has a central F-distribution withm andn degrees of freedom, abbre-
viated X ~ F,, ., if it has a density satisfying

L((m+n)/2) - m™?2 . pn/2 . xm/2-1
K@ =T /2 - T af2) -t moyormz> *20
0, ifx<0

VieR. (8.54)

Figure 8.11 displays the densities of three F-distributions and the limit of the density of
the F-distribution for m = 10 and 7 to oco.

Theorem 8.58 [Expectation and variance]
IfX ~ F,, ,, then, forn > 3, the expectation of X is E(X) = n/(n — 2). Forn < 2, the expec-
tation of X is co. If n > 5, the variance of X is

202 - (m+n—2)

Var(X) = 2 i d)

(8.55)

For n < 2, the variance does not exist and for 3 < n < 4, the variance of X is infinite.

For a proof, see Johnson et al. (1995, chapter 27).
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Theorem 8.59 [Relationship between F- and y2-distributions]
IfZ ~ )(nf and Y ~ )(nz are independent, then,

z
X = YL/’: ~ Fppp (8.56)

For a proof, see Fisz (1963, section 9.7).

Remark 8.60 [F-distribution in statistics] LetZ,,...,Z, .Yy, ..., Yn2 be independent nor-

» “ny
mally distributed random variables with expectations E(Z;) = p, E(Y;) = py, and variances

Var(Z;) = 0%, Var(Y)) =o%,i=1,...,ny,j = 1, ..., ny, respectively. If 67 = o7, then,
1 ny .
) 2z -2y
xi=z  Mmol s F, 8.5
= g = | ny — ~ Fn=Lny=1> (8.57)
Y.-Y
ny —1 i;( l )
where
_ 1 ny _ 1 ny
Z:=— Y7 and Y = — Y; (8.58)
iz n =1
are the sample means [see (8.48) and Th. 8.59]. <
8.3 Proofs
Proof of Theorem 8.9
Letx € {0, 1, ..., n}. Then, for any subset [, of {1, ..., n} that has x elements, the assumptions

of independence and identical distributions of the Xy, ..., X, imply

PViel:X;=1Vie{l,....,n}\I:X;=0)=[[ PX;=D- [] [1-PX;=1)]

iel, ief{l,..., n}\ I,
=p*(l-p)".
Note that different subsets of {1, ..., n} represent disjoint events, even if the subsets have
a nonempty intersection. Hence, as there are (Z) subsets [, of {1,...,n} with x elements,

additivity of P implies

P(X=x) = (Z)pm -p)"
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Proof of Corollary 8.13

According to Rule (x) of Box 4.1, the distribution Py of X, which is a probability measure on
(Q), &), is uniquely defined by the probability function py (see Def. 5.56). Furthermore, con-
sidering g(X) := X or g(X) := [X — E(X)]?, Corollary 6.17 shows that the expectation and the
variance of X solely depend on its distribution Py. Therefore, it suffices to derive the expecta-
tion and the variance of the random variable X := Z?zl X; on (L2, o, P) defined in Theorem 8.9
with independent and identically distributed X, ..., X,,. Hence, the expectation of X is

EX)=E <Z Xi) [def. of X]
i=1

n
= ) E(X) [Box 6.1 (vi)]
i=1
n
= ) PX;=1) [(6.4), (6.5)]
i=1
n
=Y p=np. [P(X;=1) = p]
i=1
Similarly, the variance of X is
n
Var(X) = Var (Z X,) [def. of X]
i=1
n
=Y Var(X)) [Box 6.2 (vi), 1L X;]
=1
l n
= p(l—p)y=np(l—-p). [Example 6.30, P(X;=1) = p]

]
—

Proof of Theorem 8.16

If X has a Poisson distribution with parameter A, then,

EX)= Y x-px() = Y x px(x) [(6.6)]
x=0 x=1
e} bes o
=) x=—-e [(8.11)]

=e X - i
= xex=1)!
[s9)
Y )\x—l
=e A
x; (x—=D!
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O Ax
—e M- Z A
x=0x'
=e M )et 67‘:2}%
x=0x'
=M\ [ et = e

Because EXX?) = E[X-(X - 1)+ X]=E[X - (X - D]+ EX) and Var(X) = E(X?) — E(X)?
[see Box 6.2 (i)], we consider

[
M8

EX-(X-1)] X (x=1) - px(x) [(6.16)]
x=0
_3 A
= xgox(x— 1); e [(8.11)]
Y o L A2 .2
=¢ x§2x(x N L
_ a2 X X2
T2 G
e_}‘ }\’2 . E
x=0 !
_ A2 A A _ S A
e A\e le —Xgo 1
=2 [ . e = eM M

Because E(X) = A, we receive Var(X) = E(X2) —EX)? = M2 +A—A2 =\

Proof of Theorem 8.22

If X has a geometric distribution with parameter p and we define ¢ := 1 — p, then,

[e5]

EX)= )Y xpx) [(6.6)]
x=1
=Y xg""p [(8.15)]
x=1
=p- Yy xq*"!
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< d by [d X x—l]
=p- -4 -4 =Xq
xgl dgq dgq
d -
=pP - q
dq xgl

Il
=
&=
VN
—
|-
<
|
—_
N———
=
[ \ek:
<
=
Il
—_
|-
K
|
| IS

_p' 1
(1-q)7?
11

=pro=- p=1-g
P op

In the fifth equation, we used the fact that power series can be differentiated term-by-term
within their radius of convergence.

The second moment E(X?) = Y% | x% px(x) can be calculated analogously to E(X?),
except for using the second derivative with respect to g. The variance is then obtained by
Var(X) = E(X?) — E(X)2.

Proof of Theorem 8.23

Let X|, X5, ... be an infinite sequence of Bernoulli variables and X be defined by Equation
(8.16). Then, for all x € N:

pX(x) = P(sz) = P(Xl :0’X2:0’Xx—l :O, cen ,szl)
x—

1
l P(X,:O)] -P(X,=1) [Jil,‘ X;, (5.28)]
0

i=

1=p)*1.p. [(8.14)]

According to Definition 8.20, this is the probability function of the geometric distribution.

Proof of Theorem 8.49

Let X, ..., X, be i.i.d. and X; ~ Ny, i=1,...,n, then EX,) =0, Var(X)) = EX?) —
E(X))? = E(X}) = 1. We start calculating:

E(X}) = / ) x fy (%) dx [(6.13)]
_ 1 ® 4 e
= xX'e dx [(8.24)]
V2r ~/—oo
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= ! <—x3 2T 43 / Le /2 dx) [integration by parts]
V2rx ®© 00
- L. (0 +3-V27-E (xlz)) [(6.22)]

= (3-v27) =3

Using this result, we obtain

var(X2) = E(X}) - E(x?)? =3-1=2.

If X~ ;(3, then this equation, Py = Pzn y2 [see (8.46)], Corollary 6.17, JﬁLXl,
i=1"0

Box 6.1 (vii), and Box 6.2 (vi) yield

E(X) =E<;Xl.2> =n-E(X})=n

and

n

Var(X) = Var (Z X?) =n- Var(Xf) =2n.

i=1

Exercises

8.1 Consider Definition 8.4 and show that (8.6) holds.

7X5

n

8.2 Consider the random variable X defined in Example 8.11 for n = 4 trials. Determine the
elements of Q = {4, t}* that yield the value X = 3. Determine the probabilities for each
{w}, ® € {X = 3}. Identify the four paths in Figure 8.2 that lead from knot 1 to knot

4 p3q. Also use this figure in order to determine P(X =3).
8.3 Show that Equation (8.17) specifies the distribution function of X if X ~ G,

8.4 Show that the expectation of a random variable Z that has a standard normal distribution

is 0.

8.5 Use Corollary 5.100 to show that X; and X, are independent if and only if p = 0, provided

that (X;, X,) has a bivariate normal distribution with density (8.35).

8.6 Prove the proposition of Remark 8.55.
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Solutions
8.1 no B
px(xl, ,xn) = pr,(l _p)l X;
i=1
=p T (1 _p)E,’;l(l—xi)
=p Tt (1 = py i,
8.2 If we consider n =4 trials, then the value 3 of X is obtained by the (4) — 4 out-

8.3

8.4

comes: ®w; = (h, h, h, 1), ®y = (h, h, t, h), o3 = (h, t, h, h), and w4 = (¢, h, I, sz). The cor-
responding probabilities are P({w,}) = p3q, P({w,}) = p>qp, P{w3}) = p qp?, and
P({w,}) = g p. Summing these four probabilities yields P(X=3) = 4 - p’q. The four
paths from knot 1 to knot 4 p*>g are: 1 — p — p?> = p> = 4p3q, 1 = p = p* = 3qp*
—4p’¢q,1 > p—=>2qp—=3qp* >4p’qand1 - q—2qp—3qp* —4p’q Using
Figure 8.2 yields P(X=3) =4 p’q = (j) p3¢*3. Because, in this example p = g = .5,
this yields P(X=3) =4 p’qg=4-.5-.5=25.

Forxe N,

1 — Fy(x) = P(X > x) [(5.51)]

= P(min{n e N: X, (0) = 1} > x) [Th. 8.23]

=PX,=..=X,=0)
= P(X;=0) - ... - P(X,=0) [(5.28)]
=(1-p* [Def. 8.19]

Because X is a discrete random variable with values in N, its distribution function is a
right-continuous step function with jumps at x € N, which yields Equation (8.17).

According to Theorem 6.11 and Equation (8.26), we have to show that the function

h(z) :=z- LeP2 (8.59)

1
V2r
is integrable and that its integral is 0. For these purposes, we consider the positive and
the negative parts of this function. The positive part is

0, ifz<0
h*(z)=1,. \/1_ T2 ifr >0,
2
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and its integral is

[oviaee g e
- < Z—\/E o Z 74
=L (—eFn
~ Vox (=<77)
1 1

- 0= (=1)] = ——.

Van Vax

The negative part is

—z. 1 .e—ZZ/Z’ ifz<0

0 ifz>0,

and its integral is

1 .<_e_z2/20 )
\2x ®
=L g-0=-L

Hence, according to Definition 3.28, the function A(z) is integrable, and Equations (3.27)
and (3.68) imply

0
/ z- 1 ~e_zz/2dZ: 1 _ 1 =O

= Von Var Vam

8.5 If p =0, then Equation (8.36) and Corollary 5.100 imply that X; and X, are indepen-
dent. If p # 0, then Cov (X, X,) # O [see (7.18)]. Finally, by contraposition, Rule (vi) of
Box 7.1 implies that X; and X, are not independent.

n+l 1 1
2\~ 2\"1"2 2173
lim <1+x> = lim [<1+x> ] [1+x]
n— oo n n— oo n n
) _1 2 _1
2 2
:[lim <1+x>] [lim <1+x>]
n—oo n n— oo n

(ex2>_1/2.1—1/2

42
ex/2

8.6

(see Harris & Stocker, 1998).



SOME DISTRIBUTIONS 283

Using the Stirling formula

!
lim — % -

n= \/2rnnte™

and considering the subsequence of all even n € N (for simplicity writing lim,,_, ., instead

Of hmn—>oo,n even)’

[(8.43), (8.44)]

- !
= lim 2 1.3.5.”,.(,1_1):L
n—oo n n n
\/_ <5>! on/29n/2 <5>! on/2 <5>!
n,—n
= lim ny2mnne [Stirling for n!, (n/2)!]

®/2)

1 2
" w2\/i;2"\/nn<§> e—("/z)\/nn<g>(n/)e—("/z)

im n\2nnn'e™"
n—c0 \/;; 2w ant27e™n
V2r 1

lim =

n—o 21 \/ﬂ

The proof for the subsequence of all odd n € N is analogous. Combining the two limits
yields the proposition.
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9

Conditional expectation value and
discrete conditional expectation

In chapter 6, we introduced the concepts of covariance and correlation, which quantify the
strength of the kind of dependence that can be described by a linear quasi-regression. In the
next five chapters, we introduce the concept of a conditional expectation and a ‘genuine’
regression. These concepts can be used to describe how the (X =x)-conditional expectation
values of a numerical random variable Y depend on the values of a (numerical, non-numerical,
multivariate) random variable X. In this chapter, we start with the concepts (X =x)-conditional
expectation value and discrete conditional expectation, presuming that X is a discrete random
variable. In this case, the conditional expectation E(Y | X) is easily defined as that random
variable whose values are the conditional expectation values E(Y | X=x). In chapter 10, we
introduce the general concept of a conditional expectation, dropping the assumption that X is
discrete. Chapter 11 is devoted to the concepts of residual with respect to a conditional expec-
tation, conditional variance, conditional covariance, and partial correlation, and chapters 12
and 13 deal with parametrizations of a conditional expectation.

9.1 Conditional expectation value
Remember, the expectation of a numerical random variable Y: (Q, &, P) — (R, %) is defined
by E(Y) = [ Y dP, using the probability measure P. Now we choose an event B € o/ with

P(B) > 0 and, instead of P, we consider the B-conditional-probability measure PB: o/ - [0, 1]
defined by

PBA):=PA|B), VYAed, 9.1)

(see Def. 4.29). Referring to this measure,

EB(Y) = / YdPB, 9.2)

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
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defines the PB-expectation of Y, that is, the expectation of ¥ with respect to the measure P5.
Reading the following definition, also remember that

(X=x} =X"'({x}) = {0 € Q: X(0) = x}

denotes the event that the random variable X: (Q, &, P) — (Q',, o )’() takes on the value x and
that we defined P(X =x) := P({X=x}) (see Rem. 5.4). Assuming P(X=x) > 0 and A € &/, we

denote
PA | X=x):=PA| {X=x}), 9.3)
Furthermore, we denote PX=* := P!X=*} Hence, according to Equation (9.1),
PX=¥A):=P(A|X=x), VAed. 94

Remark 9.1 [PX=*-equivalence of /(X) and f(x)] LetX: (Q, o, P) —» (Q, o v) be arandom

variable, x € Q}, {x} € &y, and P (X=x) > 0. Furthermore, let f: (Q}, &y) — (Q ") be a

measurable mapping, then f(X) = f(x) (see Exercise 9.1). <
p=

=x

The probability measures P2 and PX=* are now used to define the conditional expectation
value.

Definition 9.2 [Con(Etignal expectation value]
Let Y: (Q, o, P) —» (R,%) be a random variable.

(i) If B e o with P(B) > 0 and Y is quasi-integrable with respect to PB, then we
define

E(Y |B) :=E%y) = / Y dP®, 9.5)

call it the conditional expectation value of Y given the event B (or the
B-conditional expectationvalue of Y), and say that it exists.
(ii) If X: (Q, o, P) = (Q, oy) is a random variable, x € Q) with {x} € o/}, and
P(X=x) > 0, and Y is quasi-integrable with respect to PX=*, then we define
EY | X=x):=EY | {X=x}) (9.6)

and callitthe conditionalexpectationvalue of Y given X =x(or the (X =x)-
conditional expectationvalue of Y), and say that it exists.

Note that E(Y | B) can be infinite. The only restriction is that B € & with P(B) > 0 and
that Y is quasi-integrable with respect to PZ. Otherwise the integral f Y dP? is not defined.
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Remark 9.3 [Multivariate numerical or qualitative X] Also note that the random variable
X in Definition 9.2 (ii) can be numerical, that is, QQ( c R, multivariate (see section 5.3), or non-
numerical. If X = (X, ..., X,,) is a multivariate random variable, then we also use the notation
E(Y | X,=x,...,X,=x,) instead of E(Y | X=x) for the conditional expectation value of ¥
given (Xy, ..., X,,) = (xq, ..., x,) and call it the (X; =x, ..., X,, =x,,)-conditional expectation
value of Y or the conditional expectation value of Y given X| =xy, ... , X, =x,. <

The following theorem addresses the relationship between the B-conditional expectation
value of Y and the expectation of 7 - Y with respect to P.

Theorem 9.4 [ B-conditional expectation value and the P-expectation]
Let the assumptions of Definition 9.2 (i) hold. Then,

(i) E(Y)exists = E(Y | B) exists.
(ii) E(Y)isfinite = E(Y | B) is finite.

(iii) Furthermore, if E(Y?) is finite, then

E(Y|B)=%-/1B-YdP=%-E(1B-Y) 9.7)
= % -Cov(Y, T) + E(Y).  (9.8)
(Proof p. 301)
Recall the following notation:
Tx—x=Tix=yp,  PX=x:=P({X=x}), 9.9)
and
EX=X(v) := E¥=(v). (9.10)

Using this notation, Equations (9.5), (9.6), and (9.7) yield the following corollary.

Corollary 9.5 [(X =x)-conditional expectation value and P-expectation]
If the assumptions of Definition 9.2 (ii) hold, then,

E(Y|X=x)=EX:x(Y)=/YdPX:x
9.11)

— 1 . . — 1 . .
= /1X:x YaP = s By 1)
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Remark 9.6 [ B-conditional probability] If A € &/and P(B) > 0, then,

1
E(14|B)= —— -E(Iz-1 9.7
(T4 1 B) P(B) (Tg - 1) [(9.7)]
= % .P(AnB) [Box 6.1 (iv)] 9.12)
= P(A|B) = P5(A). [(4.2), (9.1)]
Because PP is a probability measure, these equations imply 0 < E(1, | B) < 1. <

Remark 9.7 [(X =x)-conditional probability] For B = {X=ux}, using the notation (9.3) and
(9.4), Equation (9.12) implies

E(1A |X=X) = ﬁ . E(1X:x : 1A)
= Px=v P(An {X=x}) (9.13)

= P(A | X=x) = PX=¥(A),

provided that A € ¢/ and P(X=x) > 0. Equations (9.13) show that E(7, | X =x) is identical to
the conditional probability P(A | {X=x}) of A given the event { X =x} (see Def. 4.12). The term
P(A | X=x)is also called the conditional probability of A given X =x or the (X =x)-conditional
probability of A. <

Remark 9.8 [(X=x)-conditional probability of {Y=y}] If Y:(Q, &, P) - (Q}, }) is
a random variable and the assumptions of Definition 9.2 (ii) hold, then we also use the
notation

PY=y|X=x)=P{Y=y} | X=x)= P(1Y:y=1 | X=x)= E(1Y=y | X=x), 9.14)

and call it the (X=ux)-conditional probability of {Y=y} [see Egs. (9.9)]. Hence, Equa-
tions (9.3), (9.14), and (4.2) yield

P(Y=y, X=1x)

PY=y|X=x)= POX=2)

(9.15)
<

9.2 Transformation theorem

If Pf/( =X o )’/ — [0, 1] denotes the distribution of Y with respect to the (X =x)-conditional-
probability measure PX=* and El)f ~*(g) the expectation of g with respect to the distribution
P%‘ =% then the transformation theorem (cf. Th. 6.13) for the conditional expectation value
E(Y | X=x) can be formulated as follows:
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Theorem 9.9 [Transformation theorem for E(Y | X=x)]

Let Y: (Q, o, P) — (Q,, o) and X: (Q, o, P) — (Q, o) be random variables, and
g (Q), ) — (R, B) be a measurable function. Furthermore, let x € Q} with {x} € oy,
and P(X=x) > 0.

(i) If g is nonnegative or with finite expectation EX=%(g), then,
Y

B0 = [ garf= = [ s)Pfay
(9.16)
= / g(Y) dP¥*=* = EX=*[g(Y)] = E[g(Y) | X=x].

(ii) E))fzx(g) is finite if and only if EX=*[g(Y)] is finite.

There are two important points in Equations (9.16). First, these equations show the rela-
tionship between integrals of the composition g(Y) with respect to the conditional-probability
measure PX=* on (Q, o/) on one side, and the distribution Pff =* of Y with respect to
PX=%* on the other side. Second, E [¢(Y) | X=x] is identical to the expectation of g with
respect to the distribution P;( =* (i.e., the distribution of Y with respect to the probabil-
ity measure PX=%). Thus, using the distribution P;(()f)x of g(Y) with respect to PX=* is not
necessary.

Remark 9.10 [(X=x)-conditional expectation value of g(Y) and P-expectation] Equa-
tions (9.16) and (9.11) imply

1 .
P(X=x)

1

E[g(Y) | X=x] = e

Elly_, -] (9.17)
<

/1X=x'g(Y)dP=

Remark 9.11 [A special case of the transformation theorem] Let (Q/,, o/ )’,) =R, B and g
be the identity function id: R — R, defined by id(y) = y forall y € R, which implies id(Y) = Y.
If we assume that x € Q;( with {x} € & )’( and P(X=x) > 0, and that Y is nonnegative or with
finite expectation E X=x(y), then Equations (9.16) yield

E(Y|X=x)=EX=X(Y)=/YdPX=X=/yP§=X(dy)=/iddp;(”. (9.18)
<

Using the notation introduced in Equations (9.14) and (9.16), Theorem 9.9 (i), and Equa-
tions (6.3) and (6.6) imply the following corollary.
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Corollary 9.12 [Y discrete, g(Y) real-valued]
Let the assumptions of Theorem 9.9 (i) hold.

(i) If Y is discrete and we assume that there is a finite set {yj,...,y,} c Q,
1)s oo ) € g with Py({yy, ..., y,}) = 1, then,

E[g(Y) | X=x]= ) g() - P(Y=y; | X=x). (9.19)
i=1

(ii) IfY is discrete and we assume that there is a countably infinite set {y;, y5, ...} C
QL {y;} € &y, i €N, with Py({yy, ;. ...}) = 1, then,

o]

E[gY) | X=x]= ) g0 PY=y;| X=x). (9.20)

i=1

Note that, in this corollary, ¥ does not have to be real-valued or numerical. We only assume
that g(Y) is real-valued. In contrast, ig the following theorem we have to assume that Y itself
is real-valued. Remember that {y} € & if y € R [see (1.22)].

Corollary 9.13 [Discrete and real-valued Y]
Let the assumptions of Definition 9.2 (ii) hold.

(i) If Y is discrete and there is a finite set {yy, ...,y,} c R of real numbers with
Py({y1, .-y, 1) =1, then,

n
EY|X=x)= ) y;- P(Y=y;| X=x). (9.21)
i=1
(it) IfY is discrete and there is a countably infinite set {y,,y,, ...} c R of real num-
bers with Py({y1, y5, ...}) = 1, then,

EY|X=x)= ) y;- P(Y=y;| X=x). (9.22)
i=1

9.3 Other properties

Because E(Y | B) is defined as the expectation EZ(Y) of Y with respect to the probability
measure P, all properties of the expectation with respect to P can be translated to E(Y | B),
simply by replacing P by P2 and E(Y) by EB(Y) = E(Y | B). Box 9.1 is such a translation of
Box 6.1. Note that, according to Theorem 9.4 (i), the conditional expectation value E(Y | B)
exists if E(Y) exists, provided that P(B) > 0. Of course, the rules for E(Y | B) also apply to the
(X =x)-conditional expectation value E(Y | X=x) [see Def. 9.2 (ii)].
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Box 9.1 Rules of computation for B-conditional expectation values.

Let Y: (Q, &, P) — (R, %) be a random variable, let A, B, C € o with P(B) > 0, let the
conditional expectation value E(Y | B) exist, and let @ € R. Then,

Y=a= EY|B)=u @)
E(@+Y|B) = a+EY |B). (ii)
E(a-Y|B) = a-EY|B). (iii)

E(1,-1.|B) = P(AnC| B). (iv)

Fori=1,...,nletY;: (Q, &, P) — (R, %) be random variables with finite B-conditional
expectation values E(Y; | B) and a; € R. Then,

E<Zoci-Yi'B>=Z(xi~E(Yi|B). (v)
f=ll i=1

Let X,Y:(Q, o, P) - (R, %) be random variables that are nonnegative or with finite
B-conditional expectation values. Then,

X=Y = EXX|B)=EY |B). (vi)

X=Y & VAed: E(1,X|B)=E(,Y|B). (vii)
PB

XIJJJEY = EXX-Y|B)=EX|B)-EY|B). (viii)

However, there are additional properties when dealing with the relationship between the
expectation and the conditional expectation value. Some of these have already been formu-
lated in Theorem 9.4. Other additional properties are summarized in Box 9.2 and proved in
Exercise 9.2.

Rule (ii) shows how the (X =x)-conditional expectation values E(Y | X =x) can be com-
puted from the conditional expectation values E(Y | X=x, Z=z;) and the conditional proba-
bilities P(Z=z; | X =x). Hence, considering Equation (9.21) and Rule (ii) in Box 9.2 shows that
we have two different equations for computing the conditional expectation value E(Y | X =x).
Finally, note that a special case of Rule (ii) is

E(Y)= Y E(Y|Z=z)-P(Z=z) 9.23)

i=1

(see Exercise 9.3). According to this equation, we can also compute the expectation of Y from
the conditional expectations E(Y | Z=z;) and the probabilities P(Z=z;).
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Box 9.2 Rules of computation for (X =x)-conditional expectation values.

Let Y: (Q, &, P) - (R,%) and X: (Q, &, P) > (Q}, }) be random variables, and let
x € Q) with {x} € /] and P(X=x) > 0.If E(Y | X=x) exists, f: (Q}, #}) = R, B)isa
measurable function, and E(Y?), E[ f(X)?] < oo, then,

E[fX)-Y|X=x]=f(x) - E(Y |X=x) = E[f(x)- Y | X=x]. @

If Z:(Q, 9, P)— (Q,, o)) is a random variable and zj,...,z, € Q, such that
P;({zy,....z,}) =1 and, for all i=1,...,m, {z} e, and PX=x,Z=z;) >0,
then,

E(Y|X=x) =

m
i=

E(Y|X=x,Z=z) - P(Z=z; | X=x). (ii)
1

Correspondingly, if 7;, 25, ... € Q’Z such that P,({zy,2p,...}) =1 and, foralli=1,2 ...,
{z;} € A} and P(X=x, Z=z;) > 0, then,

E(Y|X=x)= Y E(Y|X=x,Z=z) PZ=z | X=x). (iii)
i=1

9.4 Discrete conditional expectation

The discrete conditional expectation E(Y | X) of a numerical random variable Y: (Q, &/, P) —
(R, %) given a random variable X: (Q, o/, P) — (Q}, o )’() is now defined as that random vari-
able on (Q, &/, P) whose values are identical to the conditional expectation values E(Y | X =x).
In this definition, we have to assume that X is discrete, that is, we assume that there is a finite or
countable set Q) c Q) such that Py(Q() = 1 and P(X=x) > 0 for all x € Q) (see Def. 5.56).
In chapter 10, this limitation is dropped.

Definition 9.14 [Disgege conditional expectation]
Let Y: (Q, o, P) > (R,9) be a numerical random variable that is nonnegative or has a
finite expectation, and let the random variable X: (Q, o, P) — (Q},, of )’() be discrete.

(i) If{xy, ..., x,} = Q) c Q such that Px(Q() = 1 and, foralli=1, ... ,m, {x;} €
eszf}’( and P(X=x;) > O, thenthe discrete conditional expectation ofY given
X is defined by

E(Y | X):= ) EY | X=x) Tx_,. 9.24)
p=1l
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(it) If {x1, Xy, ...} = Q) € Q such that Px(Q)) = 1 and, foralli=1,2, ..., {x;} €
&Y)’( and P(X=x;) > O, then the discrete conditional expectation of Y given
X is defined by

EY|X) =Y E(Y|X=x) Ty_,. (9.25)
i=1

Hence, in contrast to a conditional expectation value E(Y | X=x), which is a real number,
a discrete conditional expectation E(Y | X) is a discrete random variable (see Def. 5.56) on
(Q, o, P). Note that E(Y | X) is a random variable taking a numerical value for each o € Q.
This means that we might look at its expectation, variance, covariance, and correlation with
other random variables (see, e.g., Box 10.2 and section 11.2).

Remark 9.15 [X-conditional probability] If A € &, then we use the notation
PA|X):=E(1,|X) (9.26)

and call it the discrete X-conditional probability of A. If Y is dichotomous with values 0 and 1,
we also use the notation P(Y =1 | X) for the discrete X-conditional probability of the event
{Y=1}.If Y is dichotomous with values 0 and 1, Equations (9.21) and (9.26) then yield

P(Y=1|X)=E{Y | X). 9.27)
<

Remark 9.16 [Uniqueness and values of the conditional expectation] An alternative way
to write Equations (9.24) and (9.25) is

EY|X=x), ifoeX '({x}), VxeQ (9.28)
0, |

otherwise.

E(Y | X)(0) = {

Hence, the values of the conditional expectation E(Y | X) are uniquely defined by Equa-
tions (9.24) and (9.25) for all ® € Q (see Example 9.22). Assigning the value E(Y | X)(®) = 0if
0eQ\X! (96) is arbitrary, but note that P(Q \ X -1 (96)) = 0. Hence, this arbitrary assign-
ment is innocuous; it only occurs with probability 0. According to Equation (9.28) and Defi-
nition 5.56, this arbitrary assignment does not occur if P(X=x) > 0 for all x € X(Q), that is, if
Q) = X(Q) is the image of Q under X. <

9.5 Discrete regression

Remark 9.17 [Measurability and factorization] Definition 9.14 implies that the discrete
conditional expectation E(Y | X) is a random variable on (L, </, P) that is measurable with
respect to X. In more formal terms, E(Y | X): (Q, &/, P) — (R, %) and 6[E(Y | X)] c 6(X). The
reason is that there is a measurable function g: (Q/,, &/ )’() — (R, %) that is defined by

o) = {E(Y|X=x), VxeQ) 9.29)

0, otherwise.
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Qx

Q
E(Y | X) = g(X)

Figure 9.1 The conditional expectation E(Y | X) as the composition of X and its factoriza-
tion g.

Hence, E(Y | X) = g(X) (see Fig. 9.1), and Lemma 2.52 implies that E(Y | X) is measurable
with respect to X. The function g is called the factorization of E(Y | X) or, if Qg( =", the
discrete regression of Y on X. <

Definition 9.18 [Discrete regression]

Under the assumptions specified in Definition 9.14, the function g: Q& — R defined
by Equation (9.29) is called the discrete regression of Y on X, if (& ,527)’() =
R", B,),neN.

Remark 9.19 [Regressand and regressor] Considering the conditional expectation
E(Y | X), we call Y the regressand and X the regressor, provided that (Q, /y) = (R", B,,),
neN. <

Remark 9.20 [Multivariate numerical or qualitative regressors] In general, the codomain
Q) of X can be any set as long as there is a subset 96 c Qf such that 96 is finite, or countable
with P(X € Q)) = 1 and P(X=x) > 0 for all x € Q{. Hence, X can be uni- or multivariate (see
Examples 9.21 and 9.22). If X = (X, ..., X,)) is a discrete multivariate random variable, then
we also use the notation E(Y | Xi, ..., X,) instead of E(Y | X) for the conditional expectation
of Y given X. <

9.6 Examples

We treat two examples in some detail. Example 9.21 is straightforward, whereas Example 9.22
exemplifies that the values of a conditional expectation are uniquely defined by Equation (9.24)
for all ® € Q.

Example 9.21 [Joe and Ann with randomized assignment — continued] Table 9.1 contains
three discrete conditional expectations we may consider in the example already used in Exam-
ple 1.9. All of them are random variables taking a numerical value for each o € Q. According
to Remark 9.16, the values of E(Y | X) are the conditional expectation values E(Y | X =x) for
all x € Q, and they are 0 for all x € Q \ Q.

We start by illustrating the discrete conditional expectation of Y given X. Both random
variables, X and Y, are specified in Table 9.1. We consider the random variable X: (Q, &/, P) —
(R, %). In this case, Q) = R and Qf, = {0, 1}. Because X takes on a value in Q) = {0, 1} for
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Table 9.1 Joe and Ann with randomized assignment: conditional expectations.

Elements of Q Observable random variables Conditional expectations

> >~

= = o

° 2 =

2 3 E=
- g Z g S S
=] § =) [ . P J—
E 8 = g E S = = I
E 83 = 5 S = > > 5
o = n ¥ [aw = o ) ) A
(Joe, no, —) .09 Joe 0 0 7 45 4
(Joe, no, +) 21 Joe 0 1 7 45 4
(Joe, yes, —) .04 Joe 1 0 .8 6 4
(Joe, yes, +) .16 Joe 1 1 .8 4
(Ann, no, —) 24 Ann 0 0 2 45 4
(Ann, no, +) .06 Ann 0 1 2 45 4
(Ann, yes, —) 12 Ann 1 0 4 .6 4
(Ann, yes, +) .08 Ann 1 1 4 .6 4

all € Q, the discrete conditional expectation E(Y | X) takes on either the value E(Y | X=0) or
the value E(Y | X=1). It does not take on the value 0, because {X=x} = @ forallx e R\ {0, 1}
[see Eq. (9.28)].

Because Y is an indicator, E(Y | X=x) = P(Y=1 | X=x) [see Egs. (9.14) and (9.27)].
Hence, if we want to compute the values of E(Y | X) = P(Y=1 | X), then we have to com-
pute the conditional probabilities P(Y =1 | X =x). For x=0, we receive

P(Y=1,X=0) _ 21+ .06 27

( | ) P(X=0) .09 + .21 + .24 + .06 .6
and for x=1,
P(Y=1|X=1)=P(Y:1’X:1)= .16 + .08 =ﬁ=.6.
PX=1) .04 +.16+ .12+ .08 4

Now we consider the conditional expectation E(Y | X, U), where we condition on the
random variable (X, U): (@, &, P) = [R X Q, B @ P(Qy)], where Q;; = {Joe, Ann}, and
Qf) = {0, 1} x Q. Note that

V(xu) e RxQ)\ (0,1} xQ): (X=x, U=u)} = @.

Furthermore, because Y is an indicator, E(Y | X, U) = P(Y=1 | X, U), and this conditional
expectation has only four different values: the conditional probabilities P(Y=1 | X=x,
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U=u). For x=0, u=Joe, we receive

P(Y=1,X=0,U=Joe) _ 21

P(Y=1|X=0,U=Joe) = = =.7,
(Y=l 0¢) P(X=0, U=Joe) 09 + 21
forx=1, u = Joe,
P(Y=1|X=1,U=Joe) = P(Y=1,X=1,U=Joe) _ .16 _ 8,
P(X=1, U=Joe) .04 + .16
for x=0, u=Ann,
P(Y=1|X=0,U=Ann) = P(Y=1,X=0,U=Ann) _ .06 -2
P(X=0, U=Ann) .24 + .06
and for x=1, u=Ann,
P(Y=1,X=1,U=Ann) .08
PY=1|X=1,U=A = = = 4.
r=1] ) P(X=1, U=Ann) 12+ .08

Example 9.22 [No treatment for Joe] Let us use a second example in order to illustrate
the concepts introduced above. Again the random experiment consists of sampling a person,
observing the value x of the treatment variable X, that is, whether or not the sampled person
receives a treatment (x= 1 vs. x=0), and observing whether or not a success criterion is reached
some time after treatment. In this new example, we fixed new probabilities of the elementary
events. For instance, now the probability that Joe receives treatment is zero. This is useful
to illustrate some general properties of discrete conditional expectations. Also note that the
probabilities of the other elementary events have been changed as well. The only restriction
on the probabilities of the elementary events in such a hypothetical example is that they sum
up to one.
Using the probabilities displayed in Table 9.2, Equation (9.21) yields:

EY|X=1)=P¥=1|X=1)= PY=1,X=1)
PX=1)
0+.152

T0+0+.228+.152

for the treatment condition x = 1. Applying the corresponding formula to the control condi-
tionx = O yields E(Y | X=0) = (.348 +.024)/(.152 + .348 + .096 + .024) = .6. Note that the
conditional probabilities P(Y=1| X=1) and P(Y=1 | X=0) do not necessarily add up to 1.
In contrast, the sum of P(Y=1|X=1) and P(Y=0| X=1) and the sum of P(Y=1| X=0)
and P(Y=0| X=0) are always equal to 1, provided that Y is dichotomous with values 0
and 1.
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Table 9.2 No treatment for Joe with discrete conditional expectations.

Elements of Q Observable random variables Conditional expectations
> S~
> = ©
2 s =
2 3 = .
2 £ z 3 S >
> . —_ —
E 8 a g E g = = I
E B 3 = 5 5 = S <
2 F @ L ~ = o S S ﬂL
(Joe, no, —) 152 Joe 0 0 .696 .6 0
(Joe, no, +) 348 Joe 0 1 .696 .6 0
(Joe, yes, —) 0 Joe 1 0 0 4 0
(Joe, yes, +) 0 Joe 1 1 0 4 0
(Ann, no, —) .096 Ann 0 0 2 .6 76
(Ann, no, +) .024 Ann 0 1 2 .6 .76
(Ann, yes, —) 228 Ann 1 0 4 4 .76
(Ann, yes, +) 152 Ann 1 1 4 4 .76

Table 9.2 also displays the conditional probability P(X=1 | U), whose values are the treat-
ment probabilities of Joe and Ann. For Joe, the treatment probability is P(X=1 | U=Joe) = 0,
and for Ann it is

P(X=1| U=Ann) = (228 +.152)/(.096 + .024 + 228 + .152) = .76.

Finally, we compute the conditional probabilities P(Y =1 | X =x, U=u) [see Eq. (9.14)]:

P(Y=1,X=0,U=Joe) _ .348

P(Y=1|X=0, U=Joe) = - — 696,
r=1l 0e) P(X=0, U=Joe) 152 + 348
P(Y=1|X=0, U=Ann) = P(Y=1,X=0,U=Ann) _ .024 s
P(X=0, U=Ann) 096 + .024
P(Y=1|Xo1. Uty = PU=LX=LU=Am) _ 152 _,
P(X=1, U=Ann) 228 + 152

Note that E(Y | X=1, U=Joe) is not defined, because P(X=1, U=Joe) = 0 (see Def. 9.2).
However, according to Definition 9.14 (i), E(Y | X, U)(w) = Oform € Q\ 96 = {(Joe, yes, —),
(Joe, yes, +)}. Thus E(Y | X, U) is uniquely defined, that is, the values E(Y | X, U)(®») are
uniquely defined for all ® € Q. <
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Example 9.23 [No treatment for Joe — continued] Using the results obtained in Exam-
ple 9.22, Equation (9.24) yields:

1
EY|X)= Y EY|X=x)Tx_,
x=0
=EY|X=0)-Ty_o+EY|X=1)-T4_,

6 1X=0+'4' 1X=1'

Hence, the values E(Y | X)(w) of the discrete X-conditional expectation of Y are
EY | X)w)=.6-Tx_g@)+.4-Ty_;(w)=.6, ifX(w)=0,
and
EY | X)(w)=.6-Tx_g@+.4-Ty_(0) =4, ifX(w) =1

These are the only two values that E(Y | X) takes on depending on the outcome ® € Q of the
random experiment considered (see the first column of Table 9.2). This example illustrates
that E(Y | X) is a random variable on (Q, &/, P) just like X, Y, and U. Note again that the two
values of E(Y | X) = P(Y=1| X) add up to 1 only by coincidence.

Table 9.2 shows two additional discrete conditional expectations, E(X | U) = P(X=1| U)
aswellas E(Y | X, U) = P(Y=1| X, U). Again using Equation (9.24) and the results obtained
in Example 9.22, the discrete conditional probability P(X=1 | U) is

PX=1|U)= Y PX=1|U=u)- 1y_,

=P(X:1 | U=J0€)- 1U=Joe+P(X:1 | U=A7’ln) 1U=Ann
=0- 1U=.Ioe +.76 - 1U=Ann =.76- 1U=Ann'

Hence, the values P(X =1 | U)(w) of the discrete U-conditional probability of the event { X =1}
are

PX=1|U)0) =0 Ty_j(@)+.76 - Tyy_p,n(@) =0, if U(w) = Joe
and
PX=1|U)w)=0"Ty_ @)+ .76 - Tyj_4,,(0) =.76, if U(w) = Ann.
These are the only two values that P(X =1 | U) takes on. Again, Table 9.2 shows how the values
of P(X=1| U) are assigned to the outcomes o € Q.
Finally, let us turn to the discrete conditional expectation E(Y | X, U). Using the results
obtained in Example 9.22, its values are

EY|X,U)w)=EY |X=0,U=Joe) =.696, if X(w)=0and U(w) = Joe

E(Y | X, U)w) = E(Y | X=0,U=Ann) = .2, ifX(0)=0and U(®) = Ann
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and
EY|X,U) o) =EY |X=1,U=Ann) =4, ifX(®)=1and U(w)= Ann,
whereas
EY|X,U)o)=0, ifX(®)=1andU(w)=Joe.

Note that the value E(Y | X, U)(w) is defined for ® € {X=1, U=Joe}, although the condi-
tional expectation value E(Y | X=1, U=Joe) is not defined. Also note that in this case the
value E(Y | X, U)(®) = 0 s arbitrarily fixed. However, because P(X =1, U =Joe) = 0, this has
no disadvantageous consequences. [In chapter 10, we show that the values of a conditional
expectation can arbitrarily be fixed for all elements ® of a subset A of Q for which P(A) = 0.]
According to Equation (9.24), the discrete conditional expectation E(Y | X, U) is

EY|X,U)= ) EY|X=x,U=u) Tx_, y—,
(va) (9.30)
=.696-Tx_0 v=yoe 2 Tx=0,u=am + 4 Tx=1, U=Amn-

The pair (1, Joe) is not an element of the set 96 (see Def. 9.14), and therefore the corresponding
indicator Tx_; y— .. does not occur in this sum. Hence, if

o e {X=1,U=Joe} = {(Joe, yes, —), (Joe, yes, +)},

then all three indicators occurring in Equation (9.30) take on the value 0O, implying that

E(Y | X, U)(®) = 0 for these two elements of Q. <
9.7 Proofs
Proof of Theorem 9.4
EY |B) =EBY) = / Y dP® [(9.5)]
1 .
= / Yd <P(B) . 7B> oP [Lem. 4.32 (ii)]
1
) . / 13- Y dP [(3.72), (3.32)]
1
= 75 “E(15-Y), [(6.1)]

which yields Equation (9.7). Using Lemma 3.33 (i) yields Theorem 9.4 (i), and Lemma 3.33
(ii) implies Theorem 9.4 (ii).
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If E(Y?) is finite, then E(Y) and E(1 - Y) are finite as well [see Rem. 6.25 (iii) and

Lemma 3.33 (ii)]. Therefore, according to Box 7.1 (i), Cov(Tg, Y) = E(15 - Y) — E(Tg) - E(Y)
is finite. Hence,

1

E(Y|B) = ?B) CE(13-Y) (9.7)]
1 .
= 5@ 1€V D) +E(lp) - ED] - [Box 7.1 (D)
1
= by Vs D FEX) [(6.4)

Exercises

9.1 Prove the proposition of Remark 9.1.
9.2 Prove the rules of computation of conditional expectation values displayed in Box 9.2.

9.3 Show that Equation (9.23) is a special case of Rule (ii) of Box 9.2.

Solutions

9.1 Itis sufficient to prove PX:"({f(X) = f(x)}¢) = 0, which is equivalent to PX:x({f(X) =
Joh =1

PX=X(f(X) =f(x) = P(f(X) =f(x), X=x)

[(9.4), (9.15)]

P (X=x)

_ P(X=x) _ _

= PX=x) [{X=x} c {f(X) =f(0)}, (9.9)]

=1.

92 (i) E[fl(X) (Y [ X=x]
= m ‘E[7X=x‘f(X)‘Y] [(9.11)]
1

= P(X=X) : E”X:x f(x) : Y] [1X=x f(X) = 1X=x f(x)]
= f(x) - P(Xlzx) CE(1y_,-Y) [Box 6.1 (ii1)]
=f)-EY|X=x) [(9.7)]

=E[f(x)-Y|X=x]. [Box 9.1 (iii)]
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(ii) EY | X=x)
= P(X1=x) “E(1y_,-Y) [(9.11)]
P(X 5 <7x . Z T7-s- ) = é 174 (533), Rem. 6.27|
= é P(Xl=x) E(Mx_y 17, Y) [Box 6.1 (vii)]
B Z P(XP(; Zx) s P(X=x1,Z=zi) Elxenz=g 1)
= i E(Y |X=x,Z=z) -P(Z=z;| X=x). [(9.11), (9.15)]
i=1
(iii)
ime =x,Z=z) - P(Z=z | X=x)
i=1
E‘ P(Z=z;| X=x)- M-E(UH,Z:QJ/) [(9.11)]
=§1 P(Xl_x) E(Mx_y7--Y) [(9.15)]
= P(Xl=x) 2 Tx—s 7=+ Y dP [Def. 6.1]
= P(Xlzx) 2 [/ TZzz,_-Tx:x-YJ’dP—/ 1Zzzi-1X:x-Y‘dP] [Def. 3.28]
=P(X1=x) 2/ Toms  Tam V7P - Z 2 X'Y_dP]

_ 1 /

~ P(X=x) |
1

—m/7X=X‘Y"P

=E(Y | X=x).

1X=)C'Y+dP_/1X=)C‘

[7x—, - Y is quasi-integrable]

Y‘dP] [(3.65),1 = ¥ 1, (533, (3.44)]
i=1

[Def. 3.28]

[(9.1D)]
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9.3 This is easily seen considering the special case X=a, o € QS(, that is, the case in which
X is a constant. Then {X=a} = Q, and Equation (9.11) yields E(Y | X=a) = E(Y), and
E(Y | X=a,Z=z) = E(Y | Z=z;). Hence, Rule (ii) of Box 9.2 yields

E(Y) = 2 E(Y|Z=z) -P(Z=z).

i=1
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Conditional expectation

In chapter 9, we treated the conditional expectation value given an event and the discrete con-
ditional expectation E(Y | X). In this chapter, we introduce the general concept of a conditional
expectation given a c-algebra €. The price of this generalization is that a €-conditional expec-
tation is uniquely defined only up to P-equivalence; in other words, if there are two versions of
such a €-conditional expectation of a numerical random variable Y, then they are not necessar-
ily identical, but they are P-equivalent. Furthermore, if & is generated by a random variable X,
then a €-conditional expectation is also called an X-conditional expectation of Y. This defini-
tion also applies if X is continuous. Hence, it even applies if P(X =x) = 0 for all values x of X.
In this chapter, we also define the general concept of a regression as a factorization g of a con-
ditional expectation E(Y | X) = g(X), provided that X is real-valued. Furthermore, we define
an (X =x)-conditional expectation value E(Y | X =x) as a value g(x) of the factorization g. This
means that E(Y | X=x) is defined even if P(X=x) = 0. However, E(Y | X=x) is not uniquely
defined. Nevertheless, we can formulate propositions about the conditional expectation val-
ues E(Y | X=x) for Py-almost all values x of X. Finally, we introduce the concept of mean
independence and study its relationship to stochastic independence and uncorrelatedness.

10.1 Assumptions and definitions

Throughout this chapter, we will make the following assumptions and use the following
notation.

Notation and assumptions 10.1

Y: (Q, o, P) - (R, PB) is a numerical random variable that is nonnegative or has a finite
expectation E(Y). Furthermore, € c o is a 6-algebra, and X: (Q, o, P) — (€, .527;() isa
random variable.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de
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The definition of a conditional expectation given a oc-algebra is already found in
Kolmogorov (1933/1977) (see also Kolmogorov, 1956). Reading the following definition,
remember that, for a random variable V: (Q, &, P) - (R, %), we use 6(V) = V~1(%) to denote
the 5-algebra generated by V, and 6(V) ¢ € means that V is (%, %)-measurable (see Def. 2.26
and Cor. 2.28).

Definition 10.2 [Conditional expectation given a c-algebra]

Let the assumptions 10.1 hold. A random variable V: (Q, o/, P) — (R, %) is called a
(version of the) €-conditional expectation of Y with respect to P, if the following two
conditions hold:

(a) o(V)cC®.
(b) E(1c-V)=E(1-Y), VCe®.

If V satisfies (a) and (b), then we also use the notation E(Y | €) := V.

Remark 10.3 [X-conditional expectation] If the assumptions 10.1 hold, then we define
E(Y | X) :=E[Y ]| o(X)] (10.1)

and call it a version of the X-conditional expectation of Y with respect to P. If there is no
ambiguity, we will omit the reference to the measure P. Otherwise, we also use the term X-
conditional P-expectation of Y. <

Remark 10.4 [Conditional probability given a c-algebra] Let the assumptions 10.1 hold,
and let A € &/. Then we define

PA|%):=E1,|%) (10.2)

and call it a version of the €-conditional probability of A with respect to P. Similarly, we
define

P(A | X) := E[1, | 6(X)] (10.3)

and call it a version of the X-conditional probability of A with respect to P.
Furthermore, considering the event { Y =y}, we also use the notation

P(Y=y|X)=P({Y=y} | X)=E(Ty_, | X). (10.4)
<

Remark 10.5 [Conditioning on the smallest c-algebra] If € = {Q, @}, then Definition
10.2 (a) implies that E(Y | %) is a constant (see Example 2.14), and in this case

E(Y | €) = E(Y),

because E[T1o-E(YV)]=EXY)=E(1g-Y) and E[14-EXY)=0=E(1g-Y) [see Def.
10.2(b)]. In fact, if € = {Q, @}, then E(Y) is the only version of the €-conditional expec-
tation of Y. Correspondingly, if X is a constant (i.e.,if X =, a € QS(), then

E(Y | X) = E(Y).
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Remark 10.6 [C-conditional expectation value of a -conditional expectation] Consider
an event C € € with P(C) > 0 and a version V of the €-conditional expectation of Y defined
in Definition 10.2. Then the C-conditional expectation value of V (see Def. 9.2) is

E(V|C) = % CE(1e-V) [9.7)]
_ 1 . (10.5)
= 56 E(1o-Y)  [Def. 102 (b)]
=EY|O). [(9.7)]

Inserting E(Y | €) = V into this equation shows that with condition (b) of Definition 10.2, we
implicitly require

EIEY |€)|Cl=EXY|C), VCe® with P(C)> 0. (10.6)

<

Remark 10.7 [Multivariate X] If X = (X;, ..., X,) is an n-variate random variable on
(Q, &, P) (see section 5.3), then E(Y | X) is also denoted by E(Y | X1, ..., X,). <

Remark 10.8 [6-conditional and X-conditional expectation] If X: (Q, &, P) — (R, %) is
a nonnegative real-valued random variable, then 6(X?) = o(X) [see Example 2.56 (i)]. There-
fore, in this case E(Y | X) and E(Y | X?) are just two different notations of the conditional
expectation E[Y | o(X)]. If X takes on also negative real numbers, then 6(X?) c 6(X), but
6(X?) = 6(X) does not necessarily hold [see Example 2.56 (ii)]. <

10.2 Existence and uniqueness

By its definition, it is not obvious that a conditional expectation exists and that it is well-
defined. These issues are addressed in the following theorem.

Theorem 10.9 [Existence and uniqueness of a ¢-conditional expectation]
Let the assumptions 10.1 hold. Then the following two propositions hold:

(i) There is a €-measurable random variable V:(Q, &f, P) — (R,R) that is non-
negative (if Y is nonnegative) or has a finite expectation E(V) (if E(Y) is finite)
satisfying

E(1o-V)=E(1.-Y), VCe®. (10.7)

(ii) IfV, V% (Q, o, P) » (R, B) satisfy (10.7) and 6(V), 5(V*) c G, then V = %
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For a proof, see Bauer (1996, Theorem 15.1). Using the term version of a conditional
expectation (see Def. 10.2) already hints at the fact that a conditional expectation, even if it
exists, is not necessarily uniquely defined. However, according to Theorem 10.9 (ii), different
versions of a conditional expectation are P-equivalent (see Remark 5.17).

Remark 10.10 [The sets (Y | €) and & (Y | X)] We define & (Y | €) to be the set of all €-
measurable random variables satisfying Equation (10.7). Hence, & (Y | %) is the set of all ver-
sions of the €-conditional expectation of ¥ with respect to the measure P. Similarly, & (Y | X)
denotes the set of all versions of the X-conditional expectation of Y. The sets (A | €) and
P(A | X) are defined correspondingly for conditional probabilities of an event A. <

Remark 10.11 [Consistency of definitions] If X is discrete such that there is a finite or
countable set Q) c Q) with Px(Q)) =1 and P(X=x) > 0 for all x € Q, then the discrete
conditional expectation introduced in Definition 9.14 is a version of the conditional expectation
of Y given X defined in Remark 10.3 (see Exercises 10.1 and 10.2). Hence, if X is discrete,
then for all versions E(Y | X) € &(Y | X),

E(Y | X)= N EY | X=x) Ty_, (10.8)

xeQy
and
Vxe Q('): EY|X)(w)=EY|X=x), ifoe{X=x}. (10.9)

This equation shows that the conditional expectation E(Y | X) describes how the (X=ux)-
conditional expectation values of ¥ depend on the values x € Q. <

Remark 10.12 [Uniqueness of E(Y | X)] If we add Q(’) = X (L) to the assumptions of Remark
10.11, then,

EY|X)= ) EY|X=x) Tx_,. (10.10)
xeX(Q)

Hence, under these assumptions, V = V* forall V, V*e & (Y | X), that is, under these assump-

tions, there is only one single version of the X-conditional expectation of Y. The uniqueness
properties of E(Y | %) in the general case are formulated in the following section. <

10.2.1 Uniqueness with respect to a probability measure

Remark 10.13 [Uniqueness of E(Y | &) with respect to a probability measure] Let the
assumptions 10.1 hold and let Q be a probability measure on (€2, & ). Then we define

E(Y | €) is Q-uniqgue < YV,V'e &Y | ).V = V¥, (10.11)

This term is convenient not only for Q = P. According to the following remark, E(Y | €) is
P-unique. <
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Remark 10.14 [£ (Y | €) is a P-equivalence class] Let V € (Y | €) and suppose that the
random variable V*: (Q, &/, P) — (R,3%) is €-measurable with V = V* Then, according to

Theorem 3.68 (i), Equation (10.7) also holds for V*, and this implies V*e & (Y | ). Hence,
if Ve &Y | %), then Theorem 10.9 (ii) implies

Vie&Y|¥) V*; V and V* is G-measurable. (10.12)

Therefore, &(Y | €) is the P-equivalence class of V in the set of all €-measurable random
variables (see Def. 2.74). <

Remark 10.15 [P-equivalence and €-measurability] Suppose that V is a version of the
%-conditional expectation, (i.e., V € &(Y | €)) and that V*: (Q, o/, P) —» (R,9) is a random
variable. Then (10.12) implies

VB %) > V=V

However, V*; E(Y | ¥) may be true and yet V*¢ & (Y | €), because V*? E(Y | ) does not
imply that V*is €-measurable. <

Remark 10.16 [Versions of E(Y | €)] For simplicity, we also say that V is a version of
E(Y | ), meaningV e &Y | 6). <

10.2.2 A necessary and sufficient condition of uniqueness

Now we present a necessary and sufficient condition for uniqueness of a conditional expecta-
tion for special c-algebras €. We consider a finite or countable partition of €, that is, a finite
or countable set & of pairwise disjoint nonempty subsets A; of Q with [J4 c ¢ A; = Q.

Theorem 10.17 [Uniqueness of E(Y | €)]
Let the assumptions 10.1 hold and let € = o(&), where & = {A, A,, ...} is a finite or
countable partition of Q. Then, V. = V* for all V, V*e & (Y | €) if and only if

PA)>0, VA e& (10.13)

(Proof p. 328)

Remark 10.18 [Values of a €-conditional expectation] Under the assumptions of Theo-
rem 10.17, the term E(Y | €) is uniquely defined if and only if (10.13) holds, and in this case
we can write

EY|®)= ) EYIA) . (10.14)
A&
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and
VA; €& EY|G)w)=EY|4A) ifoeA,. (10.15)

This equation shows that the conditional expectation E(Y | €) describes how the conditional
expectation values E(Y | A;) depend on the events A; € & (see Exercise 10.3). <

10.2.3 Examples

Example 10.19 [No treatment for Joe — continued] In Table 9.2, the conditional expectation
E(Y | X) of the outcome variable Y given the treatment variable X has only two different values,
the conditional expectation values

EY|X=0)=.6 and EY|X=1) =4

The last but one column of Table 9.2 shows how these values are assigned to the eight possible
outcomes ® € Q. These values and E(Y | X) itself are uniquely defined.

In contrast, the conditional expectation E(Y | X, U) of Y given the treatment variable X
and the person variable U has four different values, .696, .2, .4, and 0 (see Example 9.23).
Note that these four values define only one element, say V, of &(Y | X, U). If, instead of
EY | X, U)(®) =0 for ® € {(Joe, yes, —), (Joe, yes, +)}, we define

EY|X,U)(w)=0a, a#0, aeR, forwe {(Joe,yes,—),(Joe,yes,+)},

then we have a new element, say V* of &(Y | X, U). Because a can be any nonzero real num-
ber, in this example, the set & (Y | X, U) is uncountably infinite. However, because P(X=1,
U=Joe) =0, two elements V and V* of &(Y | X, U) are always identical with probability 1
(i.e., V and V* are P-equivalent). Also note that E(Y | X) and E(Y | X, U) are random variables
on the same probability space as the other random variables such as Y, X, and U. <

Example 10.20 [No treatment for Joe — continued] In Example 9.23, we specified the dis-
crete conditional expectations E(Y | X), E(Y | X, U), and P(X=1 | U). Now we check whether
E(Y | X) satisfies conditions (a) and (b) of Definition 10.2. First of all,

€ ={Q,0,{X=0}, {X=1}} =o(X)

is the c-algebra generated by X, where, in this example, X: (Q, &, P) — (Q}, o/y) with Q| =
{0,1} and o}, = {Q}, D, {0}, {1}}. If Ve &(Y | X) and B is the Borel c-algebra on R,
then,

Q, if 4eBand .6 B
@, if 4¢Band .6 ¢ B
{X=0), if4¢Band.6eB
{X=1}, if4eBand.6¢B,

vi(B) = VBe%.
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Hence, in this example, V-1(®B) = € = o(X). Therefore, condition (a) of Definition 10.2 is
satisfied for V = E(Y | X) specified in Example 9.23.

Now we check condition (b) of Definition 10.2. For C = Q, this condition requires
E(1q-V)=E(1g-Y). The expectation of 1 - Y is

E(1g-Y)=EX)=P(Y=1)=.3484+0+.024 + .152 = .524,
and the expectation of 7 - V is

E(lg-V)=E(V)=.6-PX=0)+.4-PX=1)
= 6-(.152 +.348 + .096 + .024) + .4 - (0 + 0 + .228 +.152) = .524

(see Table 9.2). For C =@, condition (b) of Definition 10.2 requires that E(74-V) =
E(1g - Y), which is always true [see Box 6.1 (v)]. For C = {X=0}, condition (b) of Definition
10.2 requires E(Ty_q - V) = E(1x_¢ - Y), and the expectations of Ty_,- Y and Ty_ - V are

E(1y_o-Y)=E(Tx_¢-Ty_1) =PX=0,Y=1) =348 +.024 = 372
and

E(ly_o-V)=.6-P(1y_o=1,X=0)+0-P(Ty_o=1,X=1)
= .6-P(X=0)=.6-(.152 +.348 + .096 + .024) = .372.

Note that the random variable 7y_ - E(Y | X) has two values, .6 and O (see Table 9.2).
Finally, for C = {X=1}, condition (b) of Definition 10.2 requires that E(Ty_; - V) =
E(Tx—, - Y) and the expectations of Ty_; - Y and Ty_, - V are

and

E(1X=1 'V):0'P(1X=1=1,X=O)+.4‘P(1X=1=],X:])
—4-PX=1)=4-(0+0+ 228 +.152) = .152

(see Table 9.2). Hence, V = E(Y | X) satisfies conditions (a) and (b) of Definition 10.2. There-
fore, V = E(Y | X) is in fact an element of &(Y | X) = &[Y | 6(X)]. As mentioned before,
in this example, E(Y | X) is uniquely defined. This means that it is the only element of the
set &(Y | X). <

10.3 Rules of computation and other properties

10.3.1 Rules of computation

Some rules of computation for €-conditional expectations are presented in Box 10.1, some of
which are analog to the rules for expectations (see Box 6.1) and to the rules for B-conditional
expectation values (see Box 9.1). In Rule (iv), the term E[E(Y | €)] denotes the expectation
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Box 10.1 Rules of computation for ¢-conditional expectations.

Let ¥, Y, Y,: (Q, , P) —» (R, %) be numerical random variables that are nonnegative or
have a finite expectation, € c & a c-algebra, and a € R. Then,

E(x| %) = o. @)
E((x+Y|‘€)§oc+E(Y|‘€). (ii)
E(-Y|9¥) Sa E(Y | 6). (iii)
E[E(Y | €)] = E(Y). @v)
E[E(Y | %)| %, = E(Y | €y), if €, c € is a c-algebra. v)
EY |€6) = EY), if YJi.)L G. (vi)
E(Y|9) = Y, if Y is @-measurable. (vii)

EY |9¥) = E[Y|EY|9®)]. (viii)
EY,|¥) = E(Y, | %), ifY, = Y,. (ix)
E(Y)isfinite = IV e &Y |%): Visreal-valued. x)
EY*) <o = E[EY|%)*] < . (xi)
Cov[Y,E(Y | B)] = Var[E(Y | B)], if E(Y?) < oo. (xii)

Cov[Y),E(Y, | €)] = Cov(Y,,Y,), ifo(¥))c @ EXYD), E(Y?) < oco. (xiii)

Let E(Y?), E(Y;) < oo or Y}, ¥, be nonnegative. Then, o(Y}) ¢ € implies
E(Y, Y, | €)=Y, - E(Y | ©). (xiv)
If Y|, Y, are nonnegative or real-valued with finite expectations, then there is a nonnegative
(if Y, is nonnegative) or real-valued (if Y; is real-valued) version E(Y| | €) € &(Y; | €)

and a nonnegative (if Y, is nonnegative) or real-valued (if Y, is real-valued) version
E(Y, | ®€) e &(Y, | €) such that

If Yy, ..., Y, are real-valued with finite expectations and «, ... , o, € R, then,
n n
E .Y = . E(Y. . i
i=1al l“g Pigloc, ;| 6) (xvi)

(with respect to the measure P) of a €-conditional expectation of Y. Similarly, in Rule (v), the
term E[E(Y | €) | €] denotes the €-conditional expectation of the €-conditional expecta-
tion of Y, where we presume €, c €. (For a proof of these rules, see Exercise 10.4).

For convenience, in Box 10.2 we translate these rules to X-conditional expectations, that
is, to the case in which € = o(X). Hence, these properties are special cases of those listed in
Box 10.1, and they do not need proofs of their own.
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Box 10.2 Rules of computation for X-conditional expectations.

Let V,Y,,Y,: (Q, 4, P) > (R, &) be numerical random variables that are nonnegative
or have a finite expectation, let X: (Q, &, P) — (Q%, 527;() be a random variable, let

f:(Q, o) — (R, %) be measurable, and let « € R. Then,

E(] X) = a. )
E(+Y|X) = o+ EY | X). (ii)
E(a-Y | X) = o E(Y | X). (iii)
E[E(Y | X)] = E(Y). (iv)
E[E(Y | X)[fX0] = ELY | fX)). V)
E(Y|X) = E(Y), ifY I X. (vi)

E[fX) | X] = fX), iff(X) 20 or E[f(X)] < co. (vii)

E(Y | X) = E|Y|EY | X)) (viii)

E(Y)is finite = IV e & |X): Visreal-valued. (x)
EY?) <o = E[EY |X)*] < o. (xi)
Cov[Y,E(Y | X)] = Var[E(Y | X)], if E(Y?) < . (xii)

Cov[f(X),E(Y | X)] = Cov[f(X), Y], if E[f(X)*], E(Y?) < 0. (xiii)
Let E(Y?), E[ f(X)?] < o0 or Y, f(X) be nonnegative. Then,

E[fX)-Y | X] = fX) - EY | X). (xiv)
If Y;, Y, are nonnegative or real-valued with finite expectations, then there is a nonnegative
(if Y, is nonnegative) or real-valued (if Y, is real-valued) version E(Y; | X) € &(Y; | X) and

anonnegative (if Y, is nonnegative) or real-valued (if ¥, is real-valued) version E(Y, | X) €
& (Y, | X) such that

E(Y, + Y, | X) = E( | X) + E(Y | X). (xv)

If Yy, ... .Y, are real-valued with finite expectations and oy, ... , «, € R, then,

E<2ai-yi‘x>?2ai-E(Yi|X). (xvi)
i=1 i=1
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In some of these rules, we refer to the composition f(X) = foX, where the function
[ QL o )’() — (R, %) is assumed to be (2//, %)-measurable. Remember, according to Lemma
2.52, the composition £(X) is measurable with respect to the -algebra € = X ~! (o )’() =o(X)
if f: Qg( — Ris (o}, %B)-measurable. Furthermore, according to Corollary 2.53, the composi-
tion f(X) is measurable with respect to the c-algebra o(X) if f: Q} — Q/, where Q' is finite
or countable but not necessarily a subset of R and f is (&/2, (Q'))-measurable. According to
Equation (2.29),

slfX =X @ =X""[f"'PB] c X 1 (d})=0(X).

In other words, we assume that the composition f(X) is measurable with respect to the
c-algebra € = X (o )’() = 6(X). Therefore, o[ f(X)] can take the role of € in Rule (v) of
Box 10.1. Furthermore, f(X) takes the role of Y in Rule (vii) of Box 10.1, and the role of Y;
in Rules (xiii) and (xiv) of Box 10.1.

10.3.2 Monotonicity

Box 10.3 displays some monotonicity properties that are proved in Exercise 10.5. Of course, if
X:(Q, o, P) - (&, .Q{)I() is a random variable, then these properties also hold for € = o(X)
and E(Y | X) = E[Y | 6(X)]. For example, Rule (ix) can then be written as:

Y<Z = EY|X)<EZ|X) (10.16)
P P

and Rule (v) yields

Y2a = IVe&Y|X):V2a (10.17)
P

10.3.3 Convergence theorems

Now we turn to convergence of €-conditional expectations. Theorems 10.21 and 10.22 provide
sufficient conditions that allow one to exchange taking the limit and taking the conditional
expectation, for example,

lim E(Y; | €)= E(lim ;| %).
i— o0 P i— o0

This is not only of technical interest for many proofs; it also describes a continuity property
of the conditional expectation: If Y; is a good approximation to Y, then E(Y; | €) is a good
approximation to E(Y | €).

The first theorem deals with monotone convergence, and the second with dominated con-

vergence. Reading these theorems, note that lim;_,  Y; = Y means
P({w € Q: lim Y;(w) =Y(w)}) =1, (10.18)
=0

that is, the sequence (Y;, i € N) converges P-almost surely pointwise to Y.
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Box 10.3 Monotonicity of conditional expectations.

Let Y: (Q, o, P) — (R, %) be a numerical random variable that is nonnegative or with finite
expectation, € c & be a c-algebra, and a € R. Then,

Y>0and EY)=0 > E(Yl%);O. @)
P
Y>a = EY|%)>a. (ii)
P P
Y<a = EY|%¥) <La. (iii)
P P
Y?oc => E(Yl‘g)?oc. (iv)
Y>a = AVe&X|6):V=>a V)
P
Y?“ > AVe&X|F):V=a (vi)
Y<a = 3IVe&X|F):V<a (vii)
P
Y?(x => E(1Y:a|‘€)?P(Y=(x|9§)?1. (viii)

Let Y, Z: (Q, o/, P) —» (R, %) be numerical random variables that are both nonnegative
or such that both are real-valued with finite expectations and let € c & be a c-algebra.
Then,

Y%Z => E(Yl%)%E(Zl%). (ix)

If A e of with P(A) = 0, then,

E(1,16) = P(A]6)=0. x)
E(lye | 8) = 1 - E(1; | %) = PA° | B) = L. (xi)

Theorem 10.21 [Monotgng convergence]
LetY,Y;: (Q,d, P) - (R,9%), i € N, be random variables.

(i) Ifthe sequence (Y;, i € N) is increasing with lim; Y; ? Y,andY; > 0,VieN,

11— 00
then,
lim E(Y; | 6) = EY|9¥). (10.19)
11— 00

(ii) IfY; 20, VieN, then,

E<Z Yi‘%>§i2 EY;|©). (10.20)

i=1 =1

(Proof p. 329)



316 PROBABILITY AND CONDITIONAL EXPECTATION

If the sequence (Y, i € N) is not increasing, then we need an additional assumption in
order to guarantee convergence of the conditional expectations. A sufficient condition is that
all |Y;| are dominated by the same P-integrable function Z.

Theorem 10.22 [Donlililted convergence] -
Let Y;: (2, d, P) > (R,AB), i e N, and Z: (Q, &, P) = (R,RB) be random variables. If

(a) Z has a finite expectation and |Y;| £ Z, Vi e N, and

(b) Y:(Q, d, P) —» (R,B) is a random variable such that lim;, Y, =7,

>
then,

lim E(Y; | %) = E(Y | %). (10.21)

For a proof, see Klenke [2013, Theorem 8.14 (viii)].

10.4 Factorization, regression, and conditional expectation
value

As mentioned in the Preface, much empirical research uses some kind of regression in order
to investigate how the expectation of one random variable depends on the values of one or
more other random variables. This applies to analysis of variance, regression analysis, the
general linear model, the generalized linear model, factor analysis, structural equation models,
hierarchical linear models, and analysis of qualitative data. Using these methods, we aim at
learning about specific regressions. A regression is a special case of a factorization of an X-
conditional expectation, in which X is real-valued. The concept of a factorization is also used
for a general definition of a conditional expectation value.

10.4.1 Existence of a factorization

Lemma 2.52 can be applied to E(Y | X), which, by definition, is measurable with respect to X.
This immediately implies the following corollary:

Corollary 10.23 [Existence of a factorization of a conditional expectation]

LetX: (Q, o, P) — (Q,, A }/() and Y: (Q, o, P) —> (R, B) be random variables, where Y is
nonnegative or with finite expectation. If E(Y | X) € &(Y | X), then there is a measurable
function g: (., o7) — (R, B) such that

EY|X)=goX. (10.22)

Remark 10.24 [Notation] Instead of g o X, we also use the notation g(X). Figure 9.1 displays
the random variable X, a factorization g, and a version E(Y | X) = g(X) € €Y | X). <
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Definition 10.25 [Factorization and regression]

Under the assumptions of Corollary 10.23, the function g: Qg( — Riscalledafactoriza-
tion of E(Y | X). If (%, %) = R", B,,), forn e Nand g: R" — R, then g is also called
aregressionof Y on X. In this case, Y is called the regressand and X the regressor.

Note that the definition of a regression does not refer to any parametric function. In con-
trast, this requirement is made in the definition of a linear quasi-regression (see section 7.1).
The relationship between the regression and the linear quasi-regression is considered in the
following section.

10.4.2 Conditional expectation and mean squared error

In Definition 7.2, we introduced the linear quasi-regression as that linear function f: R - R
defined by f(x) = oy + ox, x € R, that minimizes MSE(ay, a;) = E([Y — (ag + a]X)]2), where
X is a real-valued random variable. In a sense, the linear quasi-regression is a function f such
that the composition Qy;,(Y | X) = f(X) is the best approximation of Y by a linear function of
X. Now consider the approximation (with respect to the mean squared error) of Y by a more
general function that is € -measurable or X-measurable, respectively. Intuitively speaking, we
ask for the best approximation of Y based on the information contained in & or in X.

Reading the following theorem, note that the right-hand sides of (10.23) and (10.24) do
not depend on the particular choice of a version of E(Y | X) € &(Y | X) [see Th. 10.9 (ii) and
Rule (viii) of Box 6.1].

Theorem 10.26 [Conditional expectation and mean squared error]
Let Y, Z: (Q, o, P) > (R, B) be real-valued random variables with E(Y?), E(Z?) < o,
let € c of be a o-algebra, and suppose that Z is €-measurable. Then,

E[(Y —2Z)"] 2 E(IY - E(Y | B)]°). (10.23)
and

Z=E(Y|%) & El(Y - Z)*1 = E([lY — EY | ©)1). (10.24)

For a proof, see Klenke (2013, Cor. 8.17).

Remark 10.27 [Regression versus linear quasi-regression] If E(Y?) < oo, then Theo-
rem 10.26 implies that V € &(Y | X) is an X-measurable random variable with E(V?) < oo
minimizing the mean squared error E[(Y — Z)?] for all X-measurable random variables Z
with E(Z%) < o0. Vice versa, if V is an X-measurable random variable with a finite second
moment minimizing E[(Y — Z)?] for all X-measurable random variables Z with E(Z?) < o,
then V € &(Y | X), provided that E(Y?) < 0.

In contrast, Q;;,(Y | X) is a linear function of X minimizing E([Y — (ay + a,X)1%), ag, a, €
IR, provided that E(Y?) < co. Hence, Q;in(Y | X) is the best (with respect to the mean squared
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error) approximation of Y in the set of all linear functions of X, whereas E(Y | X) is the best
approximation of Y in the set of all X-measurable functions, provided that the second moment
of Y is finite.

According to Definition 7.2, Qy;,(Y | X) = f(X), where f: R — R defined by f(x) = oy +
a;x, x € R, is the linear quasi-regression of Y on X. In contrast, a regression of ¥ on X is a func-
tion g: R” — R such that there is a version E(Y | X) € €(Y | X) with E(Y | X) = g(X). Even
if we consider a random variable X with Q& = R", then a regression g does not require that
it is a linear function as specified in Equation (7.39). If g is a linear function with domain
Q;( = R" and there is a version E(Y | X) € &Y | X) with E(Y | X) = g(X), then f = g and
QY | X) = E(Y | X). <

10.4.3 Uniqueness of a factorization

A factorization of E(Y | X) is not necessarily uniquely defined. This even applies if we consider
a fixed version E(Y | X) of the conditional expectation.

Remark 10.28 [Uniqueness of a factorization] For two elements V and V*of &(Y | X),
there can be different factorizations g and g* with V = g(X) and V* = g*(X). This is true even
if V = V* Hence, there can be different factorizations of a single element V € &(Y | X) (see
Example 10.32). In other words, V = g(X) = g"(X), with g # g*, is not necessarily contra-
dictory. In this case g(x) = g*(x) for all x € X(£2), whereas g(x) = g*(x) does not hold for all
X € Qg( However, Theorem 10.9 (ii) and Corollary 5.25 (i) imply the following corollary: <

Corollary 10.29 [Py-equivalence of factorizations] L -
Let the assumptions 10.1 hold and let g, g*: (., 4 §) — (R,RB) be (A, B)-measurable
functions. If g(X), g*(X) € &Y | X), then,

8= gk (10.25)

X

Remark 10.30 [Py-equivalence] Note that, according to (5.12), Equation (10.25) is equiva-
lent to

g(x) = g*(x), for Py-a.a.x e Q. (10.26)
<

According to Remark 10.12, P(X=x) > 0 for all x € X(2) implies that E(Y | X) is uniquely
defined. According to the following corollary, this also applies to the factorization of E(Y | X)
if we additionally assume Q} = X(Q).

Corollary 10.31 [Uniqueness of the factorization]
Let the assumptions 10.1 hold and assume P(X=x) > 0 for all x € Qé( Then the function

g: Q- R satisfying E(Y | X) = g(X) is uniquely defined.
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Example 10.32 [No treatment for Joe — continued] In Example 9.23, we specified E(Y | X)
with its two values

EY | X)(0)=EY|X=0=.6, Vo eQ withX(0)=0,
and
EY | X)(@)=EY|X=1)=4, VoeQ withX(o®)=1.

If we consider the treatment variable X: (Q, &/, P) — (R, &), then g: R — R defined by

.6, ifx=0
gx)y=44, ifx=1
o, otherwise

is a factorization of the conditional expectation of Y given X for any choice of a € R. This
implies that there are different factorizations g, g* with g(X), g*(X) € &(Y | X). However, g
and g* are Py-equivalent. In contrast, if we consider X: (Q, o, P) — (Q}, o/}), with Q} =
X(Q) = {0, 1} and oy = P(Q}), then P(X=1x) > 0 for all x € Q) and there is only one single
factorization g: Q;( — R with the two values g(0) = .6 and g(1) = .4 (see Cor. 10.31). <

10.4.4 Conditional expectation value

The concepts of a conditional expectation value E(Y | X=x) and a conditional probability
P(A | X=x) have been introduced in Definition 9.2 and Remark 9.7 only for P(X=x) > 0.
Now we drop this assumption and define these concepts more generally, again using the fac-
torization of a conditional expectation.

Definition 10.33 [(X =x)-conditional expectation value]

Let X: (Q, o, P) — (Q}, o) be a random variable, let Y: (Q, of, P) — (R, RB) be nonneg-
ative or with finite expectation E(Y), and let g: (), Qf),() — (R, RB) be a function satisfying
(10.22). Then the value g(x) of g is called an (X=x)-conditional expectation value
of Y and is denoted by E(Y | X =x), that is,

E(Y | X=x) := g(x). (10.27)
Remark 10.34 [(X=x)-conditional probability] If 7, is the indicator of A € &, then

E(1, | X=x) is also called an (X=x)-conditional probability of A, and it is denoted by
P(A | X=x), that is,

PA | X=x):=E(1, | X=x). (10.28)
Furthermore, considering the event {¥ =y}, we also use the notation

P(Y=y|X=x):=P({Y=y} | X=x) = E(Ty_, | X=x). (10.29)
<
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Remark 10.35 [Uniqueness and consistency of definitions] If P(X=x) > 0, then the
(X =x)-conditional expectation value of Y is uniquely defined, and it is identical to the term
introduced in Definition 9.2, that is,

E(Y | X=x) = EX=¥(Y), ifP(X=x)>0 (10.30)

(see Exercise 10.6). In the general case, E(Y | X=x) is not uniquely defined. However, g is
uniquely defined up to Py-equivalence (see Cor. 10.29). <

Remark 10.36 [Versions of a conditional expectation with a discrete X] Let
Y: (Q, o, P) - (R,B) be a random variable that is nonnegative or with finite expectation
and suppose that X: (Q, o, P) — (Q}, o) is discrete, implying that Qfc Q} is finite or
countable with Py () = 1 and {x} € o/} for all x € Q. Then, for all « € R, the function
E(Y | X): Q — R defined by

EY | X=x), ifX(w)=xand PX=x)>0

a, otherwise. (10.31)

EY | X)(0) = {

is a version of E(Y | X) € & (Y | X). This proposition follows from Remark 10.35 and propo-
sition (10.12). <

Remark 10.37 [Values of the conditional expectation] Assume that E(Y | X) = g(X) €
& (Y | X). Then,

EY | X)(®) =¢gkx)=EY |X=x), VYoeQwithX(®) =x (10.32)

(see Exercise 10.7). This also implies that the value of E(Y | X) is constant on all sets
{X=x} = {® € Q: X(w) = x}. Note that this also holds if Q is finite or countable and
some ® € {X=x} have probability P({w}) =0. As an example, see E(Y | X)(w) for o €
{(Joe, yes, —), (Joe, yes, +)} in Table 9.2. These two values are equal to E(Y | X=1) = 4,
although P({(Joe, yes, —)}) = P({(Joe, yes, +)}) = 0. <

Remark 10.38 [Equivalent propositions] Let the assumptions 10.1 hold, and let g(X) e
& (Y| X) and g*: (Q}, o) = (R,B) be an (&, I)-measurable function. Then proposition
(10.12) and Theorem 2.49 yield

X0 =g'X) & g£X)edX|X). (10.33)
<

Definition 10.33, Corollary 5.25, Remark 5.26, Corollary 10.29, and Equation (10.22)
imply the following corollary, according to which we may formulate propositions either in
terms of (X =x)-conditional expectation values or, equivalently, in terms of the corresponding
conditional expectations.
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Corollary 10.39 [Equivalent propositions]
Let Yy, Y,: (Q, o, P) - (R,RB) be two numerical random variables that are nonnegative
or with finite expectations, and let X: (Q, o, P) — (Q},, of )’() be a random variable. Then,

(i) EY,|X) = E(Y, | X) is equivalent to
E(Y, | X=x)=E(Y,|X=x), forPx-a.a.xe Q. (10.34)

(ii) E(Y{|X) ; E(Y, | X) is equivalent to

E(Y| | X=x)>E(Y,|X=x), forPx-a.a xe Q. (10.35)

(iii) E(Y, | X) > E(Y, | X) is equivalent to
P

E(Y, | X=x) > E(Y, | X=x), forPx-a.a xe Q. (10.36)

Remark 10.40 [(X=ux)-conditional expectation value of E(Y |X)] Suppose that
f:(Q, dy) = (Q ") is a measurable mapping, w € Q", {w} € &”, and C = { f(X)=w}.
Then Equation (10.6) implies

E[E(Y | X) | fX)=w] = E[Y | fX)=w], (1037)
ifwe Q" and P[ f(X)=w] > 0. '
As a special case, this equation yields

E[E(Y |X,Z) | X=x] = E(Y | X=x), ifxeQ} withP(X=x)>0,  (10.38)

provided that Z: (Q, &, P) — (Q/,, o é) is a random variable, too. If Z takes on only a finite

number of values z;, ...,z, and P(X=x,Z=z;) >0, for all i =1, ..., m, then Rule (ii) of
Box 9.2 follows from Equations (10.38) and (9.21). Similarly, applying (9.20), Equation
(10.38) yields Rule (iii) of Box 9.2 (see Exercise 10.8). <

Proposition (i) of Corollary 10.39 and Rule (v) of Box 10.2 yield
E[EY | X) | fX)=w] = E[Y | f(X)=w], for Pyy-aaweQ", (10.39)
which generalizes Equation (10.37). A special case of Equation (10.39) is
E[EY | X,Z)| X=x] = E(Y | X=x), for Py-a.axe Q. (10.40)

Remark 10.41 [Expectation of a conditional expectation] Applying Definition 10.33 and
Equation (6.13), Rule (iv) of Box 10.2 is equivalent to

E(Y) = /E(Y | X=x) Py(dx). (10.41)
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Furthermore, if X only takes on a finite number of values xy, ... , x,,, then Equation (10.41) can
be written as:

EY)= ) E(Y|X=x) P(X=x) (10.42)
i=1

[see Eq. (6.3)]. <

10.5 Characterizing a conditional expectation by the joint
distribution

Using the factorization and Equation (3.59) yields two conditions that are equivalent to those
occurring in Definition 10.2. In these conditions, we refer to the joint distribution Py y of X
and Y.

Theorem 10.42 [Conditional expectation and the joint distribution]
Let the assumptions 10.1 hold and assume that g: (€, eszf}’() — (R, %) is measurable.
Then, g(X) € &(Y | X) if and only if

/ Ter(x) - g(x) Py(dx) = / 10() -y Pyyldx,y)l, YC'ed). (10.43)

(Proof p. 329)

Remark 10.43 [Two alternative formulations] According to (3.28) and (3.59), Equation
(10.43) is equivalent to

/gdPX=/ YdP, VC'ed}. (10.44)
c’ {XeC"}

If Ex(-) denotes the expectation with respect to the distribution Py and 7y, - denotes the
indicator of {X € C’}, then Equation (10.44) may also be written as:

Ex(le-g)=E(Iycer - Y), VCled). (10.45)
<

Remark 10.44 [Conditional expectation with respect to a joint distribution] Note that
in Equation (10.43), we do not explicitly refer to the measure P. Instead we refer to Py y,
the joint distribution of X and Y. Therefore, g(X) € & (Y | X) may also be called a version of
the conditional expectation of Y on X with respect to Py y. This can be used, for example, to
consider a conditional expectation with respect to the (Z=z)-conditional distribution Py y|;_ .
(see Def. 17.7).
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10.6 Conditional mean independence

In section 5.4, we defined independence of two random variables X and Y. Furthermore, in
chapter 7, introducing the covariance Cov (X, Y) and the correlation Corr (X, Y) of two numer-
ical random variables, we also defined uncorrelatedness by Cov (X, Y) = 0. Now we add two
other related concepts: mean independence and conditional mean independence.

Definition 10.45 [%-ﬁmlditional mean independence]
Let Y: (Q, o, P) - (R,9B) be a numerical random variable that is nonnegative or has a
finite expectation E(Y) and let 9 c o be a 6-algebra.

(i) ThenY is called mean independent from 9, if

E(Y|9)= E(). (10.46)

(ii) Letalso € c o be a c-algebra and let E(Y | 6, D) denote the conditional expec-
tation of Y given o(€ u D). Then Y is called €-conditionally mean ind-
ependent from 9D, if

E(Y|%.9)=E(Y | B). (10.47)

Analogously to E(Y | €,9) :=E[Y | o(€ uD)], we use the notation PA | €, D) :=
P[A | 6(€ u D)] for the 6(€ U D )-conditional probability of A € &/.

Remark 10.46 [X-conditional mean independence] Let Y:(Q, o, P) — (R@) be a
numerical random variable that is nonnegative or has a finite expectation E(Y), and let
Z:(Q, d, P) - (&, o) be a random variable.

(i) Then Y is called mean independent from Z if

E(Y | 2)= E(Y). (10.48)

(ii) Let also X: (Q, o, P) — (€, &i)’() be a random variable. Then Y is called X-condi-
tionally mean independent from Z if

E(Y |X.2)= E(Y | X). (10.49)
<

Remark 10.47 [A special case] Of course, if 2 c @, then Y is @-conditionally mean inde-
pendent from Z. In this case, 6(6 UD) =0(¥) =% and E(Y | €, D) is just a different
notation of E(Y | €). Correspondingly, assume that Z is measurable with respect to X. Then
6(X, Z) = o(X) and, therefore,

E(Y |X.2)= E(Y |X), if o(Z) co(X). (10.50)
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Table 10.1 Joe and Ann with no treatment effects.

e

S p

L E 3
s g 5| ~
it s o =
=g £ E|X =2 X 7
S5 2= = = %
_ ¥ = O R R 85| _
(Joe, no, —) 16| Joe 0 0|2 2 56 .6
(Joe, no, +) 041 Joe 0O 1|2 2 56 .6
(Joe, yes, =) |24 | Joe 1 0|2 2 44 6
(Joe, yes,+) | .06 | Joe 1 1|2 2 44 6
(Ann,no,-) | .06 |Ann 0 0| .8 8 .56 4
(Ann,no,+) |24 |Ann 0 1| .8 8 56 4
(Ann, yes, =) | .04 | Ann 1 0| .8 8 44 4
(Ann, yes,+) | .16 |Ann 1 1|8 8 44 4

Hence, Y is X-conditionally mean independent from all random variables Z that are measurable
with respect to X. In these cases, Z does not carry any information additional to X. In more
formal terms, Z does not represent any event that is not already represented by X, that is,
{ZeA'} eo(X), forall A'e o). <

Example 10.48 [Joe and Ann with no treatment effect] Table 10.1 displays an example
for U-conditional mean independence of Y from X, that is,

E(Y | X, U)= E(Y | ).

The values of the conditional expectations E(Y | X, U) and E(Y | U) can be computed in the

same way as in Example 9.21. This new example shows that E(Y | X, U) = E(Y | U) does

notimply E(Y | X) = E(Y). Hence, although E(Y | X) = E(Y) does not hold and the conditional
expectation values E(Y | X =x) do depend on the values x of X, in a sense, the treatment variable
X is irrelevant once we condition on U. In other words, for Joe, success does not depend on
whether or not he receives treatment, and the same is true for Ann [see the column headed
E(Y | X, U)]. This example shows that the conditional expectation E(Y | X) can be completely
misleading if used for the evaluation of the effect of the treatment variable X on the outcome
variable Y. <

Remark 10.49 [Implication structure among different kinds of independence] Accord-
ing to Rule (vi) of Box 10.1, independence of Y and € implies that Y is mean independent
from €. Analogously, according to Rule (vi) of Box 10.2, independence of ¥ and X implies
that Y is mean independent from X. Furthermore, mean independence of Y from X implies that
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X and Y are uncorrelated, provided that X and Y are numerical and E(X?), E(Y?) < o (see
Exercise 10.9). Hence, if E(X?), E(Y?) < oo, then,

YJ}.)LX > E(Y|X)?E(Y) (10.51)

and
EY|X) jE(Y) = Corr(X,Y)=Cov(X,Y)=0. (10.52)
<

Remark 10.50 [Dichotomous Y] If Y is dichotomous with values 0 and 1 (see Example
5.10), then,

YJi)LX = E(Y|X)?E(Y), (10.53)

(see Exercise 10.10), which can equivalently be written as:

YJI.JI_X s P(Y=1 |X)§P(Y=1) (10.54)

[see (10.4)].
If Y is dichotomous with values y; and y,, then,

YULX & P(Y=y | X)=P(Y=y), (10.55)

because P(1Y=y] =1|X)=P¥ =y, |X) and P(1Y:y1 =1) = P(Y=y,) [see again (10.4) and
Def. 1.49]. <

Now we turn to conditions that are equivalent to conditional mean independence. We start
with a theorem that only applies to a nonnegative numerical random variable Y that also has
a finite expectation. A second theorem also applies to a numerical random variable Y with a
finite second moment.

Theorem 10.51 [€-conditional mean independence if E(Y) is finite]

Let Y: (Q, o, P) — (R, B) be a nonnegative random variable that has a finite expectation
E(Y)andlet 6,2 c o be c-algebras. Then the following two propositions are equivalent
to each other:

(a) E(Y|6.2)=E(Y | B).

(b) For all random variables W: (Q, &, P) — (R, B) that are nonnegative and 9D -
measurable,

E(W-Y|8)=EW | ) EY | %). (10.56)

(Proof p. 330)
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Remark 10.52 [Mean independence from a c-algebra] For € = {Q, @}, Theorem 10.51
and Remark 10.5 immediately yield the following proposition: If ¥: (Q, &, P) — (R, %) is a
nonnegative random variable that has a finite expectation E(Y) and & c & is a 5-algebra, then
the following two propositions are equivalent to each other:

@ E(Y|9)=E®).

(b) For all random variables W: (Q, &, P) — (R, &) that are nonnegative and 9 -
measurable,

EW-Y)=EW) - E(Y). (10.57)
<

In Theorem 10.51, we required that Y is nonnegative and has a finite expectation. The
implication of conditional mean independence formulated in proposition (i) of the following
theorem is not restricted to nonnegative random variables Y. Instead, we assume that Y has a
finite second moment.

Theorem 10.53 [“g-ci)nilitional mean independence if E(Y?) is finite]
Let Y: (Q, o, P) — (R, RB) be a random variable that has a finite second moment E(Y?),
let 6, D c o be 6-algebras, and consider:

(a) E(Y|%.9)=E(Y|9B).

(b) For all random variables W: (Q, of, P) — (R, %) that are D -measurable and
have a finite second moment E(W?),

EW-Y|8)=EW | ) EY | %). (10.58)

Then,
(i) (a)implies (b).

(ii) If, additionally, Y is nonnegative, then (a) and (b) are equivalent to each other.
(Proof p. 330)

Remark 10.54 [Mean independence if £(Y?) is finite] For € = {Q, @}, Theorem 10.53
and Remark 10.5 immediately yield the following proposition. Let Y: (Q, &/, P) — (R, %) be
a random variable that has a finite second moment E(Y2), let @ c &/be a c-algebra, and con-
sider:

(@) E(Y|2)=E®X).

(b) For all random variables W: (Q, &, P) — (R, &) that are & -measurable and have a
finite second moment E(W?2),

E(W.Y)=EW) - EY). (10.59)
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Then,
(i) (a) implies (b).

(i) IfY is also nonnegative, then (a) and (b) are equivalent to each other. 4

For ¢ =o(X)and & = o(Z), Theorem 10.51 immediately implies the following corollary.

Corollary 10.55 [X-conditional mean independence if £(Y) is finite]

LetY: (Q, o, P) - (R,@) be a nonnegative random variable that has a finite expectation
E(Y), and let X: (Q, o, P) — (%, dy) and Z: (Q, o, P) — (,, o)) be random vari-
ables. Then the following two propositions are equivalent to each other:

(a) E(Y|X.2)= E(Y | X).

(b) For all random variables W: (Q, &, P) —» (R, %) that are nonnegative and Z-
measurable,

E(W-Y | X)=EW | X)- E(Y | X). (10.60)

Similarly, for € = o(X) and 2 = 6(Z), Theorem 10.53 immediately implies the following
corollary.

Corollary 10.56 [X-conditional mean independence if E(Y 2) is finite]

Let Y: (Q, o, P) — (R, B) be a random variable that has a finite second moment E(Y?),
letX: (Q, o, P) — (Q, y)and Z: (Q, o, P) — (Q,, o) be random variables, and con-
sider:

(a) E(Y|X.2)= E(Y | X).

(b) For all random variables W: (Q, o, P) — (R, %) that are Z-measurable and have
a finite second moment E(W?),

E(W-Y | X)=EW | X)- E(Y | X). (10.61)

Then,
(i) (a)implies (b).

(ii) If'Y is also nonnegative, then (a) and (b) are equivalent to each other.

Remark 10.57 [Mean independence from a random variable] For X = a, o € Qg(, this
corollary and Remark 10.5 immediately yield the following proposition. Let Y: (Q, &, P) —
(R,RB) and Z: (Q, o, P) — (), 9/,) be random variables with E(Y?) < o0, and consider:

(@ E(Y|2)=E(Y).
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(b) For all random variables W: (Q, o, P) —» (R, &%) that are Z-measurable and have a
finite second moment E(W?),

EW-Y)=EW)-E(Y). (10.62)
Then,
(i) (a) implies (b).
(i1) If Y is also nonnegative, then (a) and (b) are equivalent to each other. 4

Remark 10.58 [Mean independence and uncorrelatedness] For Z = W, Proposition (i) of
Remark 10.57 yields

E(Y|2)=E(Y) = EZY)=EQ2)-EQY), (10.63)

provided that E(Z%), E(Y?) < . Proposition (10.63) is equivalent to (10.52), because
E(Z-Y) = E(Z) - E(Y) is equivalent to Cov (Z, Y) = 0, provided that E(Z?), E(Y?) < co [see
Box 7.1 (1)]. However, Cov (Z, Y) = 0 does not imply E(Y | Z) = E(Y). In other words, uncor-

relatedness does not imply mean independence. <

Remark 10.59 [Dichotomous variables] If Y and Z are dichotomous with values 0 and
1, then Y? Ty_ (see Example 5.10), and hence Proposition (10.63) can equivalently be

written:
PY=1\|2) ?P(Yzl) => P(Y=1,Z=1)=P(Y=1)-P(Z=1) (10.64)
[see Egs. (10.2), (6.5), and (1.33)]. Applying Remark 5.46 yields

PY=1]2)=P(Y=1) = Y L Z. (10.65)
<

Further properties of conditional mean independence are treated in section 16.3, in partic-
ular the relationship between conditional independence and conditional mean independence.

10.7 Proofs

Proof of Theorem 10.17
Under the assumptions about & = {A, Ay, ...} and %, a function V: (Q, o) - (R, %) is G-
measurable if and only if there are o; e R,i = 1,2, ..., such that V = 2;’;1 o 1Ai (see Lemma

2.19). Hence, if V, V¥*e &(Y | ), then,

[00] (9]
V= ol and V=) afly, o, of e R (10.66)
i=1 i=1
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This implies

PUV#VH= D PA).

i (xﬁ&o%

Because P({V # V*}) = 0 (see Th. 16 and Def. 2.68), we can conclude

> P@A)=0. (10.67)

Y

Hence, if (10.13) holds, then Equation (10.67) implies that there is no i with o; # (x;‘, which
implies {V # V*} = Q.

Now assume that there is an A; € & with P(A;) = 0. Then define V € & (Y | €) as in Equa-
tion (10.66) and V* = ¥ | o 1A ,w1th(x =q; forl ;é]andoc = o; + 1. This implies V* Vv
and V*e &Y | €),but @ # Ajc{V £V By contraposition, this proves that {V # V*} =
implies Equation (10.13). For % {A, ..., A,}, the proof is analogous.

Proof of Theorem 10.21

(i) This proof is found in Bauer [1996, (15.13)]. Because the sequence Y;,i € N, is
increasing and the conditional expectation is monotone [see Rule (ix) of Box 10.3],
we can conclude: lim;_, o, ¥; = sup;. ¥; and lim;_, , E(Y; | €) = sup;cy E(Y; | ).

1— 00

(i) If ¥; >0, for all i e N, then ¥, := ¥!_, ¥;, n €N, is increasing and lim,_, , ¥, =
22, Y;. Hence,
‘)

~ |

£(Jim 7,

_ lim E <f/n %) [(10.19)]
- tim <z 1 g)

= nll)Hc}o ; EY;|€6) [Box 10.1 (xvi)]
= Z‘l E(Y; | 6).

Proof of Theorem 10.42

According to Lemma 2.52, g(X) is measurable with respect to 6(X). Therefore, according to
Definition 10.2 (b), we only have to show that

E[1c-gX)]=E(Ig-Y), VCeoX), (10.68)

and Equation (10.43) are equivalent to each other.
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(10.43) & (10.68) By definition, 6(X) = {X ~1(C’): C'e o }. Therefore,
/ Ter (x) - g(x) Px(dx) = / To (0) -y Pyyldx,y)], VC'edy,
o / 1+ g(X) dP = / Tc-YdP, VC=X"'(C")eoX), [(3.59), (3.28)]
& E[1q-g0)]=E(g-Y), VCeoX). [(6.1)]

Proof of Theorem 10.51

(a) = (b) If Y and W are nonnegative, then Y - W is nonnegative as well and, for & -measur-
able W,

EW-Y|%) = EIEW-Y|6,9)| 6] [Box 10.1 (v)]
— E[W-EY|% 2)| €] [Box 10.1 (xiv)]
P . (10.69)
= EIW-E(Y | %)| %] [(a), Box 10.1 (ix)]
= E(Y|©)-EW | %). [Box 10.1 (xiv)]
(b) = (@)
EIW-EY|€.9)|%] = E[EW-Y|6.9)|€]  [Box 10.1 (xiv)]
= EW-Y | %) [Box 10.1 (v)]
= EY|%)-EW|®) by 1070
= E[W-E(Y | 6)|¥?]. [Box 10.1 (xiv)]

Choosing in this equation W = Ty, D € 9, Definition 10.2 (b) yields

which is equivalent to
/ Teap EXY |6, 2)dP = / Tcap EXY|6)dP, VYCe®. (10.71)

The set {CnD: C € €,D € D }is n-stable and generates 6(€¢ u 2 ). Furthermore, finiteness
of E(Y)=E[E(Y |6,2)] =E[E(Y | €)] [see Box 10.1, (iv)] implies that E(Y | €, &) and
E(Y | €) are integrable with respect to P. Hence, according to Theorem 3.68 (iv), we can
conclude E(Y | 6, 9) = E(Y | 6).

Proof of Theorem 10.53

(a) = (b) If E(Y?), E(W?) < oo, then E(Y) and E(Y - W) are finite as well. Then, for & -
measurable W, (10.69) also applies to this case.
(b) = (a) Choosing W = 1, D € @ in Equation (10.70), Definition 10.2 (b) yields

E[lc-1,-EY |G, D) =E[1--1,-EY|%), VCe®
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which is equivalent to

/1CHD-E(Y|<{€,@)dP=/1CnD-E(Y|‘€)dP, VCe@. (10.72)

The set {CnD: C € 6,D e P} is n-stable and generates 6(€ u D). Furthermore, finiteness
of EY)=E[E(Y | 6,92)] =E[E(Y | €)] [see Box 10.1, (iv)] implies that E(Y | €, 2 ) and
E(Y | €) are integrable with respect to P. Hence, if additionally ¥ > 0, then there are versions
of EY|6),E(Y|€,2) >0 [see Box 10.3 (v)] and, according to Theorem 3.68 (iv), we can
conclude E(Y | 6, D) = E(Y | ®).

Exercises

10.1

Show that, according to Definition 10.2, Equations (9.24) and (9.25) define an element
of &(Y | X) provided that the assumptions of Definition 9.14 hold.

10.2 Table 9.2 presents an element, say V, of &(Y | X, U). Define an alternative element
V*e &(Y | X, U), and show that the two elements are P-equivalent.
10.3 Under the assumptions of Theorem 10.17 and Equation (10.13), prove Equation
(10.14).
10.4 Prove the propositions of Box 10.1.
10.5 Prove the propositions of Box 10.3.
10.6 Show that P(X=x) > 0 implies that the (X=ux)-conditional expectation value of Y
defined by Equation (10.27) is uniquely defined and identical to the term introduced
in Definition 9.2.
10.7 Prove Equation (10.32).
10.8 Show that Equation (10.38) implies Rule (iii) of Box 9.2.
10.9 Show that mean independence of Y from X implies that X and Y are uncorrelated,
provided that the second moments of X and Y are finite [see (10.52)].
10.10 Prove: If Y is dichotomous with values 0 and 1, then,
YUX & EY|X)=EY)
(see Rem. 10.50).
Solutions
10.1 Let Qg C QS( denote the finite or countable set introduced in Definitions 9.14 (i) or

(@i1). Then {X=x} € o(X) for all x € 96. This implies:
(a) Forall x e Qé, the indicator 7y_, is X-measurable (see Example 2.12), which
implies that ergg E(Y | X=x) - 1x_,is X-measurable as well (see Lemma 2.19).
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(b) For C e o(X), define Cy := CnX ~1(Q)). Because, by definition, P[X ~1(Q()] =

PX(QB) = 1, this implies P(C'\ Cy) = 0 [see Box 4.1 (v) and (vii)] and

E|l1c- Y EY|X=x)-Tx_,

J
xeQy

=E|1g, - Y EY | X=x)Tx_,

/
xe

+E 1C\C0‘ ZE(Y|X='X:)‘1X=X

/
erO

=E| Y EY|X=x)T¢c, - Tx_.].

/
erO

[(6.2D)]

[Box 6.1 (iii), (V)]

Furthermore, denote C{, := X(Cy)) = {x € Q: X ~'({x}) c C}. Then,

El1c D EY|X=x)Tx_ |=E 2E(Y|X=x)-1co-1xzx

/ /
xeQ xeQd

Y ELEY | X=x)T¢ - Tyl

/
erO

Y EIBY|X=x)-Tx_]

!
xeCy

> EY | X=x)-E(1x_,)

!
xeC

> E(Y | X=x)-P(X=x)

xeC|
D <P(X1_x) “E(Ty_- Y)> - P(X=x)
xeCy -

Y E(1x_,-Y)

!
xeC0

E| Y 1x_.-Y

!
xeCy

E(1¢,Y)

E(1e, V) +E(1e\¢,Y)
E(1.Y).

[Box 6.1 (vii), (3.65)]
[def. of Cy]
[Box 6.1 (iii)]

[(6.4)]

[(9.1D)]

[Box 6.1 (vii), (3.65)]

[700 = Z Tx=y]

!’
xeC)

[(6.20)]
[(6.21)]
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10.2 Another element V*e & (Y | X, U) is obtained by defining

" 9, ifo=0;0rm=0,
Vi) = {V(w) ifoeQ, o#wn;,n# o,

where w3 = (Joe, yes, —) and w, = (Joe, yes, +). For V and V*, P(A;) =1, where
A ={w e Q: V(w) = V*(w)}. The probability P(A;) = 1 is obtained from adding the
probabilities of all six outcomes ® for which P({w}) > 0 (see the second column of
Table 9.2).

10.3 (a) If & is a finite or countable partition of © and 6(&) = €, then, for all A; € &,
the indicator 7, is &-measurable. This implies that ¥, c ¢ E(Y | A;j) -1y, is €-
measurable as well (see Lemma 2.19). Hence, condition (a) of Definition 10.2 is
satisfied.

(b) According to Lemma 1.20 and Equations (1.36) and (1.37), for all C € G,

Te= Y 1. (10.73)

A& AcC

Hence,

E<7C‘ 2 B 1A -u,) = E( z E<Y|Ai>-1A,.-7c>
Ae& A

= Y E[EY|A) 1,1 [Box 6.1 (vii), (3.65)]

Aed&
= Y EIEY[A)-1,] [(10.73)]
A8 A,cC
= Y E(Y|A)-E) [Box 6.1 (iii)]
A& A,cC ’
1
- ) . Y)- PA. 9.7), (6.4
AiE%icc P(A;) i i [(9.7), (6.4)]
= ) E(Ty, - Y)
Ae& A, cC
=FE DI D [Box 6.1 (vii)]
A& AcC
=E(1c-7). [(10.73)]

This shows that condition (b) of Definition 10.2 is satisfied and that
SaceEY|A) '1Ai is a version of E(Y | ). Equation (10.14) then follows from
Prolposition (10.12) and the assumption that & is a countable partition of Q and
P(A;) > Oforall A; € & (see Theorem 10.17).
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104 (i)

(iii)

(iv)

)

(vi)

(vii)

Both sides are €-measurable. Furthermore, for all C € 6,

E[1o-(@4Y)] =E(lca+1.Y)=E(lc0)+E(1:Y)  [Box 6.1 (vi)]
=E(lo0) +E[1-EY | ©)] [Def. 10.2 (b)]
=E(lpa+1.EY|9)) [Box 6.1 (vi)]
= E(1¢ - [a+EY | B))).

Hence, according to conditions (a) and (b) of Definition 10.2, a + E(Y | €) €
&(ax+Y | €), and Proposition (10.12) yields (ii).

Both sides are €-measurable. For all C € 6,

E(lc-aY)=aE(1--Y) [Box 6.1 (iii)]
=aE[1--EXY|9®)] [Def. 10.2 (b)]

Hence, according to Definition 10.2, a E(Y | €) € &(aY | €), and Proposition
(10.12) yields (iii).

This rule immediately follows from condition (b) of Definition 10.2 for C = Q,
because

E[E(Y |€)] = E[1g E(Y | ©)] [(3.31)]
=E(1,7Y) [Def. 10.2 (b)]
= E(Y). [(3.31)]

The terms on both sides of this equation are € -measurable because of Definition
10.2 (a). Furthermore, for all C € €, c G,

E(1-E[E(Y |8)|G,)) = E1-EY|%))  [Def. 10.2 (b)]
= E(1.Y). [Def. 10.2 (b)]

In the first equation, we apply Definition 10.2 (b) to E[E(Y | €) | €] and €,
whereas in the second, we apply it to E(Y | €) and €. The last equation shows
that E[E(Y | €) | Gyl € &(Y | €,), and Proposition (10.12) yields (v).

The constant E(Y) is measurable with respect to any c-algebra ¢ on Q (see Exam-

ple 2.10). Furthermore, if ¥ and € are independent, then Y and 7 are indepen-

dent for all C € € (see Rem. 5.46). Hence, for C € G, E(1. Y) = E(1.) E(Y) for

all C € € (see Th. 6.24). Therefore, Rules (ii) and (iii) of Box 6.1 yield
E(:Y)=E()EXY)=E[1-EY)], VCe®.

We assume that Y is €-measurable. Furthermore,

E1-Y)=E(1.Y), VCe®

obviously holds. Hence, according to Definition 10.2 (b) and Proposition (10.12),
this implies that Y € &(Y | €) and E(Y | ) = Y.
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(i) The c-algebra generated by a is {Q, @}, which is a subset of every c-algebra on

(viii)

(ix)

(x)

(xv)

(xvi)

Q. Hence, o(a) ¢ €, which shows that Rule (i) is a special case of Rule (vii).

E[Y|EY|9)| = E[EY|6)|EX %) [(v) with € =0c[EY | ©)]]
= E(Y|9). [6[E(Y | €)] c S[E(Y | B)], (vii)]
Yl ? Y2
> VCeG E(Ic-Y)=E(1c-Y,) [Th. 3.48, (6.1), € c o]
=> VCeB E[1--EY,|E)=E1,-Y))
=E(1c-Yy) =E[1¢-E(Y, | B)] [Def. 10.2 (b)]
=> EY,|8) e &Y, |9). [Def. 10.2]

According to Proposition (10.12), this implies (ix).

E(Y) finite = VV e &Y |¥): E(V) finite [E(V) = E(Y), (iv)]
=> VVe&|®): Visreal-valued P-a.s. [Lemma 3.41]

Nowlet Ve &(Y | €)andA := {w € Q: V(o) ¢ R}. Then A € € and P(A) = 0.
Define V := 1q, 4 - V*. Then V is real-valued, €-measurable, and V = V*, which

implies Ve (Y | 6).

If Y| (or Y,) is real-valued and with finite expectation, then there is a real-valued
version E(Y| | €) € (Y | €) [orE(Y, | €) € &(Y, | €)][see (x)]. If Y| (or ¥>)
is nonnegative, then there is a nonnegative version E(Y| | €) € &(Y; | €) [or
E(Y, | €) e (Y, | )] [see Box 10.3 (v) for a = 0]. [Note that the proof of Box
10.3 (v) uses Box 10.1 (iv) and (ii).]

For versions E(Y; | €) € €Y, | €), E(Y, | €) € &(Y, | ) that are nonneg-
ative or with finite expectations, the sum E(Y; | €) + E(Y, | €) is €-measurable
(see Th. 2.57), and for all C € G,

E(1¢ [E(Y, | B) +E(Y, | ©)])

=E(1c EY|| %)) +E(1¢ EY,|9)) [Box 6.1 (vi)]
=E(1c Y)+E(- Y,) [Def. 10.2 (b)]
=E[1. (Y, + Y] [Box 6.1 (vi)]

Elq Y1+ o Y, | %)
= E( Y |G)+ E(0, Y, | 6) [(xv)]

oy E(Y) | 6))+ o, E(Y, | B). [(i1)]

The equation for n summands follows by induction.
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(xi) Cor. 8.17 of Klenke (2013).

(xiv) IfY;is €-measurable, then Y, - E(Y, | €) is €-measurable as well [see Def. 10.2
(a), Th. 2.57]. First, consider the case Y| = 1., for C*€ 6. Then, for all C € G,

/1C-E(1C*-Y2|‘€)dP
- / Te-Tev - Yy dP [Def. 10.2 (b)]
=/1CHC*-Y2dP [(1.33)]
=/1Cﬂc*.E(Y2|<‘€)dP [CnC* e %, Def. 10.2 (b)]
- / Te 1o - E(Y, | B) dP. [(133)]

Hence, according to Definition 10.2 (b) and Proposition (10.12),

E(les - Y, |6) = Tee - E(Y, | B). (10.74)

If E(le), E(Y22) < oo or Y7, ¥, nonnegative, then Remark 3.30, Box 10.1 (xi) and
(xvi), and Theorem 10.21 imply, for all €-measurable Y/,

Now, according to Definition 10.2 (b), Y, -E(Y, | €)e &Y, Y, |¥), and
Proposition (10.12) yields

E(Y1'Y2|%)§Y1‘E(Y2|%)-

(xii) Note that E(Y?) < oo implies E[E(Y | %)2] < oo [see Box 10.1 (xi)].

Cov[Y,E(Y | 9®)]

= E[Y - E(Y | €)] — E(Y) - E[E(Y | ©)] [Box 7.1 (i)]
= E(E[Y - E(Y | €) | €]) — E(Y) - E[E(Y | €)] [Gv)]
=E[E(Y |¥)-EY |6)] - EIE(Y | ¥)]-EEY | E)] [(xiv), (iv)]
= Var[E(Y | ©)]. [Box 6.2 (i)]

(xiii) Note that E(Yzz) < oo implies E[E(Y, | %)?] < o [see Box 10.1 (xi)]. Hence,

Cov (Y}, Y,) = E(Y, - Y,) — E(Y)) - E(Y,) [Box 7.1 (i)]
=E[EY, Y, |¥)] - EY,) - E[EY,|¥?)] [Gv)]
= E[Y, - E(Y, | €)] - E(Y,) - E[E(Y, | ©)] [o(Y,) c &, (xiv)]
= Cov Y, E(Y, | ©)]. [Box 7.1 (i)]
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10.5 (v) First, we prove

Y>0 = IVe&Y|€):V20. (10.75)
P

LetV*e &(Y | €). DefineA := {o € Q: V*(0) < 0} € € [see Rem. 2.67 (a)]. Apply-
ing Definition 10.2 (b) and Equation (3.50) to 7, - Y yields

/1A-V*dP=/1A-YdP >0, ifY>0. (10.76)
P

If we assume P(A) > 0, then Lemma 3.44 with f := — V* and Equation (3.32) yield
—/1A-V*dP=/1A-(—V*)dP >0

and hence f 1, - V* dP < 0, which contradicts (10.76). Therefore, P(A) = 0 and thus
V*>0.

P

If we define V := T, 4 - V* > 0, then V is €-measurable (see Th. 2.57), V = V*,
and V € &(Y | €) [see (10.12)]. For a € R, applying (10.75),

Y>a =2 Y-a20=> 3V, e&Y-a|¥):V,>0.
P P

Now Rule (ii) of Box 10.1 implies that thereisa V := V 4+ asuchthat V € (Y | €)
and V > a.
(vii) If Y is nonnegative and there is an o € R such that Y < «, then (3.25) and
P
(3.44) imply 0 < E(Y) < a. If E(Y) is finite, then E(-Y) = —E(Y) is finite as well.
Furthermore,

Y<oa = -Y2>-«
P

P
= IVe&Y|6): V> -« [(W)]
> AVe&Y|¥):VLa [Box 10.1 (iii), V := —=V*]
(vi)
Y=«
P
> Y>aAY<La
P P
=> AV, e&X |6V, 2andV,e&Y|6):V,<a [(v), (vii)]
= 3V, V,e&Y|6):TA€B: PA) =0
AVo e Q\A: V(o) =V,(0) =a [(10.12)]
=> AVe&Y|6):V=u [Vi=a- -1+ V- Tqul

(i1), (iv), and (iii) are direct implications of (v), (vi), and (vii).
(x), (xi) follow from (iv) and (5.11).

(1) is a straightforward implication of Theorem 3.43 and (iv).
(ix) is proved in Bauer (1996).



338

PROBABILITY AND CONDITIONAL EXPECTATION

10.6 Let g(X) € &(Y | X). Then, according to Equation (10.26), for all g*(X) € & (Y | X),

10.7

10.8

g(x) = g"(x), for Py-a.a.x e Q.

Hence, if P(X=x) > 0 for an x € Q},, then according to Remark 2.71, g(x) = g*(x),
that is, g(x) is uniquely defined. Furthermore, Equation (9.6) yields

E(Y | X=x) = / Y dpX=x [9.5)]
- P(X1=x) . / Ty, Y dP [9.7)]
- P(Xlzx) : / Ty, - g(X)dP [Def. 10.2 (b), (10.22)]
- P(X1=x) - / Ty, - g(X) dP Ty, 800 = Ty, - g)]
- P(X1=x) o) / Ty, dP [(332)]
= P(X1=x) -gx) - PX=x) = g(x). [(3.8)]

If g is a factorization of E(Y | X) € &(Y | X), then, for all ® € {X=x},

EY | X)(®) = (g o X)(w) [(10.22)]
= g[X(w)] = g(x) [o e {X=x}]
= E(Y | X=x). [(10.27)]

Assume that Z is a discrete random variable with values z;, 25, ... € Q’Z such that
P;({z,2p,...}) =land, foralli=1,2 ..., {z;} € &/, and let g be a factorization of
E(Y|X,Z)=g(X,Z). Then, for all x € Q;( with P(X=x,Z=z;) > Oforalli e N,

E(Y | X=x)

=E[EY |X,Z)| X=x] [(10.38)]
=E[gX,Z) | X=x] [(10.22)]
= Z g2(x,z) - PX=x,Z=z; | X=x) [Rem. 10.35, (9.16), (9.22)]
- P(X=x,Z=z;, X=x)

_l; EY|X=x,Z=z)" PX =) [(10.27), (4.2)]
- PX=x,Z=7,)

_l; E(Y | X=x,Z=3) " T PX=n)

=2E(Y|X x,Z=z;) -P(Z=z; | X=x). [((4.2)]
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109 If E(Y | X) = E(Y), then,

Cov(X,Y)=Cov[X, E(Y | X)] [Box 10.2 (xiii)]
= Cov[X, E(Y)] [E(Y | X) = E(Y), Box 7.1 (x)]
=0. [Box 7.1 (vii)]

10.10 If Y is dichotomous with values O and 1, then E(Y) = P(Y=1) [see Example 5.10 and

Eq. (6.5)]. Hence, E(Y) is finite, and Box 10.2 (vi) yields

YULX > E(Y|X)=EQY).

For all C'e @/}, the event {X € C'} =X ~!(C") € 6(X) [see Eq. (2.14)]. Hence, if
EY | X) = E(Y), and therefore P(Y=1 | X) = P(Y=1) [see Eq. (10.4)], then for all

C'e dy,

P(Y:l,XeC’):/1X€Cr-1Y=1dP [(3.9), (1.33)]
=/1X€C,-P(Y=1 | X) dP [Def. 10.2 (b)]
=/1X€C,-P(Y=1)dp [P(Y=11X)=P(Y=1)
=P(Y=1)-P(X e '), [(3.9)]

which, according to Remark 5.46, implies Y _IL_J_ X.
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Residual, conditional variance,
and conditional covariance

In chapters 9 and 10, we introduced the concepts conditional expectation and regression. In
this chapter, we turn to the residual of a conditional expectation. Its properties supplement the
properties of conditional expectations. Oftentimes a residual is what econometricians call a
disturbance, applied statisticians call an error term, and psychometricians call a measurement
error. Furthermore, we define the coefficient of determination, which represents the propor-
tion of variance of a regressand explained by the regressor. It appears under different names in
special areas of applied statistics, ranging from intra-class correlation to reliability in psycho-
metrics. The square root of the coefficient of determination is known as the multiple correla-
tion. Next, we will define the concepts of a conditional variance and a conditional covariance
given a c-algebra and given a random variable, as well as the partial correlation. Just like
the expectation has been used to define variance, covariance, and correlation, the conditional
expectation can be used to define conditional variance, conditional covariance, and the partial
correlation.

11.1 Residual with respect to a conditional expectation

In section 10.4.2, we showed that a conditional expectation E(Y | €) is the best approximation
of Y in the sense of minimizing the mean-squared error function. Now we study the proper-
ties of the deviation of Y from E(Y | €). Defining this deviation, we refer to the following
assumptions.

Assumptions 11.1

Let Y: (Q, d, P) - (R, #B) be a real-valued random variable with finite expectation,
€ c A a c-algebra, and E(Y | €) a real-valued version of the €-conditional expectation
of Y.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de
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Note that, according to Rule (x) of Box 10.1, finiteness of E(Y) implies that there is a real-
valued version E(Y | €). Hence, assuming that E(Y | €) is real-valued is no substantial loss
of generality. Referring to a real-valued version E(Y | ) avoids the subtraction of co and oo
for values of Y and E(Y | ), respectively.

Definition 11.2 [Residual with respect to a conditional expectation]
Under the assumptions 11.1,
e=Y—EY|¥) (11.1)

is called a version of the residual of Y with respectto E(Y | 6).

Remark 11.3 [Versions of the residual] If E(Y | €), E(Y | €)" € &(Y | €) are real-valued
and €, €* are the respective residuals, then € ? e*. <

Box 11.1 summarizes some properties of the residual, which are proved in Exercise 11.1.
All these properties follow from the definition of a residual and the assumption that E(Y | €)
is a real-valued version of the €-conditional expectation of Y.

Box 11.1 Rules of computation for a residual.

Let the assumptions 11.1 hold. Then the following properties hold for all real-valued ver-
sions of E(Y | ) and all versions of the residual € defined in (11.1):

€§Y—E(Y|%)- @)

Y = B(Y | G) +«. (ii)

E(e) = 0. (iii)
Var(Y) = Var[E(Y | €)] + Var(e), if E(Y?) < oo. (iv)
e ? 0, ifY?E(Y| @). V)

Additionally, let €, be a c-algebra and W: (Q, &, P) — (!, o ‘ZV) be a random variable.
Then,

E(e | Gp) = 0, if€,c®. (vi)
E(E|W) = 0, ifo(W)c®. (vii)
If W is real-valued, o(W) c @, and E(W?), E(Y?) < oo, then,

Cov(e, W)=E(E-W)=0. (viii)
Cov[W,E(Y | €)= Cov[W,E(Y |€)+e] = Cov(W,Y). (ix)
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Remark 11.4 [Some special cases] Because E(Y | €) is €-measurable, the following equa-
tions are special cases of Rules (vii) and (viii) of Box 11.1, respectively.

Ele|EY |9)] ?0, (11.2)

Covle, EY |®)] =0, ifE(Y? < . (11.3)
According to Equation (11.2), the conditional expectation of the residual € given E(Y | €)
is 0 with probability 1. According to the second equation, the residual e =Y — E(Y | ©) is
uncorrelated with E(Y | %) if E(Y?) < oo. [Note that finiteness of E(E(Y | %)?) follows from
E(Y?) < o0; see Box 10.1 (xi).]
Now consider a random variable X: (Q, &, P) — (Q}, &) with 6(X) = & and the residual
e :=Y — E(Y | X). Then a special case of Rule (vii) is

E(e |X)§O. (11.4)

This property is illustrated in Figure 11.1. In this figure, the black points represent the values
of the conditional expectation E(e | X), whereas the circles are possible values of e. If f(X)
denotes the composition of X and a function f: (Q},, & )/() — (R, %) thatis (!, PB)-measurable,
then,

Ele | fX0]1=0 (1L.5)

with the special case

Ele [ E(Y | X)] =0. (11.6)

Furthermore, if E(Yz), E[f(X) 2] < oo, then,

Covle, f(X)] =0 (11.7)
&
1 o o
O O O
0 ([ [ J [ J
O O
14 o
O
T T T
1 2 3 X

Figure 11.1 Conditional expectation of the residual on its regressor.
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is a special case of Rule (viii). Hence, if (@}, #/}) = (R, %) and E(X?), E(Y?) < oo, then,
Cov(e,X)=0 (11.8)

is another special case of Rule (viii).
Now consider the residual € := Y — E(Y | X, Z), where X:(Q, o, P) — (@, /) and
Z:(Q, d, P) — (Q,, o)) are not necessarily real-valued. In this case,

Ele | X.2)= Ele | X)= Ee | 2)=0 (11.9)

are special cases of Rule (vii), where € = o(X, Z). If we additionally assume X and Z to be
numerical and E(Y?2), E(X?), E(Z2) < oo, then,

CoviX,e)=EX-e)=Cov(Z,e)=E(Z-¢)=0 (11.10)
are special cases of Rule (viii) (see Exercise 11.2). <

Example 11.5 [No treatment for Joe — continued] Table 11.1 displays the conditional
expectations E(Y | X), E(Y | X, U), and P(X=1 | U), which have been computed in Exam-
ples 9.22 and 9.23. Additionally, it contains the residuals of Y with respect to these condi-
tional expectations. First, we illustrate the property E(e) = 0 fore = Y — E(Y | X). Looking at

Table 11.1 No treatment for Joe with conditional expectations and residuals.

Conditional
Elements of Q Observables expectations Residuals
et

° >~
D 58 —~
2 £ 3 S =
s 5 % ~ |z & =
g %) § g ] ° [ - ; ; <
E S = s g E | X < = = = o
=8 3 s E g /= = 9 & <

E QS = 5 & 2|z = ¥ ! : !

P Ea < A E O | R\ g < = = >
(Joe, no, =) 152 Joe 0O 0 | .69 .6 0 —-.696 -6 0
(Joe, no, +) 348 Joe 0 1 696 .6 0 .304 4 0
(Joe, yes, —) 0 Joe 1 0 0 4 0 0 -4 1
(Joe, yes, +) 0 Joe 1 1 0 4 0 1 .6 1
(Ann, no, —) 096 | Ann 0 0 2 .6 .76 -2 -6 -.76
(Ann, no, +) 024 | Ann 0 1 2 .6 .76 8 4 -.76
(Ann, yes, —) 228 | Ann 1 0 4 4 76 -4 -4 .24
(Ann, yes, +) 152 | Ann 1 1 4 4 76 .6 6 24
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the table reveals that e = Y — E(Y | X) has four different values: —.6, .4, .6, and —.4. Hence,
according to Equation (6.3),

E(e) =—.6-(152+.096) + .4 - (348 +.024) + .6 - (0 + .152) — .4 - (0 + .228)
=0.

Second, we illustrate the property
EE|X)=0

[see Eq. (11.4)]. Because X is an indicator variable with values O and 1, according to Equation
(9.24) and Remark 10.35, it suffices to show that E(e | X=0) =0 and E(e | X=1) = 0. The
four values of e = Y — E(Y | X) occur with (X =0)-conditional probabilities

152 + .09

Ple=—6]X=0) = = 4,
(e | X=0) = 53 7 348+ .09 1 .024
Plemd | X=0) = 348 + 024

152+ 3481 .096+ 024 "
P(e=.61X=0)=0, Ple=—4]1X=0)=0,
and with (X=1)-conditional probabilities
Pe=—6|X=1)=0, Pe=41X=1)=0

0+.152

Ple=6|X=1) = -
(e=61X=D =00 150+ 228

i}

0+.228 B
0+0+.152+.228

Ple=—4|X=1)=

[}

respectively. Hence, according to Equation (9.21),
E€|X=0)=-6-44+4-6+.6-0-4-0=0
and
E€|X=1)=-6-0+4-0+6-4—-4-.6=0.
Because X is dichotomous with values 0 and 1, and P(X=0), P(X=1) > 0, we can conclude:
E€|X)=E(€|X=0) -Txy_og+EE|X=1)-T4y_1=0-T4_¢+0-Tx_1=0

[see Eq. (9.24) and Rem. 10.35]. <
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11.2 Coefficient of determination and multiple correlation

The coefficient of determination quantifies the strength of the dependence of a numerical ran-
dom variable Y on a c-algebra &, where we refer to the dependence described by the con-
ditional expectation E(Y | €). The multiple correlation is a closely related concept. Reading
the following definition, remember that E(Y?) < implies Var(Y) < oo and E(Y) < oo (see
Rem. 6.25). It also implies that the conditional expectation E(Y | %) is defined.

Definition 11.6 [Coefficient of determination]
LetY: (Q, o, P) — (R, B) be a real-valued random variable with E(Y?) < o0 and € c o
be a c-algebra. Then,

R Var(Y)

0, if Var(Y) =0,

Var[E(Y | €)] .
YRBELEN i Var(y) > 0
= { ¢ (11.11)

is called the coefficient of determination of E(Y | €).

Remark 11.7 [The case Var(Y) =0] If E(Y | %)?E(Y) and Var(Y) > 0, then R%/|<g =

Var[E(Y)]/Var(Y) = 0 [see Eq. (11.11) and Box 6.2 (iv)]. Defining R%’I‘g =0if Var(Y)=0
is arbitrary. However, Var(Y) = 0 if and only if there is an a € R such that ¥ Sa [see again
Box 6.2 (iv)], and Y = a implies E(Y | €) = E(Y) [see Box 6.1 (i) and Box 10.1 (i)]. Hence,
Definition (11.11) implies R%/I% = 0 whenever E(Y | €) = E(Y), that is, whenever Y is mean
independent from €. Because & JI.JL Y implies E(Y | €) = E(Y) [see Box 10.1 (vi)], indepen-
dence of € and Y implies mean independence of Y from €, which itself implies R%’I?f =0, and
this implication holds irrespective of whether or not Var(Y) > 0. <

Remark 11.8 [Range of the coefficient of determination] Using Rule (iv) of Box 11.1
yields

R = Var[E(Y | 6)]
YI€ ™ Var[E(Y | €)] + Var(e)’

(11.12)

provided that Var(Y) > 0. Because Var(¢) is nonnegative, 0 < R%/I% < 1. The number R%/I% is
close to 1 if the variance of the residual e = Y — E(Y | €) is small compared to the variance
of the conditional expectation E(Y | €). In contrast, R%,l%p is close to O if the variance of the
residual is large compared to the variance of E(Y | €). <

Remark 11.9 [Conditions implying R%/I% =1] If Var(Y)>0 and we assume that
Y = E(Y | €), then R%/I% =1 [see Eq. (11.11) and Box 6.2 (v)]. Note that this does not neces-
sarily mean that Y is ¢-measurable. However, if Y is €-measurable, then Y = E(Y | ) already
follows from Box 10.1 (vii). <
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Remark 11.10 [Alternative notation] Suppose that X: (Q, &, P) — (Q},, of )’() is a random
variable and € = o(X). Then we also use the notation R%,l y instead of R%’I% , that is,

2 . p2
RY|X = RY|G(X) . (11.13)
Equations (10.1) and (11.11) yield
Var[E(Y | X)] .
— 2 if Var(Y)>0
Ry = Var(Y) if Var(¥) (11.14)
0, if Var(Y)=0.
If we consider the multivariate regressor X = (X, ..., X,,), then we also use the notation
2 . p2
RYIX], X, T RYIX‘ (11.15)
<

Remark 11.11 [Correlation and the coefficient of determination] Assume that X:
Q, o, P) > (R, B) is a real-valued random variable, E(X?) < oo, and that there is a version
E(Y | X) e &Y | X) with

EY X)) =0, (Y | X)= Bo+ Py X (11.16)
(see Def. 7.2). Then,
Cov(X,Y)
=22 11.17
P Var(X) (L7
[see Th. 7.14 (ii)] and
R} = Corr (X, Y7, (11.18)
which implies
Ryx=0 & Corr(X,Y)=0 (11.19)

(see Exercise 11.3). Hence, under these assumptions, the correlation Corr (X, Y) also quantifies
the strength of the dependence of Y on X described by E(Y | X). Both, R%/I x and Corr (X, Y)
are normed quantities. The first takes on its values in the interval [0, 1], and the latter in the
interval [—1, 1]. In contrast, the slope f; as well as Cov (X, Y) quantify the strength of the
dependence described by Qy;,(Y | X) by real numbers without bounds. <

Remark 11.12 [Quantifying the strength of dependence] The term R%/I x quantifies the
strength of the dependence of ¥ on X described by E(Y | X), irrespective of whether or not
Equation (11.16) holds. While E(Y | X) = g(X) describes how the conditional expectation
values E(Y | X=x) of Y depend on the values x of X, the coefficient of determination R%,l ¥
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quantifies the strength of this dependence by a single real number between 0 and 1. Simi-
larly, R?’I% quantifies the strength of the dependence of Y on & described by E(Y | €) (see
Rem. 10.18). <

Remark 11.13 [Uniqueness of R%’I%] IfVv,v:e &Y | €), then V and V* are P-equivalent,
and, according to Rule (v) of Box 6.2, this implies Var(V) = Var(V*). Hence, Equation (11.11)

implies that R%/rg is identical for all versions V € &(Y | ©). <

Remark 11.14 [Correlation of Y and the conditional expectation] The coefficient of deter-
mination R2Y|‘6 is identical to the squared correlation of Y and E(Y | €), that is,

Rirg = Corr|Y, E(Y | ©))? (11.20)
(see Exercise 11.4). Correspondingly,

RQYlX = Corr[Y, E(Y | X)*. (11.21)
Note that this equation does not rely on any parameterization of E(Y | X). <

Definition 11.15 [Multiple correlation]
Let X: (Q, o, P) = (Q, dy) and Y: (Q, &, P) » (R, B) be random variables and as-

sume E(Y?) < oo. Then,
Ry = /Ry x (11.22)

is called the multiple correlation of Y and X.

Equations (11.21) and (11.22) immediately imply

Ryx = Corr[Y, E(Y | X)]. (11.23)

Remark 11.16 [Multivariate X] If X = (X|, ..., X,) is a multivariate random variable, then
we also use the notation

Ryxx,....x, =Ryx - (11.24)

<

Remark 11.17 [The multiple correlation is not symmetric] Note that, in contrast to a corre-
lation of two numerical random variables, the multiple correlation of ¥ and X is not symmetric.
That is, Ry|x can differ from Ry,y even if X is real-valued. <

Example 11.18 [No treatment for Joe — continued] In Table 9.2, we displayed the con-

ditional expectations E(Y | X), E(Y | X, U), and P(X=1 | U). Now we compute R%,lx for the
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conditional expectation E(Y | X). Looking at the table reveals that E(Y | X) has two different
values: .6, which occurs with probability

PIE(Y |X)=.6] = .152 4+ 348 + .096 + .024 = .62,
and .4, occurring with probability
PIE(Y|X)=.4]=04+04 .228 +.152 = .38.
Furthermore, the expectation of Y is
EY)=PY=1)=.348+0+.024 + .152 = 524
Hence, according to Equation (i) of Box 6.2,

Var[E(Y | X)] = E[E(Y | X)*] - E[E(Y | X)]*
= E[E(Y | X)*] - E(Y)? [Box 10.2 (iv)]
=(.6%-.62+ .47 . .38) — 5242
~ 284 — 2746 = .0094.

According to Equation (6.29), the variance of Y is Var(Y) = P(Y=1) - [l — P(Y=1)] = .524 .
(1 —.524) ~ 0.2494. This yields

2 _ Varl[E(Y | X)] _ .0094
YIXT O yar(y)y 2494

Similarly, the conditional expectation E(Y | U) takes on each of the two values .696 and
.352 with probability .5, that is,

PIE(Y|U)=.696] = P[E(Y |U)=.352] = 5.

Hence,
Var[E(Y | U)] = E[E(Y | U)!]1 = E[E(Y | U))? [Box 6.2 (i)]
= E[E(Y | U)*] - E(Y)? [Box 10.2 (iv)]
= (.696% - 5+ .352% . 5) — 5242
~ 3042 — 2746 = 0296,
and this yields,

2 _ Var[EY [U)] 029

= ~ ~ 1187 and Ry, ~ .3445.
Y|u Var(Y) 2494 and - Ry
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Finally,

Var[E(Y | X, U)] = E[E(Y | X, U)?] — E[E(Y | X, U)]*

~ 3078 — .2746 = .0332.

Hence,

R VarlEY|X,U)] 0332
YIX.U ™ Var(Y) = 2494

Note that, in this example, R%,l x.v is smaller than the sum of R%/lX and R%’lU'

[Box 6.2 (i)]
= E[E(Y | X, U)*] — E(Y)? [Box 10.2 (iv)]
=(.696% -5+ 2% .12+ .47 . 38) — 5242

~.1331 and Ry y = .3649.

349

<

In the following theorem, we present a condition under which the coefficients of determi-
nation are additive [see Eq. (11.31)]. This theorem also contains a condition under which the
coefficient oy of X in the equation E(Y | X) = oy + o; X is identical to the coefficient p; of X
in the equation E(Y | X, Z) = By + B; X + B, Z (see section 12.8 for a generalization).

Theorem 11.19 [Additivity of the coefficients of determination]

Let X, Y, Z: (Q, o, P) > (R, B) be three real-valued random variables with finite sec-
ond moments and positive variances, and assume that there are By, B1, P2, Yo, V1 € R

EY|X,Z2)e &Y |X,Z), and E(Z | X) € E(Z | X) such that

E(Y|X,Z)=ﬁ0+[51X+ﬁ2Z,
EZ|X)=v+11 X.

(i) Then there are o, a; € R such that
EY |X) =0+ a; X.

(ii) IfE(Z | X) = E(Z) or B, = 0, then for oy, oy occurring in (i),

oy = Py + By E(Z)

and
o = Py.

(i) If

(E(Z|X)=E@)or B =0) and (EX|Z)=EX)or f; =0),

(11.25)
(11.26)

(11.27)

(11.28)

(11.29)
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then,
Var[E(Y | X, 2)] = Var[E(Y | X)] + Var[E(Y | Z)] (11.30)

and
Rz =Ry + Rz (11.31)

(Proof p. 359)

Remark 11.20 [Independence of X and Z] Note that the condition specified in proposition
(iii) of Theorem 11.19 is satisfied, for example, if X and Z are independent [see Rule (vi) of
Box 10.2]. <

11.3 Conditional variance and covariance given a ¢-algebra

The covariance Cov (Y7, Y,) has been defined as the expectation of the product of the mean
centered random variables Y| — E(Y;) and Y, — E(Y,), that is,

Cov (Y,, ¥y) = E([Y, = E(Y))] - [Y, = E(Y,)]) (11.32)
(cf. Def. 7.8). Similarly, we define the €-conditional covariance Cov (Y|, Y, | €) as the

6-conditional expectation of the product [Y; — E(Y| | €)] - [Y, — E(Y, | €)] = €, €, of the
residuals of Y| and Y, with respect to their €-conditional expectations.

Definition 11.21 [Conditional covariance given a c-algebra]
Fori=1,2 letY;: (Q, d, P) = (R, B) be real-valued random variables with finite sec-
ond moments, let € c o be a 6-algebra, and define €; := Y; — E(Y; | €). Then,
Cov(Y,Y, | 6):=E(g;- & | B) (11.33)
is called a version of the €-conditional covariance of Y| and Y,.
Remark 11.22 [X-conditional covariance] Let the assumptions of Definition 11.21 hold
and let X: (Q, o, P) — (), o/) be a random variable. Then,
Cov (Y, Y, | X) :=Cov (Y, Y, | 6(X)) (11.34)

is called a version of the X-conditional covariance of Y| and Y,. <

The &-conditional variance is defined analogously.
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Definition 11.23 [Conditional variance given a c-algebra]
Let Y: (Q, o, P) —» (R, B) be a real-valued random variable with E(Y?) < oo, let € c o
be a 6-algebra, and define € .= Y — E(Y | 6).

(i) Then,
Var(Y | €) = E(e* | 6) (11.35)

is called a version of the €-conditional variance of Y.

(ii) Let Var(Y | €) be a nonnegative version of the €-conditional variance of Y. Then,

SD(Y | €) := \VVar(Y | 8) (11.36)

is called a version of the €-conditional standard deviation of Y.

Remark 11.24 [Conditional variance given X] Let the assumptions of Definition 11.23 hold
and let X: (Q, o, P) — (Q}, o) be a random variable. Then,

Var(Y | X) := Var(Y | 6(X)) (11.37)

is called a version of the X-conditional variance of Y. Correspondingly, let Var(Y | X) be a
nonnegative version of the X-conditional variance of Y. Then we call

SD(Y | X) := \/Var(Y | X) (11.38)

a version of the X-conditional standard deviation of Y. <

11.4 Conditional variance and covariance given a value

of a random variable
While the concepts defined above are random variables, the (X =x)-conditional covariance
is a number. It is defined using the (X =x)-conditional expectation value E(g;- &, | X=x)

that has been introduced as a value g(x) of a factorization g of an X-conditional expectation
E(g;- &5 | X) = g(X) (see section 10.4.4).

Definition 11.25 [(X =x)-conditional variance and covariance]
Let X: (Q, o, P) - (Q, 9 y) be a random variable.

(i) For i=1,2, let Y;: (Q, o, P) - (R, B) be real-valued random variables with
E(Yl.z) < oo, and let €; :==Y; — E(Y; | X). Then we call

Cov(Y, Y, | X=x) = E(e;- & | X=x) (11.39)

an (X=x)-conditional covariance of Y; and Y,.
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(ii) LetY: (Q, o, P) > (R, B) be a real-valued random variable with E(Y?) < oo and
lete ;=Y — E(Y | X). Then we call

Var(Y | X=x) := E(2 | X=x) (11.40)

an (X=x)-conditional variance of Y.

(iii) If, under the assumptions of (ii), Var(Y | X) is a nonnegative version of the X-con-
ditional variance of Y, then we call

SD(Y | X=x) := y/Var(Y | X=x) (11.41)

an (X=x)-conditional standard deviation of Y.

Remark 11.26 [Equivalent propositions] Note that Cov (Y,, Y, | X =x) is uniquely defined
only if P (X=x) > 0. However, even if P (X=x) =0 for all x € QS( then we can still make
propositions such as:

Cov (Y, Y, | X=x) =Cov(Z;,Z, | X=x), for Py-almostx e Q}, (11.42)

provided that Z,, Z, are real-valued random variables on (€2, &/, P) with finite second moments.
According to Corollary 10.39, this proposition is equivalent to

Cov(Y). Y | X)= Cov(Z. 2, X) . (11.43)

Of course, the same applies to the X-conditional variance. <

Remark 11.27 [Values of the conditional covariance] As mentioned, the term defined in
Remark 11.22 is a random variable. Its values are

Cov(Y, Y5 | X) (@) =Cov(Y, Y, | X=x), ifX(®)=x (11.44)

(see Rem. 10.37). This also implies that the value of Cov (Y}, Y, | X) is constant on all sets
{X=x}. Similarly,

Var(Y | X) (w) = Var(Y | X=x), if X(0) = x. (11.45)
<

Example 11.28 [Joe and Ann with self-selection] Table 11.2 presents a new example with
Joe and Ann. In this example, the probabilities of the elementary events differ from the exam-
ple with randomized assignment (see Table 4.1). The values of the conditional expectations
are computed analogously as in Example 9.21. In this new example, all individual treatment
effects

E(Y | X=1, U=Joe) — E(Y | X=0, U=Joe)

and

E(Y|X=1,U=Ann) — E(Y | X=0, U=Ann)
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Table 11.2 Joe and Ann with self-selection and residuals.

Outcomes ® Observables Conditional expectations Residuals
S
< _ =
=) = 9 D —
N - I
2 g E ~ R &)
- g z > < =) 53 A
= < = o = —_ | |
Q »w > 15 - — —~
£ 2 = = E E | X X D — B >
=5 3 3 S £ S|z T ~ I I I
E D3 = 5 g 3|z = > x . >
P E 7 < A~ E O | K ] _ < @ &
(Joe, no, —) 144 Joe 0 0 v 6 704 .04 =704 —-.04
(Joe, no, +) 336 Joe 0 1 v . 704 .04 296  —.04
(Joe, yes, —) .004 Joe 1 0 .8 42 704 .04 -.704 .96
(Joe, yes, +) 016 Joe 1 1 .8 42 704 .04 296 .96
(Ann, no, =) .096 Ann 0 0 2 .6 352 76 -352 =76
(Ann, no, +) .024 Ann 0 1 2 .6 352 76 648 =76
(Ann, yes, —) 228 Ann 1 0 4 42 352 76 -.352 24
(Ann, yes, +) 152 Ann 1 1 4 42 352 76 648 24

are positive, whereas the difference E(Y | X=1) — E(Y | X=0) is negative. Hence, in this
example, this difference cannot be used to evaluate the treatment effect.

Let us consider the (unconditional) covariance of the treatment variable X and the out-
come variable Y. Note that X and Y are indicator variables with values 0 and 1. Therefore,
EX)=PX=1),EY)=PY=1),EX-Y)=PX=1,Y=1), and

Cov(X,Y)=EX-Y)—EX)-EY)=PX=1,Y=1)—- P(X=1)-P(Y=1)
= (.016 +.152) — (.004 + .016 + 228 +.152) - (.336 + .016 + .024 + .152)

=.168 — .4 -.528 = —0.0432.

Hence, the treatment variable and the outcome variable have a negative covariance.

Now let us compute the (U=u)-conditional covariances of X and Y for u=Joe
and for u=Ann. First of all, note that P(U=Joe) = .144 + 336 + .004 + .016 = .5 and
P(U=Ann) = .096 + .024 + .228 + .152 = .5. According to Equation (9.21), we have to sum
the values of the product variable €y - £y weighted by their (U =u)-conditional probabilities.
Hence,

Cov(Y,X | U=Joe) = E(ex €y | U=Joe)

.04-.704-%—.04-.296-%—.96-.704-%+.96-.296-%

.00384
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and

Cov(Y,X | U=Ann) = E(ex- ey | U=Ann)

.76-.352-%—.76-.648-%—.Z4m352-%+.24-.648-%

.03648.

Both conditional covariances are positive. Hence, in this example, the (unconditional) covari-
ance of X and Y (which is negative) is highly misleading if used to evaluate the effects of
the treatment on success, because for both persons the (U =u)-conditional (or person-specific)
covariances of X and Y are positive. <

11.5 Properties of conditional variances and covariances

Boxes 11.2 and 11.3 summarize some important properties of conditional covariances and
conditional variances. The rules for conditional variances are special cases of the corre-
sponding rules for conditional covariances with Y; =Y, =Y and A = B, respectively [see
Box 11.2 (xiv)]. Hence, we only have to prove the rules for the conditional covariances (see
Exercise 11.5).

For n = 2 variables Y; and m = 2 variables ZJ Equation (xiii) of Box 11.2 can be written
as:

Cov ((lel + (%) Y2, Blzl + BZZZ | %)
> o By Cov(Yy,Zy | €) + oy, Cov(Yy,Z, | €) (11.46)
+ 0,B; Cov(Y,, Z; | €)+ a,yp, Cov(Y,, Z, | 6).

Similarly, for two random variables Y| and Y,, Rule (xiii) of Box 11.3 can also be written as:

Var((lel +(X2Y2 | %‘)

11.47
= oc% Var(Y, | €) + (xg Var(Y, | €) +2a; oy Cov (Y, Y, | 6). ( )

Example 11.29 [Conditional variance of an indicator] Let (Q, &/, P) be a probability
space, let 7, denote the indicator variable of A € &, and consider the random variable
X: (Q, o, P) — (Q, o). Then, according to Rule (xiv) of Box 11.3,

Var(1, | X)= P(A 1 X) - [1 = PA] X)) (11.48)

Hence, the X-conditional variance of an indicator variable does not contain any information
additional to the X-conditional expectation E(1, | X) = P(A | X) (cf. Exercise 11.7). According

to Corollaries 10.29 and 10.26, Equation (11.48) is equivalent to

Var(Y | X=x)= P(Y=1|X=x)-[1 = P(Y=1|X=x)], forPy-aaxeQ,. (11.49)
<
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Box 11.2 Rules of computation for ¢-conditional covariances.

Fori=1,2,letY;: (Q, &, P) —» (R, &) be real-valued random variables with E(Yl.z) < 00.
Furthermore, let o, f € R and let €, € c & be c-algebras. Then, the following properties
hold for all real-valued versions of E(Y; | €) and all versions of the residuals €; := Y; —
EY;|6),i=12:

Cov(Y,, Y, |€) = EY,-Y,|€)-EY,|€) EXY,|%). ()

Cov (Y, Y, | 6) = Cov (g, & | B). (ii)

Cov (Y, Y, | 6) = 0, if ¥} = (iii)

Cov (a+ Yy, ﬁ+Y2|%)$COV(Y1,Y2|(g). (iv)
Cov (0 Yy, ﬁYzl%)?aBCov(Y],Yﬂ“g). v)
E[Cov(Y\,Y, | ®)|G,] = Ee; &, | Go) = Cov (Y, Y, | Gp), if€pc®  (vi)
E[Cov (Y|, Y, | €)] = E(g; - €5) = Cov (g, &5). (vii)
Cov(Y,,Y,) = Cov[E(Y, | 6), E(Y, | €)]+E[Cov(Y,Y, | €)] (viii)

= Cov[E(Y, | B), E(Y, | B)] + Cov(gy, €;). (ix)

If we additionally assume €, c G, then,
Cov (Y, Y, |€y) = Cov [E(Y, | €), E(Y; | ) | €] + E[Cov (¥,, V| €) [ o] ()
= Cov [EQY, | 6), E(Y, | )| | + Cov(ey, &5 | Gp). (xi)

Let Wy, Wy, Yy, ¥5: (Q, &, P) — (R, &) be random variables such that E(Wl4),
E(W,h, E(Y,"), and E(Y,}") < co. If W| and W, are €-measurable, then,

Cov(W, - Yy, Wy - Y, | €)= Wy - W, - Cov(Y). Y, | ). (xii)

Fori=1,...,n,j=1,...,mletY,, Zj (Q, o, P) » (R, %) be random variables with

E(Y?), E(ij) < o0, and let a;, B; € R. Then,

i=1j

n m
Cov (2 o; ¥;, Z B; Z;
i=1 j=1

If A, B € &, then,

Cov(ly, 13| 8)=PANB| %)~ P(A | 6) - P(B| ). (xiv)
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Box 11.3 Rules of computation for conditional variances.

Let Y: (Q, o, P) — (R, B) denote a real-valued random variable with E(Y?) < co. Fur-
thermore, let @ € R and let € c & be a c-algebra. Then the following properties hold for
all real-valued versions of E(Y | ) and all versions of the residual € := Y — E(Y | €):

Var(Y | €) = EY*|6)—EY | %)% @)

Var(Y | €) = Var (e | ©). (ii)

Var(Y | %) =0, ifY=a. (iii)
Var(a+ Y | ) = Var(Y | €). @iv)
Var(aY | €) = o Var(Y | 6). )
E[Var(Y | €) | 6,) = E(e* | G,) = Var (e | 6o), if6,cE (vi)
E[Var(Y | ®)] = E(e%) = Var(e). (vii)
Var(Y) = Var[E(Y | G)] + E[Var(Y | €)] (viii)

= Var[E(Y | €)] + Var(e). (ix)

If we additionally assume that the random variable X: (Q, &, P) — (Q/,, o/ )’() is
%-measurable, then,

Var(Y | X) = Var [E(Y |6)|X]| + E[Var(Y | ©) | X| (x)

= Var [E(Y | 6) | X]| + Var(e | X). (xi)

Let X, Y: (Q, o/, P) —> (R, &) be random variables with E(X%), E(Y*) < co. If X is
%-measurable, then,

Var(X - Y | €) §X2 Var(Y | 6). (xii)

Let Y;: (Q, &, P) —» (R, %) be random variables with E(Yiz) < oo and o; € R, where
i=1,...,n. Then,

n n n n
Var (2 o Y; ‘ %) = > o Var(Y; | €) + 21 > o Cov(Y, Y| ). (xii)
i=1 i=1 i=1j=1,j#i

If A € o, then,

Var(1; | €)= P(A| %) - [1 - P(A | B)]. (xiv)



RESIDUAL, CONDITIONAL VARIANCE, AND CONDITIONAL COVARIANCE 357

Remark 11.30 [Two more properties of conditional covariances] Ife; =Y, — E(Y; | €)
and W: (Q, &, P) —» (R, %) is a random variable and E(W?) < oo, then,

Cov(e],Wl?go)?E(sl W€y, if€,c, (11.50)

and
Cov(Yl,Wl‘g)?O, it o(W)c @. (11.51)
For a proof, see Exercise 11.6. <

11.6 Partial correlation

Another concept used to describe a certain kind of dependence between two random variables
Y| and Y, is the partial correlation, which is the correlation of the residuals of Y| and Y, with
respect to the conditional expectations E(Y| | €) and E(Y, | €), respectively.

Definition 11.31 [Partial correlation]

Fori=1,2letY;: (Q, o, P) = (R, B) be random variables with E(Yl.z) < oo, let€cd
be a 6-algebra, and define €; := Y; — E(Y; | €) for real-valued versions E(Y; | €). Then
we call

Corr (Yy, Yp; €) := Corr (g, €5) (11.52)

the partial correlation of Y| and Y, given 6. If X: (Q, o, P) — (Q}, cszi)’() is a random
variable, then we call

Corr(Yy, Yy; X) := Corr[Yy, Y,; o(X)] (11.53)

the partial correlation of Y| and Y, given X.

Remark 11.32 [Formulas for the partial correlation] If Var(Y,), Var(Y,) > 0, and R2Yl 1%

R%,ﬂ(g < 1, then,
Corr (Y}, Y,) — RY1|% 'RYzI% -Corr[E(Y, | 6), E(Y, | €)]
2 2
\/1 _RY1|% ' \/1 _Ry2|§g

where R%‘I‘ia” = Var[E(Y; | €)1/ Var(Y;), i = 1,2, denotes the coefficient of determination (see
Def. 11.6 and Exercise 11.8). Similarly, if, for i = 1,2, there are versions E(Y; | X) with

Corr (Y, Y5, €) = , (11.54)
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E(Y; | X) = B;y + B;; X with slopes B;; # 0 and Corr (Y;, X)*> < 1, then Equation (11.54) sim-
plifies to

Corr (Y}, Y,) — Corr (Y, X) - Corr(Y,, X)
V1= Corr(Yy,X)2 -\/1—= Corr(Y,,X)?

Corr (Y1, Y,; X) = (11.55)

(see Exercise 11.9). <

Remark 11.33 [(X=x)-conditional correlation] If P (X=x)>0 and, for i=1,2,
Var(Y; | X=x) > 0, then we define

Cov (Y, Y, | X=x)
\Var(Y, | X=x) - \/Var(Y, [ X=x)

Corr (Y, Y, | X=x) = (11.56)

and call it the (X=x)-conditional correlation of Y| and Y,. If Var(Y;|X=x)=0 or
Var(Y, | X=x) = 0, then we define Corr (Y|, Y, | X=x) = 0. <

Remark 11.34 [Interpretation of the partial correlation] The definition of the partial cor-
relation Corr (Y}, Y5; X), Rule (vii) of Box 11.2, and Rule (vii) of Box 11.3 imply

E[COV(Yl,Y2 |X)]

Corr (Y|, Y,; X) = .
VEWVar(Y, | X)] - VE[Var(Y, | X)]

(11.57)
<

Example 11.35 [Joe and Ann with self-selection — continued] We compute the partial cor-
relation Corr (Y, X; U) in the example presented in Table 11.2. For this purpose, we use Equa-
tions (11.52), (11.53), and (7.18). The covariance of the two residuals is

Cov(ey,ex) = E(ey - €x)
= (=704 - (—.04)) - .144 4 (296 - (—.04)) - .336 + (—.704 - .96) - .004
+ (.296 - .96) - .016 + (—.352 - (=.76)) - .096 + (.648 - (—.76)) - .024
+(=.352-.24) - 228 + (.648 - .24) - .152 = .02016,

the variance of €y is

Var(ey) = E (€3) =(-.704)* - .144 + 2967 - 336 + (-.704)* - .004
+.296% - .016 + (—.352) - .096 + .6487 - .024
+(=.352)% - 228 + .648% - .152 = 21824,

and the variance of ey is

Var(ey) = E (€3) = (=.04)% - .144 + (-.04)% - 336 + .96% - .004 + .96 - .016
+(=.76)* - 096 + (—.76)> - .024 + 247 . 228 + 247 . 152 = .1104.
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Hence,

Cov(ey,ex) .02016

SD (ey) - SD (ex) /21824 - /1104

which is a positive number. Again, this indicates that using the (unconditional) covariance of
X and Y or the (unconditional) correlation for the evaluation of the effects of the treatment on
success would be highly misleading, because in Example 11.28 we showed that Cov (X, Y) is
negative although the treatment effects are positive for both persons. For Joe itis .8 —.7 = .1,
and for Ann .4 — .2 = .2 (see the column headed E(Y | X, U) in Table 11.2). <

Corr(Y,X;U) = ~ .1299,

11.7 Proofs

Proof of Theorem 11.19

(i) Equation (11.27) can be derived as follows:

E(Y | X) = E[E(Y | X, Z) | X] [Box 10.2 (v)]
=EPo+ P X +PZ|X) [(11.25)]
=Po+ P X+ P EZ|X) [Box 10.2 (xvi), (vii)]
=Po+ B X +By (vo+ 7,1 X) [(11.26)]
> Bo+Bavo) + By +yDX
? oo + oy X,

with oy := By + B, Yo and o := By + 7.

(i) IfE(Z|X) = E(Z), then the third line of the equations above yields Equations (11.28)
and (11.29).If B, = 0, then the proof of (i) shows that E(Y | X) = Bo + B X = o + oy X,

which proves the proposition.

(i) FEX|2) = E(X) or B; =0, then,

E(Y|2)= EIE(Y | X,2)| Z] [Box 10.2 (v)]
SEBo+P1 X+PZ12) [(11.25)]
=fo+B EX12)+B, Z [Box 10.2 (i), (xvi), (vii)]
=Po+ P EX) +P, Z. [EX | Z) = EX) or By = 0]

Hence, our assumption implies

Var[E(Y | 2)] = p3Var(Z) (11.58)
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[see Box 6.2 (ii), (iii)]. Now consider

Var[E(Y | X, 2)]
= Var(By+ Py X + P, 2) [(11.25)]
= B2Var(X) + p2Var(Z) + 2 BB, Cov (X, Z).  [Box 6.2 (ii), Box 7.1 (viii)]

Assuming

[EZ1X)=E@Z)orp,=0] and [E(X|Z)= EX)orp; = 0]

yields 2 B,B,Cov (X, Z) = 0, because E(Z | X) §E(Z) and E(X | Z2) §E(X) both imply
Cov (X, Z) =0 [see Eq. (10.52)]. Hence,

Var[E(Y | X, 2)] = p2Var(X) + p3Var (Z)
= ol Var(X) + p3Var(2) [(11.29)]

= Var[E(Y | X)] + Var[E(Y | Z)],
because Var[E(Y | X)] = (x%Var(X) and Var[E(Y | 2)] = B%Var(Z) [see (i), Eq. (11.58),

and Box 6.2 (ii) and (iii)]. Now Equation (11.31) follows, dividing both sides by Var(Y)
and using the definition of the coefficient of determination.

Exercises

11.1 Prove the rules of computation for the residual e =Y — E(Y | €) summarized in
Box 11.1.

11.2  Show that for e = Y — E(Y | X, Z), the equations Cov (X, €) = Cov(Z, €) = 0 are spe-
cial cases of Rule (viii) of Box 11.1 if we consider the conditional expectation
E(Y | X, Z), assume X and Z to be numerical, and E(Y?2), E(X?), E(Z?) < .

11.3 Prove Equations (11.17) and (11.18).

11.4 Show that R@lg = CorrY, E(Y | ©)]2.

11.5 Prove the rules of Box 11.2.

11.6 Prove the propositions of Remark 11.30.

11.7 Show: If Y is a dichotomous random variable on (Q, &, P) with values O and 1,
and P(X=x) >0, then Var(Y | X=x)=P(Y=1|X=x)-[1 —=P(Y=1|X=x)]. Fur-
thermore, if P(X=x;), PX=x,) > 0,P(Y=1 | X=x)) #P(Y=1|X=xy)and P(Y =1 |
X=x)#1-PXY=1|X=x,),then Var(Y | X=x,) # Var(Y | X=x,).

11.8 Show that Equation (11.54) holds for Corr (Y, Y,; ).

11.9 Prove Equation (11.55).
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Solutions

11.1 (i) This rule directly follows from Theorem 10.9 (ii) and Proposition (2.36).

(i) This rule directly follows from (i) and the assumption that ¥ and E(Y | €) are
real-valued.

(v)
e=Y-E(Y | ©) [()]
§Y—Y=0. [YiE(YI%)]

(vi) This rule can be derived as follows:

Ele | 60) = ELY ~ E(Y | )| %] [def. of &]
= E(Y | G) ~ EIEY | )| Gyl [Box 10.1 (xvi)]
= E(Y | 6y) ~ E(Y | %) [Box 10.1 (v)]
=0.
P

(iii) This rule is a special case of Rule (vi) for €, = {Q, @} (see Rem. 10.5).
(vii) This rule is a special case of Rule (vi) for € := (W) c ©.

(viii) Note that E(Y?) < oo implies E[E(Y | %)2] < oo [see Box 10.1 (xi)], which in turn
implies E(e2) = E(Y?) + E[E(Y | €)*] - 2E[Y - E(Y | )] < oo (see Rem. 7.1).

Cov (e, W)=E(e-W)—E(e) - E(W) [Box 7.1 (i)]

=EE-W)-0 [(iiD)]

=E[E(e-W|9®)] [Box 10.1 (iv)]

=E[W-E(e | 6)] [Box 10.1 (xiv)]

=EW- 0) [(vi)]

=E0)=0. [Box 6.1 (i)]

(iv)

Var(Y) = Var[E(Y | €) + €] [GiD)]
=Varl[E(Y | )]+ Var(e)+2 - Cov[E(Y | €), €] [Box 7.1 (viii)]
= Var[E(Y | €)] + Var(e). [(viii)]

In the last equation, we used the fact that E(Y | €) is €-measurable, thus taking
the role of W in Rule (viii) of Box 11.1.
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(ix) Note that E(Y?) < co implies E[E(Y | %)?] < o [see Box 10.1 (xi)]. Hence,

Cov(W,Y)=Cov[W,E(Y | F) + €] [(i1)]
= Cov[W,E(Y | )]+ Cov(W,e) [Box7.1(ix)]
= Cov[W,E(Y | ®)]+0. [(viii)]

112 E(Y |X,Z) ?E(Y | ) with € :=0o(X, Z). Hence, X and Z are both €-measurable
[see Eq. (2.17)], and Rule (viii) of Box 11.1 applies if we assume E(Y?), E(X?), and

E(Z?) < co.
11.3 Equation (11.17) follows from Theorem 7.14 (ii). Now assume Var(X), Var(Y) > 0.
Then,
> _ Var[E(Y | X))
_ Var(By + B1X)
= 7%”(1/) [(11.16)]
 Bvar) o
= W [Box 6.2 (ii), (iii)]
(Cov X, >2 Var(X)
_ Var (X)
= Var) [(11.17)]
_ Cov(X,Y)?
B Var(X) - Var(Y)
= Corr (X, Y)*. [(7.18)]

If Var(Y) =0, then R%,lx = Corr(X,Y) =0 by the definitions of the two terms.
If Var(X) =0, Var(Y) > 0, then Corr(X,Y) =0 by definition and Var[E(Y | X)] =
Var (B + P, X) = pVar(X) = 0, and Equation (11.14) implies R%l = Oas well. Hence,
in both cases Equation (11.18) holds.

11.4 Assume that Var(Y), Var[E(Y | €)] > 0. Then,

Cov[Y,E(Y | 96)]
SD(Y) - SDIE(Y | )]
_ Var[E(Y | B)]
" SD(Y) - SDIE(Y | ©)]
__ SD[E(Y | )] - SDIE(Y | ©)]
~ SD(Y)-SDIE(Y | ©)]
_ SDIE(Y | 6)]
- SD(Y)

Corr|Y,E(Y | ©)] = [(7.18)]

[Box 10.1 (xii)]




11.5

RESIDUAL, CONDITIONAL VARIANCE, AND CONDITIONAL COVARIANCE 363

Squaring both sides and inserting the definition of R%/I% yield
Ril(g = CorrlY, E(Y | ©)]>.

If Var(Y) =0, then Corr[Y,E(Y |©)]?> =0 = R%l%,, which follows from the defini-
tions of Corr[Y, E(Y | €)] and Rzmg. If Var[E(Y | €)] = 0, then Corr[Y, E(Y | €)]?
=0 (see the definition of Corr[Y,E(Y | %¥)]), and R%’I% =0, either because

Var[E(Y | €)] = 0 or, if Var(Y) = 0, by definition of R%I%.

(@)
Cov(Y,Y, | 6)
= E(e | %) [(11.33)]
= E (IY, = E(Y, | B)] - [V, ~ E(Y, | ©)] | %) [(11.1)]
= E[Y, - Y, =Y, - E(Y,| B) —E(Y| | 6) - Y, +E(Y; | €) - E(Y, | 6) | €]
= E(Y, - Y, |6) - E[Y, - E(Y, | 6) | €1 - E[E(Y, | 6) - Y, | %]
+E[EY, | B)-EY, | B)|F] [Box 10.1 (xvi)]
= EY,-Y,|€)—EY,|%)-EY,|%). [Box 10.1 (xiv)]
(i)
Cov(g|, e, | 6) = E(e) - &, | €)—E(e; | 6) E(e; | €) [D]
=E(e; £, | 6) [Box 11.1 (vi)]
=Cov(Y}. Y| 6). [(11.33)]
(iii)
Cov(Y,, Y, | €) = EY,-Y,|€)—EY,|€) EY,|¥?) (D]
=EaY,|€)— a EY,|¥) [Y, ? o, Box 10.3 (iv)]
= a E(Y,| 6) ~ o E(Y, | €)=0. [Box 10.1 (iii)]
(iv)
Cov(a+Y, p+Y,|6)
—E([a+ ¥ - E@+ Y, |6)] - [p+ Y- EG+ ¥, | 9)][6)  [(1133)]
?E([Yl —E(Y, |9)] - [ Yo — E(Y, | 9)] | %) [Box 10.1 (ii)]
=E(e; £, 6) [(11.1)]

= Cov(Y). Y, | 6). [(11.33)]
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v)
Cov(a Yy, BY,|9®)
—E([a v, —E@y, 19)] - [p Y- E@Y,19)] | ) [(11.33)]
= E( [o0- [Y; —EY, | B)]] - [B-[Y, — E(Y, | ©)]] | %) [Box 10.1 (iii)]
=E(oe -pey|6) [(11.1)]
= o PE(E - ]|B) [Box 10.1 (iii)]
=a p Cov(¥). Y, | 6). [(11.33)]
(vi)
COV(YI,YZ I%O)?E(gl =) I%O) [(1133)]
= E|E(e, - &, | €)| %) [Box 10.1 (v)]
jE[Cov(Yl,Yzﬁﬁ)‘%o]. [(11.33)]
(vii)
E[Cov(Yy, Y, | )] = E[E(g, - £, | B)] [(11.33)]
= E(e, - &) [Box 10.1 (iv)]
= Cov (g1, &;). [Box 7.1 (i), Box 11.1 (iii)]
(ix),(viii)
Cov(Yy, Y,) =Cov(E(Y, | G)+ &, EY, | €) + &) [Box 11.1 (ii)]
=Cov(E(Y| | €),E(Y, | €))+ Cov(E(Y| | €), &)
+ Cov(ey, E(Yy | €)) + Cov (g, €,) [Box 7.1 (ix)]
=Cov(E(Y| | 6), E(Y, | €)) + Cov (e, &)). [Box 11.1 (viii)]
= Cov(E(Y, | B), E(Y, | B)) + E[Cov (Y, Y, | B)]. [(vii)]

(xii) For i =1, 2, consider the residual of W;-Y; with respect to its @-conditional
expectation,

WY, —EW, Y, |6) = W, ¥, = W, E(Y, | %) [Box 10.1 (xiv)]
? Wi . [Yl —E(Yl | (g)] ? Wi c €.

This equation implies

COV(W] . Y], W2 . Y2 | %) ?E(Wl €1 W2 =) | Cg) [(1133)]
= Wi W, -E(e; & |F) [Box 10.1 (xiv)]
=W, Wy Cov(¥), Y, | ). [(11.33)]
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(xiii) Define
g =Y,—EY;|%), i=1,..,n, and &:=Z-EZ|€), j=1,...m

Then,

n n
2‘1 oY, —E <21 o,Y;
= 1=

%) Y alY; —EY;|€)]  [Box 10.1 (xvi)]
i=1

n

3 oe

i=1

~ll

and, analogously,

2 5jzj—E<Z Bz )= K
j=1 j=1 j=1
Hence
Cov (Z Y, Zﬁ, >§ KZ%&) <Zﬁ, > [(11.33)]
i=1 i=1
:E(Z Z o; B~ & 6; ‘[5)
P i=1j=1
= > > o B Ee; - 5| B) [Box 10.1 (xvi)]
i=1j=1
=2, 2 % B; Cov(¥;, ;| ). [(11.33)]
i=1j=1
(x),(xi)

Cov(Yy, Y, | G)
=Cov(E(Y, |B)+e, EY, | B)+ &, | Gy [Box 11.1 (ii)]
=Cov(E(Y| | €), E(Y, | €)| €y + Cov(EY, | ). &, | €p)

+ Cov (e, E(Y, | €)| €y + Cov(e, ey | Bp) [(xiii)]
=Cov(E(Y, | B), E(Y, | €)| €y) + Cov (g, &, | Bp) [Box 11.1 (viii)]
=Cov(E(Y, | €), E(Y, | €) | €y) + E[Cov(Y,, Y, | €) | €l [(vii)]

Hence,

Cov (Yl’ Yz, |(g0)
= Cov [E(Y, | ), E(Y, | 6) | ] + E[Cov (Y, Y, | ) | 6]

= Cov[E(Y | ), E(Y | B) | Gol + Cov (e1. 3 | By). [Gi), (vi), (ii)]
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(xiv)
Cov(1y, Tg | €)= E(1y - 15| €) — E(14 | €) - E(Tg | ) (D]
= PANB|¥)—PA|%)-PB|F). [(1.33), (10.2)]

11.6
(11.50)

Cov(ey, W | ‘50)§E<[sl — E(e, | By)] - [W = EW | %,)] |%0) [(11.33)]
§E(£l (W —EW |G| G) [6, c €, Box 11.1 (vi)]
§E(51-W—51-E(W|<go)|<go)
§E(e1 W |Gy —E(e, - E(W | 6y) | 6y) [Box 10.1 (xvi)]
=E(e, - W | o) = E(e; | 6o) - EW | 6p)  [Box 10.1 (xiv)]

=E(e, - W | %)) [Box 11.1 (vi)]
(11.51)
Cov(Y|,W|¥€)
—E([r,-Ev 19)] - [W-EW )] ) [(11.33)]
§E(Y1 —EY,|6)|€)- (W-EW|%)) [6(W) c &, Box 10.1 (xiv)]
=0. [Box 11.1 (vi)]

11.7 If P (X=x) > 0, then (11.48) and Remark 10.35 imply
Var(Y| X=x)=P(Y=1|X=x)-[1 - P(Y=1]|X=x)].
Now, define a := P(Y=1|X=x;)and b := P(Y=1| X=x,). Then,

a-(1—-a)y=b-(1->b)
>a-a?=b-b
=>a—-b=(@->b) -(a+b).

Ifa — b = 0, thena = b. Furthermore, ifa — b # 0,thena + b = 1 andhencea =1 — b.
Thus, we have shown thata - (1 —a) =b - (1 — b) impliesa = bora = 1 — b. The con-
traposition of this implication and substituting a and b by the conditional probabilities
prove the proposition.

11.8 Because E(Y; | €) and E(Y, | €) are G-measurable, Rule (ix) of Box 11.1 implies

Cov[Y,, E(Y, | €)] = Cov[E(Y, | €), E(Y, | )] = Cov[Y,, E(Y; | €)].
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Therefore,

Cov (g, €;)
=Cov|Y, —E(Y,|6),Y,—EY,|¥)l

— Covl[Yy, E(Y, | €)] - Cov[Yy, E(Y, | ©)] [Box 7.1 (ix)]

= Cov(¥), Y,) = Cov [E(Y, | B), E(Y, | B)]
=SD (Yy)-SD (Y,) - Corr (Y|, Y,) — Cov[E(Y, | €), E(Y, | €)] [(7.18)]

=SD(Y,)-SD (Y,)- [Corr(Yl, vy - CVLED @) B, | Cg)]]

SD (Yy) - SD (Y;)

=SD (Y,)-SD (Y,) - [Corr(Yl, Y,) CovlEWr | ). BV | &) ]

~RvieRnie Sp a9 SD EY, [9)]
[(11.11), (11.22)]

=SD (Y,)-SD (Y,) - [Corr (Y|, Y,) — Ry, 15 Ry, s - Corr [E(Y, | €), E(Y, | ®)]].

Furthermore, fori =1, 2,

SD (g;) = \/Var(ei) = \/Var(Yi) — Var[E(Y; | 6)] [Box 11.1 (iv)]

= \/Var(Yl-) —Var(Y)) R} = \/Var(Yi) (1-R}1%) [(11.1D)]

=SD(Y) /1 =R} ¢

which implies

SD (1) SD () = SD (Y1) - SD (Yp) - \/1 = B} 1 - \[1 =R .
Using these results, Definition (11.52) yields

Corr (Y|, Y,;6)
Cov (g, &)
SD (g1) - SD (g5)

= Corr (g, &) =

_ SD(Y,)-SD (Yy):[Corr (Y, Yy) — Ry, 1% - Ry, - Corr[E(Y | €), E(Y, | )]
SD (Y,) - SD (Y,) - \/1 — R - \/1 — R}

_ C()rr(Yl, Yz) _RY||?§ . RY2|% . Corr [E(Yl | (g), E(Y2 | (g)]

2 2 ’
\/1 _RY||‘g ' \/1 _Ry2|<g

which is Equation (11.54).
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11.9 If there are By, B;; € R, i =1, 2, such that
E(Y, |X)§l310+ﬁ11X and  E(Y, |X)§ﬁzo+ﬁzlx, Br1> By #0,

then,

Bir
B2

= &_
Ba;

E(Y] | X) ? ag + alE(Yz | X), with ag = BIO - Bzo . and a;

Furthermore, B;; # 0, Corr(Yi,X)2< 1, i=1,2, and Equations (7.18) and (11.17)
imply 0 < Corr(Y;, X)%2< 1. Now we consider two cases.

Case 1: The slopes 8 and B, have identical signs. Then a; > 0 and the correlations
Corr (Y, X), Corr (Y5, X) have identical signs as well [see (11.17)], and

Ry x - Ry,x = Corr(Y1,X) - Corr (¥, X)

[see Eqs. (11.18) and (11.22)] and Corr [E(Y; | X), E(Y, | X)] = 1 [see Cor. 7.23]. This
implies that Equation (11.54) simplifies to

Corr (Y}, Y,) — Corr (Y, X) - Corr(Y,, X)
V1= Corr(¥;,X)2 - /1= Corr(Y5,X)2

Corr (Y1, Yy; X) =

Case 2: The slopes PBy; and B,; have different signs. Then a; < 0 and the corre-
lations Corr (Y}, X), Corr(Y,, X) have different signs as well [see (11.17)]. In this
case, the same equation holds, because Ry |x - Ry, x = —Corr (Y}, X) - Corr (Y, X)
[see Egs. (11.18) and (11.22)] and, according to Corollary 7.23, Corr[E(Y; | X),
E(Y, | X)] = —1.
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Linear regression

In chapter 10 we introduced the general concepts of a conditional expectation and a regression,
and in chapter 11 we treated the residual with respect to a conditional expectation, the con-
cepts conditional variance, conditional covariance, and partial correlation. Now we turn to
parameterizations of a conditional expectation. A parameterization serves to describe a con-
ditional expectation with a few parameters (real numbers). Oftentimes, these parameters have
important meanings that differ between different parameterizations. We treat a linear parame-
terization of a conditional expectation, which is also called the linear regression. We start with
the basic ideas, present the definitions, treat some examples, consider the relationship between
a linear regression and a linear quasi-regression, and deal with uniqueness of a linear parame-
terization and the identification of the regression coefficients. Finally, we present a theorem on
the invariance of regression coefficients and a theorem on the existence of a linear regression
if the regressand and the regressors have a joint multivariate normal distribution.

12.1 Basic ideas

Consider the random variables X: (Q, &/, P) —» (R, &) and Y: (Q, o, P) - (Rgg), and let Y
be nonnegative or with finite expectation. Furthermore, let € c & be a o-algebra and assume
that X is %-measurable. Now assume that there are a real-valued version E(Y | €) of the
‘6-conditional expectation of Y and coefficients f, f; € R such that

EY | €)=, + B X. (12.1)
Then we call the function g: R — R defined by
g(x) =Py +Px, VxekR, (12.2)

a linear parameterization of E(Y | €) in X. This definition implies g(X) € &(Y | €), where
g(X) denotes the composition of X and g.
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If € =o(X), then a function g: R — R satisfying E(Y | €) = E(Y | X) = g(X) always
exists (see Rem. 10.3 and Cor. 10.23). However, g is not necessarily a linear function. Hence,
even if € = o(X), a linear parameterization of E(Y | €) = E(Y | X) in X does not necessarily
exist. Yet, if we assume that

(a) Equations (12.1) and (12.2) hold, and
(b) the variance of X is positive and finite,

then E(Y | X) and g, and therefore the coefficients §; and p;, are uniquely defined (see section
12.5 and cf. Rem. 11.11). Under the assumptions (a) and (b), the function g is also called the
linear regression of Y on X and the numbers P, and B, are called regression coefficients.

Remark 12.1 [Composition of X and a linear function] Because the conditional expecta-
tion E(Y | %) is a function with domain Q, strictly speaking, it is not a linear function itself.
Assuming that Equation (12.1) holds and saying that E(Y | &) is a linear function of X, we
mean that E(Y | €) is the composition of the random variable X: (Q, &, P) — (R, 98) and the
linear function g: R — R satisfying (12.2). This is why g and not E(Y | %) itself is called a
linear parameterization and a linear regression if the assumptions (a) and (b) hold. <

Remark 12.2 [Estimation] Although estimation is beyond the scope of this book, it is worth-
while noting that estimation is one of the reasons why a parameterization is useful. The def-
inition of a concrete version of a conditional expectation E(Y | X) requires that we know for
all ® € Q which values E(Y | X)(w) are assigned to . In empirical applications, these values
are often unknown, that is, we do not know which concrete number E(Y | X)(») is assigned to
a concrete ®. In these cases, estimating the values of the conditional expectation may be an
issue. In particular, if Equations (12.1) and (12.2) hold and the variance of X is positive and
finite, then the coefficients B and B; — and with them E(Y | X) = B, + ;X — can be computed
from estimable quantities such as the variance of X and the expectations and the covariance
of X and Y. In this case, estimation of the values of E(Y | X) is relatively simple because the
variance of X as well as the expectations and the covariance of X and Y can be estimated in a
data sample. <

Example 12.3 [Joe and Ann with self-selection — continued] Table 12.1 (cf. also
Table 11.2) shows nine random variables, the first five of which may be called observable
(or manifest), whereas the last four are unobservable (or latent). The difference between the
two kinds of random variables is that, in empirical applications, the values of the conditional
expectations, the unobservable random variables, are unknown parameters that we might wish
to estimate in a sample. These parameters can be computed from the joint distributions of the
random variables involved. In this fictitious example, the information about the joint distri-
bution of the random variables U, X, and Y is contained in the second column of the table,
whereas in empirical applications these parameters usually have to be estimated using a data
sample. Examples in case are the conditional expectation values E(Y | U=Joe, X=0) = .7 and
E(Y | X=0) = .6. In contrast to the values of the conditional expectations, the values of the five
observables are known for all eight possible outcomes w € Q of the random experiment. For
example, if ® = (Joe, no, —), then U(w) = Joe, X(®) = 0, and Y(®») = 0, and these values are
known, because the definitions of these observables do not involve unknown parameters that
depend on the joint distribution of the random variables involved.
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Table 12.1 Joe and Ann with self-selection: conditional expectations.
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Outcomes ® Observables Conditional expectations
o s
< 0
O S NN
— —= )
g = = s 5 ~
- g= L S z > S =)
S @ g 5‘ E‘ 5 Q - — o -
£ 3 = s =2 g E E | X ¥ 2 in
25 ¢ S 12 £ £ § 2] = & 9=
S & & X g £ 2 £ 8|l & § <&
(Joe, no, —) .144 Joe 1 0 0 0 7 .6 704 .04
(Joe, no, +) .336 Joe 1 0 0 1 7 .6 704 .04
(Joe, yes, —) .004 Joe 1 0 1 0 .8 42 704 .04
(Joe, yes, +) .016 Joe 1 0 1 1 .8 42 704 .04
(Ann, no, —) .096 Ann 0 1 0 0 2 .6 352 76
(Ann, no, +) .024 Ann 0 1 0 1 2 .6 352 76
(Ann, yes, —) 228 Ann 0 1 1 0 4 42 352 .76
(Ann, yes, +) 152 Ann 0 1 1 1 4 42 352 .76
In this example, we may consider, for instance, the conditional expectations
EY|X)=.6-.18-X, (12.3)
EY|U)=.3524+.352 - Ty_j (12.4)
and
EY|X,U)=2+2-X+5-Ty_jpe—-1- X -Ty—jpe- (12.5)

The computation of the parameters in Equations (12.3) and (12.5) is illustrated in Examples

12.16 and 12.24.

12.2 Assumptions and definitions

In this section, we often refer to the following assumptions and the following notation.

Notation and assumptions 12.4

<

Y:(Q, d,P) > (R,B) and X := X5 -0 X)) (Q, o, P) > (R", B,) are random vari-
ables, where Y is nonnegative or has a finite expectation E(Y). Furthermore, € c & is a

c-algebra and X is € -measurable.
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Referring to these assumptions, we define a linear parameterization as follows:

Definition 12.5 [Linear parameterization]
Let the assumptions 12.4 hold and let By, By, ... , B, € R. If there is a real-valued version
EY | %) e &Y | €) such that

n
EY|8)=po+ ), B X (12.6)
i=1
then the function g: R" — R defined by

gx) = B0+ZB,~x,~, Vx=(x,...,x,) R, (12.7)
i=1

is called alinear parameterization of E(Y | €) in X.

Note that, even if it exists, a linear parameterization of E(Y | €) is not uniquely defined
unless additional assumptions hold (see Example 12.9). Uniqueness of a linear parameteriza-
tion is treated in Corollary 12.31.

Remark 12.6 [Another notation] If 6(X) = &, then Equation (12.6) is equivalent to

EY|X)=By+ ), B X;. (12.8)
i=1
<

Remark 12.7 [X-conditional mean independence] Equation (12.6) implies that E(Y | €) €
& (Y | X), which in turn implies that Y is X-conditionally mean independent from & (see
Def. 10.45). If o(X) # €, then this conditional mean independence does not necessarily
hold. <

Remark 12.8 [Other versions and other factorizations] Note that a linear parameterization
g of E(Y | ¥) in X is a factorization of E(Y | X), that is, E(Y | X) = g(X) is the composition
of X and g (see section 10.4). Also note that there may be other factorizations g* of E(Y | X)
and versions in V*e & (Y | &) that do not satisfy Equations (12.6) and (12.7), respectively.
However, according to Theorem 10.9 (ii), Equation (12.6) implies

n
v*; Bo + D BiXi, VV'e&XY[9). (12.9)
i=1

Furthermore, if g, g* are factorizations of versions V, V*e & (Y | X), respectively, then,

=g (12.10)

<l

(see Cor. 10.29). <
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Example 12.9 [Constant regressor] Suppose that E(Y | €) = g(X) =By +p; X and X is a
constant function, that is, there is an « € R such that, for all ® € Q, X(®) = a. Then, Var(X) =
0 and g, g" R — R defined by

VxeR:gx)=Bg+pyx and F@=Py—10)+@B;+y)x, 0#yeR,

are two linear parameterizations in X that differ from each other but satisfy g(X) = g*(X) =
E(Y | €). This example shows that a linear parameterization of E(Y | &) in X is not uniquely
defined unless additional assumptions hold. <

Remark 12.10 [Linear parameterizations in different random variables] Consider Equa-
tion (12.6), which involves a linear parameterization gof E(Y | €)in X. If Z = (Z,, ..., Z,):
Q — R™ is an m-variate random variable on (Q, &, P), and o(Z) c &, then for one and the
same version E(Y | €) € (Y | €), there may also be a linear parameterization f: R”™ — R of
E(Y | €) in Z with coefficients vy, v;, ... , ¥, € R satisfying

i=1

m
f@=v+ X vz V2=, ..rz,) €R™. (12.11)

In other words, one and the same version E(Y | €) € &(Y | €) may have several parameteri-

zations such as f and g that are linear in Z = (7|, ..., Z,,) and X = (X|, ..., X,,), respectively.
Note that the regression coefficients yq, ¥, ..., ¥, € R and By, B4, ..., B,, € R pertaining to
the two parameterizations f and g may differ from each other. <

Remark 12.11 [Conditional expectation values] If g is a linear parameterization of E(Y | X)
in X satisfying Equation (12.7), then, according to Definition 10.33,

EY|X=x)=EY|X,=x.,....X,=x,)

12.12
=g) =Py +Pix;+ - +P X, Yrx=(x,...,x,) eR" ¢ )

Note that another factorization g* of E(Y | X) might yield another conditional expectation value
E(Y | X=x)if P(X=x)=0. <

Remark 12.12 [Py-equivalence of different parameterizations] If g, g* are factorizations
of versions V, V*e & (Y | X), then, according to Equation (12.10),

glx) =g*(x), forPy-a.a. xeR", (12.13)

[see Eq. (10.26)]. <

12.3 Examples
Example 12.13 [Univariate real-valued X] If X: (Q, &, P) —» (R, %) and

E(Y | X) =By + B, X, (12.14)
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then the function g: R — R defined by
g) =Py +px. reR, (12.15)

is a linear parameterization of E(Y | X) in X. If 0 < Var(X) < oo, then g is uniquely defined
and also called the simple linear regression of Y on X (see Cor. 12.31 and Rem. 12.34). <

Example 12.14 [Intercept and slope] If E(Y | X) = B, + p; X, then,
Bo =EY | X=0). (12.16)
Furthermore, if x, x, € R and x, > x|, then,

1
Xy — X

Py = [E(Y | X=x;) — E(Y | X=x)] (12.17)
[see Exercise 7.2 and Eq. (12.12)]. Equation (12.17) yields

By =EX | X=x,) —EY | X=x;), ifx,—x =1 (12.18)
This justifies calling B the intercept and P, the slope of E(Y | X), respectively (see Fig. 7.3).
Note that these equations also apply if P(X=0) = P(X=x;) = P(X=x,) = 0. They even apply
if 0, xy, x, ¢ X(Q). <

Example 12.15 [Dichotomous regressor] If X is dichotomous with values 0 and 1 (see
Example 5.10), then there is always a version E(Y | X) € &(Y | X) such that

E(Y | X) =B+ B X (12.19)

with
Bo = E(Y | X=0), (12.20)

and
P =EY [X=1)-EY|X=0) (12.21)
(for a proof, see Th. 12.37). <

Example 12.16 [Joe and Ann with self-selection — continued] In Table 12.1, X is dichoto-
mous. According to Example 12.15, this implies that there is a linear parameterization of
E(Y | X) in X satisfying Equation (12.19). In this example,

EY|X)=.6-.18X, (12.22)

and the function g: R — R defined by g(x) = .6 — .18 x, x € R, is a linear parameterization of
E(Y|X)inX.
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The intercept is most easily obtained via Equation (12.20):

By =E(Y|X=0)=P(Y=1|X=0)
_P(Y=1,X=0) _ 336 +.024 _ (12.23)
T P(X=0) 144+ 336+.096+.024

The slope is obtained via Equation (12.21):

By=EY|X=1)—EY|X=0)=P¥=1|X=1)—P(¥Y=1]|X=0)
_ P(Y=1,X=1)

PX=1) - PY=1]x=0) (12.24)
= 016 +.152 —6=42—-6=—.18.
004+ 016 + 228 + .152 <

Example 12.17 [Dichotomous regressor — continued] Continue Example 12.15 and define
the random variable Z: (Q, &/, P) — (R, %) by Z := 2X — 1. Then Z is dichotomous with val-
ues —1 and 1, and

VoeQ: Xw=0<« Zlw=-1 and Xw =1 < Z(n)=1.
Note that 6(Z) = o(X) holds for the c-algebras generated by X and Z. Because X = %(Z +1),

E(Y|X)=[30+[51X=[30+%I(Z+1)=[30+%+52—IZ=E(Y|Z). (12.25)

the function g R — R defined by g*(z) = og + a;2z, z € R, is a linear parameterization of
E(Y | X) in Z, where

a0 = o + % B | X=0)+ E(Y|X=1);E(Y|X=0)
(12.26)
_E(Y|X=1)+EY|X=0)
B 2
and
« =%=E(Y|X=1);E(Y|X:O)_ (12.27)
Note that
1
X=1)=!-z+1=1\=(z=1)},
{2 } (12.28)

(X=0} = {%(Z+ 1 =0} —(Z=—1)}.
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Because X and Z are dichotomous with positive probabilities for both of their values, Equation
(12.28) and E(Y | X=x) = E(Y | {X=x}) [see Eq. (9.6)] imply

o = E(Y|Z=1)+2E(Y 1Z=-1) (12.29)
o = E(Y|Z=1)—2E(Y |1Z=-1) (12.30)

Comparing Equations (12.26) and (12.27) to Equations (12.20) and (12.21) shows that the
meaning of the regression coefficients depends on the choice of the random variable, here X
or Z, with respect to which we consider a linear parameterization. <

Example 12.18 [Joe and Ann with self-selection — continued] Using the results of Example
12.16 as well as Equations (12.25) to (12.27) yields

EY|X)=EY|Z2) = '422+ 6 + '422_ 6 Z=.51-.09Z. (12.31)
Note again that E(Y | X) and E(Y | Z) are only different notations for a version of &(Y | ),
where € =0(X) =0(Z) and that g: R —» R defined by g(x)=.6—-.18x, xeR, and
g*: R - R defined by g*(z) =.51—-.09z, ze R, are two different linear parameteriza-
tions of one and the same version E(Y | €) € &(Y | €), one is linear in X, the other one
linear in Z. <

Example 12.19 [Quadratic function] Let X;: (2, &, P) — (R, %) be a real-valued random
variable, let X, := X12, X:=(Xy, X;), and assume that there is a version E(Y | X) € &(Y | X)
with
E(Y | X) =By + B X, + P X1 (12.32)
Then the function g: R? - R defined by
gx) = By + Brx; + Poxy, X = (x),xy) € R?, (12.33)
is a linear parameterization of E(Y | X) in X = (X|, Xlz). <
Example 12.20 [Logarithmic function] Consider Z: (Q, &, P) — (R, %), areal-valued and
positive random variable; define X :=In Z; and assume that there is a version E(Y | X) €
& (Y | X) with
EY|X)=py+p; InZ=py+pX. (12.34)
Then the function g: R — R defined by
gx) =P +pPix, xekR, (12.35)

is a linear parameterization of E(Y | X) in X = In Z. Note that &(Y | Z) = &(Y | X), because
6(X) = 6(Z) (see Exercise 12.1). <
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Example 12.21 [Two regressors] If X;: (Q, &/, P) - (R, &), i = 1, 2, are univariate real-
valued random variables, X := (X;, X,), and there is a version E(Y | X) € & (Y | X) with

then the function g: R? — R defined by
8() =Py +Prx; +Poxy,  x=(xp, 1) €R?, (12.37)
is a linear parameterization of E(Y | X) in X = (X{, X,). <
Example 12.22 [Two regressors and their product] Let X;: (Q, &, P) - (R, %B),i=1,2,
be univariate real-valued random variables; define X5 := X; - X, and X := (X}, X, X3); and
assume that there is a version E(Y | X) € & (Y | X) with
E(Y | X) = BO + B1X1 + BzXz + ﬁ3Xl 'Xz. (1238)
Then the function g: R® — R defined by
8() = By + Brxy +Poxy +P3xs, Vo= (v, xp, x3) € R, (12.39)
is a linear parameterization of E(Y | X) in X = (X}, X,, X -X)). <
Remark 12.23 [Dichotomous random variables] Note that the linear parameterization of
E(Y | X) specified by Equations (12.38) and (12.39) always exists, if X; and X, are dichoto-
mous with values 0 and 1 (see Example 5.10 and Exercise 12.2). <
Example 12.24 [Joe and Ann with self-selection — continued] Consider the random
variables X and 7;,_,,, specified in Table 12.1, and define Z := (Z;, Z,, Z3) := (X, Tyy— jpe>
X - 1y—j,e)- Then, according to Example 12.22 and Remark 12.23,
EY|Z2) =P+ P X+By Ty—yoe + B3 X Ty—joes (12.40)
and the function g: R? > R defined by
g =242z +55 -1z, Vzi=(z,2,23) R,
is a linear parameterization of E(Y | Z)in Z = (X, Tyy— jpes X * Ty= joe)-
The coefficients B, to f; in Equation (12.40) can also be obtained as follows (cf. Exer-

cise 12.2). Table 12.1 and Equation (12.40) yield:

Bo=E(Y | Z,=0,Z,=0,Z;=0) = P(Y=1|X=0, U=Ann) = .2,

Bo+P; =EY|Z=1,2,=0,Z;=0)=P¥=1|X=1,U=Ann) = 4,

Bo+ Py =E(Y|Z,=0,Z,=1,Z;=0)=P(Y=1|X=0, U=Joe) = .7,
Bo+ B +Br+Ps=EY|Z=1,2,=1,2=1)=P(¥Y=1|X=1,U=Joe) = 8.



378 PROBABILITY AND CONDITIONAL EXPECTATION

Solving these equations for the four coefficients and inserting them into Equation (12.40)
yield

EY|Z)=2+2X+ 5Ty g0 —1X Ty 00 (12.41)

In this example, 6(Z) = (X, U) and Z(Q2) = {0, 1 )3. According to Remark 10.12, this implies
E(Y | Z) = E(Y | X, U) and that the function g is also a linear parameterization of E(Y | X, U)
inZ = (X, 1U=J()e’X' 1U=Joe)' <

Remark 12.25 [Generalizing the examples] Generalizing the Examples 12.19 to 12.24, let
Z:(Q,d,P)— (Q,, o é) be a (univariate or multivariate) random variable. Fori =1, ..., n,
leth;: (@), o)) — (R, B) be measurable functions, define X; := h;(Z),and X := (X|, ..., X,,).
If there is a version E(Y | X) € &(Y | X) such that

n
EY|X) =Py + 2 B h(2), (12.42)
i=1
then g: R" — R defined by
n
g =Py + D Bix, Vx=(x,....x,)eR", (12.43)
i=1

is a linear parameterization of E(Y | X)in X = (hy(2), ..., h,(Z2)). Remember that 6(X) c o(2Z),
but note that 6(X) = 6(Z) does not necessarily hold. If 6(X) # o(Z), then there is not necessar-
ily a version E(Y | Z) € €(Y | Z) with E(Y | Z) = E(Y | X). However, if we assume that there
isaversion E(Y | Z) € (Y | Z) with E(Y | Z) = E(Y | X), then

EY|Z) =Py + D, B; hi(2). (12.44)
i=1

In this case, the function g is also a linear parameterization of E(Y |Z) in X =
@), ..., h,(2)). <

12.4 Linear quasi-regression

In the following corollary, Q;,(Y | X;, ..., X,) denotes the function that has been intro-
duced in Definition 7.28. This corollary immediately follows from Theorem 10.26 and
Definition 12.5.

Corollary 12.26 [Linear regression and linear quasi-regression]

Let the assumptions 12.4 hold, and suppose that E(Yz), E(Xl.z) <o0,i=1,...,n Ifthere
isaversion E(Y | €) € (Y | €)withE(Y | €) = By + X[_, B; X;, where By, By, ..., B, €
R, then,

EY %) =05 |X,....X,) =Py + D, B; X;. (12.45)
i=1
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Hence, if E(Y | €) =By + X!_, B; X;, then E(Y | €) and Q;;,(Y | X1, ..., X,)) = f(X) are
identical, where f(X) is the composition of X and the linear quasi-regression f: R" — R (see
Def. 7.28).

Remark 12.27 [Dichotomous regressor] If X is dichotomous with values 0 and 1 (see Exam-
ple 5.10), then E(Y | X) = Q;;,(Y | X) (see Example 12.15 and Th. 12.37). If P(X=x;) > 0
for at least three different x; € R, then it is not necessarily true that Q;, (Y | X) € (Y | X).
If Q;,(Y|X) ¢ &(Y | X), then there are no f, B; € R such that the function g defined by
8(x) = By + Byx, x € R, is a linear parameterization in X of a version E(Y | X) € &(Y | X) (see
Example 12.41). <

Remark 12.28 [Unbounded regressor, dichotomous regressand] Suppose that X and Y
are real-valued random variables on (2, &/, P), and that Y is dichotomous with values 0 and 1.

Because P(0 < Y < 1) = 1, Rules (ii) and (iii) of Box 10.3 imply

0<EY|X)=PY=1]|X)<1. (12.46)
P P

Suppose that the regressor X is not P-almost surely bounded, that is, suppose
VeceR, ¢>0: PX<—-c)+PX>c)>0. (12.47)
Then there is no linear parameterization of E(Y | X) in X with slope B; # 0 (see Exercise

12.3 and cf. ch. 13). Note that the premise (12.47) holds, for example, if X has a normal
distribution. <

Example 12.29 [No treatment for Joe — continued] In the example presented in Table 9.2,
EY|X)=By+pX=06 —-2X (12.48)
(see Example 12.15), and
g) =Py +Px=6 —2x, VxeR (12.49)

defines a linear parameterization g: R — R of E(Y | X) in X. Hence, according to Remark
12.11, we may define

EY|X=x)=gx)=.6 —2x, VxeR (12.50)

(see Def. 10.33). For x=0, Equation (12.50) yields E(Y | X=0)= .6, and it yields
E(Y|X=1)= .4 for x=1. Note that the definition of the conditional expectation values
E(Y | X=x) forx € R\{0, 1} via Equation (12.50) is arbitrary, because P(X € R \{0, 1}) = 0.
Using any other factorization of E(Y | X) for the definition of the conditional expectation val-
ues E(Y | X=x) for x € R\{0, 1} would do as well.

Remark 12.27 and Definition 7.28 imply that the function MSE: R? — [0, oo[ defined by

MSE (ay, a)) = E([Y — (ag + a,; X)1%), V(ag.a,) € R? (12.51)
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has its minimum for (ay, a;) = (.6, —.2). Hence, in this example,

EY|X)=0,,Y|X)=.6—2X,

and the function g: R — R defined by Equation (12.49) is a linear parameterization of E(Y | X)
in X. <

12.5 Uniqueness and identification of regression coefficients

In Example 12.9, we showed that a linear parameterization is not uniquely defined unless
additional assumptions hold. Such assumptions are specified in Corollary 12.31, which uses
the following notation and general assumptions:

Notation and assumptions 12.30

Let the assumptions 12.4 hold. Furthermore, x :=[X|, ... ,Xn]’ is the column vector
of X =Xy, ..., X,), p:=[EX)), ..., EX,)] the column vector of the expectations of
Xy, ..., X, and B := [Py, ..., ﬁn]’ a column vector of n real numbers.

Assuming finite second moments of ¥ and X, ..., X,,,

2
le GXIXZ GXIXn
(¢ (¢ (¢
' X, X X XX
Exx:E([x_UJ[x_”]): :21 :2 .. ;2”
(¢ (¢ 2
anl XnXZ GXH

denotes the variance-covariance matrix of X = (X, ..., X,,) (see section 7.4.3). Furthermore,

ny = [GYXI’ ceey GYXn]

denotes the row vector of the covariances Cov (Y, X;) = Oyx,» i=1,...,n,and ny = Z;x the
column vector of these covariances. Remember that the notation X = (X, ..., X,,) refers to an
n-variate random variable, whereas x = [X, ..., X,,] denotes the row vector of the random
variables X1, ..., X,,.

The following corollary immediately follows from Theorem 7.30 and Corollary 12.26.
It shows how to compute (identify) the regression coefficients of a linear parameterization of
E(Y | ®)in X, and it specifies sufficient conditions under which such a linear parameterization
of E(Y | ¥) is uniquely defined.

Corollary 12.31 [Identification of parameters]
Let the assumptions 12.30 hold. If there is a version E(Y | €) € €(Y | €) with

EY|6)=py + P'x=py + Z B; X;» (12.52)
i=1
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then,
Bo=EY) - p'n. (12.53)
If, in addition, Y and X4, ... , X, have finite second moments and the inverse Ex;l exists,
then,
p=x_' =, (12.54)

and the linear parameterization g: R" — R of E(Y | €) in X with
n
g =Py + D Bixiy Vx=(x,...,x,)eR", (12.55)
i=1

is uniquely defined.

12.6 Linear regression

As already mentioned in the Preface, much empirical research uses some kind of regression in
order to investigate how the conditional expectation values of one random variable depend on
the values of one or more other random variables. In Definition 10.25, we introduced the con-
cept of a regression as a special case of a factorization of a conditional expectation in which
the regressor X is numerical. In Definition 12.5, we defined the concept of a parameteriza-
tion of E(Y | €) that is linear in X. Such parameterizations of E(Y | €) are not necessarily
uniquely defined. If there is a parameterization g of E(Y | %) that is linear in X and satisfies
Equation (12.55), then we call it the linear regression of Y on X. According to Corollary 12.31,
the linear regression is uniquely defined.

Definition 12.32 [Linear regression]

Let the assumptions 12.30 hold, and suppose that there is a version E(Y | €) € €(Y | €)
such that Equation (12.52) holds. Furthermore, assume that Y and Xy, ... , X,, have finite
second moments and that the inverse X x;l exists. Then the function g: R" — R defined by
Equation (12.55) is called the linear regression of Y on X (with respect to P).

Figure 12.1 shows the conditional expectation E(Y | X) as the composition of X and the lin-
ear regression g. Hence, while the conditional expectation E(Y | X) is a function with domain
Q and codomain R, the linear regression g is a function with domain R” and codomain R.

Remark 12.33 [Simple and multiple linear regression] If n > 2, then the linear regression
of Y on X is also called the multiple linear regression of Y on X. The coefficients B, By, ..., B,
are called regression coefficients, and B the intercept. If n = 1, then a linear regression of Y
on X is also called a simple linear regression of Y on X with slope B;. <
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X g (linear regression)

Q — R” > R

E(Y | X) =gX)

Figure 12.1 E(Y | X) as the composition of X and the linear regression g.

Remark 12.34 [Simple regression as a special case] If n =1 and we define X := X, then
Equation (12.52) can be written as:

EY |€6)="py+p; X (12.56)
If Equation (12.56) holds, then there is a version E(Y | X) € &(Y | X) such that
E(Y | %) = E(Y | X) = o + B1 X = Qp,(Y | X). (12.57)

Therefore, we obtain the same results for the regression coefficients that have already been
described in Theorem 7.14. In particular, Equation (12.53) yields

Bo = E(Y) — By E(X), (12.58)
and (12.54) implies
_ Cov(X,Y)
b= X (12.59)

_ _ -1 _ 1 . . -1 .
If n =1 and X=X, then Exx = [Var (X)] and the existence of the inverse Exx is equivalent to

Var(X) > 0 (see Th. 7.14 and Rem. 7.25). <

In the following theorem, we consider the special case that Z = (¥, X, ..., X,,) has an (n + 1)-
variate normal distribution (see Def. 8.36).

Theorem 12.35 [Linear parameterization and normal distribution]
Let the assumptions 12.30 hold and let Z := (Y, Xy, ..., X,)) be an (n + 1)-variate real-
valued random variable on (Q, &, P) with Z ~ N .- Furthermore, assume that the

inverse Zx;l exists. Then, there is a version E(Y | X) € &(Y | X) with
E(Y |X)=py+Pp'x

such that Equations (12.53) and (12.54) hold for By and B, respectively.

Existence is proved by Rao (1973, Eq. 8a.2.16), and Corollary 12.31 implies that Equations
(12.53) and (12.54) hold for B, and B = By, ..., B,,]’-
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12.7 Parameterizations of a discrete conditional expectation

Now we consider two parameterizations of a discrete conditional expectation E(Y | Z). In both
cases, there are only a finite number of values of Z. In the first case, the possible values of Z
are denoted zy, ..., z,,. In the second case, the notation is changed for didactic reasons.

Theorem 12.36 [Means as coefficients]

Let the assumptions 12.30 hold, assume that Z: (Q, o, P) — (€, &fé) is a discrete ran-
dom variable, and P(Z € {z;, ..., z,}) = 1 with P(Z=2z;) > 0, forall i=1, ... ,n. Fur-
thermore, define X; := 1Z=z,-’ i=1,....n and X := (X, ..., X,). Then there is a version
EY|Z) e &Y |Z) with

EY|2)= BTz, = ), Bi X (12.60)
i=1 i=1

where
B;=EXY |Z=z), Vi=1,...,n. (12.61)

The function g: R" — R defined by

n
g =0+ Bx, Vx=(x,...,x,)eR", (12.62)
=1

1

is a linear parameterization of E(Y |Z) in X = (7Z=zl’ s 7Z=zn)' If Z(Q) =
{21, ..., 2,}, then V. =V* forall V,V* € &Y | Z).
(Proof p. 388)

Hence, in this parameterization, the coefficients of Equation (12.7) are
Bo=0, B, =EX|Z=z), ..., PB,=EX|Z=z), (12.63)

that is, in this parameterization, the coefficients f;, i = 1, ..., n, are the (Z=z;)-conditional
expectation values of Y.

In the following theorem, we present another linear parameterization of E(Y | Z), general-
izing Example 12.15. For convenience, the possible values of Z are now denoted z(, zy, ... , Z,,.
Aside from this change in the notation, the assumptions in Theorems 12.36 and 12.37 are
identical.

Theorem 12.37 [Differences between means as coefficients]
Let the assumptions 12.4 hold, and assume that Z: (Q, o, P) — (€, .Qfé) is discrete,
P(Z € {zg. 21, -.-»2,}) = 1L with P(Z=2z;) > 0, foralli =0, 1, ... , n. Furthermore, define
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X, :=1,_ @ i=1,....n and X := Xy, ..., X,). Then there is a version E(Y |Z) €
E(Y|2) with

n n
EY|Z)=Bo+ ), BiTz=;, =Bo+ D, Bi X;, (12.64)
p=1l i=1
where
=E(Y | Z=2z,) (12.65)
and
B;=E(Y|Z=z)-E(X¥|Z=2), Yi=1,...,n. (12.66)

The function g: R" — R defined by

n
g =Py + Y Bix, Vx=(xp,....x,) eR", (12.67)
i=1
is a linear parameterization of E(Y |Z) in X=(1Z=z,""’1Z=z,,)' If Z(Q) =

{29, 21, .-, 2,), then V. = V* forall V,V* € &Y | Z).
(Proof p. 388)

Hence, in contrast to Equation (12.63), in this parameterization the coefficients are

Bo=EY | Z=2z),
Py =EY |Z=z) - EY | Z=zy),
(12.68)

B, =EX |Z=2z,)—-E(Y |Z=zp).

Now we present a lemma on the covariance matrix of the indicators 7,__ for the values
29> 21 --- » Z, Of a discrete random variable Z. In particular, this lemma helps to prove that the
covariance matrix of the indicators 7,__ , ..., 7__ is regular. This implies that the inverse
of this covariance matrix exists so that Corollary 12.31 can be applied.

Lemma 12.38 [Covariance matrix of indicators]
Let Z:(Q, 9, P) > (@, o)) be discrete with P(Z € {2y, 21, ...,2,}) =1 and p; :=
P(Z=z)> 0, foralli=0,1, ..., n. Then the following two propositions hold:
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(i) The second moments of the indicators 7Z=z1’ e, 7Z=z,, are finite, and for all
,j=0,1,...,n,
o _Jpi-(A=pp, ifi=j
Glj = COV(1Z=Z,-’ 1Z:Zj) = {_pl pJ’ l‘f 5 ¢] (1269)

(ii) Foralli=1,...,n,
o;> ) loyl. (12.70)

(Proof p. 389)

Remark 12.39 [Strict diagonal dominance] Proposition (ii) of Lemma 12.38 implies that
the covariance matrix of the indicators 7,_ Zp 1,_ 2, is strictly diagonally dominant, that
is, it satisfies

n
loul > X loyl. Vi=1,....n. (12.71)
j=1j#i 4

Remark 12.40 [Regularity of the covariance matrix of indicators] According to Corol-
lary 5.6.17 of Horn and Johnson (1991), (12.71) implies that the covariance matrix of the
indicators 7,_ Z 1,_ 2 is regular. In contrast, the covariance matrix of the indicators
T7-2 1222 - » 17—, is not strictly diagonally dominant, and it is not regular. The reason
is that 1Z=z0 =1-2", 1Z=z,»’ that is, 1Z=z0 is a linear combination of 1Z=z|’ - 1Z=z,7’
which implies that the covariance matrix of 7 Z=zy 1,- 20 1 Z=z, is not regular (see
Exercise 12.4). <

Example 12.41 [Tom, Jim, and Kate — continued] Table 5.1 displays an example in which
the treatment variable X has three values. The conditional expectation E(Y | X) = P(Y=1 | X)
has three values as well, namely the following conditional probabilities:

(10+15+8) /99

P(Y=1|X=0)= = .55,
V=11X=0)= G0 T0+5+15+12+8) /9
P(Y=1|X=1)= 6+5+3)/99 — 583,
Q2+64+3+5+5+3)/99
P(Y=1]X=2) = 4+3+1)/9 53.

A+4+2+3+4+0)/99

There are several linear parameterizations of the conditional expectation E(Y | X). For
example, we can use the linear parameterization in (X, X?) specified in Equation (12.33),



386 PROBABILITY AND CONDITIONAL EXPECTATION
E(YIX=x)

1.0

0.8

064 ___—— o ——___

0.4

0.2

Figure 12.2 A regression with a parameterization that is linear in (X, X %) but not in X.
which yields
P(Y=1|X=0) =By,

P(Y=1|X=1)=0y+p; +Po,
P(Y=1|X=2)=Py+2-B, +4-p,.

Solving this equation system results in

Bp = P(Y=1]X=0) =55,
By = %[—P(Y:l |X=2)+P(Y=1|X=1)=3-P(Y=1 IX:O)] __s

B, = %[P(Y:l |X=2)—2.-P(Y=1|X=1)+P(¥Y=1 |x=0)] — —0.0416.

In this example, B, # 0, and there is no linear parameterization of E(Y | X) in X. This is
illustrated in Figure 12.2 (see Exercise 12.5). Note that X and the conditional expectation
E(Y | X) = P(Y=1 | X) have only three different values.
We could also use the linear parameterization specified in Equation (12.62). In this case,
according to (12.63), the coefficients are
Bp=0, By =PX¥=1|X=0)=.55 Pp,=P¥=1|X=1)=.583,
By =P(Y=1|X=2)=.53.

If we use the linear parameterization specified in Equation (12.67), then, according to (12.68),
the coefficients are

Bo=P¥Y=1]|X=0)=.55,
By =P¥=1|X=1)-PX=1 |X:O)=.0§,
B, =P(Y=1|X=2)-P(Y=1|X=0)=-.016.
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Remark 12.42 [n-valued regressor] If X is a discrete random variable with n different val-

ues, then there is a version P(Y =1 | X) with a linear parameterization in (X, X2, ..., X"~ 1),
that is, P(Y=1 | X) can be written as a polynomial in X of degree n — 1 (see Siili & Mayers,
2003, Theorem 6.1, Lagrange’s interpolation theorem). <

12.8 Invariance of regression coefficients
Remark 12.43 [Simple versus multiple regression] Let the assumptions 12.4 hold with
n =2, and let the second moments of ¥, X;, and X, be finite. Assume that the inverse of the

covariance matrix of (X, X,) exists and that there is a version E(Y | X|,X,) € (Y | X|, X,)
such that

E(Y | X1, Xp) = Po+ Py X1+ P X5 (12.72)

Furthermore, assume that there is a version E(Y | X;) € &(Y | X;) with
EY | X)) = ay+ oy Xj. (12.73)
Then, a; = f; does not necessarily hold. <
In the following theorem, we formulate a sufficient condition for «; = p; and generalize it

to the n-variate case, where n > 2. That is, instead of E(Y | X;), we consider E(Y | X, ..., X,,,)
and replace E(Y | X, X,) by E(Y | X4, ..., X,)), presuming m < n.

Theorem 12.44 [Invariance of regression coefficients]
Let the assumptions 12.4 hold, let m <n, and suppose that there is a version
EY|Xy,....X,) e &X|X,,...,X,) such that

m n
EY|X),....X) =B+ 2, B:Xi+ Y B X. (12.74)
i=1 i=m+1
If
Vi=m+1,...,n: <Bi=00rE(X,-|X1,...,Xm)§E(Xi)), (12.75)

then there is a version E(Y | X4, ..., X,,) € €(Y | Xy, ..., X,,) such that

m
EY X, ....X) =0+ D o X; (12.76)
i=1

with

o =P+ D BiEX) (12.77)

i=m+1
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and
=0 Vi=1l..,m. (12.78)
(Proof p. 390)
Note that
Xl""’X}an',LXi’ Vi=m+1,...,n

is a sufficient condition for

EX; | Xy, X, ZEX), Vi=m+l..n

[see Eq. (12.75) and Box 10.2 (vi)].

12.9 Proofs

Proof of Theorem 12.36

The existence of a version E(Y | Z) satisfying (12.60) and (12.61) immediately follows from
Definition 9.14 and Remark 10.11. Note that

o(X) = 0(12211, e 1222”) = c({{Z:zi}: i=1,...,n }) co(2),
where X = (X{, ..., X,) = (1Z=z1’ e 1Z=z,,)' This implies that the function g defined by
Equation (12.62) is a linear parameterization of E(Y | Z) in X = (12221, e 1Z=zn) with coef-
ficients

Bo=0.p, = E(Y | Z=2)), .., P, = E(Y | Z=2,)

(see Def. 12.5). Uniqueness is an immediate implication of Remark 10.12, provided that
Z(Q) = {z(, ..., 2y}

Proof of Theorem 12.37
Let : @), — R be a function such that /(Z) € &(Y | Z). Then,

WZ)= 3 hz)- 17—, [(5.34)]
i=0

~ |

Y EY|Z=z3) 15, [(10.27)]
i=0
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n
=E(Y|Z=29) 175 + Y EY|Z=z)1,_,
i=1

=E(Y | Z=2)) - D EY|Z=29) Ty, + X EY | Z=2) 15, [(5.33)]
i=1 i=1

=SE(Y|Z=2)+ DIEY | Z=2) = E(Y | Z=20)] - 15,
i=1

n
=Bo+ X, Bi- Tz
P i=1

where By ;= E(Y | Z=zp) and P, := E(Y | Z=z;) — E(Y | Z=zp), fori = 1, ... , n. Because the
function on the right-hand side of the last equation is Z-measurable (see Rem. 2.17), it is an
element of &(Y | Z), that is,

o+ X Bi-1z—, €& |2).
i=1

This proves equations (12.64), (12.65), and (12.66). Note that
oX)=oc({{Z=z}:i=1,....,n}) co({{Z=z}:i=0,1, ...,n}) co(2),

where X 1= (Xy,...,X,) = (1Z=z,’ e 1Z=z,,)‘ This implies that g [see Eq. (12.67)] is a
linear parameterization of E(Y | Z) in X = (12=Zl, e 7Z=zn) (see Def. 12.5). If Z(Q) =
{z0- 21, --- » 2, }, then Remark 10.12 implies that E(Y | Z) is the only version in & (Y | Z).

Proof of Lemma 12.38

(i) For i =j, Equation (12.69) immediately follows from Equation (6.29) for the event

= {Z=z;}. For i # j, Equation (12.69) follows from Equation (7.14) and the fact

that P(Z=z;, Z= zj) = 0 if i #j. Equation (12.69) also shows that the variances and

covariances of the indicators 7,__ , ..., T;__ are finite, which implies that their sec-
ond moments are finite as well [see Box 7.1 (1)]

(ii) This proposition can be derived as follows: Foralli =1, ... , n,
c;=p;-(1=p) [(12.69) fori =j]
n
=pit X P L=pi= X ui )
Jj=0,j#i
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> Z piDj [p; >0,Vi=0,1,....,n, p;-py>0]
j=1j#i
n
= > | —pip;| pirj=1-pip;l 1
J=Lj#i
n
Z [(12.69) fori # j]
=1,j
Proof of Theorem 12.44

EY|X,,....X,)

?E(E(Y | X1 X)) | X0 X)) [m < n, Box 10.2 (v)]

_E<[30+ Z B; X; + Zﬂﬁ, ; Xl,...,Xm> [(12.74)]

=Py +E <§ B X | X, ... ,Xm> + E (lé)“ B X | X, ... ,xm> [Box 10.2 (xvi), ()]

=Pot é p; X; + izé‘,H B, EX; | Xy, ..., X)) [Box 10.2 (xiv), (xvi)]

=Pot é Pi X + izél B; E(X;) [(12.75)]

= + é P X; [(12.77)]
Exercises

12.1 Consider Example 12.20 and show that 6(X) = o(Z).

12.2 Let X and Z be dichotomous random variables on (2, &, P) with values x{, x,, and z;,
2y, respectively (see Example 5.10), and &: {0, 1 }2 = R a (not necessarily measurable)
function. Show that there are f3, ..., f3 € R such that

kX, 2)=PBo+ P - Txew, ¥ B2 Tz, + B3 Txos, - 1222,s

and determine these coefficients in terms of the values of k(X, Z). [Special cases are
k(X,Z)=E(Y | X, Z) (see Example 12.22) and k(X, Z) = logit[P(Y=1 | X, Z)] (see
Example 13.24 with Z = U).]

12.3 Show that under the assumptions made in Remark 12.28, there is no linear parameter-
ization g of E(Y | X) in X with g(x) = By + B;x, x € R, and slope ; # 0.
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Assume X, X, ..., X, (Q, &, P) - (R, &) are random variables with finite second
moments. Show: If X, = a’x + b, where x := [X|,...,X,], a :=[a,...,q,] € R",
and b € R, then the variance-covariance matrix of X, X, ... , X,, is singular.

Compute the parameters of the quadratic function displayed in Figure 12.2 using the
three conditional probabilities computed in Example 12.41.

Solutions

12.1

12.2

12.3

Because the function In: ]0, co[ — R is continuous, it is (% > % )-measurable (see
Klenke, 2013, Th. 1.88). Hence, for X = In Z, Lemma 2.52 implies 6(X) c 6(Z). Fur-
thermore, the exponential function exp: R — R is continuous as well, and therefore it is
(%, B)-measurable (see again Klenke, 2013, Th. 1.88). Because Z = exp(X), Lemma
2.52 implies 6(Z) c 6(X), and this yields 6(Z) = 6(X).

NOte that 1X=X2 = (l - 1X=)Cl)’ 1Z=Zz = (1 - 1Z=Zl)’ and 1X=x,’,Z=Zj = 1X=)C,- . 1Z=Zj’
i,j=1,2 [see Eq. (1.33)]. Hence,

KX, Z) = kx.2) - Txmy, - Tzmg, + R0, 20) - Ty, - T2o,
Fk(xy,29) - Txoy, - Tzmzy) + k00, 29) - Ty, - 17—, [Cor. 5.63]
=k, z) (M =Tx_ ) (A =Tz )+ k(xg, 29) - Ty, - (L =T5_.)
+h(xp, ) (L=Tx_ ) - T7o + k(. 25) - Tx—y) - 17—,
= k(xy, 21) + (k(x, 20) = k(xp, 21)) - Ty, + (KGxp, 20) = k(xp, 7)) - 172,
+ (k(xg, 2) = k(xg, 2) = k(xy, 20) + k(xp, 21)) - Ty, - Tz

where the last equation is obtained by multiplying out the parentheses and rearranging
terms. Hence,

Po = k(xy, z1)s

P = k(xp, z1) — k(xy, 29),

52 = k(xl, 12) - k(xl, Zl),

Bz = k(xy, 25) — k(xy, 21) — k(xq, 2) + k(x1, 29)-

This proposition follows from

P<X<—E0>+P<X> 1;B°> >0, if ;>0

1 1

Plg(X) < 0]+ P[gX) > 1] = 5 o
o) orloe 58 o e

1 1

because P[g(X) < 0] + P[g(X) > 1] > O is a contradiction to (12.46).
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12.4 Let X denote the variance-covariance matrix of X, X, ..., X,,. Then,
(o} 2 (¢ ()
X, XOZXI e Xo X,
$ Oxx, Ox - Oxx,
2
Ox.x, Oxx, -+ Y%,

=F [ <a i:gg:)x)> (a’x - E(a’ x),x/ _E(x/))] [XO — alx + b, (735)]

—E a'[x — E@)]x' —E(x)]a a'[x — Ex)][x' — E(x")]
[x—E@]x' -Ex)]a [x—E®]x" - Ex")]
_ [a’ E(lx—E@]x' —Ex"])a a' E([x — E)]x’ — Ex)]) ]
E(x—E@]x' —ExH])a  E(lx—E@]x —Ex)]) |’

[Box 7.2 (iii), (v)]
[(7.29)]

The first row of this matrix is obtained by multiplying the lower two submatrices by a’ from
the left. Hence, the first row of this variance-covariance matrix is a linear combination of
its other rows. This implies that X is singular.

125 For x; =x and x, = x2, the parameterization g(x) =B, + B; x; + B, x, [see Eq.
(12.33)] yields

55 = B,
ifx=0,
583 = By + By + P
ifx=1, and
533=0y+B;-2+p, -4,

if x =2. Hence, f, = .55, and solving the last two equations for the remaining two
unknowns yields f; =~ .0750 and B, ~ —.0416.
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Linear logistic regression

In chapter 12, we treated the notions of a linear parameterization of a conditional expecta-
tion and of a linear regression. In this chapter, we turn to the linear logit regression, presum-
ing that the regressand, say Y, is an indicator variable. In Remark 10.4, we noted that in this
case a version E(Y | ) of the @-conditional expectation of Y is also called a version of the
@-conditional probability of the event {¥Y'=1} and that it is also denoted by P(Y=1 | €). As
noted in Remark 12.28, if X is a $-measurable real-valued random variable on (Q, <, P)
and X is P-almost surely unbounded, then there is no linear parameterization g in X of
E(Y|¥)=P(Y=1|%)=g(X) with a nonzero slope. However, in this case, there might be a
linear logistic parameterization.

We begin with the logit transformation, define the logit of a €-conditional probability
P(Y=1| %), alinear logistic parameterization, and then present a theorem on uniqueness and
the identification of the parameters. Finally, the concept of a linear logit regression is defined.

13.1 Logit transformation of a conditional probability

The general assumptions and notation are as follows:

Notation and assumptions 13.1

Let Y: (Q, o, P) > (R, B) be a dichotomous random variable with values 0 and 1, let
G c d be a c-algebra, and assume that there is a version PY=1|€) e P(Y=1|F)
with0 < P(Y=1|%) < 1.

Remark 13.2 [Necessary condition] If {Y=1} € % or {Y=0} € G, then there is no
version P(Y=1|%¢)e P(Y=1]|%¥) with 0 < P(Y=1| %) < 1. Furthermore, there is no
version P(Y=1|%)e P(Y=1|%) with 0<P(Y=1|%¥)<1 if o(Y)c ¥ (see Exer-
cise 13.1). <

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
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logit of p
o
S

Figure 13.1 Graph of the logit transformation of p.

Remark 13.3 [The logit transformation] Each version P(Y =1 | &) of the conditional prob-
ability is P-almost surely bounded, because

PloeQ0<PY=1]|B)w)<1})=1 (13.1)

[see Box 10.3 (ii), (iii)]. If there is a version P(Y=1| %) with 0 < P(Y=1| ¥ ) < 1, then
this version can be transformed using the logit transformation, that is, using the function
logit: ]O, 1[ — R defined by

logit (p) := In <1’%p> = In()—In(1—p), Vpelo, [, (13.2)

where In denotes the natural logarithm. If p represents a probability, then ln(l%p) is also called

the log-odds of p. Figure 13.1 shows the graph of such a logit transformation. In the context of
generalized linear models (see, e.g., Agresti, 2015; McCullagh & Nelder, 1989), this function
is an example of a link function. Some algebra yields

expllogit(p)]

(see Exercise 13.2). <
Remark 13.4 [Logistic function] The function 4: R — ]0, 1[ specified by

oy = —PD R (13.4)

T 1+expx)’

is called the logistic function. Equation (13.3) implies that the logistic function is the inverse
of the logit function. <
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Definition 13.5 [Logit of P(Y=1 | €)]
Let the assumptions 13.1 hold. Then,
. P(Y=1|%)
logit[P(Y=1|¥)]:=In| ————— 13.5
ogit [P(Y=1] )] “(1-p(y=1|%)) (13.5)

is called the logit of P(Y=1 | 6).

Remark 13.6 [One-to-one transformation] Note that logit[P(Y=1| )] denotes the
composition of P(Y=1|%) and the function logit defined by Equation (13.2). Hence,
logit[P(Y=1| €)] is a random variable on (Q, &, P). Also note that P(Y=1| %) and its
logit contain the same information, that is, the c-algebras they generate are identical (see
Lemma 13.7). While P(Y =1 | &) informs us about the €-conditional probability of the event
{Y =1} on the probability scale with values between 0 and 1, a logit of P(Y=1 | €) informs
us about this conditional probability on the log-odds scale with values between —oco and 0.
Applying (13.3) yields

exp(logit[P(Y=1| ©)])

P =118 = I togt P =11 2)])

(13.6)

Hence, P(Y=1| %) is uniquely determined by logit[P(Y=1|%)], and vice versa [see
Eq. (13.5)]. <

Lemma 13.7 [c-Algebra generated by P(Y =1 | ¥) and its logit]
Let the assumptions 13.1 hold. Then
o[P(Y=1]|%¥)] =o(logit [P(Y=1| ©))). (13.7)

(Proof p. 407)

Remark 13.8 [Motivation for considering the logit of P(Y=1|%)] Suppose that X is a
real-valued €-measurable random variable on (€2, &/, P) and that X is not P-almost surely
bounded [see (12.47)]. Then it is still possible to assume that there are a version P(Y=1 | €) €
P(Y=1|€) and numbers Ay, A; € R such that

logit [P(Y=1]B)] = A + A, X. (13.8)

In contrast, assuming P(Y=1 | €) = Ay + A X for real numbers A, A;, A; # 0, would be con-
tradictory if X is not P-almost surely bounded. <
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13.2 Linear logistic parameterization

Notation and assumptions 13.9

Let Y: (Q, o, P) > (R, %) be a dichotomous random variable with values 0 and 1, let
€ c o be a c-algebra, and assume that there is a version P(Y=1|%) e P(¥Y=1|6)
withQ < P(Y=1 | €) < 1. Furthermore, letX;: (Q, o, P) - (R, B),i =1, ..., n, be real-
valued random variables, define X := (X, ..., X,): (Q, o, P) - (R", B,), and assume
that X is 6-measurable.

Using this notation and these assumptions, a linear logistic parameterization of a conditional
probability P(Y=1 | €) is now defined as follows:

Definition 13.10 [Linear logistic parameterization]
Let the assumptions 13.9 hold. If there are Ay, My, ... , A, € Rand aversion P(Y =1 | €) €
P(Y=1|F) such that

exp(?»o =+ Z::lzl }\’i Xl)

PY=1|%)= . (13.9)
1 +exphg + X0, A X))

then the function g: R" — [0, 1] satisfying

exp(hg + 27 A x)

g() = —POT 2t By, x)eRY (13.10)
1 + eXp(Ko + Zi:l }\‘i xi)
is called a linear logistic parameterization of PY=1| ) in X.
If € = 6(X), then Equation (13.9) is equivalent to
exp(hg + 3 A X))
P(Y=1]X)= — 00T izt % (13.11)

1+expg+ X7_, A X))

Remark 13.11 [Univariate real-valued X] If Equation (13.9) holds for n = 1, then there is
aversion P(Y=1|X) e P(Y=1 | X) such that

eXp(}\O + }\‘IX)

P(Y=1|%)=PY=1|X)= T+ oG T BT
0 1

(13.12)

In Example 17.82, we present a sufficient condition of Equation (13.12) related to the normal
distribution. <
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Remark 13.12 [Conditional probabilities] If g is a linear logistic parameterization of
P(Y=1]X) in X satisfying Equation (13.10), then, according to Definition 10.33, we can
define

P(Y:l|X:x):P(Y:]|X1:xl,”.,Xn:xn)
_ exp(hg + X7, A x)  VxeR". (13.13)
1+eXp(7\O+Z?=17xl-xi)

= gx)

This definition is convenient, but note that another factorization g* of P(Y =1 | X) might yield
other conditional probabilities P(Y =1 | X=x) for values x of X with P (X=x) = 0. However,
according to Equation (12.10), if g, g* are factorizations of two versions V, V*e P(Y =1 | X),
then g(x) = g*(x), for Py-almost all x € R" [see Eq. (12.13)]. <

Remark 13.13 [Meaning of coefficients] Figure 13.2 displays the graphs of logistic trans-
formations in which the logits of P(Y=1 | X) are linear functions Ay +A; X. As is easily
seen,

A 0
P Yzl‘X:——O _ exp(0) — 1 =l.
M I+exp0) 1+1 2
. . Ao . . . . . o
This equation shows thatx = — w is the point on the x-axis at which the conditional probability

P(Y=1|X=x)is .5. Furthermore, the derivative of the linear parameterization g with respect
to x is

d d exp(hy+2Ax) Ay exp(hg + Ax)
dx dx 1+exp(hg+Ax) (1 +exp(hy+Ax))?
o M. M .
Hence, the derivative (i.e., the slope) of g at x = = S y (see Exercise 13.3). <
1
P(Y =1|X=x)

................... - 1.0

-6 -4 -2 2 4 6 X

Figure 13.2 Graphs of three logistic functions.
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13.3 A parameterization of a discrete conditional probability

In Theorem 12.37, we already considered a parameterization of a discrete condi-
tional expectation E(Y |Z) in which the parameters f,,...,[p, are the differences
EY|Z=z)—-EXY |Z=zy),i=1,...,n If Y is dichotomous, then there is also a logistic

parameterization of the conditional probability E(Y | Z) = P(Y=1 | Z).

Theorem 13.14 [Existence of the logit effects]

Let Y: (Q, o, P) = (R, B) and Z: (Q, o, P) — (&, ) be random variables, where Y
is dichotomous with values 0 and 1, and Z is discrete with P(Z € {zy, 21, --- »2,}) = 1,
and assume 0 < P(Z=z;) < 1 and 0 < P(Y=1|Z=z;) <1, foralli=0,1, ... ,n Then
P(Y=1|Z) is uniquely defined, and there are coefficients P, By, ... , B, Mg> Mo -+ A, €

R such that
n
PY=1|2)=Bg+ D, B 1=,
i=1
exp Ao+ Zi, i Tz
1 + exp [xo L Ty '7x=x,]
with
_ exp(Ag)
1 + exp(hg)
and

Bi=PY=1|Z=zy)—P(Y=1|Z=g)
_expo+r)  explhy)
L+exp(hg+2;) 1+exp(hy)

(13.15)

(13.16)

(13.17)

(13.18)

(13.19)
(13.20)

(Proof p. 408)

Remark 13.15 [Log odds] In terms of conditional probabilities, the logit intercept can be

written as:

[ P(Y=1|Z=xzj) ]
}\,0 =In .
- P(Y=1|Z=2)

Hence, A is the log odds of P(Y=1 | Z=z;). Similarly,

P(Y=1|Z=z) Vi
1-PY=1|Z=z)|"

=1,....n,

7»0+7»i=1n[

(13.21)

(13.22)

[see Egs. (13.17) to (13.20) and (13.2)]. This equation shows that A, + A; is the log odds of

P(Y=1|Z=z).

<
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Remark 13.16 [Log odds ratio] Equations (13.21) and (13.22) immediately imply

= n P(Y=1|Z=z) ]_1 [ P(Y=1|Z=z,) ] (13.23)

’ [1-P(y=1|2=z) 1-P(Y=1|Z=2)

. < P(Y=1|Z=z) >/< P(Y=1|Z=2) )] (1324)
- P(Y=1|Z=z) - P(Y=1|Z=2)

(P(Y=1|Z=z) (1 - P(Y=1 |Z=z0))] y
(T=P(=11Z=2) - PO=1[Z=29)|"

=1In lzl,,n

Hence, the logiteffect;, i = 1, ..., n,is the difference between the log odds of P(Y =1 | Z=z;)
and P(Y =1 | Z=z;), respectively [see Eq. (13.23)]. Equation (13.24) shows that A; is the log
oddsratioof P(Y=1|Z=z) and P(Y=1 | Z=z,). <

Remark 13.17 [Odds ratio] The value of the exponential function for the argument A; is

)= P(Y=1|Z=z) P(Y=1|Z=z)
) =\ T=pw=1]2=2) - P(Y=1|Z=2y)

_P(Y=1|Z=z) -(1-P(Y=1|Z=g,)
T (-P(Y=1|Z=2))-P(Y=1|Z=z)’

(13.25)
Vi=1,...,n.

This equation shows that the number exp();) is the odds ratio of P(Y=1|Z=z;) and
P(Y=1|Z=zy). <

Remark 13.18 [Risk ratio] Another closely related parameter is

_ P(Y=1|Z=z)

= Vi=1,...,n 13.26
K; PUY=1Z=2,) i n ( )

This parameter is called the risk ratio of P(Y=1|Z=z;) and P(Y=1 | Z=g). <

Remark 13.19 [Four kinds of effect parameters] Hence, under the assumptions of Theo-
rem 13.14, we may consider four different kinds of effect parameters: f§;, A;, exp(};), and x;.
They all quantify the effect of x; compared to x;, on Y, each one on a different scale. <

13.4 Identification of coefficients of a linear logistic
parameterization

The following theorem specifies sufficient conditions under which a linear logit parameteriza-
tion of P(Y=1 | X) is uniquely defined.
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Theorem 13.20 [Identification of coefficients and uniqueness]
Let the assumptions 13.9 hold and, let Ay € R, and A € R". Furthermore, define x =
[Xi, ..., X,] and assume

(a) There is a version P(Y=1|€) € P(Y=1 | ) such that Equation (13.9) holds.

(b) Xy, ...,X, have finite second moments.
(¢) The inverse Ex;l of the covariance matrix of X = (Xy, ..., X,,) exists.
Then, using
L:=logit[P(Y=1|6)] = A, + 1 x, (13.27)

the following two equations hold:

M =E(L) -2 p, (13.28)
D i (13.29)
where p := [E(X,), ..., EX,)]'; and Z,; denotes the column vector of the covariances

Cov (X;, L). The coefficient Ay and A are uniquely determined, and hence, the linear logis-
tic parameterization g: R" — [0, 1] of P(Y =1 | €) satisfying

B exp(hg + Z?=1 Aix;)
T LtexpOg+ X, Ax)

g(xys .oy x,) Y (xq,...,x,) € R, (13.30)

is uniquely defined.
(Proof p. 408)

Remark 13.21 [Identification versus estimation] Note that, for a version P(Y=1| %) €
P(Y=1|%€) satisfying assumptions 13.1, the logit of P(Y=1|®) is uniquely defined.
Because the expectation vector p = [E(X}), ..., E(X,)], the covariance matrix X ,, and the
covariance vector X,; in Equation (13.29) are also uniquely defined, we can conclude that
the coefficients of the linear logistic parameterization are uniquely defined, (or ‘identified’)
as well. Estimation in the logistic case is more difficult as compared to the linear regres-
sion, because, in contrast to Y (see Rem. 12.2), the random variable L = logit[P(Y=1 | €)]
is nonobservable. For methods of estimation, see, for example, Agresti (2015) or McCullagh

and Nelder (1989). <

13.5 Linear logistic regression and linear logit regression

In Definition 13.10, we defined the concept of a linear logistic parameterization of P(Y=1 | &)
in X. Such parameterizations of P(Y =1 | &) are not necessarily uniquely defined. If there is a
linear logistic parameterization g of P(Y=1 | €) in X that satisfies Equation (13.30), then we
call it the linear logistic regression of Y on X. According to Theorem 13.20, the linear logistic
regression is uniquely defined.
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Definition 13.22 [Linear logistic regression and linear logit regression]

Let the assumptions 13.9 hold and suppose there are an P(Y=1|€) e P(Y=1|F)
and Mg, My, ... , A, € R such that Equation (13.9) holds. Furthermore, assume that Y and
X1, ..., X, have finite second moments and that the inverse X x;l of the covariance matrix
of X = (Xy, ..., X,,) exists. Then the function g: R" — [0, 1] defined by Equation (13.30)
is called the linear logistic regression or the linear inverse logit regression,

and the function f: R" — R defined by

n
fOr, o x) =+ D Axg, V(x,...,x,)eR", (13.31)
i=1

iscalledthelinearlogitregressionofY on X.

Figure 13.3 shows P(Y=1|X) as the composition of the functions introduced above.
According to this figure, P(Y =1 | X) is the composition of X and the linear logistic regres-
sion g, which itself is the composition of the linear logit regression f and the logistic function
h [see Eq. (13.4)] that transforms a logit into a probability.

Remark 13.23 [Simple and multiple linear logistic regression] Ifn > 2, then a linear logis-
tic regression is also called a multiple linear logistic regression. If n = 1, then it is also called
a simple linear logistic regression. <

Example 13.24 [Joe and Ann with randomized assignment — continued] Table 9.1 shows
the random variables U, X, and Y as well as the conditional expectations E(Y | X, U) and
E(Y | X). Because X is dichotomous with values 0 and 1, the conditional probability E(Y | X) =
P(Y=1]X) can always be written as a linear function of X. Applying the equations of
Example 12.15 yields

PY=1|X)=45+.15-X (13.32)

(see also Example 12.16).

X f (linear logit regression) h (logistic function) N
Q — R” >R < > [0,1]
h ~!(logit link function)

g= h(f) (linear logistic regression)

P(Y=1|X)=g(X)=h[f(X)] (conditional probability)

Figure 13.3 P(Y =1 | X) as the composition of X, the linear logit regression f, and the logistic
function A.
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Alternatively, we can also write the logit of E(Y | X) = P(Y=1 | X) as a linear function of
X. This yields

exp(ag + o - X) exp(—.201 +.606 - X)

PY=1|X)= R
( 1% I +exp(og+ oy - X) 1+ exp(—.201 +.606 - X)

(13.33)

(see Exercise 13.4). Inserting the two values of X, this equation yields the probabilities

P(Y=1|X)w)=P(Y=1|X=0)= 45 foroe {X=0}

and

P(Y=1|X)w)=P¥Y=1|X=1)=.60, foroe{X=1},

which is consistent with Equation (13.32). The function g: R — [0, 1] defined by

exp(—.201 + .606 - x)
~ ) v R ’
8 A (=201 + 606 1) €

is the linear logistic regression of Y on X. <

Remark 13.25 [Linear versus linear logistic regression] In this particular example, there is
no compelling reason to prefer the logistic linear regression over the (ordinary) linear regres-
sion. However, this does not apply any more if X is unbounded (see Rem. 13.8).

Furthermore, note that the standard computer programs (and the underlying statistical
models) for linear regressions assume equality (homogeneity) of the conditional variances
Var (Y | X=x) for different values x of X. In contrast, computer programs (and the underly-
ing statistical models) for the analysis of linear logistic regressions allow for heterogeneous
(X =x)-conditional variances of Y.

Remember that

Var(Y | X=x)=P(Y=1|X=x)-[1-P(Y=1|X=x)], forPy-aaxeQ,  (13.34)

[see Eq. (11.49)]. Equation (13.34) shows that Var(Y | X=x) depends on P(Y=1 | X=x). In
Example 13.24, the (X =0)-conditional variance is

Var(Y | X=0)=P(Y=1|X=0)-[1 —P(Y=1|X=0)] = .45-(1 — .45) = .2475,
whereas the (X =1)-conditional variance is

Var(Y | X=1)=P(Y=1|X=1)-[1=P(Y=1]|X=1)]=.6-(1 — .6) = .24.
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Example 13.26 [Joe and Ann with randomized assignment — continued] According to
Remark 12.23, the logit of E(Y | X, U) = P(Y=1 | X, U) can be written as a linear function in
X, Ty—ann» X + Ty=ann- Hence, we can write

expho + M X+ 0 - Ty_pun + M3 X - Ty_ppnm)
T+expg+MX+0 Tycam M X Ty—an)
 exp(847+.539X — 2234 - 15y, + M2X-Ty_y,)
Y T+ exp(847 + 539X — 2234 -1y _,, + 442X - Ty_o )

P(Y=1|X,U) =

(see Exercise 13.5) Inserting the two values of X and the two values of 7;_,,,., this equation
yields the four probabilities P(Y=1 | X =x, U=u) listed in Table 9.1. The function g: R? >
[0, 1] defined by

exp(.847 + .539 - x; —2.234 - xy + .442 - x3)
8(x) ~

~ . VxeR’,
1+ exp(.847 + 539 -x; — 2234 -3, + 442 -x3)  ©

is the linear logistic regression of Y on X = (X, X5, X3) = (X, Ty ann- X * Ty=am)-
Rearranging the equation for P(Y=1 | X, U) yields

P(Y=1|X.U)= exp((hg + 2 - Tycam) + M + A3 Tyoam) X)

TP L exp((hg + g Tyopnm) + Ay + Ay Tyspnm) X)
exp((.847 — 2.234 - 1y _ ) + (539 + 442 - 15_ ) X)

ST+ exp((847 —2.234 - 1y_u )+ (539 + 442 - Ty_ ) X))

showing that the logit is f(U) + f; (U) - X with

Jo) =hg+ Ay Tyyppn = 847 =2.234 - 1y_ s
and

S =M +0y - Tyoppn =539+ 442 - 1y pnn-

The function f,(U) is called the logit intercept function and f; (U) the logit effect function. Note
that

a; = .606
# E[fi(U)] = 5394 .442 - E(1 - p,m) = 7599.

Hence, although X and U are independent (see Example 5.37), the slope o of the logit in
the logistic parameterization of E(Y | X) = P(Y=1| X) is not equal to the expectation of
the logit effect function f;(U) of the logit in the logistic parameterization of E(Y | X, U) =
P(Y=1|X,0).

From a methodological point of view, this means that randomized assignment of a unit to
one of two treatment conditions — which creates independence of a treatment variable X and the
person variable U — does not imply that the slope a; of the logit in the logistic parameterization
of E(Y | X) = P(Y=1 | X) can be interpreted as an average effect of treatment variable on Y
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[or on the logit of the linear logit parameterization of E(Y | X)]. In examples in which f1(U) =
A; is a constant, this implies that «; = A does not follow from independence of X and U. In
contrast, compare the corresponding invariance property formulated in Theorem 12.44 for a
linear parameterization. <

Remark 13.27 [Normal distribution and linear logistic regression] Let X be a real-valued
continuous random variable, let A € & with 0 < P(A) < 1, and let Y = 1,. Furthermore,
assume that X has a normal distribution with respect to each of the two conditional-probability
measures PY=Y,y = 0, 1, and that Var(X | Y=0) = Var(X | Y=1). Then P(Y =1 | X) has a lin-
ear logistic parameterization (for a proof see Examples 17.80 to 17.82). <

Example 13.28 [Joe and Ann with latent abilities] Table 13.1 describes a random experi-
ment that consists of sampling a person from the set £, = {Joe, Ann} of persons and observ-
ing whether (+) or not (—) problem 1, 2, and 3, respectively, are solved. The probabilities of
the elementary events are displayed in the second column, which can be used to compute the
values of the conditional probabilities P(Y;=1 | U) for Joe and for Ann, or more precisely, the
values P(Y;=1| U)(w) if o € {U=Joe} and if ® € {U=Ann}. The last three columns present
the logit transformations of these conditional probabilities, that is,

P(Y,=1|0)

IOgiti = 10g1t[P(Yl=1 | U)] =In <m
1

>, Vi=1,...,m, (13.35)

(see Def. 13.5), where m = 3. The probability space (2, </, P) is completely specified by Q :=
{0, ..., 056}, & = FP(Q), and the 16 probabilities P({®; }) of the outcomes »; € Q. Also note
that the conditional probabilities P(Y;=1 | U) and their logits are completely determined by
the 16 probabilities P({w; }).

The probability measure P is such that it satisfies the following two conditions for m = 3,
the number of items considered in Table 13.1:

Vi,je{l,...,m}3 [iij e R: logit; —logitj = Bij, (13.36)
PY;=1|U,Y,....Y,_ .Y q,....Y,)=PY;=1|U), Vi=1,...,m. (13.37)

While (13.36) is easily checked by inspecting the last three columns of Table 13.1, we delay
showing that (13.37) holds to Example 16.51. If (13.36) and (13.37) hold, then we say that Y,
Y,, and Y5 satisfy the (two assumptions of the) Rasch model (cf. Rasch, 1960/1980). Assump-
tion (13.36) is called Rasch homogeneity. According to this assumption, the graphs of the
logits of each pair of items are translations of each other. Assumption (13.37) postulates U-
conditional mean independence of each item Y; from the otheritems Yy, ..., Y;_1, Yi 1, ..., ¥},
[see Def. 10.45 (ii) and Rem. 46 (ii)]. In chapter 16, it is shown that this assumption is equiv-
alent to U-conditional independence of the random variables Y; (see Example 16.51 for more
details).
Now define

E:=logit; and f;:=f; Vi=1l,..,m. (13.38)
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In applications in which the Y; indicate whether or not a problem is solved, the random variable
¢ is called the latent ability variable, and B; the difficulty parameter of problem i, respectively.
Inserting the definitions of £ and f; into (13.36), we receive

logit; =& —p;, Yi=1,...m. (13.39)

Furthermore, inserting Equation (13.39) into (13.35) and solving it for P(Y;=1 | U) yield

_ _exp(&—py)
PA=110)= T (13.40)
=PY,=1]8, Vi=1,..,m. (13.41)

According to Equation (13.41), the graphs of the logits of the conditional probabilities
P(Y;=1|¢) and P(Y;=1 | {) are translations of each other. Figure 13.4 shows the graphs of
the factorizations g: R — [0, 1] of the conditional probabilities P(Y;=1 | &) = g(&), that is, the
graphs of the regressions of Y; on & (see Def. 10.25). This figure illustrates that these graphs
are translations (parallel to the £ axis) of each other.

The difficulty parameters f;, ,, and f; can be computed as follows: Using Equations
(13.36) and (13.38), and the logits displayed in Table 13.1, we receive

Py = PByy = logit; — logit) =0,
Py = B1p = logit; —logit, = -1, (13.42)

(¥ =118)
1

Figure 13.4 Graphs of the £-conditional probabilities of items Y; satisfying the Rasch model.
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Note that the definitions of the latent variable & and the difficulty parameters f; are arbitrary
to some degree. Defining &* := § + a and 7 := f; + a for any a € R would do as well, that is,
&* and Bl.* also satisfy Equation (13.40).

Also note that the definition of £ and Corollary 2.53 imply that there is a function
f: Qy — R such that £ is the composition f o U = f(U) of U and f. The function f assigns
to each u € Q; its value f(u), where

VueQyVoe {U=u}: f(u) =flU)]=~Ew) [(2.25)]
= logit[P(Y,=1| U)(w)] [(13.35), (13.38)] (13.43)
= logit[P(Y, =1 | U=u)]. [(10.9)]

Hence, the values of & are attributes of the persons in the set €;,. This justifies calling such a
value the ability of person u, if the items Y; indicate whether or not problem i is solved.
Finally, note that the values of the latent variable £ are unknown in empirical applica-
tions. However, in Example 16.51 we treat some details on estimating the value f(u) from the
response pattern (yq, ... ,Y,,) of the items Y, ..., Y,, that is observed for a person u € Q; if
the random experiment is actually conducted, that is, if we actually sample a person from a set
of persons and observe, for i = 1, ..., m, whether or not problem i is solved. <

13.6 Proofs

Proof of Lemma 13.7

Let V: (Q, o, P) » (R, &) be a version in (Y =1 | €) with values in ]0, 1[. Furthermore,
let g: 10, I[ = R be a continuous and strictly monotone function with g(]0, 1[) = R. Then
the inverse function g‘l: R — 10, 1] exists (see Ellis & Gulick, 2006, section 7.1), and it is
continuous (Ellis & Gulick, 2006, Th. 7.4) and strictly monotone with g‘1 (R) =10, 1[. Hence,

o[g(V)]
= (g0 V)"|(RB) [(2.14)]
=V-log (B [(2.29)]
=V og lo({]-c0, b]: b € R})] [(1.19)]
=0V o g7 ({]-c0, b]: b € R})] [(2.12)]
=o[V ' ({]-0, g~ (B)]: b € R})] [monotonicity, continuity]
= o[V (-0, c]: ¢ €10, 1[})] [domain of g]

= o[V~ 1({]-0, b]: b € R})]
[b<0:V1(]—00,b]) =@, b > 1: V' (]—c0, b]) = R]

= V! [6({]-0, b]: b e R})] [(2.12)]
=V 1(B) [(1.19)]
=o(V). [(2.14)]

The result 6[g(V)] = o(V) can now be applied to g = logit [see Eq. (13.2)].



408 PROBABILITY AND CONDITIONAL EXPECTATION

Proof of Theorem 13.14

By definition, P(Y=1|Z) = E(1y_, | Z). Hence, the existence of coefficients P, Bi, ..., B,
and a version P(Y=1|Z) € P(Y=1| Z) satistfying Equations (13.15), (13.17), and (13.19)
has already been proved in Theorem 12.37. In order to show that there are Ag, A, ... , A, sat-
isfying Equation (13.16), we define

A = logit[P(Y=1| Z=zy)], (13.44)
[see Eq. (13.2)] and
A c=logit(P(Y=1|Z=z)] - logit[P(Y=1|Z=z,)], Vi=1,...,n. (13.45)

These definitions and Equation (13.3) then yield

exp(logit[P(Y=1 | Z=zy)]) exp(rg)
P(Y=1|Z=z) = - = ,
1 +exp(logit(P(Y=1|Z=z5)]) 1 +exp(hg)
and
logit[P(Y=1|Z=z; Ao+ A
PY=1|Z=z)= expllogitlA | ) = exp(lo ) i=1,...,n.

" L+exp(logitP(Y=1|Z=2z)]) 1 +exp(hg+21)
Hence, Equation (13.17) implies

_ _ . exp(rg)
bo=P=11Z=20) = 17 exp(hg)’

and Equation (13.19) yields

Bi=P(Y=1|Z=z)-P(Y=1|Z=z)

_exp(dg +Ay) B exp(Ag) Viel .
1 +exp(hg+ 1) 1+exply)’ T

Proof of Theorem 13.20
Denote x := [X{, ..., X,), p :=[EX)), ... , EX,)), A= [\, ..., A,), as well as

L:=logitlP(Y=1|¥)] =r +A'x

[see Egs. (13.27) and (13.9)]. Taking the expectation on both sides, using the definition of p,
and rearranging yield

Ao = E(L)— A p.
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Furthermore, consider the n-dimensional covariance vector

T =2, 10x [(13.27)]
=X _ A [Box 7.3 (ii), (iii)]

Multiplying both sides by Zx;l yields

-1
)\. = Zxx Exl'

This equation also shows that the vector A is uniquely defined, and this implies that A is
uniquely defined as well. Uniqueness of A, and A implies that the linear logit parameterization
g satisfying Equation (13.30) is uniquely defined as well.

Exercises

13.1 Prove the propositions of Remark 13.2.

13.2 Prove Equation (13.3).

13.3 Calculate the derivative (13.14).

13.4 Consider Example 13.24 and compute the coefficients of the linear logit parameteriza-
tion of E(Y | X).

13.5 Consider Example 13.24 and compute the coefficients of the linear logit parameteriza-
tion of E(Y | X, U).

Solutions

13.1 Notethat Ty_y-Y =Ty_y-0=0 [see Eq. (2.49)], Hence, if {Y =0} € G, then Defi-

nition 10.2 (b) yields

/1y=0-P(Y=1|<g) dP=/1y=0-YdP=/OdP=O. (13.46)

Let P(Y=1|%¥) € P(Y=1|F) be a version with P(Y=1 | €) > 0 [for its existence,
see Box 10.3 (v)]. Then Theorem 3.43 yields 1y_, - P(Y=1| €) = 0, thatis, P(A) = 0

forA:={we Q:Ty_g(w) - P(Y=1]| €)(®) # 0}. This implies P(A°) = 1 and
{(Y=0}nA°c {P(Y=1|%) =0} nAS,
which in turn yields

P(P(Y=1|%)=0)

= P({P(Y=1|%) =0} nA°) [Box 4.1 (viii)]
> P({Y=0} n A°) [Box 4.1 (v)]
= P(Y=0) [Box 4.1 (viii)]

> 0. [Y dichotomous, Example 5.10]
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Hence, we have shown that {Y =0} € €implies P(P(Y=1 | €) = 0) > 0, which in turn
implies that there is no version P(Y=1 | €) > 0, that is, there is no version P(Y=1 | &)
with {0 € Q: P(Y=1| €)(®) < 0} = @ [see Rem. 2.77 and (10.12)]. Now,
{(Y=1}e%
=>/1y=]‘YdP=/1Y=1‘P(Y=1|Cg) dP [Def. 10.2 (b)]
[Y dichotomous, (5.33)]

:E(Y)—/1Y:0-YdP=E(Y)—/ Ty—o - PY=1]%) dP  [(3.33), (6.1)]
=>/1Y=0-YdP=/1Y=0'P(Y=1|%) dP. [E(Y) is finite]

The last equation is identical to (13.46). Hence, we can also conclude that there is no
version P(Y=1|%)>0if {Y=1} € G.

13.2
expl[logit(p)] = exp [ln <L)] = L.
I-p I-p
Hence,
P P P P
_1l=-p_ 1-p l-p _ 1=p  expllogit(p)]
PR T Tt T Top, p 4 2 Trexpllogip)l
l-p 1-p l-p 1-p l-p

13.3 The chain rule and the quotient rule of differential calculus yield

d d exp(y+Ax)
&5 = T expthg + 1)
_ Mpexp(g + Ax)(1 +exp(hg + Ax)) — exp(hg + Ayx) - Ay exp(hg + Ayx)
B (1 4+ exp(rg + Ayx))>
_ A exp(hg + Ax0)(1 + exp(hg + Ay x) — exp(hg + X))
B (1 + exp(hg + Ax))?
_ Apexp(g +Agx)
T (1 +expg 4+ A x))2

13.4 Inserting the value x = 0 in the equation

. _ o PY=1|X=x) _
logit[P(Y=1|X=x)] = In <1 e |X=x)> = oy + 0oy x




13.5
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[see Egs. (13.2) and (13.13)] yields

45
1-.45

logit[P(Y=1| X=0)] = In < ) ~ —201 % o,

and inserting the value x = 1 yields

.6

logit[P(Y=1| X=1)] = In <1 6) ~ 406 % ag + .

[In R, these values are obtained by glogis(.45) and glogis(.60), respectively.] Solv-
ing the last equation yields o; = .406 — (—=.201) = .606.

For x; =0, x, =0, and x5 = 0, the equation

logit[P(Y=1|X=0, U=Ann)] = In < ( | nn) >

I —P(Y=1[X=0, U=Ann)
= }\,0 + 7\1x1 + }\,2)(2 + }\/3X3

[see Egs. (13.2) and (13.13)] yields

i [ _POY=11X=0,U=Joe) \ _, < 7
1-P(Y=1|X=0,U=Joe))

forx; =1,x, =0, and x3 = 0 it yields

ln< P(Y=1|X=1, U=Joe) >=1 < 8
1-.8

— )~ 1386 % Ay + Ay,
1-PY=1|X=1, U=Joe) ) ot

forx; =0,x, =1, and x3 = 0 it yields

m( P(Y=1|X=0,U=Ann) >=ln( 2 )%—1-386~7»0+K2,

1—P(Y=1|X=0, U=Ann) 1-2

and forx; = 1, x, = 1, and x5 = 1 it yields

ln< ( | » U=Ann) >=ln< 4 )z—.406'z?»0+7x1+7\2+7»3~

1—P(Y=1|X=1,U=Ann) 1- 4

[In R, these values are obtained by glogis(.7) to glogis(.4).] Solving the second
equation yields A; ~ .539, solving the third equation yields A, ~ —2.234, and solving
the last one yields Ay &~ .442.
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Conditional expectation
with respect to a
conditional-probability measure

In chapter 10, we treated the concept of a €-conditional expectation E(Y | €) with respect to
a probability measure P on a measurable space (Q2, & ). In this chapter, we introduce the con-
cept of a @-conditional expectation EB(Y | ) of Y with respect to the conditional-probability
measure PB on (Q, &) (see Def. 4.29). A special case with € = o(X) is the X-conditional
expectation of ¥ with respect to PB, which is also denoted by EB(Y | X). If B = {Z=z} is the
event that a random variable Z on (Q, &/, P) takes on the value z and P(Z=z) > 0, then we
use the notation EZ=%(Y | X) and call it a version of the X-conditional expectation of Y with
respect to PZ=%,

In empirical applications, the conditional expectation EZ=%(Y | X) can be used to describe
how the conditional expectation values of Y depend on the values x of X given that Z takes on
the value z. The dependency of Y on X described by EZ=%(Y | X) may not only differ for differ-
ent values z; and z, of Z, but also differ from the dependency described by the X-conditional
expectation E(Y | X) of Y with respect to P. If, for instance, X denotes a treatment variable
and Z = sex with values m (male) and f (female), then EZ="(Y | X) and EZ=/(Y | X) refer
to the X-conditional expectation of Y for males and females, respectively. In a data sample,
these are the conditional expectations estimated using only the y-values and x-values obtained
within the male and female subsamples, respectively. In contrast, EX=*(Y | Z) refers to the
Z-conditional expectation of Y given treatment x, and this is the conditional expectation esti-
mated in the analysis of experimental or quasi-experimental data using only the y-values and
z-values obtained in treatment condition x. If the treatment variable X is dichotomous with
values O (control) and 1 (treatment), then g,(Z) := EX=\(y | Z) - EX=%(Y | Z) and g is the
Z-conditional-effect function of X. The values g,(z) are the effects of X on Y given the value
zof Z.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de
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Table 14.1 Joe and Ann with randomized assignment: conditional expectations with
respect to PX=%,

Outcomes ® Observables Conditional expectations
> B~
5 2 2
o & g
= £ Z £15 S 2 D =~ 2
g . > 8 g2lw s = = = G
E 3 2|l g E | = 3 F ZT|~ F =
2 § 8 Sl 2 § 2|/ = = 1 I |2 I I
5 B & £ | & & S| § & & & |z & &
(Joe, no, —) .09 Joe 0 0 7 45 4 7 .8 .1 15 0
(Joe, no, +) 21 Joe 0 1 7 45 4 7 .8 1 35 0
(Joe, yes, —) .04 Joe 1 0 .8 6 4 T .8 1 0 .1
(Joe, yes, +) .16 Joe 1 1 .8 4 7 .8 1 0 4
(Ann, no, —) 24 | Ann 0 0 2 45 4 2 4 2 4 0
(Ann, no, +) .06 | Ann O 1 2 45 4 2 4 2 .1 0
(Ann, yes, —) 12 | Ann 1 0 4 .6 4 2 4 2 0 3
(Ann, yes, +) 08 | Ann 1 1 4 .6 4 2 4 2 0 2

14.1 Introductory examples

Example 14.1 [Joe and Ann with randomized assignment — continued] Table 14.1 dis-
plays the random variables U, X, and Y, and, among other things, the conditional expectations
E(Y | X) and E(Y | X, U), the values of which have already been computed in Example 9.21.
Here, the conditional expectation E(Y | X, U) is uniquely defined. According to Remark 12.23,
it has a linear parameterization in (7 j,., X, 77— joe * X)- The coefficient of this linear param-
eterization can be computed analogously to Example 12.24, which yields

E(YlX, U) = 2+5 . 1U=Jae+'2'X_'l . 7U=Joe -X
= (245 Ty + (2= 1Ty X (14.1)
= 8o(U) + 8 (U) - X.

In this equation, g is the U-conditional-intercept function that assigns the person-specific
intercept to each value u of the person variable U, and g is the U-conditional-effect function
that assigns the person-specific effect of X on Y to each value u of U. The function g;(U) is
a random variable on (2, &, P). It is the composition of the person variable U and the effect
function g;. In this example, the treatment effect for Joe is g;(Joe) = .2 — .1 - 1 = .1, and for
Annitis g{(Ann) = .2 —.1-0 = 2. Hence,

d, ifw e {U=Joe}

e = 2=l oz = { 2, ifoe {U=Ann}.
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In Theorem 15.3, we show that Equation (14.1) implies
g(U) = EX=% | U) (14.2)
and
g (U)=E*=Y (v | U)-E*=%(v | U), (14.3)

where EX=X(Y | U), x = 0, 1, denotes the U-conditional expectation of ¥ with respect to the
conditional-probability measure PX=%.

Furthermore, because E(7,_,,) = P(U=Joe) = .5 [see Eq. (6.4)], the expectation of the
effect function is

Ey(gy) = El[g1(U)]
SEQ2-1-Ty_p)=2—0-Edy_p)=2—-1-5=.15  (144)

[see Eq. (6.13)]. For simplicity, this expectation is also called the average treatment effect. In
this example, E[g;(U)] is also the slope of X in the equation

EY|X)=.45+.15 X, (14.5)

which can be computed by applying the equations of Example 12.15 (see also Example 12.16).

From a methodological point of view, note that in this example the function g; and its
expectation have a causal interpretation as a U-conditional-effect function and the average
effect of the treatment. Furthermore, the slope of X in Equation (14.5) is also identical to the
average causal effect of the treatment variable X. As shown in Corollary 15.18, this follows
from independence of X and U [see the column headed P(X=1 | U) in Table 14.1, Exam-
ple 5.37, and Rem. 10.59]. In empirical applications, in which we draw one person and then
assign him or her to one of two treatment conditions (see Table 14.1), independence of X and
U is created by assigning the drawn person to treatment x with identical probabilities for all
persons such that P(X=1 | U) = P(X=1) (see Rem. 10.50). <

Example 14.2 [Joe and Ann with self-selection — continued] Table 14.2 shows another
example with Joe and Ann. Some of the conditional expectations displayed have already been
presented in Table 11.2. In Table 14.2, the treatment probability does depend on the per-
son drawn, that is, P(X=1 | U) # P(X=1) [see the column headed P(X=1 | U)]. Therefore,
according to Remark 10.50, X and U are not independent. In applied statistics, such a depen-
dence between X and U is often created by ‘self-selection’ into one of the treatment conditions.

Inspecting the columns headed by E(Y | X, U) in Tables 14.1 and 14.2 shows that these
columns are identical. Therefore, Equation (14.1) still holds for E(Y | X, U), and this implies
that the conditional treatment effect for Joe is again g (Joe) = .1, and for Annitis g;(Ann) = .2.
Furthermore, because P(U=Joe) =.5 still holds, the average treatment effect is again
Elg,(U)] = .15 [see also Eq. (14.4)]. In contrast to Example 14.1, E[g,(U)] is not identical to
the slope of X in the equation

E(Y|X)=.60—.18-X, (14.6)

which can be computed by applying the equations of Example 12.15 (see also Example 12.16).
Now the slope —.18 has no causal interpretation, because all individual treatment effects are



CONDITIONAL EXPECTATION WITH RESPECT TO P? 415

Table 14.2 Joe and Ann with self-selection: conditional expectations with respect to PX=¥,

Outcomes ® Observables Conditional expectations
> >~
5 2 09
o g2 g
i) o = e PR
- g I gls 5 = = =~ =2
5 o S 5§ 2 |- o — = = s B
E 2 =~ g E §|X = 5 Z | =z =
2 8 3 S 2 s 8 |o = T o SR I
£ o 3 = 5 S 3 |2 = X b = S
2 = »n _ [ = O | S| A &N | S0 _ _
(Joe, no, —) .144 Joe 0 0 7 6 .04 7 .8 .1 24 0
(Joe, no, +) 336 Joe 0 1 7 .04 7 .8 1 .56 0
(Joe, yes, —) 004 | Joe 1 0 8 42 .04 7 .8 .1 0 .01
(Joe, yes, +) 016 | Joe 1 1 8 42 .04 7 .8 1 0 .04
(Ann, no, —) 096 | Ann 0 0 2 6 .76 2 4 2 .16 0
(Ann, no, +) 024 | Ann 0 1 2 .6 .76 2 4 2 .04 0
(Ann, yes, =) | 228 | Ann 1 0 4 42 76 2 4 2 0 57
(Ann, yes, +) | .152 | Ann 1 1 4 42 76 2 4 2 0 .38

positive (.1 for Joe, .2 for Ann), whereas this slope is negative. Hence, this slope would be
extremely misleading if used for the evaluation of the treatment. Note that the phenomenon
that E[g;(U)] and the slope of X in Equation (14.6) are not identical can only occur if X and
U are not independent (see Theorem 15.14).

Hence, while the function g, and its expectation Ey;(g;) = E[g(U)] can still be causally
interpreted as a U-conditional-effect function and the average effect of the treatment, respec-
tively, the slope of X in Equation (14.6) does not have a causal meaning. <

Example 14.3 [No treatment for Joe — continued] Table 14.3 displays a third example
with Joe and Ann. Note that the values of the versions E(Y | X) and E(Y | X, U) in this table are
specified forallo € Q (see Examples 9.22,9.23, and Exercise 14.1). However, in this example,
there are infinitely many versions of the conditional expectation E(Y | X, U). In Table 9.2, we
already specified a version V € &(Y | X, U) with

Vi) =0, ifwe {(Joe,yes,—),(Joe,yes, +)},

and in Example 10.19, we noted that assigning any other real number instead would do as well.
For instance, assigning

Viw) =9, ifw e {(Joe,yes,—), (Joe,yes,+)},
we define a second version V* € &(Y | X, U), provided, of course, that the other values are

assigned as in Table 9.2. The version V* = E(Y | X, U) is displayed in Table 14.3. In Exam-
ple 10.19, we also noted that two versions V and V* of E(Y | X, U) are P-equivalent.
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Table 14.3 No treatment for Joe: conditional expectations with respect to PX=¥,

Outcomes ® Observables Conditional expectations
"IN g
5 = 9 E
) . z
S 5 E D~ o~ &
- T Z £|5 S S 2 |2 2
S g 5 2 . o~ = = = s B
£ 2 2 = E E| X = 7 > x|l = <
=38 | 2] % 3 8|z = A B
£ & 3 =z o) 2] =] = = o) b b b B
2 = @»n A =W I o | | L | | e e
(Joe, no, —) A52 | Joe O 0 | .696 .6 0 .696 9 245 0
(Joe, no, +) 348 Joe 0 1 .696 .6 0 .696 9 .561 0
(Joe, yes, —) 0 Joe 1 0 9 4 0 696 9 0 0
(Joe, yes, +) 0 Joe 1 1 9 4 0 .696 9 0 0
(Ann, no, —) 096 | Anm 0 O 2 .6 .76 2 4 | 155 0
(Ann, no, +) 024 | Ann 0 1 2 .6 76 2 4 ].039 0
(Ann, yes,—) | 228 | Ann 1 0 4 4 76 2 4 0 .6
(Ann, yes, +) 152 | Ann 1 1 4 4 .76 2 4 0 4

For the version V [see the column headed E(Y | X, U) in Table 9.2], we can write

V=2+4496-Ty_j,+.2-X—896-1y_;, X
= (2 + 496 . 1U=]ae) + (2 - 896 . 1U=Joe) -X (147)
= go(U) +g,(U) - X.

(The coefficients of this equation are obtained analogously as in Example 12.24.) In this equa-
tion, go(U) := .24 .496 - 1,_,,, holds for the U-conditional-intercept function, and

gl(U) =.2—.896- 1U=J()(3

holds for the U-conditional-effect function g,. For the version V, the value of g; for Joe is
g1(Joe) =.2 —.896 -1 = —.696, and for Ann itis g;(Ann) = .2 — .896 - 0 = .2.
Furthermore, the version V* satisfies

Vi=2+4+.49 Ty +2-X+8.104- Ty jpe - X
=(2+.49 - Ty_j1,0) + (248104 - 1y_7,.) - X (14.8)
= gi(U) +g5(U) - X.
In contrast to the two different versions of E(Y | X, U), different versions of the U-
conditional-effect function are not necessarily P;-equivalent. For instance, if we consider the

version V € &(Y | X, U) specified above, then the associated effect function g; has the two
values

g1(Joe) =.2—-.896-1=-.696 and g;(Ann)=.2-.896-0=.2,
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whereas considering the version V* € & (Y | X, U) specified above, the associated effect func-
tion g7(U) has the two values

g (Joe)=2+8.104-1=8304 and g'(Ann)=.2+8.104-0=2.

Consequently, the expectations of different versions of the effect function also differ from
each other. Because P(U=Joe) = .152+.348 4+ 0+ 0 = .5 and P(U=Ann) = .096 + .024 +
228 + .152 = .5, the expectation of g is

Ey(g) =Elg(U)]=—-.696 - P(U=Joe) + .2 - P(U=Ann)=—.696 - 5+ .2-.5=—.248,
whereas the expectation of g’lk is
Ey(g)) = Elg{(U)] = 8.304 - P(U=Joe) + .2 - P(U=Ann) = 8.304 - 5+ .2-.5 = 4.252.

For both computations, we used Equation (6.15). <

Remark 14.4 [Methodological conclusions] Examples 14.1 to 14.3 show that the notions
effect function, conditional effects, and average effects are crucial for the evaluation of treat-
ments, interventions, and expositions. This applies not only to U-conditional effects but also to
effects conditioning on other variables, say Z, such as Z = gender, Z = severity of symptoms,
Z = educational status, and so on. Our examples with a dichotomous treatment variable X
with values 0 and 1 show: Although a conditional expectation E(Y | X, U) is uniquely defined
up to P-equivalence, this guarantees neither that the effect function is uniquely defined up
to Py-equivalence nor that the expectations of g; and gi‘ are identical for different versions
81, &) of the effect function. This suggests that we need to learn more about the effect func-
tion and the conditional expectations EX=0(Y | U) and EX=!(Y | U) [see Eq. (14.3)]. In more
general terms, we need to learn more about a conditional expectation EB(Y | Z) with respect
to a conditional-probability measure PZ. <

14.2 Assumptions and definitions

In section 4.2, we considered a probability space (2, &/, P) and an event B € & with P(B) > 0.
According to Theorem 4.28, the function PB: of - [0, 1] defined by

P(AnB)

B _ —
PB(A)=P(A | B) = 5)

, VAed, (14.9)
is a probability measure on (€2, &) called the B-conditional-probability measure. We also
noted that (Q, &, P?) is a probability space sharing the measurable space (Q, /) with the
original probability space (Q, &, P).

In section 9.1, we used the conditional-probability measure P2 in order to introduce the
B-conditional expectation value

E(Y|B):EB(Y):/YdPB, (14.10)

assuming P(B) > 0 [see Eq. (9.2)] and that the expectation of Y with respect to P? exists (see
Def. 6.1), that is, that Y is quasi-integrable with respect to P? (see Def. 3.28). Hence, E(Y | B)
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denotes the B-conditional expectation of Y and, by definition, it is identical to the expectation
EB(Y) of Y with respect to PB. If Z is a random variable on (Q, &, P) and B = {Z=z} =
{0 € Q: Z(w) = z} with P(Z=z) > 0, then we use the notation EZ=%(Y) and

E(Y | Z=z) = EZ=%(Y) (14.11)

instead of EB(Y) as well as PZ=% instead of PE. Note, however, that E(Y | Z=z) is also defined
if P(Z=z) = 0. [For the definition see Eq. (10.27), and for uniqueness see Rem. 10.28.]
In this section, we often refer to the following assumptions and notation:

Notation and assumptions 14.5

Let Y: (Q, o, P) - (R, B) be a random variable, B € f with P(B) >0, € c o a c-alge-
bra, and P® defined by Equation (14.9). Furthermore, assume that Y is nonnegative or
such that EB(Y) is finite.

Remark 14.6 [Finite expectation with respect to P?] If Y is a random variable with finite
expectation E(Y), then EB(Y) is finite, too (see Exercise 14.2). In contrast, finiteness of E2(Y)
does not imply that E(Y) is finite. <

In chapter 10, we defined a version of a €-conditional expectation E(Y | €) with respect
to the measure P (see Def. 10.2). For convenience, we repeat this definition of a €-conditional
expectation, but now it is for a conditional-probability measure P2 defined by Equation (14.9).

Reading the following definition, note that V, X, Y are random variables on the probability
space (Q, &/, P)if and only if they are random variables on (Q, </, PB), provided, of course, that
P(B) > 0o that P8 is defined (see Exercise 14.3). Also remember that 6(V) = V~1(%) denotes
the c-algebra generated by the random variable V: (Q, o/, P) — (R, %) (see section 2.3.2).

Definition 14.7 [€-conditional expectation with respect to PZ]

Let the assumptions 14.5 hold. A random variable V: (Q, o, P) — (@,53’) iscalledaver-
sion of the G-conditional expectation of Y with respect to PB, if the following two
conditions hold:

(a) o(V)cC®.
(b) EB(1.-V)=EB(1.-Y), VCe®

If V satisfies (a) and (b), then we also use the notation EBY |®):=V.

According to Equation (6.1), condition (b) of this definition is equivalent to
/1C-VdPB=/1C-YdPB, VCe®. (14.12)

This equation shows more clearly how the measure P8 is involved in the definition of
EB(Y | ®).
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Remark 14.8 [Existence] The only difference between Definitions 10.2 and 14.7 is that,
instead of referring to P, now we refer to the conditional-probability measure P? defined
by Equation (14.9). Hence, Theorem 10.9 (i) implies that, under the assumptions of Defi-
nition 14.7, there exists at least one version EZ(Y | ©). <

Remark 14.9 [Uniqueness] Theorem 10.9 (ii) implies that two versions V and V* of the &-
conditional expectation of ¥ with respect to P? are PB-equivalent. In other words, EB(Y | )
is PB-unique (see Rem. 10.13). <

Remark 14.10 [Set of all versions of the €-conditional PB-expectation] The notation
EB(Y | €) refers to a version of the @-conditional expectation of ¥ with respect to P5. In
contrast, the ser of all random variables V on (R, &, P) that satisfy conditions (a) and (b) of
Definition 14.7 is denoted by &5(Y | €). Hence, we can write EB(Y | €) € &B(Y | ©) (see
also Exercise 14.4). <

Remark 14.11 [EB(Y | ©) is not necessarily P-unique] Although EB(Y | ) is PB-unique,
it is not necessarily P-unique (see Rem. 10.13). In section 14.6 we present necessary and
sufficient conditions for P-uniqueness of EB(Y | %), a property that has important implications
(see, e.g., section 14.6.4 and Box 14.1). <

Remark 14.12 [Properties of EZ(Y | €)] Because EB(Y | ©) is a conditional expectation,
the properties that have been treated in detail in chapters 10 and 11 analogously also apply to
EB(Y | ©). We simply have to exchange the probability measure P by P2, the expectation E(-)
by EB(.), the variance Var(-) by Var®(-), and the covariance Cov(, -) by CovB(-, ). <

Remark 14.13 [Existence of a real-valued version EZ(Y | €)] Box 10.1 (x) immediately
yields: If the assumptions 14.5 hold and EZ(Y) is finite, then there is a real-valued version
Ve&By|®). <

Remark 14.14 [@-conditional probability with respect to P?] Let the assumptions 14.5
hold and let A € &/ . Then we call

PBAa®) =EE1, %) (14.13)

a version of the @-conditional probability of A with respect to PB. Correspondingly,
PB(A | &) denotes the set of all these versions PB(A | ©). <

Now we adapt notation and terminology of a €-conditional expectation with respect to a
conditional-probability measure to the case in which the c-algebra € is generated by a random
variable.

Remark 14.15 [X-conditional expectation with respect to P?] Let the assumptions 14.5
hold and assume that X: (Q, &, P) —» (Q,, o }’() is a random variable. Then we define

EB(Y | X):= EB(Y | 6(X)) (14.14)

and call it a version of the X-conditional expectation of Y with respect to P8 or a version of
the X-conditional PB-expectation of Y. <
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Correspondingly, we use &2(Y | X) to denote the set of all versions of the X-conditional
expectation of ¥ with respect to P5.

Remark 14.16 [X-conditional probability of an event with respect to P5] If A € o,
then,

PBA | X):=EB(1, | X) (14.15)

is called a version of the X-conditional probability of A with respect to PB, and 8(A | X)
denotes the set of all these versions. <

If Bis the event {Z=z} = {0 € Q: Z(w) = z} that a random variable Z takes on the value
zZ, then we adapt the notation and the terminology correspondingly.

Notation and assumptions 14.17

LetY: (Q, d, P) » (R,B) and Z: (Q, o, P) — (X, o)) be random variables and € c ol
a c-algebra. Furthermore, let z € Q!, with P(Z=z) > 0 and assume that Y is nonnegative
or such that EZ=%(Y) is finite.

Remark 14.18 [Conditional expectation with respect to PZ=?] Let the assumptions 14.17
hold. Then we use the notation

EZ=Z(Y | €)= E{Z=Z}(y | ©) (14.16)

and call it a version of the @-conditional expectation of Y with respect to PZ=%. The measure
PZ=%is defined by Equation (14.9) with B = {Z=z}. Correspondingly, &=%(Y | €) denotes
the set of all versions of the @-conditional expectation of ¥ with respect to PZ=7. <

Remark 14.19 [-conditional probability with respect to P?=?] Correspondingly, for
A € o we define PZ=%(A | €) := EZ?=%(1, | ©), a version of the G-conditional probability of
the event A with respect to the measure PZ=%, and we use <=%(A | %) to denote the fam-
ily of all versions of the %-conditional probability of the event A with respect to the measure
PZ =z, <

In the next definition, we additionally consider a random variable X and use it such that
o(X) takes the role of the c-algebra € .

Notation and assumptions 14.20

Let X: (Q, d, P) - (Q, ,Qf):,), Y: (Q, o, P)—> (R,RB), and Z: (Q, o, P) — (X, .sz(é) be
random variables. Furthermore, let 7 € Q’Z with P(Z=z) > 0, and assume that Y is non-
negative or such that E*=%(Y) is finite.

Under these assumptions, we define an X-conditional expectation with respect to a (Z=z)-
conditional probability measure as follows:
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Remark 14.21 [X-conditional expectation with respect to P2=?] Let the assumptions 14.20
hold. Then,

EZ=YY | X) := EZ=3(Y | (X)), (14.17)
is called a version of the X-conditional expectation of Y with respect to P*=7. <

Again, note the distinction between a version EZ=%(Y | X) and &Z=%(Y | X), the family of
all versions of the X-conditional expectation of ¥ with respect to P#=%. Of course, what has
been said in Remark 14.12 about the properties of a -conditional expectation with respect to
P8 applies to EZ=%(Y | X) as well.

Remark 14.22 [X-conditional probability with respect to PZ=?] Correspondingly, for
A € o we define PZ=%(A | X) := E% =%(14 | X), a version of the X-conditional probability of
the event A with respect to the measure PZ=%, and we use ?=%(A | X) to denote the family
of all these versions. <

Example 14.23 [Joe and Ann with self-selection — continued] We continue Example 14.2,
illustrating how to compute EX=0(Y | U) and EX=!(Y | U), which, in this example, are both
uniquely defined. First we compute the probabilities of the elementary events with respect to
the measures PX=0 and PX=!, and then specify EX=0(Y | U) and EX=1(Y | U).

Enumerating the eight elementary events {®;} to {wg} from top to bottom of the first col-
umn of Table 14.2, the probabilities of these elementary events with respect to PX=0 can be
computed as follows:

P[{(Joe, no, =)} n {X=01}]

P*=({w,}) = P*= [{(Joe, no, -)}1 =

P(X=0)
_ Pl{oe, no, -)}1 _ 144 o
T T P(X=0) 144+ 336+ .09%6+.024

For the elementary event {®, }, we obtain

Pl{(Joe, no, +)} n {X=01}]

PX=%w,}) = P*=C[{(Joe, no, +)}]1 =

P(X=0)
_ Pl{Woe, no, +)}] _ 336 _ 56
a P(X=0) T 144 + 336 +.096 +.024 T

For {5}, we obtain

Pl{(Ann, no, =)} n {X=0}]
P(X=0)

_ P[{(Ann, no, 9)}1 _ .096 3

- P(X=0) T 1444 336 +.096 +.024

PX={ws}) = P*=C[{(Ann, no, -)}] =

16;
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and, for {wg},

PX=0({(D6}) — PX:()[{(AI’ZI’Z, no, +)}] — P[{(Ann» no, +)} n {XZO}]

P(X=0)
_ Pl{(Ann,no, H)}] _ 024 o
P(X=0) 144 + 336 +.096 +.024

The probabilities of the other four elementary events with respect to PX=0 are 0 (see the last
but one column of Table 14.2). The probabilities of the eight elementary events with respect
to PX=1 are computed analogously (see also the last column of Table 14.2).

Now we specify the U-conditional expectation of ¥ with respect to PX=0. Because ¥
is an indicator variable with values O and 1, the conditional expectation EX=0(y | U) can
also be denoted by PX=0(Y=1| U) [see Eq. (14.15)]. It has two different values, one for
® € {U=Joe} and one for ® € {U=Ann}. These values can be computed as follows:

- PX=0(y =1, U=Joe) .56
PX=0(y=1|U=Joe) = : = =.7
Y=11U=Jo0) = — 530 U= Joe) 241 .56
and
PX=0(y=1| U=Ann) = PX=0y=1,U=Ann) 04 5
B B - PX=0(U=Ann) = 04+.16

The results of the corresponding computations for PX=1(Y=1| U) are displayed in the third
from the right column of Table 14.2.

Note that, in this example, there is only one single element in &X=%(Y | U) and one single
element in £X=1(Y | U), that is, the conditional expectations EX=0(Y | U) and EX=1(Y | U)
are uniquely defined. In contrast, in Example 14.24 there is one single element in X=0(Y | U),
but an infinite number of different elements in EX=1(Y | U). <

Example 14.24 [No treatment for Joe — continued] We continue Example 14.3. In this
example, EX=0(y | U) is uniquely defined (see Exercise 14.7). In contrast, this is not true for
EX=1(Y | U). The probabilities of the elementary events with respect to the measures PX=*
are computed analogously to Example 14.23. The results are displayed in the last two columns
of Table 14.3.

Now we specify a version of the U-conditional expectation of Y with respect to the measure
PX=1 Because Y is an indicator variable with values 0 and 1, a version of this conditional
expectation can also be denoted by PX=!1(Y=1| U) [see Eq. (14.15)]. It has two different
values, one for U(w) = Joe and one for U(w) = Ann. The latter is

PX=l(y=1,U=Ann) 4 _
PX=\(U=Ann)  6+4

PX=l(y=1|U=Ann) =

In contrast, the fraction PX=!(Y=1, U=Joe)/PX=1(U=Joe) is not defined, because
PX=1(U=Joe) = 0. Nevertheless, a value PX=1(Y=1|U=Joe) of a factorization of
PX=1(y=1]| U) is defined [see Def. 10.33 and also Eq. (14.34)]. In this case, we can choose
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any real number as the value of PX=1(Y=1 | U) forw € {U=Joe} = {oq, ..., ®y}. For exam-
ple,

V(@) 9, if Ulw) = Joe
0) =
! 4, if U(w) = Ann,

[see Eq. (10.31) and also Eq. (14.41)] defines a first element of PX=1(Y=1|U) (see
Table 14.3), and

N 0, if Ulw) = Joe
V] (0) = .
4, if U(w) = Ann,

is a second element of the set #*=!(Y=1| U). Obviously, V, and v} are PX=1_equivalent,
because PX=1(A,) = 0, where

A = {m e Q:V(w)# V;‘(u))} ={®, ..., 04}
= {(Joe, no, —), (Joe, no, +), (Joe, yes, —), (Joe, yes, +)}.

This probability can be computed by

P=lap= Y Pl({o)=0+0+0+0=0

weA,

(see the last column of Table 14.3). In contrast,

PA) = ) P({o})=.152+.34840+0=5.

WEA,

Hence, the two versions V; and V| of the U-conditional PX=!_expectation of Y are PX=1-
equivalent, that is, they are equivalent with respect to the measure PX=!. However, the two
versions are not equivalent with respect to the measure P. (This issue will be treated in more
detail in section 14.6.)

Note that the values of a version EX=*(Y | U) of the conditional expectation are defined for
all elements ® € Q and that these conditional expectations are random variables on all three
probability spaces (Q, &, P), (R, &, PX =0), and (Q, o, PX :1), because they share the same
measurable space (@, &) (see Def. 5.1). Furthermore, the values of such a version EX=*(Y | U)
only depend on the person drawn. This illustrates that they are measurable with respect to U
[see Def. 14.7 (b)]. <

14.3 Properties

Remark 14.25 [Rules of computation] The rules of computation for conditional expecta-
tions E(Y | €) with respect to a probability measure P analogously hold for conditional expec-
tation EB(Y | &) with respect to a conditional-probability measure PZ. For example, according
to Rule (iv) of Box 10.1,

EBIEB(Y | ©)] = EB(Y). (14.18)
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Similarly, according to Rule (iii) of Box 10.1,

EB(q-Y|%)=Ba-EB(Y|%), aeR. (14.19)
P

We simply have to exchange the notation E(-), which refers to the measure P, by EB(-) referring
to the conditional-probability measure P? and, of course, exchange P by P5. <

In the following theorem we extend Equation (14.19), showing how to deal with a &-
conditional expectation with respect to PZ=% of f(Z) - Y.

Theorem 14.26 [Regressand f(Z) - Y] L
Let the assumptions 14.17 hold. If f: (., .Qfé) - (R, %) is a measurable function and
f(@) €, then,

E=f(2)- Y| %] 2@ E“=4Y | %). (14.20)

(Proof p. 439)

Remark 14.27 [Two special cases] For the constant 1 taking the role of Y, Rule (i) of
Box 10.1 yields EZ=%(Y | €) = 1. Therefore, Equation (14.20) implies
pz=

E*=f(2) | %] 2@ (14.21)
Another special case of Equation (14.20) is

EX= (D)) = f(2), (14.22)

which follows from Remark 10.5 and (14.21) for € = {Q, @}. <

Remark 14.28 [Two probability spaces] There are also some properties of a conditional
expectation EB(Y | &) that are related to the fact that two probability spaces, (Q, &, P) and
(Q, o, PB), are involved. By definition, a version of the conditional expectation EB(Y | €)
with respect to P2 is a random variable on the probability space (Q, &, PZ). Therefore, it
is also a random variable on (Q, o/, P). However, different elements of €5(Y | €) are not
necessarily P-equivalent; they are necessarily equivalent only with respect to PZ. Hence, if
V,V*e &B(Y | ), then the expectations E(V) and E(V*) with respect to P may differ from
each other, whereas EB(V) and EB(V*) are necessarily identical. These issues are treated in
detail in section 14.6.2. <

14.4 Partial conditional expectation
Now we introduce the concept of a partial conditional expectation using a factorization of a

version g(X,Z) = E(Y | X, Z) € &(Y | X, Z). We show how this concept is related to a condi-
tional expectation with respect to a conditional-probability measure. In Definition 14.29, we
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refer to the functions g, : Q;( — R that, forall z € Q/Z, are defined by
g, =gx,2), VxeQ. (14.23)

Referring to the concept of an (X =x, Z=z)-conditional expectation value introduced in Defi-
nition 10.33, we can write

g0 =g, ) =E(Y | X=x,Z=2), Y(x,2)eQ, xQ,. (14.24)

Note that, in Equations (14.23) to (14.25), we do not assume P(Z=z) > 0.

Definition 14.29 [Partial conditional expectation]

Let X:(Q, 4, P) - (., &), Y: (Q, o, P) > (R,B), and Z: (Q, &, P) — (,, o)) be
random variables and assume that Y is nonnegative or with finite expectation E(Y). Fur-
thermore, let g(X,Z) = E(Y | X, Z2) € €(Y | X, Z) and, for z € Q'Z, let the function g, be
defined by Equation (14.23). Then the function E(Y | X, Z=z): Q — R defined by

EY |X,Z=2) :=g,(X) (14.25)

is called a version of the partial (X,Z=z7)-conditional expectation of Y (with
respect to P).

To emphasize, for each z € Q’Z, the function E(Y | X, Z=z) denotes the composition of X
and g,. Hence, for each z € Q’Z it is a random variable on (Q, &/, P) that is X-measurable (see
Lemma 2.52). In Theorem 14.33, we show that E(Y | X, Z=z) is a version of the conditional
expectation of ¥ on X with respect to PZ=%, provided that P(Z=z) > 0.

Remark 14.30 [Partial conditional probability] If A € &/, then we also use the notation
PA|X,Z=z2):=E(1y | X,Z=z) and call it the partial (X, Z=z)-conditional probability of
the event A (with respect to P). Furthermore, if Y is dichotomous with values 0 and 1, then
we also use the notation P(Y=1 | X, Z=z) := E(Y | X, Z=z) and call it the partial (X, Z=z)-
conditional probability of the event {Y =1}, or simply of Y =1 (with respect to P). <

Remark 14.31 [Factorization and partial conditional expectation] If the assumptions of
Definition 14.29 hold, then,

.- 8(X,2)=1,__- g.(X). (14.26)

(For a proof, see Exercise 14.5.) <

Remark 14.32 [Discrete Z] Under the assumptions of Definition 14.29, suppose that
Z:(Q, d, P) - (,, o) is discrete and Z(Q) c Q/, is finite or countable with {z} € o) for
all z € Z(Q). Then,

EY|X.Z)= ) EY|X.Z=2)-T,_, (14.27)
ze Z(Q)
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holds for the specific version E(Y | X, Z) that is used in Definition 14.29 (see Exercise 14.6).
Furthermore,

V=Y EY|X.Z=2)1,_, VVe&(Y|X.2). (14.28)
ze Z(Q) <

According to the following theorem, the partial conditional expectation E(Y | X, Z=z) is
also a version of the X-conditional expectation of ¥ with respect to PZ=2, provided that z € Q’Z
with P(Z=z) > 0.

Theorem 14.33 [Relationship between E(Y | X, Z=z) and EZ=%(Y | X)]
Let the assumptions of Definition 14.29 hold and suppose that z € Q’Z with P(Z=z) > 0.
Then,

EY |X,Z=2) € &“=¢(Y | X), (14.29)
and therefore

EY|X.Z=2) = E*=YY |X), VE’=YY|X)e &?=YY|X). (14.30)
P =2

(Proof p. 439)

Remark 14.34 [An immediate implication] If the assumptions of Theorem 14.33 hold and
if Z is discrete with P(Z € 96) =land P(Z=z) > Oforall z € QE) (see Def. 5.56), then,

V=Y EFY|X) 1., VVe&(Y|X2). (14.31)
PzeQ(’) q

14.5 Factorization

Let the assumptions 14.5 hold and let X: (Q, o/, P) — (&, o )’() be arandom variable. Because
EB(Y | X) is measurable with respect to X, Lemma 2.52 implies that there is a measurable
function gp: (Q}, ) = (R, %) such that

EB(Y | X) = gg(X) (14.32)

is the composition of X and gz. A function gy satisfying Equation (14.32) is called a factor-
ization of the version EB(Y | X) € &5(Y | X) (see sections 10.4.1 and 10.4.4).

14.5.1 Conditional expectation value with respect to P2

The values of a factorization g5 of EB(Y | X) are called (X = x)-conditional expectation values
with respect to P2, and they are denoted by

EB(Y | X=x) :=gp(x), VxeQ (14.33)
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(see Def. 10.33). Instead of EB(1, | X=x), we also use the notation P2(A | X=x), provided
that A € .
Correspondingly, under the assumptions 14.5,

E*Z4(Y | X=x) = g;_.(x), Vxe&, (14.34)

and PZ=%(A | X=x) := E?=%(1, | X=x) for A € &/ . Note that g,,__ is not necessarily identical
to the function g, defined by Equation (14.23).

Remark 14.35 [Relationship between the functions g, and g,_.] Let g(X,2)e
EY|X,Z)andg,_ (X) € &Z=%(Y | X). Then the relationship between the function g, defined
by Equation (14.23) and the function g,_, defined by Equation (14.34) is as follows:

(i) 8. = g7-.if P(Z=2)>0.
P

(i) g, =gz, if z € Q, with P(Z=z,X=x) > 0 for all x € Q.
(see Exercise 14.8). Note that g, _, is only defined if P(Z=z) > 0. <

Remark 14.36 [Relationship between factorizations] Suppose that the assumptions 14.20
hold, where Y is nonnegative or with finite expectation E(Y). Then Theorem 14.33 implies

E’=3(Y | X=x)=E(Y | X=x,Z=2)

. (14.35)
=E(Y | X=x,T;_,=1), forPg~“aa xeQf,

where EZ=%(Y | X=x) and E(Y | X=x, Z=z) are the conditional expectation values defined
by (14.34) and (10.27), respectively (see Exercise 14.9). Note that B = {75 = 1}. Therefore,
according to (14.33), for B e & with P(B) > 0, Z = T, and z = 1, the first of these two
equations yields

EB(Y|X=x)=EY | X=x, Tz=1), for Pf-a.a. X € Qg( (14.36)
<

Remark 14.37 [A sufficient condition for uniqueness] Applying Remark 2.71 to Equa-
tion (14.35) yields

E*=YY | X=x) = E(Y | X=x,Z=2) = EX=%2=%(Y) (14.37)

for all x e QS( for which PZ=3(X=x) > 0, or equivalently, for which P(X=x,Z=z) > 0,
where EX=%Z=%(Y) denotes the expectation of Y with respect to the conditional-probability
measure PP with B = {X=x}n{Z=z}. Hence, E=%Y | X=x) is uniquely defined if
PX=x,Z=2)> 0. <

14.5.2 Uniqueness of factorizations

Remark 14.38 [Uniqueness of factorizations] For a fixed version EZ(Y | X), the factoriza-
tion gz of EB(Y | X) is uniquely defined, provided that Q}, is identical to the image X(Q) =
{X(w): ® € Q}. If Qg( # X(Q), then there can be different factorizations of a single version
EB(Y | X) (see Rem. 10.28).
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If g and gg are factorizations of two versions V and V* of £8(Y | X), respectively, then,
according to Corollary 10.29,

25 = g5 (14.38)
X

that is, gz and g}, are P¥-equivalent, where P denotes the probability measure on (€, &/5)
defined by

PEA)Y=PP(XeA), VAed]. (14.39)

Hence, because PB(X e A’) is just another notation for PE[X ~1(A")], Pf? is the image measure
of P8 under X (see Def. 5.3 and Rem. 5.5). <

Remark 14.39 [Values of the X-conditional expectation with respect to P?] If P(B) > 0
and EB(Y | X) € €B(Y | X), then, for all x € Q/,,

EB(Y | X)) =EB(Y |X=x), Voe{X=x) (14.40)

(see Rem. 10.37). This also implies that the value of EB(Y | X) is constant on all sets {X =x},
x € Q). Correspondingly, if P(Z=z) > 0, then, for all x € Q},

E“=3(Y | X)) = E“=X(Y | X=x), Voe{X=x]. (14.41)

In other words, whenever the random variable X takes on the value x, and this is the case
if ® € {X=x}, then the random variable EZ=%(Y | X) takes on the value EZ=%(Y | X=x).
Note that Equation (14.41) also holds if Q is finite or countable and some ® € {X=ux}
have the probability PZ=%({®}) = 0. [As an example, consider the values of EX=1(Y | U) for
o € {(Joe, yes, —), (Joe, yes, +)} in Example 14.24.] <

14.6 Uniqueness

14.6.1 A necessary and sufficient condition of uniqueness

In Theorem 10.17, we presented a necessary and sufficient condition for uniqueness of a con-
ditional expectation. In the following corollary, we translate this result to a conditional expec-
tation with respect to P5.

Corollary 14.40 [Uniqueness of E2(Y | ©)]
Let the assumptions 14.5 hold, let & be a finite or countable partition of Q, and assume
€ =0(&). ThenV =V* forall V,V* € &B(Y | ), if and only if

PEA)>0, VAcE. (14.42)
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Remark 14.41 [Values of EB(Y | €)] In other words, under the assumptions of Corol-
lary 14.40, the conditional expectation EB(Y | €) is uniquely defined if and only if (14.42)
holds. Furthermore, if (14.42) holds, then,

ER(Y|€)= ) EP(Y|A)1, (14.43)
Ae &
[see Eq. (10.14)] and
VAe & EBY|®¥)w)=EB(Y|A), ifoecA (14.44)

[see Eq. (10.15)]. The last equation shows that EB(Y | €) describes how the conditional expec-
tation values EB(Y | A) depend on the events A € &. <

The corresponding result for the X-conditional expectation EB(Y | X) of Y with respect to P8
is as follows:

Corollary 14.42 [Uniqueness of E2(Y | X)]

Let the assumptions 14.5 hold. Furthermore, let X: (Q, o, P) — (Q},, of }’() be a random
variable such that Q, is finite or countable, X(Q) = Q\, and o, = P(Q}). Then V = V*
forall V,V* e &B(Y | X), if and only if

PB(X=x)>0, VxeXQ). (14.45)

Remark 14.43 [Values of E2(Y | X)] Hence, under the assumptions of Corollary 14.42,
EB(Y | X)is uniquely defined if and only if (14.45) holds. And, if (14.45) holds, then,

ERY |X)= Y EB(Y|X=x)-Tx_, (14.46)
xeX(Q)
and
VxeX(Q): EBY|X)w)=EB(Y|X=x), ifee{X=x}. (14.47)

This equation shows that the conditional expectation EB(Y | X) describes how the conditional
expectation values E8(Y | X=x) depend on the values x of X. <

Example 14.44 [Joe and Ann] Applying Corollary 14.42 to the introductory Examples 14.1
and 14.2 implies that the conditional expectations EX=0(Y | U) and EX=1(Y | U) are uniquely
defined. Furthermore, according to Remark 14.37, in these two examples, the conditional
expectation values EX=*(Y | U=u) are also uniquely defined, which follows from the fact
that PX=%(U=u) > 0 for all pairs (x, u) of values of X and U. In contrast, in Example 14.3,
only EX=0(Y | U) is uniquely defined, but EX=1(Y | U) is not. In fact, in this example,
EX=1(Y | U) is even not P-unique, although it is PX=!-unique. This issue is dealt with in
section 14.6.2. <
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14.6.2 Uniqueness with respect to P and other probability measures

A conditional expectation EB(Y |®)is always PB—unique (see Rem. 14.9). However, we may
also ask if EB(Y | ) is Q-unique, where Q is any probability measure on (Q, /). This includes
Q = P, but also Q = P€, where C € & and C # B (see Remarks 5.17 and 5.20). If EB(Y | &)
is Q-unique, then two versions V, V* € &By | €) have identical distributions, expectations,
variances, and so on not only with respect to P5, but also with respect to Q (i.e., Qy = )
(see Cors. 5.24 and 6.17). The following example shows why this is of interest.

Example 14.45 [Pre-post design] Suppose that X is an indicator variable with values O (con-
trol) and 1 (treatment), Y represents life satisfaction after treatment, and Z life satisfaction
before treatment. Then P-uniqueness of EX=(Y | Z) is crucial if we consider

E(Y | X,2)=gy(2) +81(Z) - X
with
812 =E"\(Y | 2) - E*%(Y | 2),
or the expectation
Elg(2) = E[E*='(Y | 2)] - E[E*="(v | 2)].

Furthermore, for x = 0 and x = 1, we may also consider the (X =x)-conditional expectation
values of g;(Z)
Elg,(@) | X=x] = E[EX='(Y | 2) | X=x] = E[E*=°(Y | 2) | X=x],

the average effect of X on Y given x = 0 (control) and x = 1 (treatment), respectively. Con-
sidering E[g,(Z) | X=x], where x = 0 or x = 1, it is crucial that EX=0(y | Z) and EX=1(Y | 2)
are unique with respect to the measure PX=* for the following reason: For x =0 or x = 1,
if PX=x)>0 and EX=1(Y|Z) is PX =*-unique, then the conditional expectation value
E[EX=1(Y | Z) | X:x] is identical for different versions EX=1(Y | Z) € &X=1(Y | Z). Cor-
respondingly, for x=0 or x = 1, if P(X=x) > 0 and EX=0(Y | Z) is PX=*-unique, then
E[EX=0(Y'| 2)| X=x| is identical for different versions EX=0(Y | Z) € &X=0(Y | Z) (see
Exercise 14.10). <

14.6.3 Necessary and sufficient conditions of P-uniqueness

Now we present conditions that are equivalent to P-uniqueness of EZ(Y | ). Note that, in this
theorem, we do not refer to the expectation EB(V) of V with respect to the measure PEB butto
the expectation E(V) of V with respect to P.

Theorem 14.46 [Conditions equivalent to P-uniqueness of E5(Y | )]
Let the assumptions 14.5 hold. Then the following propositions are equivalent to each
other:

(a) EB(Y | ®) is P-unique.
b) P< P8,
(b) =

(c) PB|%) > 0.
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If there is a version V € &B(Y | €) such that E(V) is finite, then each of (a) to (c) is also
equivalent to

(d) YV, V* e &B(Y | €): E(V) = E(V*).
(Proof p. 440)

Remark 14.47 [Sufficient conditions for finiteness of E[EZ(Y | €)]] Remember, the expec-
tation of a random variable Y exists if f Y* dP or f Y~ dP is finite (see Def. 3.28). Hence,
the expectation E[EB(Y | )] of any version EB(Y | €) € &5(Y | ©) exists and is finite, for
example if one of the following conditions holds:

(a) € is a finite set and EB(Y) is finite (see Exercise 14.11).
(b) EB(Y | €) has only a finite number of real values (see Rem. 6.5).
(c) EB(Y | ®)is P-almost surely bounded on both sides, that is,

JaeR: —a<EB(Y|®)<alseeEq. (3.50)].
P P

(d) Y is P-almost surely bounded on both sides, thatis, 3a e R: —a<Y <a
P P

[EB() = E7B=1(-), and see Eq. (14.30), and Box 10.3 (v) and (vii), and (c)].
A special case of (d)isO0 <Y <a, for 0 < @ € R. Anotheroneis ¥ = 14,if A € &. <
P P

In the following corollary, we translate Theorem 14.46 to the special case of an X-
conditional expectation EB(Y | X) with respect to P? and apply Lemma 5.29.

Corollary 14.48 [P-uniqueness of E5(Y | X)]
Let the assumptions 14.5 hold and let X: (Q, o, P) — (€2, .Qf;() be a random variable.
Then the following propositions are equivalent to each other:

(a) EB(Y | X)is P-unique.

(b) P <« PB.
o(X)

(c) P(B|X) > 0.

(d) Py < P5.
d,

X

If there is a version V € B(Y | X) such that E(V) is finite, then each of (a) to (d) is also
equivalent to

(e) YV, V* e &B(Y|X): E(V) = E(V*).
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Remark 14.49 [Absolute continuity if X is discrete] Under the assumptions of Corol-
lary 14.48: If X is discrete and {x} € &/, for all x € Q{, then Py < P§ [see Cor. 14.48 (d)] is
equivalent to oy

VreQ: PPX=x)=0 = PX=x)=0 (14.48)

(see Exercise 14.12). <

Example 14.50 [Joe and Ann with randomized assignment — continued] The last two
columns of Table 14.1 display the conditional-probability measures PX=9 and PX=!. The val-
ues of PX=! = PB with B = {X=1} were already computed in Example 4.34. The last two
columns of Table 14.1 show that PX=*(U=u) > 0 for all pairs of values of X and U. This
implies that the conditional expectations EX=*(Y | U) are uniquely defined for both values of
X (see Cor. 14.42), which in turn implies that they are P-unique. Furthermore, according to
Equation (14.35), the expectations

E[EX=* (Y |U)1 = Y E(Y | X=x,U=uw)- PU=u), x=0,1, (14.49)

are finite. According to Remark 14.47 (b), this follows from the fact that the conditional
expectation values E(Y | X=x, U=u) = EX=X(Y | U=u) are finite. Finally, E(V) = E(V*) =
E[EX=X(Y | U)), forall V, V* € &X=X(Y | U) [see Cor. 14.48 (e)]. <

Example 14.51 [No treatment for Joe — continued] Continuing Example 14.24, consider
the event

{X=1} = {(Joe, yes, —), (Joe, yes, +), (Ann, yes, —), (Ann, yes, +)},
that the drawn person is treated, and the event
{U=Joe} = {(Joe, no, =), (Joe, no, +), (Joe, yes, =), (Joe, yes, +)},

that Joe is drawn. In this example, we already computed the (X=1)-conditional prob-
ability PX=!1(U=Joe) =0 and the (unconditional) probability P(U=Joe) = .50. Because
{U=Joe} € o(U), in this example, it is not true that PX=1(A) = 0 implies P(A) = 0 for all
A € o(U). Therefore, P <<) PX=1 does not hold (see Def. 3.70). Hence, Corollary 14.48

implies that the conditional expectation EX=!(Y | U) is not P-unique (see also Examples 14.3
and 14.24).

In Table 14.3, the values of EX=1(Y|U) are not uniquely defined for all four
o € {U=Joe}. Instead of 9, we could have assigned any real number to these four
possible outcomes ®, because PX=1(U=Joe) = 0. Nevertheless, EX=1(Y | U) is PX=!-
unique. However, because EX=!(Y | U) is not P-unique, in this example, E(V,) = E(V}) does
not hold for all V;, Vi e &X=1(Y | U) (see Th. 14.46). This has already been illustrated in
Example 14.3. <
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14.6.4 Properties related to P-uniqueness

Box 14.1 summarizes some important properties related to P-uniqueness (for proofs, see Exer-
cise 14.13), some of which have already been treated and illustrated in section 14.6.3. In the
following remarks, we comment on some of the implications of P-uniqueness.

Remark 14.52 [Implications of P-uniqueness] Suppose that Y is nonnegative or with finite
expectation E(Y), that EB(Y | €) is P-unique, and C € & with P(C) > 0. Then, according
to property (v) of Box 14.1, EB(Y | €) is also PC-unique, and according to property (vi)
of Box 14.1, the distributions P{ with respect to PC of all versions V e &8(Y | €) are
identical (see Cor. 5.24). This implies, for example, that the expectation EC[EB(Y | ©)] of
EB(Y | &) with respect to the conditional-probability measure P€ is identical for all versions
V e &B(Y | ®) [see Box 14.1 (vii)]. The same applies to its variance Var“[EB(Y | €)] [see
Rem. 6.27 and Box 6.2 (v)] as well as to its covariance CovC[EB(Y | €), W] with another
random variable W: (Q, o, P) — (R, %) [see Box 7.1 (x)], provided that this variance and this
covariance with respect to PC exist. <

Box 14.1 P-uniqueness of E2(Y | ©).

Let (Q, o, P) be a probability space, leL %7,9 c & be c-algebras, let B, C € &/ with
P(B), P(C) > 0, and let Y: (R, &/, P) —» (R, %) be a random variable that is nonnegative
or with finite expectation E(Y). Then,

EB(Y | ©)is P-unique & VV,V*e &B(Y|%): V? v* (1)
EB(Y | ®) is P-unique < P<%§PB (ii)
EB(Y | ©) is P-unique < P(B| %) ? 0 (iii)
EB(Y | ) is P-unique = EB(Y | D) is P-unique, if & c @ (iv)
EB(Y | ) is P-unique = EB(Y | %) is P&unique (v)
EB(Y | €) is P-unique = VV,V* e &B(Y|®): PS = P§. (vi)
EB(Y | ) is P-unique = VYV, V* e &8(Y | €): EC(V) = EC(V"). (vii)

IfEB(Y | €) or EC(Y | €) is real-valued and «, p € R, then,
EB(Y | €), EC(Y | €) are P-unique = a EB(Y |€)+p EC(Y | €) is P-unique. (viii)
If X: (Q, o, P) — (Q}, o) is a random variable and Q/ finite or countable, then,

(Vx e Q: PB(X=x)>0) = EB(Y|X)is P-unique. (ix)
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Remark 14.53 [The special case C = Q] A special case is C = Q. Hence, under P-
uniqueness of EB(Y | €), the following equations hold for all V, V* € €B(Y | ©):

Py = Py, (14.50)

E(V) = E(VY), (14.51)
Var(V) = Var(V¥), (14.52)
Cov(V, W) = Cov(V*, W), (14.53)

provided that these expectations, variances, and covariances with respect to the measure P
exist. <

Remark 14.54 [Another implication of P-uniqueness] Let the assumptions 14.5 hold. Fur-
thermore, let & c o/ be a c-algebra, € c &, and C € & with P(C) > 0, and suppose that
EB(Y | ©) is PC-unique. Then,

ECEE(Y €)1 2]1=EB(Y %) (14.54)
PC

which follows from Rule (vii) of Box 10.1, because, by definition, EB(Y | ) is € -measurable,
and because we assume € c . For the special case C =, this yields: If € ¢ & and
EB(Y | €) is P-unique, then,

E[EEY|€)| D] = EB(Y | ®). (14.55)
<

Remark 14.55 [Expectation of a linear combination] An implication of Box 14.1 (viii)
and Box 6.1 (vii) is:

Ela-EBY|®)+B-ECY|6) | =a-E[EB(Y |6)| +B-E[ES(Y |B)],  (14.56)

provided that EB(Y | €) and EC(Y | €) are P-unique, that EB(Y | €) or EC(Y | ©) is real-
valued, and the expectation E [ EB(Y | ‘[5)] or E [ EC(Y | %)] is finite. Under these assump-
tions, for all real-valued versions Vz € &8(Y | €) and V- € &Y |®),

E(a-Vg+B-Ve)=a-E(Vy) +p-EWV). -

Example 14.56 [Joe and Ann with self-selection — continued] Consider again Table 14.2.
In this example, the function g,(U) = EX=!(Y | U) — EX=%(Y | U) is a uniquely defined ran-
dom variable on (Q, &, P), because EX=0(Y | U) as well as EX=!(Y | U) are uniquely defined,
that is, each of the sets &X=0(Y | U) and €X=!(Y | U) has only one single element. This
implies that the average treatment effect

Elgi( =E[EX=Y Y |U) - EX=%Y | U)]

is uniquely defined as well. Note that the assumptions of Box 14.1 (viii) are less restrictive,
because they allow that each of the sets &X=0(Y | U) and €X=!(Y | U) has more than one
element. The requirement of Box 14.1 (viii) is not uniqueness but only P-uniqueness. <
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Example 14.57 [No treatment for Joe — continued] In the example presented in Table 14.3,
the set &X=%(Y | U) has only one single element. However, &X=!(Y | U) has infinitely
many elements: Replacing the value 9 by any other real number yields a new element of
&X=1(Y | U). More important, it is not true that all these elements are pairwise P-equivalent.
Hence, in this example, the function g,(U) = EX=1(Y | U) — EX=0(Y | U) is not P-unique (see
Example 14.51). In other words, it is not true that all elements of the set

(Vi =V Vo e 8*=0Y | U), v, e 8=l (¥ | )}
are pairwise P-equivalent. Therefore, there can be versions V), V(’)k e &X=0(Y | U) and
Vi, Vi e &X=1(Y | U) such that
E(V, = Vy) # E(V] = V).

This means that there is no uniquely defined average treatment effect E[g{(U)] in this
example. <

In the following corollary we extend Theorem 14.33 by adding another assumption.
Remember, if assumptions of Definition 14.29 hold and P(Z=z) > 0, then according to The-
orem 14.33,

EZ=Y(Y | X) = E(Y|X,Z=2), (14.57)
pZ=z
referring to the partial conditional expectation E(Y | X, Z=z) [see Def. 14.29].
Corollary 14.58 [Implications of PC-uniqueness of EZ=%(Y | X)]

Let the assumptions of Definition 14.29 hold, suppose P(Z=z) > 0, and let C € & with
P(C) > 0. IfEZzZ(Y | X) is PC-unique, then,

E*Z(Y | X) = E(Y | X, Z=2), (14.58)
P
and
E?=%(Y | X=x) = E(Y | X=x,Z=2), for PS-a.a.x € Q. (14.59)

(Proof p. 442)

Remark 14.59 [Implications of P-uniqueness of EZ=%(Y | X)] For C = Q, this corollary
yields: If E#=%(Y | X) is P-unique, then,

EFZ(Y X)) = E(Y| X, Z=2), (14.60)

and
E*=Y | X=x)=E(Y | X=x,Z=z), forPy-aa.xe Q. (14.61)
<

Now we consider the family of factorizations gz of EB(Y | X), which are defined by Equa-
tion (14.32). Because each element of &5(Y | X) has at least one factorization g, there is a
family of factorizations, which are random variables on the probability space (Q},, o )/(, Py).
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The next corollary immediately follows from Corollary 5.25 (i) if PC takes the role of P
and PXC the role of Py.

Corollary 14.60 [P€-uniqueness and P -uniqueness]

Let the assumptions 14.5 hold, let X: (Q, o/, P) — (Q,, eszf}'() be a random variable, let
V = gp(X) and V* = gi(X) be two elements of €B(Y | X), and let C e o with P(C) > 0.
Then,

_ y* %
VP—CV = gBP_ch‘ (14.62)

X
Remark 14.61 [P-uniqueness and Py-uniqueness] For C = Q, Corollary 14.60 yields: If
V = gp(X) and V* = gy (X) are two elements of &5(Y | X), then,
g5(X) = gx(X) © g =gy (14.63)
P Py
Note that both sides of (14.63) are equivalent not only to each other but also to

gp(x) = gz(x), for Py-a.a. x € Q. (14.64)
<

Remark 14.62 [Some formulas for the expectation of EZ(Y |X)] Suppose that the
assumptions 14.5 hold, where Y is nonnegative or with finite expectation E(Y), and let
X: (Q, o, P) — (Q, o) be a random variable. If EB(Y | X) is P-unique, then, according to
Equations (6.13) and (14.36),

E[EB(Y|X)]=/EB(Y|X=x) PX(dx)=/E(Y|X=x, 13=1) Py(dx). (14.65)

Furthermore, if X is discrete (see Def. 5.56) and PX(Q{)) = 1, then,

E[EB(Y | X)] = / EB(Y | X=x) Py(dx) [(6.13)]
:xezg‘s/ EB(Y | X=x) - P(X=x) [(6.15)] (14.66)

=) E(Y|X=x,Tp=1)-PX=x). [(1436)]
er(’J <

Remark 14.63 [Some formulas for the expectation of E2=%(Y | X)] Correspondingly, let
the assumptions 14.20 hold, where Y is nonnegative or with finite expectation E(Y). If
EZ=%(Y | X) is P-unique, then for B = {Z=z}, Equations (14.65) and (14.61) yield

E[EZ=Z(Y|X)]=/EZ=Z(Y|X=x) PX(dx)=/ E(Y | X=x, Z=7) Px(dx), (14.67)
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and, if X is discrete (see Def. 5.56) and PX(Q(’)) = 1, then Equations (14.66) and (14.61)
yield

E[EZ=(Y | X)] = / E*Z5(Y | X=x) Py(d)

14.
=Y E(Y|X=x,Z=2z)  P(X=x). (14.68)

Xe Q(/) 4

14.7 Conditional mean independence with respect to P7==

According to the following theorem, a numerical random variable Y on (2, &, P) that is non-
negative or with finite expectation E(Y) is @-conditionally mean independent from Z with
respect to PZ=7. For simplicity, we use the following notation:

0(6, D) :=0(6 uD), 0(%6,Z) :=0(% uo(2)), (14.69)
EZ=3(Y |6, D) := E*=(Y | 6(% u D)), (14.70)
E?=Y(Y | 6, 2) .= E*=%(Y | 6[€ uo(2))). (14.71)

Theorem 14.64 [Conditional mean independence]

Let the assumptions 14.17 hold, where Y is nonnegative or with finite expectation E(Y).
Furthermore, let Z: (Q, o, P) — (Q,,, o)) be a random variable, and suppose that z € &,
with P(Z=z) > 0. Then,

EX=Y(Y | €),E(Y|6,2) € =Y | €, 2),
which implies

E’=Y(Y|%,2) = E*°YY|¥) = EY|% 2). (14.72)
PZ=z PZ—

=z

(Proof p. 442)

Remark 14.65 [A caveat] If 6(%, Z) # G, then EZ=%(Y | €, Z) and E(Y | &, Z) are not nec-
essarily elements of &Z=2(Y | €) [see Def. 14.7 (a)]. Nevertheless,

EZ=3(Y | ©) = E(Y|%.2).
piZ=z

According to Box 6.1 (viii) and Box 10.2 (iv), this implies
E*=X(Y) = E*=*E*=YY | €)| = E“=*[E(Y | 6, 2)], (14.73)
and, for € = o(X), using Equation (14.14),

E*=4(Y) = E“=*|[E*=4(Y | X)| = E“=*[E(Y | X, 2)]. (14.74)
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Furthermore, using (14.30), this equation yields
E?=%(Y) = E*=YE*=YY | X)| = E*7YE(Y | X, Z=2)] (14.75)

Note that we still presume that the assumptions of Theorem 14.64 hold. <

Remark 14.66 [Two implications concerning mean independence] Let the assump-
tions 14.20 hold. Then,

EX=YY | 6,X) = E*YY | %), if o(X)co(2) (14.76)
PZ:z

(see Exercise 14.14). Furthermore, considering a -algebra & and assuming that Y is nonneg-
ative or with finite expectation E(Y),

E*=EY | 6,2)| D] = E?=3 Y| D), if D co(@ 2) (14.77)
pPi=z
(see Exercise 14.15). <

In the following theorem, we generalize the propositions of Remark 14.63.

Theorem 14.67 [Expectation of EZ=%(Y | X, W) with respect to P ="]

Let the assumptions 14.20 hold, where Y is nonnegative or with finite expectation E(Y),
let W: (Q, o, P) — (Q,,, o},) be a random variable, let w € Qi with P(W=w) > 0, and
assume that EZ=%(Y | X, W) is PW=W-unique. Then,

EW=V[EZ=X(Y | X, W)] = /EZZZ(Ylex,sz) PY="(dx)
(14.78)

= /E(Y|X=x, W=w,Z=z) Py ~"(dx).
(Proof p. 443)

Remark 14.68 [Discrete X] If the assumptions of Theorem 14.67 hold, if X is discrete (see
Def. 5.56), and PX(Q(’)) = 1, then Equations (14.78), (6.15), (14.59), and (9.13) yield

EW=W[EZ=Z(Y | X, W)] = / EZ=Z(Y | X=x, W=w) P;V=w(dX)

=Y E(Y|X=x,W=w,Z=z) - PY="(X=x)

e (14.79)
=Y E(Y|X=x,W=w,Z=2)- PX=x| W=w).
er[’) <«

In the following theorem, we study an implication of conditional mean independence [see
Def. 10.45 (ii)] on conditional expectations with respect to PZ=2,
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Theorem 14.69 [An implication of conditional mean independence]
Let the assumptions 14.17 hold, where Y is nonnegative or with finite expectation E(Y),
and let 6,2 c 9 be c-algebras. Then,

EY|%.2.2)=EY|%.2) = EX=Y(Y |6, 2) = E*=Y(Y|9). (14.80)
P

Z=z

(Proof p. 444)

Remark 14.70 [An implication of conditional mean independence] Let the assumptions of
Theorem 14.69 hold. If X and W are two random variables on the probability space (Q, &, P),
then,

EY|X.W.2)=EY|X.2) = EZ=3Y | X, W) 5 EZ=4Y | X). (14.81)

Furthermore, for X = o, o € Q;(, we can conclude

EY|W.2)=EY|2) = EZ=5(Y | W) . EZ=5(Y). (14.8’2

14.8 Proofs

Proof of Theorem 14.26
Because f(Z) = f(2) (see Rem. 9.1),
pz=

EZZZ[f(Z)' Y| %] PZ=:z EZ=Z[f(Z) Y| %] [Box 10.1 (ix)]

= f(z)-EZ=(Y | ). [Box 10.1 (iii)]
pZ=z

Proof of Theorem 14.33

Let the assumptions of Definition 14.29 hold. Because g: Q) x Q, — R is (¢} ® o/}, B)-
measurable, the function g, defined in (14.23) is (o ! . B)-measurable (see Bauer, 2001,
Lemma 23.5). Hence, condition (a) of Definition 14.7 holds. Furthermore, for all C € o(X),
we can conclude C n {Z=z} € o(X, Z), and therefore, for all C € 6(X),

= 2=z — 1 . . —
/70 EY|X,Z=2)dP™™ = P(Z:Z)/% 1,..- EY|X.Z=5)dP  [(9.16), (9.11)]
- 1.
= PZ=2 / Te- 1. 8.(X)dP [(14.25)]
- 1.
= P(ZZZ)/% T,-.- 8X,Z)dP [(14.26)]

1
= — 1--1,_.- EY|X,Z)dP Ass. of Def. 14.29
P(Z=z)/ clz=; Y| ) [Ass. of De ]
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- 1.
= Pz=2) / Te-T,_,-YdP  [Def. 10.2 (b)]
=/7c~YdPZ=Z. [(9.16)]

This shows that condition (b) of Definition 14.7 holds as well.

Proof of Theorem 14.46
(b) = (a) Remember that (b) is defined by
vCe% PEC)=0= P(C)=0.
If V,V* e &B(Y | €), then {V # V*} € € [see Rem. 2.67 (c)], PE({V # V*}) =0, and (b)
implies P({V # V*}) = 0.
(a) = (b) This proposition is proved by contraposition, that is, we show = (b) = - (a).
Assume that there is an A € € with PB(4) = 0 and P(A) > 0, and let V € €8(Y | €) with

V(o) = 0 for all ® € A. [Note that if Ve €8(Y | €) and A € € with PB(4) =0, then V :=
Vi-1ye € &B(Y | ¥)] Then V* =V + 1, is also €-measurable and, for all C € G,

/1C-V*dPB=/1C-(V+1A)dPB
=/1C-VdPB+/7C~1A ar8 [(3.33)] (14.83)

= / 1c-VdPB, [Lemma 3.45]

because / T1c- 1, dPB = PB(C nA) = 0. Hence, according to Definition 14.7, V* =V + 1, €
&B(Y | €). However, P({V # V*}) = P(A) > 0.
(c)=> () Let P(B|¥) ; 0. This implies P(A) = 0, where

A={weQ: PB|%)(n) <0},

and, according to Remark 2.67 (a), A € €. However, if P(A) = 0, then, according to Rule (ix)
of Box 4.1,

PAuC)=P(C), VCe®. (14.84)
Now, let C € € with P2(C) = 0. This yields

/P(Bl%)-1ch=/1B-1ch [Def. 10.2 (b)]

=P(BnC)=PB(C)-P(B)=0. [(1.33), (3.9), (4.14)]
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Because P(B | €) - 1. > 0 [see Box 10.3 (ii)], Lemma 3.44 yields P(B | €) - 1, = 0, which
P

is equivalent to

1 =P{weQ: PB|€)w) - 1-(0)=0})
=P{loeQ:weAorwe C})=PAuC)
= P(C°). [(14.84)]

Hence, P(C) = 0, which shows that P(B | €) ; 0 implies (b).

(b) = (c) This proposition is proved by contraposition, that is, we show — (c) = — (b).
Again, let A = {o € Q: P(B | € )(0) < 0}, and assume P(A) > 0. Now, P(B | € )(n) < 0 for
all ® € A implies P(B| €) - 1, < 0. Therefore,

0> E[PB|F)- 1] [(3.50)]
= E[E(Tz | €) - 14] [((10.4)]
=E[E(Tz -1, |1 6)] [A € €, Box 10.1 (xiv)]
=E(1z- 1)) [10.1 (iv)]
= E(140p) [(1.33)]
= P(An B). [(6.4)]

Because P(B) > 0, the equation P(A n B) = PB(A) - P(B) = 0 implies P(A) = 0 [see (4.14)].
Hence, A € € with PB(A) = P(AnB)/P(B) = 0 and P(A) > 0.

(b) = (d) As has been shown above, (b) is equivalent to P-uniqueness of EZ(Y | &), and
according to Box 6.1 (ix), P-uniqueness of EZ(Y | &) implies (d).

(d) = (b) This proposition is proved by contraposition, that is, we show = (b) = = (d).
Assume that there is an A € € with PE(A) =0and P(A) > 0, and let V € &5(Y | €) be
real-valued [see Box 10.1 (x)] with a finite expectation E(V). Then V* =V + 1, is also
@ -measurable and, for all C € @,

/1C-v* dPB=/1C-VdPB. [(14.83)]

Therefore, according to Definition 14.7, V¥ =V + 1, € &8(Y | €) and P({V # V*}) =
P(A) > 0. Now,

E(V*) = / V*dp [(6.1)]
=/(V+1A)dP [VF =V +1,]
=/V&+/u& (333)]
= E(V) + P(A). [(6.1), (6.4)]

Because E(V) is finite and P(A) > 0, it follows that E(V) # E(V*).
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Proof of Corollary 14.58

If EZ=%(Y | X) is P€-unique, then all pairs of elements of &%=%(Y | X) are PC-equivalent.
According to Theorem 14.33, E(Y | X, Z=z) is an element of &%=2(Y | X), which implies
Equation (14.58). Finally, according to Corollary 5.25, Equation (14.59) is equivalent to
(14.58).

Proof of Theorem 14.64

First, we show that E(Y | €, Z) € 4=%(Y | €, Z). By Definition 10.2 (a), o[E(Y | €, Z)] c
0(%, Z), which implies that condition (a) of Definition 14.7 holds. In order to show condi-
tion (b) of Definition 14.7, note that, for all C € 6(%, Z), {Z=z}, {Z=z} n C € 6(%, Z) and
1(z=z}ac = Tz=, - 1¢- Hence, for all C € 6(€, 2),

1

2=z . = . .
E*=[1.-E(Y | %, 2)] =D E[l,_,-1c-E(Y | %, 2)] [(9.11)]
1
= Pz=2) E(T;—,-1¢-Y) [Def. 10.2 (b)]
= EZ=Z(1C -Y). [(9.11)]

Now we show that EZ=%(Y | €) € &%2=%(Y | G, Z). By Definition 14.7 (a) and the defini-
tion of o(€, Z2),

S[E?=X(Y | €)] c € c (%, 2),
and hence, 6[EZ=%(Y | €)] c (%, 2).

Now we show that condition (b) of Definition 14.7 holds. Note that 6(Z)|z-, =
{9, {Z=z}} (see the definition of the trace of a set system in Example 1.10). Therefore,

CUo(2)| (722 = (Gliz=)) Y (6Dl(z=2) [Example 1.10]
= (Bliz=) U D, {Z=2}) (14.85)
=Cliz=y- [@e%,QO{Z=Z} E(gl{Z=z}]

Now

(6. 2)| (7=, =6([BUcD]l(z=,)  [(14.69)]
=0(€l(z=2)) [(14.85)]

Hence, for all C € 6(@, Z), there is an A € € such that {Z=z}n C = {Z=z} n A, which
implies

NS PES S P (14.86)
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Therefore, for all C € (%, Z),
1

Z=z L EFZ=z — . . Z=z
EZ= 1, -E*=4(Y | 6)] FZ=2 E[1,_,-1c-E*XY | 6)] [(9.11)]
= l . . Z=2
= P@Z=0 Ell,, -1, - E°Z3(Y | B)] [(14.86)]
= E?= 1, - E*=%(Y | 8)] [(9.11)]
= E“=4(1,,.-Y) [Def. 14.7 (b)]
1
= PZ=3 E(ly_ - 14.-Y) [(9.11)]
1
= 5Z=3 E(ly_,-1¢-Y) [(14.86)]
=E*=(1.-Y). [(9-11)]
Proof of Theorem 14.67
Let g,_.(X, W) = E?=%(Y | X, W) [see (14.34)]. Then,
gZ=z(X, w) - 1W=w = gZ=z(X’ w) - 1W=W' (14.87)
Furthermore,
W=wl[rZ=z Z=z
E [EZ=2(Y | X, W)] = P(W )/E Y|X,W)-1y_, dP [(9.11)]
Z=z
P(W )/E Y| X, W=w)-Ty_,dP  [(14.87)]
:/EZ:Z(Y|X,W=w)dPW=W [(9.11)]
=/EZ=Z(Y|X=x,W=w)P;V=W(dx), [(6.13)]

which proves the first equation of (14.78).
Now let g(X, W, Z) = E(Y | X, W, Z). Then, for g (X, W) [see (14.23)],

S, W) Ty, =g (X, w) - Ty, (14.88)

Furthermore, because EZ=%(Y | X, W) is PW=w-unique,

EV=Y[EZ=X(Y | X, W)| = EY=V[E(Y | X, W, Z=2)| [(14.58), Box 6.1 (ix)]
= W/E(Y|X W,Z=z)-1y_, dP [(9.1D)]
=W/E(Y|X W=w,Z=z) - 1y_, dP [(14.88)]
=/E(Y|X,W=w,Z=z)dPW=W [9.11)]
=/E(Y|X=x,W=w,z=z)P§V=W(dx). [(6.13)]

This proves the second equation of (14.78).
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Proof of Theorem 14.69

Note that EZ=%(Y | %) is €-measurable and therefore also o(%, 2 )-measurable [see
Eq. (14.69)]. Furthermore,

E?=Y(Y |6, D) = EY |6, 9,27 [Egs. (14.72)]
pZ=z
= EY|% 2 [E(Y16.2.2) = E(Y|%,2),Cor.522]
P =2
= EZ=YY | ©). [Egs. (14.72)]
P =2
Exercises
14.1 Consider Table 14.3. Why do the values of the conditional expectation E(Y | X, U)

14.2

14.3

144
14.5
14.6
14.7

14.8
14.9
14.10

14.11

14.12
14.13
14.14
14.15

have to be identical for w; = (Joe, yes, —) and w4 = (Joe, yes, +)?

Show that if ¥: (Q, &, P) — (R, %) is a random variable with finite expectation E(Y),
then EB(Y) is finite.

Let (Q, &, P), (Q, o, Q) be probability spaces, and consider the random variable
X: (Q, o, P) — (Q}, o). Show that X is a random variable on (Q, &, P) if and only
if it is also a random variable on (Q, &, Q).

Show that the assumptions 14.5 imply &8(15 - Y | €) = &5(Y | ).
Prove Equation (14.26).
Prove Equation (14.27).

Compute the values of the conditional expectation EX=0(Y | U) in the example pre-
sented in Table 14.3.

Prove propositions (i) and (ii) of Remark 14.35.
Show that Theorem 14.33 implies Equation (14.35).

Prove: For all x € X(Q) = {0, 1}: If P(X=x) > 0 and EX=0(Y | Z) is PX=*-unique,
then E(V, | X=x) = E(V; | X=x) for all versions Vy, Vi € &X=0(Y | 2).

Show that the expectation E(V) of a version V € &B(Y | &) exists and is finite if € is
a finite set and EB(Y) is finite.

Prove Remark 14.49 for X being discrete.

Prove the propositions summarized in Box 14.1.
Prove Equation (14.76).

Prove Equation (14.77).

Solutions

14.1

IFEY | X, U)ws) # E(Y | X, U)(w,), then E(Y | X, U) would not be measurable with
respect to (X, U). Measurability of a random variable V with respect to (X, U) requires
that V takes on only one single value for all ® € (X, U)~1({(1, Joe)}) (see Cor. 2.53).
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14.2 According to Equation (9.11),

B
EB(Y) = @EUB Y).

If Y has a finite expectation with respect to P, then [ Y™ dP < co and [ Y~ dP < co.
Because 0 < Tz-Y* <Y* and 0 < Tz-Y~ <Y~, Equation (3.24) yields [ Tp-
YtdP < andf Tz - Y~ dP < oo, and therefore —co < f Tz - Y dP < oo. Therefore,
if —o0 < E(Y) < o0, then —oo < E(T5-Y) < 0.

14.3  Definition 5.1 of a random variable X: (Q, &/, P) — (€, &) only requires that there
is a probability measure, here denoted P, on a measurable space (€2, & ) and that X is
measurable with respect to &, that is, X ~(A’) € o, for all A’ e o ;. Hence, if X is a
random variable on (Q, &, P), then it is also a random variable on (2, &, Q), whenever
P and Q are probability measures on (L, & ).

144 IfVe %3(13 - Y | ), then, according to Definition 14.7 (a), it is measurable with
respect to € . Furthermore, for all C € €,

EB(1.-V)=EB(1p- 15 Y) [Def. 14.7 (b)]
1

=B E(lc-Tp-Tp-Y) [(9.7)]
1

=EB(1.-V). [((9.7]

Hence, V € &5(Y | €). Vice versa, if V* € €B(Y | ®), then it is measurable with
respect to € and, for all C € €,

EB(1.-V¥)=EB(1. -Y) [Def. 14.7 (b)]
1
=58 “E(1¢-15-Y) [(9.7)]
1
=EB(1.-15-Y). [(9.D)]

Hence, V* € &B(1; - Y | B).
14.5 Forallow e Q,

0, if 7, (@) =0
gIX@)], if T () =1

1@ g IX@], if To@) = 0
B { 1) X, if (@) = 1
= 17-.(0) - g [X(w)].

1, (o) - g[X(0), Z(w)] = {
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14.6 Forallw e Q,

< Y EY|X.,Z=2) '7z=z> (o)

1€ Z(Q)

= ( Y & 7z=z> (@) [(14.25)]
1€ Z(Q)

= < Y sX.2)- 12=z> (®) [(14.26)]
1€ Z(Q)

= ) eX.Z)(w) - T;_.(») [(2.31)]

1€ Z(Q)
= g(X, Z2) (o) [(2.26)]
=E(Y | X, Z)(®). [Def. 14.29]

14.7 The values of the conditional expectation EX=0(Y | U) are the two conditional expec-
tation values EX=0(Y | U=Joe) and EX =0y | U=Ann) with respect to the measure
PX=0_Because EX=0(Y | U=u) = PX=0(Y=1 | U=u), they can be computed as fol-
lows:

PX=0(y=1,U=Joe) = .56l

~ ~ 696
PX=0(U=Joe) 561 + .245

PX=0(y=1|U=Joe) =

and

PX='(y=1,U=Am) 039
PX=0(U=Ann)  .039+.155

PX=0(y=1|U=Ann) =

148 ()Ifg(X,Z) € €(Y | X,Z) and g,_.(X) € EZ=%(Y | X), then for all C € o(X),

/ 1¢ - 8.(X) dP*=*

= P(lez)/7c'7z=z-gz(X)dP [(9.11)]
= P(lez) / Tc- 7=, 8(X,2) dP [(14.26)]
- p(zl=z) / TeTz= - YdP [Cn{Z=2z) € 6(X, Z), Def. 10.2 (b)]
=/7c-YdPZ:"’ [9.11)]
= / Tc - 87-.(X) dP*=*. [Def. 14.7 (b)]

Hence, g.(X) = g7_.(X) (see Th. 3.48) or, equivalently, g (x) = gz_,(x), for PL=3
P =2
a.a. x € Q) [see Cor. 5.25 (a) and (5.12)].
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(i) If P(X=x,Z=2) > 0 for all x € Q,, then P(Z=z) > 0 [see Box 4.1 (v)]
and

PX=x,Z=2)

PYTHx)) = P X =) = =5

!
> 0, VerX.

Hence, if P(X=x, Z=z) > 0, then Remark 2.71 and g,(X) = g7—.(X)imply g.(x) =
8z—,(x)forallx e Q& pZ=z

14.9
EY|X.Z=2) = E*Z(Y|X) [(14.30)]
pZ=z
=. Elz==1(y | X) ({Z=z} ={1,_. =1}]
= EY[X, 1;_,=D. [(14.30)]

For E(Y | X,Z) = g(X,Z) € €(Y | X, Z) and P{~%-a.a. x € O,

E(Y |X=x,Z=2) = g(x,2) [(10.27)]
=g, (0 [(14.23)]
=g;-.(%) [Rem. 14.35 (i)]
= E“=3(Y | X=x). [(14.34)]

14.10 This proposition follows from the definition of uniqueness of a conditional expectation
with respect to a probability measure PX=~, equivalence of two random variables with
respect to a probability measure PX=*, Corollaries 5.24 and 6.17, and Equations (9.5)
and (9.6) with B = {X=ux}.

1411 If € ={A,,...,A,} is finite, then there is a finite partition {By, ..., B,,} of Q with
€ =o({By,...,B,,}) (see Rem. 1.21). Then, according to Lemma 2.19 and Defini-
tion 14.7 (b),

Vo (xj=/13j-YdPB, if P(B;) > 0

™

o 131_, where
1 any o; € R, ifPB(Bj) =0,

J

is a version V € &3(Y | €). Hence, if EB(Y) = [ Y dP5 is finite, then, for any such

choice of the numbers o,

i=1

J

[see Eq. (6.3)] is finite as well.
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14.12

14.13
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(d) = (14.48) By definition, condition (d) of Corollary 14.48 is equivalent to
VA'le d}: PRA)=0 = Py@A)=0.

If X is discrete and {x} € o/}, for all x € Q}, then we can choose A’ = {x} for all
x € Q, and this yields

VxeQ: PE{x}) =0 = Py({x}) =0,

which is (14.48) in a different notation [see Egs. (5.2) and (5.4)].
(14.48) = (d) Assume that (14.48) holds and let A’ o/ with P§(A’) = 0. Then,

PBAn= Y PB(xp [Th. 4.28, Box 4.1 (i))]
P()?:ch‘)>0

= Y P’X=x) [(5.2), (5.4)]
PRr>0

=0.

Because a sum of nonnegative summands is O if and only if all summands are 0, the
last equation implies PB(X=x) =0forallx € A’. Now (14.48) yields P(X=x) = 0 for
all x € A’. Therefore,

PAY= Y P{xh= Y PX=x)=0
xeA’ xeA’
PX=x)>0 P(X=x)>0

[see again Eqgs. (5.2) and (5.4)].

(i) This is the definition of P-uniqueness of EB(Y | ®) (see Rem. 10.13).
(ii), (iii) These propositions have been proved in Theorem 14.46.
(iv) This proposition follows from Theorem 14.46, because P éf P8 is equivalent

to
VCe® PB(O)=0 = P(C)=0,

and 9 c € implies that this implication also holds for all C € 9, that is, P g PE.

(v) This proposition immediately follows from applying Corollary 5.22 to
EB(Y|®
Y [e).
(vi), (vii) According to (v), P-uniqueness of EB(Y | €) implies V = V*. Theo-
P

rem 2.85 then implies P‘g = Pg*. If the two distributions are identical, then the corre-
sponding expectations are identical as well (see Cor. 6.17).

(viii) This proposition immediately follows from Remark 2.76 (iii).

(ix) Note that PE(X=x) > 0, for all x € Q}, implies X(Q) = Q}. Therefore, and
because uniqueness of EB(Y | X) implies that EB(Y | X) is P-unique, the proposition
is an immediate implication of Corollary 14.42.
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14.14 If X is measurable with respect to Z, then,

EZ=4(Y | 6, X) = E?=:|E?=4Y | 6,2) | . X] [Box 10.1 (V)]
pi=z
= E?=3[EZ=4(Y | 6) | 6, X| [(14.72), Box 10.1 (ix)]
pL=z
= EZ=3(Y | ©). [Box 10.1 (vii)]
pZ£=z

14.15 If D c 6(%, 2), then,
EZ=4(Y | 9) = EPSEPS(Y|6,2)| 2] [Box 10.1 (v)]
pZ=z

= EPSEY|6,2)| 2. [(14.72), Box 10.1 (ix)]
pZ=z
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Effect functions of a discrete
regressor

In chapter 14, we treated EX=%(Y | Z), the Z-conditional expectation of ¥ with respect to the
(X =x)-conditional-probability measure PX=*. There we already noted that, if the values of X
represent treatment conditions, then EX=%(Y | Z) refers to the Z-conditional expectation of ¥
given treatment x. If X is dichotomous with values 0 and 1, then the values g (z) of the function
21(2) .= EX=1(Y | Z) — EX=0(Y | Z) are the effects of X on Y given the value z of Z, and g,
is called the Z-conditional-effect function of X.

From a methodological point of view, the values g;(z) of the Z-conditional-effect function
of X are of interest for at least two reasons. First, the conditional effect g;(z) describes the
effect of X on Y for a fixed value z of Z. Thus, the impact of Z on X and Y is controlled by
keeping Z constant on one of its values. Second, the conditional effect g (z) is more specific and
therefore more informative than the unconditional effect E(Y | X=1) — E(Y | X=0). Knowing
such conditional effects, we can choose individualized treatments.

In this chapter, we introduce the concepts of conditional-intercept functions and
conditional-effect functions and consider these functions for the parameterizations of the con-
ditional expectation E(Y | X, Z) that have been treated in chapters 12 and 13.

15.1 Assumptions and definitions

In section 14.1, we treated three examples that motivated introducing the conditional expec-
tations EX=X(Y | Z). These examples, in which the person variable U takes the role of Z, also
motivate the present chapter on conditional-effect functions. In Examples 14.1 and 14.2, the
conditional-effect function g; and each of its two values g,(Joe) and g;(Ann) are uniquely
defined, whereas in Example 14.3 this is not the case. While in the latter example, the value
g1(Ann) is uniquely defined, the value g,(Joe) is not, and we can choose any real number as
the value g;(Joe) = g (U)(w) if U(w) = Joe, and still g4(U) and g, (U) satisfy

EY X, U)=gU) +8(U)- X, (15.1)
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for all versions E(Y | X, U) € €(Y | X, U). In other words, the function g,(U) specified in
Example 14.3 is only one out of infinitely many versions of such a conditional-effect function
satisfying Equation (15.1), and even the expectations E[g;(U)] are not necessarily identical.
Therefore, we have to introduce an assumption that guarantees that the values of the functions
8o(U) and g;(U) are not arbitrary and that the expectations E[g,(U)] and E[g; (U)] are uniquely
defined. Instead of the person variable U used in the examples with Joe and Ann, now we
choose Z as arandom variable with respect to which we consider intercept and effect functions.
Throughout this chapter, we refer to the following assumptions and notation.

Notation and assumptions 15.1

Let X: (Q, o, P) = (), dy), Y: (Q, o, P) = (R, B), and Z: (Q, o, P) = (Q},, I be
random variables, where E(Y) is finite. Furthermore, assume that X is discrete with
PX € {xg, X1, ..., x,}) = land PX=x;) >0, foralli=0,1, ... ,n.

Remark 15.2 [An additional assumption] The following additional assumption is often
used in this chapter:

PX=x;12)>0, ¥i=0.1,....n. (15.2)

According to Corollary 14.48, this assumption is equivalent to each of the following
conditions:

P-uniqueness of the conditional expectations EX=Y(Y|Z), Vi=0,1,...,n, (15.3)

P f;) PX=%  Vvi=0,1,...,n, (absolute continuity) (15.4)
Gl
E(V)=E\V), VV,Vie&*=%Y|z), Vi=01,..,n (15.5)

Also remember, P-uniqueness of the conditional expectations EX=%(Y | Z) implies that dif-
ferent versions of EX=%(Y | Z) do not only have identical distributions with respect to
the conditional-probability measure PX=%i [see Def. 4.29 and (9.4)] but also with respect
to P. <

15.2 Intercept function and effect functions

Theorem 15.3 [Existence of intercept function and effect functions]
Let the assumptions 15.1 hold. Then there are an E(Y | X, Z) € €(Y | X, Z) and, for all
i=0,1,...,n real-valued EX=%(Y | Z) € €X=%i(Y | Z) such that

E(Y|X,2)=g@)+ ), 8(2Z) - Tx_y,» (15.6)
i=1
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with
20(Z2) = EX=%(Y | 2), (15.7)

and
g/(Z) = EX=(Y | Z)—EX=(Y |2), Vi=1,...,n (15.8)

(Proof p. 466)

Referring to Equation (15.6), now we can define the intercept function and the effect functions
as follows.

Definition 15.4 [Intercept function and effect functions]

Let the assumptions 15.1 hold as well as (15.2). Then the function g: Q.o é) - (R, B)
is called the Z-conditional-intercept function, and, for all i =1, ..., n, the func-
tion g;: (QL, dé) = (R, B), the Z-conditional-effect function of x; versus x, on Y
which pertains to the version E(Y | X,Z) € (Y | X, Z) in Equation (15.6).

Remark 15.5 [The functions g; versus the functions g;(Z)] Note that the functions g;(Z),
i=0,1,...,n, denote the compositions of Z and g;. Because Z is a random variable on
(Q, o, P), the compositions g;(Z) are random variables on (L, &, P) as well. In contrast, the
functions g;: (Q’Z, .szié) - (R, AB),i=0,1, ..., n,are notrandom variables on (Q, &, P). How-
ever, they are random variables on the probability space (Q/,, o/ é, P,), where P, denotes the
distribution of Z. <

Remark 15.6 [P-unigeness of the intercept function and effect functions] Suppose that
the assumptions of Definition 15.4 hold. Then, (15.3) and (2.36) imply that all measurable
functions g3, g7, ... . & Q' dé) - (R, #) with

<g;§<Z> +Y 8@ 7X=x,.> cE(Y|X.2)

i=1
are P,-unique, and according to Corollary 5.25 (i), this implies

§@D=g(2). Vi=0.1 ...n. (15.9)

Hence, under the assumptions mentioned above, the compositions of the intercept and effect
functions are P-unique. This in turn implies that the expectations and the variances of the
intercept and effect functions are uniquely defined, provided that they exist. <
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Remark 15.7 [Partial conditional expectation E(Y | X, Z=7)] Let the assumptions of Def-
inition 15.4 hold. Then Equation (15.6) implies

E(Y|X.Z=2) = g@) + 2, &) Tx=y, (15.10)

i=1

for the partial conditional expectation E(Y | X, Z=z) (see Def. 14.29). This equation justifies
the terminology introduced in Definition 15.4. <

Remark 15.8 [Conditional intercepts and conditional effects] Let the assumptions of Def-
inition 15.4 hold and assume z € Q’Z with P(Z=z) > 0. Then Equation (15.10) and (14.29)

imply that there is an EZ=y(y | X) e &Z=yy | X) with
n
E*=X(Y | X)=E(Y | X,Z=2) = g2 + Y, 82" Tx—y, (15.11)
i=1

If P(Z=z) > 0, then, according to Remark 2.71, the coefficients g;(z), i=0,1,...,n, are
uniquely determined. The number g (z) is called the (Z=z)-conditional intercept and g;(z)

the (Z=z)-conditional effect of x; vs. xy on Y, where i = 1, ..., n. Equation (15.11) and Theo-
rem 12.37 imply that g((z) is the intercept and g;(z),i = 1, ... , n, are the regression coefficients
pertaining to a linear parameterization in 7y_ X Ty= x, of the X-conditional expectation

of Y with respect to the measure PZ=7.

Furthermore, if Y has finite second moments with respect to PZ=% and the matrix of the
covariances of the indicators Ty_, , ..., Ty_, with respect to PZ=% is regular, then Corol-
lary 12.31 can be applied. Note that regularity of the matrix of the covariances of indica-
tors Tx_ ..., Tx_, with respect to PZ=% holds, if (15.2) and P(Z=z) > 0, because then
PZ:Z(X=xi) >0foralli=1,...,n (see Lemma 12.38 and Rem. 12.39).

Also note that the prerequisite of Corollary 12.31 that E(Y?) is finite can be neglected
because finiteness of E(Y) already implies that E(Y - 1 X=xi) is finite [see Lemma 3.33 (ii)] and
that the covariance vector of (7 X=xp> s 1 X:x”) and Y exists. Therefore, Equations (12.53)
and (12.54) can be applied as well. <

Remark 15.9 [Versions of EZ=%(Y | X)] Under the assumptions of Remark 15.8, Equation
(15.11) and Remark 14.9 immediately imply

n
V. = 800+ X 8 Tyog, VV. € ETXIX). (15.12)
: i=1 4

Remark 15.10 [Partial conditional expectation E(Y | X=x;, Z)] Let the assumptions of
Definition 15.4 hold and let E(Y | X=x;, Z) denote the partial conditional expectation (see
Def. 14.29 and Eq. 14.23). Then Equation (15.6) implies that there is a version E(Y | X=x;, Z)
such that

EY | X=x,2)=gyZ) +g/2), Yi=1,..,n. (15.13)
<
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Remark 15.11 [Conditional expectation EX=%(Y | Z)] If the assumptions of Definition
15.4 hold, then, for all i = 1, ..., n, there is an EX=%(Y |Z) e EX=x(y | Z) with

EX=%(Y | Z) = E(Y | X=x,, Z) = gy(Z) + :(Z). (15.14)
<

Remark 15.12 [Versions of EX=%(Y | Z)] Remark 14.9 and Equation (15.14) imply, for all
i=1,...,n,

V. = g@+g2), VV, &Ny |2). (15.15)
’PX=X,- i 4

Example 15.13 [No treatment for Joe — continued] In Example 14.3, the conditional expec-
tation EX=1(Y | Z) is not P-unique. Although the U-conditional-intercept function g, and
the conditional effect g,(Ann) are uniquely defined, the U-conditional-effect function g, is
not defined, because P(X=1 | U) ; 0 [see (15.2)] does not hold. In this example, there are

(infinitely) many functions g; satisfying Equation (15.1). This example emphasizes the impor-
tance of (15.2), which, in the definition of a conditional-effect function (see Def. 15.4), is
assumed to hold. <

15.3 Implications of independence of X and Z for regression
coefficients

In the following theorem, we presume that the assumptions of Definition 15.4 hold, which
implies that there is a version E(Y | X, Z) of the (X, Z)-conditional expectation of Y such
that Equation (15.6) holds. Now we consider the implications for the conditional expectation
E(Y | X) if we additionally assume

E[EX=%(Y | Z) | X] = E[EX=*(Y |Z)], Vi=0,1,...,n. (15.16)

Note that this equation follows from independence of X and Z [see (14.32) with B = {X=x;},
(14.17), Theorem 5.52, and Box 10.2 (vi)].

Remember, if the assumptions of Definition 15.4 hold, then, according to Theorem 12.37,
there is a version E(Y | X) € &(Y | X) such that

EY|X)=Bg+ D, Bi-Txey, (15.17)
i=1
with
Bo = E(Y | X=xp) (15.18)

and

B =E(Y | X=x,)—EY | X=x,). (15.19)
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Theorem 15.14 [Mean independence and average effects]

Let the assumptions of Definition 15.4 hold, and let g(Z), i = 1, ... , n, be the functions
defined in Theorem 15.3. If Equation (15.16) holds, then there is a version E(Y | X) €
& (Y | X) satisfying Equations (15.17) to (15.19) with

Bo = Elgo(2)] (15.20)

and

p; = Elgi(2)], Vi=1,....n. (15.21)

(Proof p. 467)

Remark 15.15 [Uniqueness of regression coefficients] According to Equations (15.20) and
(15.21), the regression coefficients f3y, B, ... , B, are uniquely defined. The crucial assumption
for uniqueness is P(X € {xg, x{, ..., x,}) = land P(X=x;) > 0, foralli=0,1, ..., n. <

Remark 15.16 [Independence of X and Z] Independence of X and Z implies (15.16), which
in turn implies

Elgi(2) | X] ?E[gl-(Z)], Vi=0,1,...,n. (15.22)

Note that Equation (15.22) also immediately follows from Theorem 5.52 and Box
10.2 (vi). <

Remark 15.17 [The role of randomization] From a methodological point of view it should
be noted that independence of a treatment variable X and a variable Z can be created by ran-
domized assignment of the observational unit (e.g., a person) to one of the treatment conditions,
provided that Z represents a pretreatment variable. Randomized assignment creates indepen-
dence of X and all pretreatment variables. Examples for such pretreatment variables are the
person variable U (see Table 14.1 for a concrete example) as well as any function of U such
as sex, race, and any other attribute of persons prior to treatment.

This means that we can ignore a pretreatment variable Z in a randomized experiment
with treatment variable X and response variable Y and still interpret the coefficient f3; as the
average effect E[g;(Z)] of x; compared to x, on Y, where i = 1, ..., n [see Eq. (15.21)]. <

According to Corollary 15.18, independence of X and Z implies P-uniqueness of the func-
tions g;(Z), provided that we presume P(X=x;) > Oforalli=0,1, ..., n.

Corollary 15.18 [Independence and P-unigeness]
Let the assumptions 15.1 hold. If X J}.)L Z, then EX=%(Y | Z) and the functions 8i(Z2) in
Equations (15.7) and (15.8) are P-unique, for alli =0, 1, ..., n.

(Proof p. 467)



456 PROBABILITY AND CONDITIONAL EXPECTATION

Example 15.19 [Joe and Ann with randomized assignment — continued] In Example 14.1,
we already showed that the slope in

EY|X)=.45+.15 X,

[see Eq. (14.5)] is identical to the expectation Ef;(g,) = E[g,(U)] = .15 of the U-conditional-
effect function g;. Similarly, using Equation (14.1) and E(7,_,,,.) = .5 (see Table 14.1),

Elgo(N =E2+.5-Ty_j0) = 2+4.5-E(1y_spe) = 2+.5-.5= 45,

which is identical to the intercept in the equation for E(Y | X). This illustrates Theorem
15.14. <

Example 15.20 [Joe and Ann with self-selection — continued] In Example 14.2, we already
showed that the slope in

EY|X)=.6-.18"X,
[see Eq. (14.6)] is not identical to the expectation

Ey(g)) = Elg,(U)] = .15

of the U-conditional-effect function g;. In this example, neither independence of U and X
nor E[Ey(g1) | XI = E[g(U)] hold, and the slope —.18 in the equation for E(Y | X) cannot be
used for the evaluation of the treatment effect. This emphasizes the importance of assumption
(15.16), which is the crucial assumption made in Theorem 15.14. <

15.4 Adjusted effect functions

Remark 15.21 [Methodological background] In Definition 15.4, we introduced the Z-
conditional-intercept function g, as well as the Z-conditional-effect functions g;, i = 1, ... , n,
where Z = (Z,, ..., Z,,) can be an m-dimensional random variable consisting of m unidimen-
sional random variables. Examples of such random variables are pretest (Z,), sex (Z,), educa-
tional status (Z3), body mass index (Z,), and blood type (Zs). As mentioned before, condition-
ing on a (possibly multidimensional) random variable Z = (Z, ... , Z,,) also serves to obtain
more specific effects that are more informative than unconditional effects.

However, the (Z, ..., Z,,)-conditional effects described by the effect functions g; might
be too fine-grained and one may wish to reaggregate them. The most radical reaggregation
is to consider the (unconditional) expectation (the ‘average’) of the (Z,, ..., Z,,)-conditional
effects.

Aside from the average effects, that is, the (unconditional) expectations of the functions
g&i(Z,, ..., Z,), we might also be interested in the conditional expectation values of the func-
tions g;(Zy, ..., Z,,) given Z, = male and given Z, = female, or in the conditional expectation
values of the functions g;(Z, ... , Z,,) given various values of Z; (pretest). This way of reaggre-
gation may be called coarsening the effects. Knowing such coarsened effects is very important;
for example, if, knowing the (Z;, ..., Z,)-conditional-effect functions (e.g., from a previous
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study), we want to conduct an as much as possible individualized treatment, but are not able
to assess all components Z, ..., Z,, of Z, but just Z, or just Z; and Z,.

In Definition 15.22, we consider reaggregating the Z-conditional-intercept function and the
Z-conditional-effect functions to a W-conditional-effect function that is adjusted for Z, where
W is another random variable. If Z = (Z,, ... , Z,)) withm > 2, then W = Z, and W = (Z,, Z,)
are examples in case. In these two cases, W would be Z-measurable.

Note that reaggregating the Z-conditional-effect functions is not equivalent to ignoring Z
and conditioning on W instead. More precisely, assume

(@) Z=(Z,,...,Z,) and there are real-valued functions g; such that

EY X, D)= 8@+ 2, &i(D) - Tx—y (15.23)
i=1

b)) W= (Z,»l, ,Zik), for {ij, ..., i} c{1,...,m}, and

(c) there are real-valued functions f; such that

EY|X,W) jfo(W) + Zfl-(W) . 1X=Xi' (15.24)
i=1

Then f; (W) = El[g,(Z) | W], for i e {ij, ..., i}, does not necessarily hold (see Example
15.24).

Considering E(Y | X, W) instead of E(Y | X, Z), we might miss the purpose of controlling
and adjusting for important confounders contained in Z but not in W. In contrast, using the
conditional expectation E[g;(Z) | W] (see Def. 15.22), we still control for Z, and with it we
control for potential confounders contained in Z. Although, reaggregating the Z-conditional-
effect functions in this way, that is, considering E[g;(Z) | W], we obtain less informative and
less individualized conditional effects, the purpose of controlling and adjusting for important
confounders is still fulfilled. <

Definition 15.22 [Adjusted effect function]

Let the assumptions of Definition 15.4 hold, let E(Y |X,Z) e €Y | X,Z), let g,
i=1,...,n, bethe functions satisfying Equation (15.6), and let W: (Q, o, P) — (Q' , eszfév)
be a random variable.

(i) Then, for each i =1, ..., n, the conditional expectation E[g,(Z) | W] is called a
Z-adjusted W-conditional-effect function of x; versus xyonY.

(ii) Furthermore, for each i=1,...,n, the expectation E[g,(Z)] is called the
Z-adjusted effect ofx;versusxyonY ortheaverage of the Z-condition-
al effects of x; versus xyonY.

According to Remark 15.2, the conditional expectations E[g;(Z) | W],i =1, ..., n, are P-
unique and the expectations E[g;(Z)] are uniquely determined. The values of E[g;(Z) | W] are
the (W =w)-conditional effects of x; versus x; on Y that are adjusted for Z.
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Remark 15.23 [Z-adjusted W-conditional expectation of Y given X=x;] Using the defini-
tion of the functions g;(Z) [see Eq. (15.8)] and Rule (xv) of Box 10.2 yield

E[g(Z) | W]
=E[EX=%(Y | Z) - EX=%(Y | Z) | W] (15.25)
= E[EX=%(Y | Z) | W] — E[EX=%(Y | Z) | W], Vi=1,...,n.

A conditional expectation E[EX=%(Y | Z) | W] is called a Z-adjusted W-conditional expecta-
tion of Y given X=x;, wherei =0, 1, ... , n. <

Example 15.24 [Four persons with self-selection to treatment] In Table 15.1 we present
a new example displaying the conditional expectations E(Y | X, U), E(Y | X, Z), E(Y | X), and
P(X=1| U) with dichotomous random variables X, Y, and Z, where X indicates with its values
0 and 1 whether or not the person is treated, Y indicates with its values 0 and 1 whether or not
the person is successful, the values of Z are male and female, and U is the person variable with
values Joe, Jim, Sue, and Ann.

Table 15.1 Four persons with self-selection to treatment.

Outcomes ® Observables Conditional expectations
e
> 2 3
k) = S

2 s 5 | - ~
5, : s | 8§ _ 2

E B = = = g > > > —
=23 38 3 2 N = 8 — — — [
g 9 g - & < o = >~ > > D
2 E® < & % = S g g g <
(Joe, no, —) 0675 Joe m 0 0 7 .66 63 1
(Joe, no, +) 1575 Joe m 0 1 7 .66 63 1
(Joe, yes, —) .0050 Joe m 1 0 8 44 44 1
(Joe, yes, +) .0200 Joe m 1 1 8 44 44 1
(Jim, no, —) 0175 Jim m 0 0 3 .66 63 9
(Jim, no, +) .0075 Jim m 0 1 3 .66 63 9
(Jim, yes, —) .1350 Jim m 1 0 4 44 44 9
(Jim, yes, +) .0900 Jim m 1 1 4 44 44 9
(Sue, no, —) .0600 Sue f 0 0 7 .60 63 2
(Sue, no, +) .1400 Sue f 0 1 7 .60 63 2
(Sue, yes, —) .0200 Sue f 1 0 6 44 44 2
(Sue, yes, +) .0300 Sue f 1 1 6 44 44 2
(Ann, no, —) .0400 Ann f 0 0 2 .60 63 8
(Ann, no, +) .0100 Ann f 0 1 2 .60 63 8
(Ann, yes, —) .1200 Ann f 1 0 4 44 44 8
(Ann, yes, +) .0800 Ann f 1 1 4 44 44 8




EFFECT FUNCTIONS OF A DISCRETE REGRESSOR 459

We use the example of Table 15.1 to show that reaggregating the U-conditional-effect
function is not equivalent to ignoring U and conditioning on Z instead. In order to formulate
this more precisely, consider the equations

EY | X, U)=goU) + &U)-X (15.26)
and
EY|X.2) = fo(D) + /(D) -X. (15.27)
We show that, in this example, the function f;(Z) is not identical to the U-adjusted Z-condi-
tional expectation E[g,(U) | Z].
Using the values E(Y | X=x, U=u) of the conditional expectation E(Y | X, U) displayed
in Table 15.1 yields the following values of the functions g; of Equation (15.26):
goJoe) =1, goJim) = .3, 8o(Sue) =7, go(Ann) = 4, (15.28)
and

g1oe) = .1, gi1Uim) = .1, g1 (Sue) = -1, g1(Ann) = 2. (15.29)

Similarly, using the values E(Y | X=x, Z=z) of the conditional expectation E(Y | X, Z) dis-
played in Table 15.1 yields the following values of the functions f; of Equation (15.27):

Jo(male) = .66, Jo(female) = .6 (15.30)
and

fi(male) = .22, fi(female) = .16. (15.31)
Hence, the (Z=male)-conditional effect of X on Y is .22 and the (Z =female)-conditional effect
of X on Y is .16. In this example, these two numbers are misleading if used for the evaluation
of the treatment effect, because the individual treatment effects for Joe and Jim are both .1,

and for Sue and Ann they are —.1 and .2, respectively.
In contrast, computing the two values of the U-adjusted Z-conditional expectation

Elg,(U) | Z] yields

Elg,(U) | Z=male] = Zgl(u)-P(U=u|Z=male) =1-5+.1-5-1-0+2-0=.1,
u

and, correspondingly,
Elg,(U) | Z=female] = Z g1(w) - P(U=u| Z=female)
u
=.1-0+.1-0-.1-54+2-5=25.

Hence, the U-adjusted (Z=male)-conditional expectation value E[g,(U) | Z=male] = .1 is
the average effect of the treatment for males, and the U-adjusted (Z=female)-conditional
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expectation value E[g;(U) | Z=female] = .5 is the average effect of the treatment for females.
These effects are less informative than the person-specific effects g;(u) [see (15.29)]. Nev-
ertheless, in this example they still inform us about the (conditional) expectations of these
person-specific effects for the two sexes. In other words, in this example, they are the average
treatment effects of the males and of the females, respectively. <

15.5 Logit effect functions

In the previous sections of this chapter, we studied the conditional intercept and conditional-
effect functions g, g1, ... , §,- Now we consider the special case, in which Y is dichotomous
with values 0 and 1 (see Example 5.10). In this case, E(Y | X, Z) is also called a condi-
tional probability and is denoted by P(Y=1 | X, Z) (see Rem. 10.4). If Y is dichotomous,
then aside from the Z-conditional-intercept functions and the Z-conditional-effect functions
80> 81> --- » 8y there are also Z-conditional logit intercept and logit effect functions (see Exam-
ple 13.24), denoted f;.

Theorem 15.25 [Existence of the logit effect functions]

Let the assumptions 15.1 hold, let Y be dichotomous with values 0 and 1, and
suppose there is a P(Y=1|X,Z2) e P(Y=1|X,Z) with 0<P(Y=1|X,Z2)< 1.
Then there are a version P(Y=1|X,Z) e P(Y=1|X,Z), measurable functions
80> 81> -+ » 8yt (L, Qfé) — (R, B), measurable functions fy,fi, .. [y (@, eszfé) —
(R, B), and, for all i =0, 1, ... ,n, a real-valued PX=%i(Y=1|Z) € PX=¥i(Y=1|2)
such that

PY=1|X,2) = gy2) + Y, &(2) - Tx=,, (15.32)
i=1
Z)+ X" f(Z) -1y
_ exp|fo(2) + Zi_ fi(Z) - Tx—y | ()
1+ exp[fo(2) + X/, fi(2) - 1X:xi]
with
20(Z) == PX=%(Y=1|2) (15.34)
expl fo(2)]
=0 15.35
1 + expl fy(2)] ( )
and, fori=1,...,n,
g/(Z) == PX=N(Y=1|2) - PX=%(r=1]|2) (15.36)
explfo(2) + f,(2)] expl fo(2)] (1537)

T T+explo@ +£@2)]  1+explfo@)]

(Proof p. 467)



EFFECT FUNCTIONS OF A DISCRETE REGRESSOR 461

Remark 15.26 [P-uniqueness of the functions f;(Z)] Let the assumptions of Theo-
rem 15.25 and the additional assumption (15.2) hold. Then, for all measurable functions
f(;‘,fl*, N Q, 52{2) — (R, R) satisfying Equations (15.34) to (15.37),

@ =f@. Yi=01. ...n, (15.38)

(see Exercise 15.1). Hence, E[ fl.*(Z)] =E[f(Z)],i =1, ..., n,provided that these expectations
exist. <

Definition 15.27 [Logit intercept function and logit effect function]

Let the assumptions of Theorem 15.25 as well as (15.2) hold. Then the function
Jo: «Q, szfé) — (R, B) is called the Z-conditional logit intercept function, and,
for all i=1,...,n, the function f;: (Q/ ,.Qfé) — (R, B), the Z-conditional logit
effectfunctionof x;versusxyonY whichpertainstotheversionP(Y=1|X,Z) e
PY=1|X, Z) in Equation (15.33).

Remark 15.28 [Partial conditional probability P(Y=1 | X, Z=z)] Let the assumptions of
Theorem 15.25 hold. Then Equations (15.33) and (14.25) imply

exp(fo@) + Z_ /i@ - Txy,)
PY=1|X,Z=2) = (15.39)
L+exp(fo@ + X, /i@ - Txy,)

for the partial conditional probability P(Y=1 | X, Z=z) (see Rem. 14.30). This equation jus-
tifies the terminology introduced in Definition 15.27. <

Remark 15.29 [(Z =z)-conditional logit intercept and effects] If the assumptions of The-
orem 15.25 hold and z Q’Z with P(Z=z) > 0, then Equation (15.39) and (14.29) imply that
there is a PZ=3(Y =1 | X) € PZ=¥(Y =1 | X) with

exp|[fo(2) + X1 fi@ - Ty ]
1+exp| fy@) + T, i) - Txey ]

PP=H(Y=1|X)=P(Y=1|X,Z=z) = (15.40)

Equation (15.40) and Theorem 13.20 imply that f;(z) is the intercept and f;(z), i = 1, ... , n, are
the coefficients pertaining to a linear logistic parameterization of PZ=3(Y=1 | X). Accord-
ing to Lemma 12.38 and Remark 12.39, PZ=Z(X=x,-) >0foralli=1,...,nimplies that the
matrix of the covariances of the random variables 7x_, , ..., Tx_, with respect to the mea-

sure PZ=% is regular. Therefore, we can apply Theorem 13.20 for identifying the coefficients
fo@) and fi(2),i=1,....n.
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Under the assumptions of Theorem 15.25, Remark 14.9 and Equation (15.40) imply

exp(fo@) + Z_ /i@ - Txy,)

= , VV.e P77y =1|X). (15.41)
PE= 1+ exp(fol@) + T, /i@ - Tx—y,) )

<

Remark 15.30 [Conditional probability PX=%(Y=1|2Z)] Remark 14.9 and Equation
(15.32) imply

_exp(fo(2) X=0v_
) ETrengy e =112, (15.42)
and, foralli=1, ...,n,
exp(fo(2) + f:(2)) Xy
= . VV,e PXN(y=1|2). 15.43
ipxs 1+ exp(fo(Z) +fA2) < =112 ( ;

Remark 15.31 [Log odds functions] In terms of conditional probabilities, the Z-conditional
logit intercept function f;, satisfies

PX=x(y=1|2) ]

Jo@)=1n [1 —PX=x(Y=1|2)

(15.44)

(cf. Rem. 13.15). Hence, f;, may also be called the Z-conditional log odds function of
PX=%(Y =1 Z). Similarly,

X=xi(y =
fo(Z)+f,~(Z)=ln[ Priyr=112) ] i=1..n

15.45
| — PX=%i(Y=1|2) (1549

(see Exercise 15.2). The function fy + f;: (), o) — (R, B) satisfying (fy +/)(Z) = fo(Z) +
[fi(Z2) is called the Z-conditional log odds function of PX=x(y=1|2). <

Remark 15.32 [Log odds ratio functions] Equations (15.44) and (15.45) imply

szi = X=X0 =
PX=X(Y=1|2) ]—m[ P Y=1|2 ] (15.46)

1 — PX=x(Y=1]|2) 1 - PX=x(y=1]2)
PX=x(y=1|2 PX=x(y=1|Z
:lnl =112 / '¥=112) ] i=1,....n  (1547)

f(Z)=In [

1—PX=x(y=1]2)/ 1-PX=x(Y=1|2)

for the Z-conditional logit effect functions f; (cf. Rem. 13.16).
Referring to Equation (15.47), f;, i = 1, ..., n, is also called the Z-conditional log odds
ratio function of PX=%(Y=1|Z) and PX=*(Y=1| Z). <
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Remark 15.33 [Odds ratio functions] The exponential function of f;(Z) is

i=1,....,n.  (15.48)

PX=x(y=1|2 PX=xy=1|Z2
expl 20 - - (Y=112) / (Y=11|2)

—PX=x(y=12)/ 1-PX=%¥=1|2)

The composite function exp(f;): (€2}, ﬂé) — (R, B) is called the Z-conditional odds ratio
function of PX=%(Y=1| Z) and PX=*(Y=1| Z) (cf. Rem. 13.17). <

Remark 15.34 [Risk ratio functions] Another closely related function describing condi-
tional effects of (X =x;) compared to (X =x,) is

X=x; =
bz = P0=112)

= . i=1,...,n 15.49
PX=%(Y=1]2) (1549)

The function k;: (2, .Qfé) — (R, B) satisfying (15.49) is called the Z-conditional risk ratio
function of PX=%(Y=1|Z) and PX=*(Y=1| Z) (cf. Rem. 13.18). <
Remark 15.35 [Four kinds of conditional-effect functions] Hence, under the assumptions
of Theorem 15.25, we considered four kinds of different Z-conditional-effect functions: g;, f;,

exp( f;), and k;. They all describe Z-conditional-effect functions of x; compared to x, on ¥ on
different scales. <

15.6 Implications of independence of X and Z for the logit
regression coefficients

In section 15.3, we already treated the implication of
Elg(2) | X] = Elg;(Z)], Vi=0,1,....n, (15.50)
[see Eq. (15.22)]. According to Theorem 15.14, this equation implies
ElgD]l=p;, i=0,1,...,n, (15.51)

where ; are the parameters in the equation

PY=11X)=py+ D, B;- Txos (15.52)
i=1

Note that, under the assumptions of Theorem 15.25, there are coefficients By, By, ..., B, €
R such that Equation (15.52) holds. Remember, according to Remark 15.16, Equation (15.50)
holds if X and Z are independent.

Remark 15.36 [Mean independence and logit effect functions] Note that the analog to
Equation (15.51) does not hold for the expectation of the logit effect functions f; specified in
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Equation (15.33). That is, although, under the assumptions of Theorem 15.25, there are always
coefficients o, o, ... , a, € R such that

exp(ag + PR 7X=x,-)
1+ exp((xo + X 1szl_)

PY=1|X)= , (15.53)

neither

E[fi(Z2)| X] iE[fi(Z)], Vi=0,1,...,n, (15.54)

nor does independence of X and Z imply that a; is identical to E[ f;(Z)] (see Example 15.38).
In fact, it is even possible that «; is negative and E[ f;(Z)] is positive (see Example 15.39). <

Remark 15.37 [Implications for methodology] From a methodological point of view, this
means that randomized assignment of a unit to one of the treatment conditions — which creates
independence of a treatment variable X and the person variable U — does not imply that the
regression coefficients in the logistic parameterization of P(Y =1 | X) can be interpreted as the
expectation of the corresponding functions f;(U). As mentioned before, it is even possible that
a coefficient «; is negative and E[ f;(Z)] is positive (see Example 15.39). In contrast, compare
Equations (15.50) to (15.53) and the invariance property formulated in Theorem 12.44 for a
linear parameterization of a conditional expectation. <

Example 15.38 [Joe and Ann with randomized assignment — continued] Now we show by
an example that independence of X and Z does not imply that the coefficients o; of Equation
(15.53) are identical to E[ f;(Z)], where the functions f; are specified in Theorem 15.25. [In
contrast, compare Equations (14.4) and (14.5) for the effect function g .]

In Examples 13.24 and 13.26, we computed

exp(agy + oy - X) . exp(=201 +.606 - X)

P(Y=1|X)= ~ (15.55)
1 +exp(og+a;-X) 14 exp(—.201 +.606 - X)
and
exp[(Ag+ Ao - Tyenm) + Ay + A3 Tya ) - X
P(Y=1|X.U)= P[ 0T A2 Tu=ann 1 3 Tu=ann ]
L+exp[(Zg + A2 - Tympm) + (g + 23 Ty—am) - X]
(15.56)

exp[(.847 = 2.234 - Ty p,) + (539 + 442 - Ty _p,) - X]
T ltexp [(847 —=2.234 - 1 _ ) + (539 +.442 - 1 _p) - X

showing that the logit of P(Y=1 | X, U) is fo(U) + f;(U) - X with logit intercept function f;
satisfying

fo(U) = ),0 + ),2 . 1U=Ann ~ .847 - 2.234 . 1U=Al’ll‘l
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and logit effect function f; satisfying
S =41 + A3 - Ty—ppn =539+ .442 - Ty_ g -
Note that
a; & .606 £ E[ fi(U)] = .539 + .442 - E(1y—ann) = .76.
Hence, although X and U are independent, the logit effect a; of X in the logistic parameteri-
zation of P(Y =1 | X) is not equal to the expectation of f;(U) in the logistic parameterization

of P(Y=1|X,U). <

Example 15.39 [Joe and Ann: reversed average logit effect] Table 15.2 displays an exam-
ple in which the coefficient a; in the equation

Py=1|x) = Pt X (15.57)
I + exp(ag + oy - X)

is negative, whereas the expectation E[ f;(U)] of the function f;(U) in the equation

exp( fo(U) +f1(U) - X)

PY=1|X,U) = (15.58)
P 1+exp(fo(U) +£(U) - X)
Table 15.2 Joe and Ann: reversed average logit effect.
Outcomes ® Observables Conditional expectations
S
=
= —
o ) TR
> 5 2 ~ o~ b =9
£ 5 £S5 > 2 |- I
- £ Z 8| x S 5 - - I O
5 . S E o = = Z I > I
7] —_ =] — — — D~ P~ 5
E 3 = =} g 5 Z < QL —

= 3 9 s s E g| wu I NS S & S _

E S 2 | =] 5§ 8 3> > x & ¥ wm = )

P B @ < A B O X L & a A 2 &) S
(Joe, no, —) 067 | Joe O O (.732 732 5 732 984 1.005 252 3.114
(Joe, no, +) A83 | Joe O 1 (.732 732 5 732 984 1.005 252 3.114
(Joe,yes,—) |.004| Joe 1 0O | 984 .626 .5 .732 984 4.119 252 3.114
(Joe,yes,+) |.246 | Joe 1 1 | 984 .626 5 732 984 4.119 252 3.114
(Ann,no,—=) |.067 | Ann 0 O | .732 732 5 732 268 1.005 —-464 -2.010
(Ann,no,+) |.183 | Ann O 1 | .732 732 5 732 268 1.005 —-464 -2.010
(Ann,yes,—) |.183 | Ann 1 0 | 268 .626 5 732 268 |[-1.005 —-464 -2.010
(Ann, yes,+) |.067 | Ann 1 1 | .268 .626 5 732 268 |[-1.005 —-464 -2.010
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is positive, although X and U are independent. The coefficients of Equation (15.57) are
oy ~ 1.005 and oy = —.490, whereas the expectation of the conditional logit effect function is
Ey(f) = E[fi(U)] = .552 (see Exercise 15.3). <

15.7 Proofs

Proof of Theorem 15.3
Foralli=0,1, ... ,n,

E(Y)is finite = EX=%(Y) is finite [Rem. 14.6]
= there is a real-valued EX=%(Y | Z) € €X=%(Y | Z). [Box 10.2 (x)]

According to Theorem 10.9 and Corollary 10.23, finiteness of E(Y) also implies that there is
ag(X,Z) e &Y | X, Z) such that, for real-valued versions EX=%(Y | 2),

gX,2) = Y EXTN(Y|2) - Ty, [(14.31)]
i=0

n
? EX:X()(Y | Z) '1X=X0 + Z EX=XI'(Y | Z) - 1X=Xl-
i=1

n n
EXT0(Y|2) = 3 EX TR 1 2) Ay + Y ENTIY 1 2) Ty [(533)]
i=1 i=1

EX=%(Y | Z) + Z[EXZXI'(Y | Z) = EX=0(Y | 2)] - Ty

i=1

Because the function on the right-hand side of the last equation is (X, Z)-measurable and P-
equivalent to g(X, Z) € €(Y | X, Z) (see Th. 2.57), it is an element of & (Y | X, Z). Defining
the specific version

E(Y|X,Z):=E*X=%(Y|Z)+ Z[EXZXI(Y | Z) — EX=5(Y | 2)] - Tx_,,

i=1

completes the proof.

Proof of Theorem 15.14
For all versions E(Y | X) € &(Y | X),

E(Y|X) = E[EY | X,Z) | X] [Box 10.2 (v)]

E |82+ Y, 8(2) - 1y,
i=1

X] [(15.6)]

Elgo(2) | X1+ Y E[g/2) - Ty, | X] [Box 10.2 (xv)]
i=1
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Elg2) | X1+ X Elgi(2) | X]- Tx—,  [o(Tx=,) c o(X), (10.74), (2.36)]
i=1

Elgy@D]+ Y, Elgi(D] - Tx—.. [(15.22)]
i=1

According to Remark 2.18, the right-hand side of the last equation above is X-measurable.
Because it is P-equivalent to all versions E(Y | X) € &(Y | X), it is an element of & (Y | X)
[see (10.12)], and it satisfies Equations (15.17) to (15.21).

Proof of Corollary 15.18

According to Box 10.2 (vi) and Equations (6.5) and (10.4), independence of X and Z implies
PX=x;|2) = P(X=x;). Because P(X=x;) > 0, we can conclude P(X=x; | Z) ? 0. Further-

more, P(X=x; | Z) ; 0 is equivalent to P-uniqueness of EX=%(Y | Z) [see Cor. 14.48 (a)

and (c)]. According to Box 14.1 (viii), this implies P-uniqueness of the functions g;(Z),
i=0,1,...,n.

Proof of Theorem 15.25
By definition, P(Y=1|X,Z) = E(Ty_, | X, Z). Hence, the existence of measurable func-

tions gg, g1 --- » &u: (2, Mé) — (R, %) satisfying Equations (15.32), (15.34), and (15.36) has
already been proved in Theorem 15.3. In order to show that there are measurable functions f;,
Sis eee oS (Q, Qfé) - (R, &) satisfying Equation (15.33), we define
1(Z) == logit[P*=%(Y=1|2)], Vi=0,1,....n, (15.59)
using the logit of PX=%(Y =1 | Z) defined by Equation (13.5). Furthermore, we define
H @) =1y(2), (15.60)
and
@) =L2)-1,2), Vi=1,...,n. (15.61)

These definitions and Equation (13.6) then yield

exp(logit[P*=5(Y=112)])  exp(li(2))
1 +exp(logit[PX=%(Y=112)])  1+exp(l(2))

PX=xi(Y=1|Z)= Vi=0,1,...,n.

Hence, for i = 0, Equation (15.34) implies

exp ( fO(Z))

g =P (Y=1|2)= ————,
0 1+ exp(£o(2))
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which proves (15.35). Furthermore, Equation (15.36) yields

8i(2) = PX=Ni(Y=112) - PX=(Y=1|2)
_exp( /D) + /D) ~ exp(fo(2))
L+exp(fo2) +£2)  1+exp(fo(2)

which proves (15.37).
Finally, for all ® € Q,

(/0D + /D) (), if X(@) =x;,j=1,....n

<f0(Z) + Z,l 1@ 1X=xl->((”) - {fO(Z)(u)), otherwise.

Forall m € {X=x;},

exp| (o@) + Zje (D) Tx=y ) )]
L+ (/@ + Zi, £D) - Ty, ) ©)]

) g

= 1% L@@ [7X=x,-((”) =0,Vi=1,...,n]

=go(2)(w). [(15.35)]
Hence, forallj=1,...,nand all ® € {X:xj},

x| (@) + Ei HD) - Txoy) )]

1+ exp[(fO(Z) + 3 £@)- 1X:xi)(m)]
expl(fo(2) + f(Z)(w)]
[+ expl( o@D + 1))

=[80(2) + g{(D)](w) [(15.36), (15.35)]
=@+ ¥ 8@ 1oy @ i@ =1 & 3 =x]
i=1
= P(Y=1|X, Z)(w). [(15.32)]
Exercises

15.1 Prove Equation (15.38).
15.2 Prove Equations (15.44) and (15.45).

15.3 Using the results displayed in Table 15.2, compute the coefficients o and o; of Equation

(15.57) as well as the expectation of the conditional logit effect function f;.
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Solutions

15.1 According to Theorem 14.46, assuming (15.2) implies that the conditional probabilities
PX=%(Y=1| Z) are P-unique, which in turn implies that the functions g; are P-unique
[see (2.36)]. If, forall i = 0, 1, ... , n, the PX=%(Y=1| Z) are P-unique, then the func-
tions /;(Z) and their differences [see Eqs. (15.60) and (15.61)] are P-unique as well [see
(2.34) and Rem. 2.76].

15.2 The composition of Z and the conditional logit intercept function can be written as:

folz) = logit[P*=% (Y =1 2)| [(15.35), (13.3)]
—In [ 1 f’;?iif(;lz'lzl>z)] . [(132)]
Furthermore,
fo@) + fi(2) =logit[PX=i(Y=1]| Z)] [(15.37), (13.3)]

szi =1
[P r=112) [(13.2)]

1 - PX=x(y=1]2)

15.3 Using Equations (13.6) (13.8) and the conditional probabilities P(Y=1 | X=x) dis-
played in Table 15.2 yields

ap = logit[P(Y=1] X=0)] ~ In(.732/(1 — .732)) ~ 1.005,
a + oy = logit[P(Y=1] X=1)] ~ In(.626/(1 — .626)) ~ .515,

and a; ~ .515 - 1.005 = —.490.
Similarly,

Ao = logit[P(Y=1| X=0, U=Joe)] ~ In(.732/(1 — .732)) ~ 1.005,
do + 4, =logit[P(Y=1| X=1, U=Joe)] ~ In(.984/(1 — 984)) ~ 4.119,
do + 4y = logit[P(Y=1| X=0, U=Ann)] » In(.732/(1 — .732)) ~ 1.005,
do+ A + Ay + Ay = logit[P(Y=1| X=1, U=Ann)] ~ In(:268/(1 — .268)) ~ —1.005,

and this yields

A = 4.119 - 1.005 = 3.114,
Ay, = 1.005 - 1.005 =0,
A3 & —=1.005-1.005 -3.114 — 0 = -5.124.
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Hence, the composition of U and the logit effect function f; is
Ji) =24+ A3 Typpn 3114 =5.124 - Ty s>
and taking its expectation we receive

Ey(fi) = ELAW)] [(6.13)]
~3.114-5.124 - .5 = .552. [Table 15.2, Box 6.1 (i), (iii)]
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Conditional independence

In section 4.3 we introduced independence of events and of sets of events, and in section 4.4
we treated conditional independence of events given an event that has a positive probability.
There, we noted that conditional independence given an event B is equivalent to independence
with respect to the conditional-probability measure PZ. Furthermore, in section 5.4 we used
these definitions in order to introduce independence of random variables. In this chapter we
generalize these concepts and define conditional independence of events, of sets of events,
and of random variables given a 6-algebra or given a random variable. Furthermore, we study
the relationship between conditional independence and conditional mean independence (see
section 10.6). For further implications of conditional independence, see section 17.6.

16.1 Assumptions and definitions

In this section, we make the following assumptions and use the following notation.

Notation and assumptions 16.1
Let Z: (Q, o, P) — (', ﬂé) be a random variable, let € c  be a c-algebra, and let
A,Be .

Also remember that P(A | €) := E(14 | €), where E(14 | €) denotes the €-conditional
expectation of the indicator 1, of A € &, and P(A | Z) := E(1 | Z) the Z-conditional proba-
bility of A (see Def. 10.2 and Rem. 10.4). Finally, see Remark 5.17 for the concept of P-
equivalence and section 10.2 for propositions on P-equivalence of conditional expectations.

Probability and Conditional Expectation: Fundamentals for the Empirical Sciences, First Edition. Rolf Steyer and Werner Nagel.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
Companion website: http://www.probability-and-conditional-expectation.de


http://www.probability-and-conditional-expectation.de

474 PROBABILITY AND CONDITIONAL EXPECTATION

16.1.1 Two events

Definition 16.2 [©-conditional independence of two events]
Let the assumptions 16.1 hold.

(i) A and B are called €-conditionally P-independent, denoted A Ji’L B |G, if

P(ANB|©)=PA| ) P(B|%). (16.1)

(ii) A and B are called Z-conditionally P-independent, denoted A J13L B|\Z if

P(ANB|2)=PA|Z)-P(B|2). (16.2)

A synonym for €-conditional P-independence of A and B is conditional independence of
A and B given G with respect to the probability measure P.

Remark 16.3 [Symmetry] Obviously, €-conditional independence of A and B with respect
to P is symmetric in the following sense:

AL B|¥ © BLA|G®. (16.3)

P P 4

Note that we did not exclude that the events A or B are elements of the c-algebra €. This
case is considered in the following lemma.

Lemma 16.4 [A sufficient condition]
Let the assumptions 16.1 hold. Then,

AeGorBe® :AJﬁLBl% (16.4)

and
Aeoc(Z)orBeolZ) = AJI.JI_BIZ. (16.5)

(Proof p. 493)

Remark 16.5 [An immediate implication] If (2, &/, P) is a probability space and A, B € &,
then A J}.)L B| 4. <

Corollary 16.6 [Two formulations of Z-conditional P-independence]
Let the assumptions 16.1 hold. Then the following propositions are equivalent to each
other:

(i) ALB|Z

(i) PANB|Z=2)=PA|Z=2)-P(B|Z=2), forPzaa zeQ,
(Proof p. 493)
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Remark 16.7 [The special case P(Z=z) > 0] Corollary 16.6 and Remark 2.71 imply: If
A JPL B|Zand P(Z=z) > 0, then,

PANB|Z=z)=PA|Z=z) -P(B|Z=2). (16.6)

According to Equation (10.30), P(A | Z=2) = P(A | {Z=z}),if P(Z=z) > 0. Therefore, Equa-
tion (16.6) is consistent with Equation (4.27). <

Definition 16.8 [(Z=2z)-conditional independence of two events]
Let the assumptions 16.1 hold and assume that 7 € Q’Z withP(Z=2z) > 0. Then A and B are
called (Z =z)-conditionally independent, denoted A JIBL B | Z=z, if Equation (16.6) holds.

Remark 16.9 [Conditioning on a constant] Let the assumptions 16.1 hold. If € = {Q, @},
then Remark 10.5 implies P(A | €) = P(A), P(B| €) = P(B), and PAnB|¥) = P(AnB).
Hence, in this case, 6-conditional independence and (unconditional) independence of two
events are equivalent, that is,

%={Q.0) > ALB|% & ALB) (16.7)

IfZ=a, ae Q’Z, that is, if Z is a constant random variable, then 6(Z) = {Q, @}. Therefore,
(16.7) implies

FaeQ:Z=w) > ALBIZ & ALB). (16.8)

A more general proposition is that independence and Z-conditional independence of two
events are equivalent if Z ? o, @ € Q, that is,

I
(El(erZ.Z;a):»(AJPLB|Z©AJI.JLB) (16.9)
(see Exercise 16.1). <

16.1.2 Two sets of events

Using the concept of conditional independence of two events, we define €-conditional P-
independence of two sets of events. One or both of these sets of events can be a c-algebra, but
this is not required.
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Definition 16.10 [6-conditional independence of two sets of events]
Let the assumptions 16.1 hold and let 9, & c . Then:

(i) D and & are called €-conditionally P-independent, denoted D J[-)L & |G, if

for all pairs (A, B) € D X &, the events A and B are 6-conditionally P-indepen-
dent.

(ii) D and & are called Z-conditionally P-independent, denoted & Ji’L &\ Z if

for all pairs (A, B) € & X &, the events A and B are Z-conditionally P-indepen-
dent.

Remark 16.11 [Conditioning on a constant] Remark 16.9 implies

€={Q 0} > (QZJPL%l% & SZJPL &). (16.10)

Hence, 9 Ji’L & (see Def. 4.40) is a special case of & Ji)L & | € with € = {Q, @}. Similarly,
(EIaeQ’Z:Z=a):(£JZJﬁL%|Z©£JZJﬁL%). (16.11)

Again, a more general proposition, which follows from (16.9), is that independence and
Z-conditional independence of two sets of events are equivalent if Z ? o, e Q’Z, that is,

l.o7_
(HaeQZ.ZFa)ﬁ(@JﬁL%|Z©9JiI)_%) (16.12)
(see Exercise 16.2). <

According to the following lemma, two c-algebras are conditionally independent if
two n-stable set systems (see Def. 1.36) that generate these c-algebras are conditionally
independent.

Lemma 16.12 [n-Stable generators]
Let the assumptions 16.1 hold, let 9, & c &, and suppose that 9 and & are n-stable.
Then,

PLE|E & o(@) Lo(®)|E (16.13)

(Proof p. 493)

16.1.3 Two random variables

The sets of events & and & occurring in Definition 16.10 may also be two c-algebras, such
as o(X) and o(Y), the o-algebras generated by random variables X and Y, respectively (see
Def. 2.26). This case will now be used to define conditional P-independence of two random
variables.
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Definition 16.13 [Conditional P-independence of two random variables]
Let X: (Q, o, P) — (@, QQY)’(), Y: (Q, o, P) = (@, gf}’,), and Z: (Q, o, P) — (Q, .szfé)
be random variables and € c & a c-algebra. Then:

(i) X and Y are called €-conditionally P-independent, denoted X Ji!' Y| if
6(X) and o(Y) are €-conditionally P-independent.

(ii) X and Y are called Z-conditionally P-independent, denoted X JI.)L Y|Z if
6(X) and o(Y) are Z-conditionally P-independent.

Remark 16.14 [Three equivalent notations] Let {X e A’} := {0 € Q: X(w) € A’} and
{Y e B’} := {0 € Q: Y(w) € B'} denote the events that X takes on a value in A’ and Y takes on
a value in B’, respectively. Then we use the following equivalent notations for &-conditional
independence of two random variables:

i X JPL Y|@.
(i) o(X) JiJL o¥)|®@.
(i) {X e A’} Ji)L{Y eB'} |6 VA@A,B)e d}’( xd}’,.
Each of these notations is equivalent to

PXeA,YeB| %);P(XeA’ |€)-P(YeB'|6), VA B)edyxd,. (16.14)
Analogously, X Ji’L Y | Z is equivalent to

PXeA',YeB |Z)§P(XGA’ |Z2)-PYeB'|Z), VA, BYedyxd,. (16.15)
<

Remark 16.15 [An implication for random variables] The following proposition follows
from Definition 16.13. If 2, & ¢ &, 6(X) c 2, and 6(Y) c &, then,

PLE|IC > XLY|E (16.16)
<

16.2 Properties

Now we study some implications of conditional independence of two sets of events and
of two random variables. According to Example 1.37, the set {A} is a n-stable genera-
tor of 6({A}) = {A, AS Q, @}. Furthermore, o(1,) = 6({A}) (see Example 2.31). Therefore,
Lemma 16.2, Definitions 16.2 and 16.13, and Tz = 1 — T3 imply the following corollary.
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Corollary 16.16 [Equivalent propositions]
Let the assumptions 16.1 hold. Then the following propositions are equivalent to each

other:
(i) (A} LL(B}| .

(ii) c5({1‘1})J}-)|-6({B})I%.
(iii) 1y AL 15| .
(iv) ALB|G.
(v) BLA|.

(vi) A JPL B¢ | 6.
Lemma 16.4 and Definition 16.13 imply the following corollary.

Corollary 16.17 [Sub-c-algebras]
Let the assumptions 16.1 hold and let &, & c . Then,

(Qc‘gor%c%)#@%%l% (16.17)

Furthermore, if the assumptions of Definition 16.13 hold, then,
(0o(X)co(Z) or o(Y)co(Z2)) => X Ji’L Y|Z. (16.18)

Remark 16.18 [An implication for compositions] Corollary 16.17 and Lemma 2.52 imply:

If g(Z) is a composition of Z and an (&/},98)-measurable function g: (Q,, /) — (R, %), then
X 1 ¢2) | Z.

Now we consider conditional independence of two discrete random variables. Remember,
a random variable X: (Q, of, P) — (Q};, o) is called discrete if there is a finite or countable
set QY ¢ Q} with Py(Q})) = 1 and {x} € o forall x € Q}, (see Def. 5.56). If we consider
two discrete random variables X, Y and adopt the corresponding notation for Y, then Equation
(16.14) can be replaced by a simpler equation specified in the following corollary.

Corollary 16.19 [Conditional independence of discrete random variables]
Let X: (Q, o, P) — (%, dy) and Y: (Q, o, P) — (), 9}) be discrete random variables
and let € c o be a c-algebra. Then X and Y are €-conditionally P-independent, if and
only if

PX=x,Y=y|®) = PX=x|8)-P(Y=y| ), Vy) eQxQ, (16.19)

(For a proof, see the proof of the more general Corollary 16.47.)
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Table 16.1 Joe and Ann with no individual treatment effects.

Outcomes ® Observables Conditional probabilities
)
iﬁ ~~ ~
v ~ = =2 =
O e ~
» & = L & - >
T 8 /> L+ L 1 "
E E g | X = =2 =2 >
= 8 = = S Il Il Il Il Il
= 3| 2| ¢ E Z| = = = = =
- B @ _ [a ¥ = ®) L L A A L
(Joe, no, —) .04 Joe 0 0 .6 76 .6 3/4 9/20
(Joe, no, +) .06 Joe 0 1 .6 76 .6 3/4 9/20
(Joe, yes, —) 12 Joe 1 0 .6 .68 .6 3/4 9/20
(Joe, yes, +) 18 Joe 1 1 .6 .68 .6 3/4 9/20
(Ann, no, —) .08 Ann 0 0 .8 .76 .8 1/3 8/30
(Ann, no, +) 32 Ann 0 1 .8 76 .8 1/3 8/30
(Ann, yes, —) .04 Ann 1 0 8 .68 R 1/3 8/30
(Ann, yes, +) .16 Ann 1 1 .8 .68 .8 1/3 8/30

Equation (16.19) only refers to all pairs (x, y) € Q;O X 93,0, whereas (16.14) refers to all

pairs (A, B') of elements in the c-algebras o/, and </}, respectively.

Remark 16.20 [Conditioning on a random variable] If Z: (Q, &, P) - (Q/, dé), then
(16.19) can be written as:

PX=x,Y=y|Z) = PX=x|2)-P(Y=y|Z), V(x,y)eQ,xQ,. (16.20)
<

Example 16.21 [Joe and Ann with no individual treatment effects] Table 16.1 displays a
new example with Joe and Ann. As before, the random experiment consists of drawing Joe or
Ann, each one with probability .5, observing whether (X=1) or not (X=0) the drawn person
receives treatment, and whether (Y =1) or not (Y=0) a success criterion is reached. In this
example, X and Y are U-conditionally independent with respect to P. In other words, condi-
tioning on the events { U =Joe} or {U=Ann}, X and Y are P-independent. Intuitively speaking,
this means that there are no individual treatment effects.

According to Definition 16.13, we have to show that the two c-algebras o(X) and
o(Y) are U-conditionally P-independent, where X: (Q, o/, P) — (&, o )’() and Y: (Q, o, P) —
Q). o) with Q) = Q) = {0,1} and /| = o/, = {{0, 1}, @, {0}, {1}}. In other words, we
have to show

PXeAYeB |U)=PXeA' |U)-PYeB' |U), VA ,B)Yedyxd,. (1621)
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According to Corollary 16.16, it suffices to consider A’ = B’ = {1}, using the nota-
tionPX e A" |U)=PX=1|U),PYeB' |U)=PX¥=1|U),andPXeA’",YeB |U)=
P(X=1,Y=1| U).Looking at the last three columns of conditional probabilities in Table 16.1
shows that, in this example,

PX=1,Y=1|U)=PX=1|U)-P(Y=1]|U). (16.22)
<

The following theorem adds another important property of conditional independence that
is also useful in some proofs.

Theorem 16.22 [A property equivalent to conditional P-independence]
Let (Q, o, P) be a probability space, let €, D, & c o, and let €, D be 6-algebras. Then,

LI & VAcEPA|%.2)=PA|P). (16.23)

(Proof p. 495)

In the following remark, we use the notation E(Y | €, Z) := E(Y | 6[€ u 6(Z)]) for a ver-
sion of the 6[€ U 6(Z)]-conditional expectation of Y and P(A | 6, Z) := P(A | 6[6 u o(2)]) for
a version of the 6[€ u 6(Z)]-conditional probability of an event A € & .

Remark 16.23 [Sufficient condition for conditional independence of events] An immedi-
ate implication of Theorem 16.22 is

VA,Bed (P(A|1B,<€)$P(A|<{€) = AJPLB|<€). (16.24)

This proposition may also be written as:

VA,Bed: (E(1A|1B,%)?E(1A|%) = AiPJ_B|%). (16.25)
<

The following corollary follows from Theorem 16.22 for A := {Y=y}.

Corollary 16.24 [An implication of conditional independence]
Let Y: (Q, o, P) — (@, o) be a random variable with {y} € o, for all y € Q' and let
G, D c 9 be c-algebras. Then,

YLD|G > VyeQyPY=y|%2)=PY=y|B) (16.26)

Remark 16.25 [Rewriting the corollary for random variables] In addition to the assump-
tions of Corollary 16.24, let X: (Q, o/, P) — (Q, o/y) and Z: (Q, &, P) — (2, o/}) be ran-
dom variables. Then,

YUX|Z = VyeQ:PY=y|X.2)=P(Y=y|2). (16.27)
<
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Box 16.1 Notation.

Let (Q, &, P) be a probability space, let A, B €</, let €, 9, & c <, where € is a c-algebra,
and let X, Y, Z be random variables on (Q, &/, P). Then,

Symbol Meaning

A J}.)L B|€ G-conditional P-independence of A and B

& J}.)L D |€ @-conditional P-independence of & and D

X JI.)L Y|€ @-conditional P-independence of X and Y

X JI.)L D|€ @-conditional P-independence of X and D [i.e., 6(X) JI.JL D | 6]
A J,BL B|Z Z-conditional P-independence of A and B [i.e., A JPL B | o(2)]
ngaL 9| Z Z-conditional P-independence of & and D [i.e., %J[.JL 9 | o(2)]

Now we consider a special case of Theorem 16.22 for a discrete random variable. This
means that we consider a random variable Y: (Q, &, P) — (Q',, o 1’/) such that there is a finite
or countable set Q{,) c Q}, with Py(Q},)) = 1 and {y} € &/} forally € Q}, (see Def. 5.56). In
this theorem, we also use the notation Y JﬁL 9 | € introduced in Box 16.1.

Theorem 16.26 [A proposition equivalent to conditional independence]
LetY: (Q, o, P) — (&, .Q{l//) be a discrete random variable and let €, 9 c o be 6-alge-
bras. Then,

YLD |G & VyeQ: P¥=y|62)=P(¥=y|®). (16.28)

(Proof p. 495)

Remark 16.27 [Rewriting the theorem for random variables] Suppose that X: (2, &, P)
— (& ,.szi)/(), Y:(Q, o P)— (Q,, M{,), and Z: (Q, o, P) — (Q/,, ,szié) are random variables,
and that Y is discrete. Then, for & = o(X) and € = o(Z), Theorem 16.26 immediately yields:

YJI.DLX|Z =N VyeQ’YO:P(Y=y|X,Z)§P(Y=y|Z). (16.29)
<

Box 16.2 summarizes some important propositions on conditional independence of o-
algebras, and Box 16.3 translates these propositions to conditional independence of random
variables. Proofs are provided in Exercise 16.3.

Considering a value z € Q), for which P(Z=z) > 0, some rules of Box 16.2 may also
have implications for conditional independence with respect to a conditional-probability
measure PZ=2, For example, if X is a numerical Z-measurable function, then according to
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Box 16.2 Conditional independence of set systems.

Let (Q, &, P) be a probability space; €, D, D, D,, D3 c & be c-algebras; and &, F,
€ c A. Then:

%J}.l.?l%@y%%l% @
%%G(%,?)l% =>%Ji|)_97|<€and %Jg.?l‘g (i)
%91,@2,@3 => 9 J[.JL92|93 (iii)
?c%:%%gl% (iv)
9:{9,@}:%%9|% (v)
%JﬁLgl%and?c%:%J}{_?l‘g (vi)
2, JﬁL@zl‘g S 9 %6(%,92)|‘_€ (vii)

%JPL 6(2,9,)|€¢ & %JPL 2, | € and %JﬁL D, | 6(6, D) (viii)
'%’Jil)_ 0(2,,9,) < %JI.JL 2, and %J}.}L D, | D;. (ix)

LetFyc F, 8y c Zand F, F, G, & c & be c-algebras. Then:

FULEG|C > F LG o8 F 5. x)

Let X1, X5, X: (Q, o, P) — (Q),, &) be random variables. Then:

X]?Xz and Xl%%I% =>X2JPL%|‘(€ (xi)
X=o,aeQ) = X1 &|. (xii)
P P

Lemma 2.52, there is a measurable function g: R, %) —» (R,%) such that X = 8(2).
This implies that X Z=__g(z) (see Rem. 9.1). Therefore, for a = g(z), Box 16.2 (xii) yields the

following corollaryf.)

Corollary 16.28 [Measurability and conditional independence with respect to PZ=7]
Let X:(Q,9,P)— (R,B) and Z:(Q, d,P)— (Q,,d)) be random variables, let
P(Z=2z) > 0, and G, & c o, where € is a 6-algebra. Then,

X is Z-measurable = X JZ.L & | 6. (16.30)
P =z
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Box 16.3 Conditional independence of random variables.

Let W, X, X;,X,, X3, Y, and Z be random variables on the probability space (L2, &, P).
Then:

XJi)LY|Z©YJﬁLX|Z @)
XJI.)L(W,Y)|Z=>XJI.)LW|ZandXJPLY|Z (ii)
3
lLi:]Xi =>X1J}.)LX2|X3 (lll)
oY) co(Z2) =>XJiI)_Y|Z @iv)
X = a, Q! XUY|Z
o, aed, > 2 | )
XJI.JLY|Z and G(W)CG(Y)=>XJ£).W|Z (vi)
X.%)LYlZ@XJi)L(Z,Y)lZ (vii)
XJI.DL(W,Y)|Z©XJ1.JLY|Z andXJI.JI_W|(Z,Y) (viii)
XJi)L(W,Y)@XJi)LYandXJI.JLW|Y. (ix)

If Y, and W,y are random variables on (Q, &/, P) that are measurable with respect to ¥ and
W, respectively, then,

W%Y|Z:‘W%Y|(Z,Y0,W0) (x)
X=X, and X, LY1Z = X, LV |Z (xi)
Xi(x,(er;(:»XJi)LY|Z. (xii)

Remark 16.29 [Z-measurability and independence with respect to PZ=%] For €=
{Q, @}, Corollary 16.28 implies that & and X are independent with respect to PZ=%_that is,

X is Z-measurable = X JZ.L 8. (16.31)
pZ=z
This result is also an immediate implication of Lemmas 2.52 and 5.51. <

Example 16.30 [Conditional independence of treatment and person variables] Table
16.2 displays some parameters of a new random experiment. In this experiment, a person
(unit) is drawn from a set of six persons with a sampling probability of P(U=u) = 1/6 for
each person. There are four males (Z=m) and two females (Z=f). If a male person is drawn,
then he receives treatment (X = 1) with probability P(X=1 | U=u) = 3/4; if a female person is
drawn, then she gets treatment with probability P(X=1 | U=u) = 1/4. The table also displays
the conditional expectation values E(Y | X=0, U=u) and E(Y | X=1, U=u) of a real-valued
outcome variable Y.
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Table 16.2 Z-conditional independence of X and U.

Persons u Conditional expectation values
) = =
P [ I =
g = = I
= = - =)
S = I I -
g I~ = il I
5 25| = & o)
[a¥ Ll N oy ~
u 1/6 | m| 68 81 3/4
Uy 1/6 | m| 78 86 3/4
Uz 1/6 | m| 88 100 3/4
Uy 1/6 | m| 98 103 3/4
Us 1/6 | f | 106 114 1/4
Ug 1/6 | f | 116 130 1/4

In this example,

1

3
PX=1|ZU)=PX=1|2)= 7 Tpep+ 315

However, if the first of these two equations holds, then P(X=0|Z, U) = P(X=0 | Z) holds
aswell, because P(X=0|Z)=1—-PX=1|Z)andP(X=0|Z,U)=1—-PX=1|Z,U) (see
again Exercise 16.4). Therefore,

PX=x|Z,U)=PX=x|2), x=0,1, (16.32)

and, according to (16.29), the treatment variable X and the person variable U are conditionally
independent given Z (sex). <

Example 16.31 [Joe and Ann with no individual treatment effects — continued] In Exam-
ple 16.21, we presented Table 16.1 and showed that X and Y are U-conditionally independent.
According to Theorem 16.26,

PY=y|X, U);P(Y:yl U), y=0,1,

is equivalent to U-conditional independence of X and Y. Comparing the columns headed by
P(Y=1|X,U) and P(Y=1| U) in Table 16.1 confirms that the displayed equation is sat-
isfied for y=1. However, this implies that P(Y=0| X, U) = P(Y=0]| U) holds as well (see

Exercise 16.4). <
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16.3 Conditional independence and conditional
mean independence

Now we generalize the product rule for the expectations of independent random variables
[see Box 6.1 (x) and Proposition (16.7)] using the notation X J]'JL Y | € introduced in Defini-

tion 16.13.

Theorem 16.32 [Product rule under conditional P-independence]
LetX,Y: (Q, o, P) —» (R, %) be random variables that are both nonnegative or both with
finite expectations, and let ‘€ c o be a c-algebra. Then,

XLY|% = EX-Y|6)=EX|6) EY|9). (16.33)

(Proof p. 495)

Remark 16.33 [Conditioning on a random variable] If Z: (Q, &/, P) — (Q,, &/) is a ran-
dom variable, then, under the assumptions of Theorem 16.32,

XLY|Z= EX-Y|2)=EX|2)-E(Y|2). (16.34)

Hence, under the assumptions of Theorem 16.32, and if X and Y have finite second moments,
then Z-conditional independence of X and Y also implies Cov(X, Y | Z) = 0 [see Rule (i) of

Box 11.2]. <

In section 10.6, we introduced the concept of conditional mean independence. Now we
consider its relationship to conditional independence.

Theorem 16.34 [Conditional mean independence]

Let (Q,,P) be a probability space, let 6,9, Ec A be oc-algebras, and let
Y: (Q, o, P) > (R,B) be a random variable that is nonnegative or has a finite expec-
tation E(Y). If 6(Y) c &, then,

LD |G > EY|6D=EY|6). (16.35)

(Proof p. 496)

An immediate implication is

YJI.JI_.QZl% =>E(Y|%,9)§E(Y|%). (16.36)

Remark 16.35 [Conditioning on random variables] If X:(Q, &, P) - (Q), &/y) and
Z:(Q, 9, P) - (,, o)) are random variables, and Y:(Q, <, P) — (R,%) is a random
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variable that is nonnegative or has a finite expectation E(Y), then,

YUX|Z = EY|X.2)=EY|2). (16.37)
<

Remark 16.36 [Implications of independence] For Z being a constant, the last remark
yields

YJi)LX => E(Y|X)§E(Y) (16.38)

[cf. Box 10.2 (vi)]. <

While Theorem 16.34 deals with an implication of conditional independence on condi-
tional mean independence, now we present some conditions that are equivalent to conditional
independence.

Theorem 16.37 [Characterizations of conditional independence]

Let (Q, 4, P) be a probability space, let 6,9, &c A be oc-algebras, and let
W,Y: (Q, o, P) > (R, B) be real-valued random variables. Then the following propo-
sitions are equivalent to each other:

(i) LD |€

(ii) E(Y | 6,9D) = E(Y | 6), forall nonnegative Y with finite expectation and o(Y) c
&.
(iii) ECW-Y | %) = EW | 6)-EY |€6), forallnonnegative Y with finite expectation
and o(Y) c & and all nonnegative W with c(W) c 2.
(iv) E[E(Y | ) | 9] §E(Y | D), for all nonnegative Y with finite expectation and
oY) co(@, &).
(Proof p. 497)

In the next theorem, we assume Z J13L Y | € and present an implication for the conditional

expectation EZ=(Y | ) (see ch. 14).

Theorem 16.38 [An iml)lication of ©-conditional P-independence]
Let Y: (Q, o, P) —» (R, %) and Z: (Q, o, P) — (,, o)) be random variables, let z € Q/,
with {z} € szié and P(Z=2) > 0, and let Y be nonnegative or such that E*=%(Y) =
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dePZ * is finite. Furthermore, let € c o be a oc-algebra. If ZJ.L Y |6 then
&Y | €) c €X7%(Y | ), and therefore,

E“=4(Y | %) = E(Y|9). (16.39)

(Proof p. 498)

Note that, even if Z JPL Y | €, then EZ=%(Y | ) is not necessarily an element of & (Y | ),
because Equation (16.39) does not imply EZ?=%(Y | €) = E(Y | ). For € = {Q, @}, Theo-
rem 16.38 implies the following corollary:

Corollary 16.39 [An implication of P-independence]
Let the assumptions of Theorem 16.38 hold. If Z JI.)L Y, then,

EZ=%(Y) = E(Y). (16.40)

16.4 Families of events

Now we extend the concept of conditional independence to more than two events, more than
two sets of events, and more than two random variables.
Three events A, A,, A5 are called €-conditionally P-independent, if

P@A;nA; | €)= PA; | €) - PA; | ), Vij=123 i#] (16.41)
(pairwise conditional independence), and
PA;nA;nA; | €)= P(A | ) P4, | %) P(4;|F) (16.42)
(triple-wise conditional independence). We use the notation

JI'JLAI’A27A3 |(€

for €-conditional P-independence of A, A,, A;. Four events are conditionally P-independent
if the corresponding product rule holds for all pairs, all triples, and the quadruple. The general
definition is as follows:
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Definition 16.40 [Conditional independence of a family of events]
Let (Q, &, P) be a probability space, I be a nonempty set, A; € &, foralli € I, and € c A
be a c-algebra. Then,

(i) (A;,i€l)is called a family of €-conditionally P-independent events,
denoted Jjal‘ A;,ieD|6if

P < N A ’ ?g) =1 P@; 19), forallfinite setsJ < 1. (1643)
ie ie

(ii) Let Z: (Q, o, P) — (Q, o)) be a random variable. Then, (A;,i € I) is called a
family of Z-conditionally independent events, denoted Ji)L A,iel|Z

if (16.43) holds for € = o(Z).

16.5 Families of set systems

Using the concept of conditional P-independence of families of events, we can now define con-
ditional P-independence of families of set systems or of sets of events. Three sets &, &,, &3
of events are called €-conditionally P-independent if, for all i,j = 1,2, 3, i #j,

PN A | €)= PA; | 6) - PA;| ), V(AL A) €8x 8, (16.44)

and
V(A,Ay),A3) € & X &, X &5.

(16.45)

The general definition for a family (&, i € I) of sets of events is as follows:

Definition 16.41 [Conditional independence of a family of sets of events]
Let (2, o, P) be a probability space, I be a nonempty set, and &; c &, i € I.

(i) Then, (&;,i €l) is called a family of €-conditionally P-independent
sets of events, denoted Ji’L (&;,i €l)| G, if each family (A;,i € I) of events

A; € &, i el is G-conditionally P-independent.
(ii) Furthermore, let Z:(Q,d,P) = (Q,, d}) be a random variable. Then,

(&, iel) is called a family of Z-conditionally P-independent sets
of events, denoted J}.l_ (&;,i €l)|Z ifeach family (A;,i € I) of events A; € &,

i € I, is Z-conditionally P-independent.

Remark 16.42 [Subfamilies] This definition immediately implies

L(&,ie|€ ©VJIcIl:L(E,iel)|® (16.46)
P P 4
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Remark 16.43 [Smallest c-algebra] If € = {Q, @}, then,

L(&ieD|E & L&.iel (16.47)

[see Eq. (10.2) and Remark 10.5]. Hence, P-independence of families of events (see Def. 4.40)
is a special case of @-conditional P-independence of families of events. <

Theorem 16.44 [Conditional independence of n-stable set systems]
If (Q, &, P) is a probability space, € c & is a 6-algebra, and (&;,i € I) is a family of
n-stable set systems with &; c o, i € 1, then,

L(&.ieD|€ & L©E).ieD]|@ (16.48)

(Proof p. 499)

16.6 Families of random variables

Now we turn to the concept of conditional P-independence of (families of) random variables.
Three random variables X;, X,, and X3 are called €-conditionally P-independent if Equa-
tions (16.44) and (16.45) hold for &; = o(X;). Note that €-conditional P-independence of
X, X,, and X5 implies that X; and X,, X; and X3, as well as X, and X; are €-conditionally
P-independent. Of course, the same applies to Z-conditional P-independence.

Definition 16.45 [Conditional independence of random variables]
Let I be a nonempty set, let X;: (Q, o, P) — (Ql’., ﬂi’), i € I, be random variables, and let

G c o be a c-algebra.

(i) (X;,i€l)is called a family of €-conditionally P-independent random
variables, denoted Ji’L X;,ieD|%if

L (o(X).ieD)|@. (16.49)
(ii) Let Z:(Q, o, P) = (Q}, o)) be a random variable. Then (X;,i € I) is called

a family of Z-conditionally P-independent random variables, denoted
L XyieD|Z if

L (o(X).ieD|Z. (16.50)

Remark 16.46 [Conditional independence of subfamilies] If (X;,i e /) is a family
of @-conditionally P-independent random variables, that is, if JI.JL (X;,i el)| 6, then

JPL (X;,i e J)| @, forall J c I, because in this case any finite subset of J is also a finite subset
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of I (cf. Def. 16.40). For example, if X;, X,, X5 are €-conditionally P-independent, then they
are also pairwise €-conditionally P-independent (cf. Rem. 5.40). <

Now we consider conditional independence of n discrete random variables, generalizing
Corollary 16.19. Remember that a random variable X;: (€2, &, P) — (Ql’., szil.’ ) is called discrete
if there is a finite or countable set Q) c Q! with Pxi(ng) =l and {x;} € &/ for all x; € Q],
i=1,...,n (see Def. 5.56).

Corollary 16.47 [Conditional independence of n discrete random variables]
Let X;: (Q, o, P) — (Q;, szil.’), i=1,...,n, be discrete random variables and let € c o
be a c-algebra. Then, JPL X;,i=1,...,n) | €ifand only if

PX\ =31, .. X, =%, | €)= PX =2, | ) - ...  P(X,=x, | ©), 65,
V(s o) € QX o X QL '

(Proof p. 499)

Remark 16.48 [Conditioning on a random variable] If Z: (Q, &/, P) — (Q,, o é), n=2,
X, =X,and X, =Y, then (16.51) yields:

PX=x,Y=y|2)= PX=x|2)-PY=y|2), V(xy)eQyxQy (16.52)
<

Lemma 16.49 [Unions of independent c-algebras]

Under the assumptions of Definition 16.45, let (X;, i € I) be a family of €-conditionally
P-independent random variables, let J be a nonempty set, and let {I;,j € J} be a set of
pairwise disjoint subsets of I. Then,

Ji|>' (c(Xj,iel),jel)) | 6. (16.53)

(Proof p. 499)

IfYy,,....Y,:(Q o P)— (R, B) are discrete random variables and X is a random vari-
able on (£, &, P), then the following corollary presents a useful characterization of X-
conditional independence of the Y, ..., Y,,.

Corollary 16.50 [X-conditional independence of discrete random variables]

Let X:(Q, o, P)— (Q, dy) be a random variable, let (Yy,...,Y,): (Q,d, P)—
Q) x...x Q:n Adl®... ®an’1) be a discrete multivariate random variable, and let Q;O c
Q: be finite or countable with P(Y; € Q;O) =1,i=1,...,n. Then the following proposi-
tions are equivalent to each other:
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(i) LY. Y] X.

(ii) Foralli=1,...,mandally € Q,:

P;=y | X, ¥p, oo, Yy, Vgt oo, B) = P =Y | X).

l 1
(iii) Foralli=2,...,mandally e Q;O:

P(leylx, Yl’ 000 g Yl—l)ip(yl:ylx)'

(iv) Foralli=1,...,m—landally e Q:

PY;=y|X, Y 1,....Y,) §P(Y,»=y | X).
(Proof p. 500)

Example 16.51 [Joe and Ann with latent abilities — continued] Table 13.1 describes an
example in which three dichotomous variables Y, ¥,, Y5 satisfy the assumptions (13.36) and
(13.37) that define a Rasch model. Because Y is dichotomous with values 0 and 1, the second
of these assumptions,

PY;=1|UY,,...Y;_,Yiur, o, V) =PY;=1|U), Vi=1,...,m, (16.54)

1 14

is equivalent to JI.)L Yy, ..., Y,) | U (see Cor. 16.50) and, because

PY,=0|U,Y,....Y,_ .Y (,... .Y, ) =1-PY;=1|U, Y, ....,Y; . Yifq, .. s V),
also to

PY;=0|U,Y,....Y; .Y q,.... Y, )=PX;=0|U), Vi=1,...,m.

1 1

Using the probabilities displayed in Table 13.1, Equation (4.2), and Notation (5.4), Equa-
tion (16.54) can be illustrated for i = 1 as follows:

P(Y =1,U=Joe, Y,=1,Y3=1)
P(U=Joe,Y,=1,Y;=1)

B 0492 3
T 0492 +.0492

=PY,=1]| U=Joe).

P(lel | U=Joe, Y2:17Y3=1) —
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Analogously, we obtain

P(Yl =1, U=M, Y2=y2, Y’;=y3)
P(U=J0€, Y2 =Y2, Y3 =y3)
= P(Y,=1|U=u)

PY =1|U=u,Y,=y,,Y3=y3) =

for all other combinations of values of U, Y,, and Y;. The corresponding equations for
P(Y,=1|U=Joe, Y, Y3)and P(Y3=1| U=Joe, Y;,Y,), which are also assumed with
(16.54), can be checked analogously.

Assumptions (13.36) and (13.37) and the definition of & [see (13.38)] also imply é&-
conditional independence of the random variables Y1, ..., ¥,,, that is, they imply

P(Yizl|§’Y1""’Y'—l’Y.+l""’Ym)=P(Yl'=1|§)’ Vizl,...,m (16.55)

1 1

(see Exercise 16.5), which is equivalent to

VIc(l,...,m}, ¥y e{0,1}: P( MY, =) ‘ g) =T[Pi=y18  (1656)

iel iel

(see Exercise 16.6).
Applying Equation (16.56) for J = {1, 2, 3} and Equation (13.40) to the conditional prob-
abilities P(Y;=1 | U) = P(Y;=1 | &) displayed in Table 13.1 yields the functions

P(Y,=0,Y,=1,Y3=1[8) =P(Y;=0[&) - P(Y,=1[&) - P(Y3=1]¢)

- <1 _exp€ - PBy) > oexp&—py)  exp(£ —P3)
lL+exp(§—Py)/) 1+exp(&—Py) 1+exp€—p3)

(see Fig. 16.1), where the difficulty parameters §; have been computed in Equation (13.42).
The conditional probabilities P(Y;=1,Y,=0,Y;=1]|¢&) and P(Y;=1,Y,=1,Y;=0]¢&) are
computed analogously.

These functions are called likelihood functions. The graphs of these functions in Fig-
ure 16.1 illustrate that the most likely ability parameter of a person solving exactly two
items is the value of & at which the functions P(Y| =y, Y,=y,, Y3=y3 | &) have their
maximum.

The likelihood functions can also be used for the estimation of the ability of a person,
for which the score pattern (0, 1, 1), (1,0, 1), or (1, 1, 0) is observed. The value of & (ability)
at which these functions have their maximum, the maximum likelihood estimate, is the most
likely ability score of such a person. For each value of & other than this maximum likelihood
estimate, the probability of such a score pattern is smaller. <
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0.3

P(Y1=0,Y2=1,Y3=1|¢)

L

P(Y1=1,Y2=0,Y3=1|¢)
0.1
P(Y1=1,Y2=1,Y3=0|¢)

—4 -2 2 4 6 13

Figure 16.1 Likelihood functions for the response patterns of three variables Y; satisfying
the Rasch model.

16.7 Proofs

Proof of Lemma 16.4
If B € G, then T is (€, %B)-measurable (see Example 2.12). Hence,
PANB|€)= E(14,51%)

P
= E(1,1%)- 1 [Box 10.1 (xiv)]
= E(1;|6) - E(ly | %). [Box 10.1 (vii)]

If we assume A € €, then the proof is analogous, exchanging the roles of A and B. Proposition
(16.5) is an immediate implication of (16.4).

Proof of Corollary 16.6
ALB|Z
< P(AnB|Z) = PA|Z)-PB|Z) [Def. 16.2 (ii)]
© P(ANB|Z=2)=PA|Z=2)-P(B|Z=z), forPzaa zeQ,. [Cor 10.39 ()]

Proof of Lemma 16.12

(1) o(D) JPL o(&)|€ > 9D _lPL & | € follows from Definition 16.10 (i), because 9 c o(9)

and & c o(&).
1) 2 Ji|" E|C > o(9D Ji|" 6(&) | 6. Assume D Ji’L & | 6, apply Equation (10.2), and define
the set of events

F = {Aeszi:VBe%:E(7A~TB|?€)?E(1A|<Z§)~E(TB|?€)}.
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The assumption implies & ¢ &. Now we show (a) Q € & and (b) F is closed under com-
plement and (c) closed under countable disjoint union, that is, & is a Dynkin system (see
Def. 1.40).
(a) Because 1 =1, for all B € &,

E(1g-T5|€) = E(1-T5[6)
1-E(13]6) [Box 10.1 (iii)]
E(1|6)-E(13]96) [Box 10.1 (i)]
E(1|96)-E(1T3|96).

Hence, Q € &.
(b) Assume that A € &. Then, for all B € &,

E(ye - 151€) = El(1=1y) - 15| €]

= E(1z | B)—E(, - 13| 6) [Box 10.1 (xvi)]
= E(13 | €) - E(1, | €) - E(1y | ©) [def. of F1
= [1—E(1, | )] - E(T5 | %)

=E1-1,19%) E(13| %) [Box 10.1 (i), (xvi)]

Hence, A € & implies A€ € &.
(c) Assume A, A,, ... € F and A; nAj =@ fori#j. Then, forall B € &,

E<1ULAI_-1B %) = F l(; 1Al_>.13 © [(1.37)]
= (;(Lx 13) >
- 2 E(ly, - 151 %) [Th. 1021 (ii)]
= i E(y, 16) - E(Ty | 6) [def. of F]

E<Z 1y
i=1

= £(Tyz,4

Hence, J;2, A; € &. This proves that & is a Dynkin system (see Def. 1.40). Because 9 c &,
we can conclude 6(2) c &, where 6(2) denotes the Dynkin system generated by &, that is,
the smallest Dynkin system that contains & (see Rem. 1.14). According to Theorem 1.41 (ii),
n-stability of & implies 6(D) = o(D). Hence, o(D) c F.

Now we have shown: SZJ].)L E|€ = o(9D) J]'JL & | €. Because o(9D) Ji)L E|€ &

%Jﬁl' 0(D) | G, this also implies 6(D) J}.l_ |6 => o(9D) Ji)L o(&)| 6.

gg) E(13| %) [Th.10.21 (ii)]

~ll

%) - E(1y| ©). [(1.37)]
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Proof of Theorem 16.22
LD |?E
P

S E(1y - 13196) ?E(TA |6) -E(1z|€), V(A,B)eE XD [(10.2), Def. 16.10 (i)]
& E(1,-W|6) = E(1,|6)-E(W|¥), YA € & and all nonnegative & -measurable W

© E0,|6.2)=E(1,|6)., VAe®
© PA|6.2)=PA|%). VAeE.

[Th. 10.51]

[(10.2)]

The equivalence of the second and third propositions is obtained by using the proof of Theorem

16.32, with W taking the role of X, where W = ¥° | ;14 and ¥ = 1.

Proof of Theorem 16.26

= This is an implication of Corollary 16.24.

« For A}, € oy, define A}, := Ay n Qj, which is finite or countable. Then, Ty 41 = Tyear,-

Furthermore,

P(Y=y|%,9)§P(Y=yIC€), VyeQ,

= E< Z 1Y=y %,9>?E< % 1Y=y
YE€ Ay

%) [(10.2), Th. 10.21 (ii)]

ye Ay,
=> E(1Y€A/yg | 6, 92) ?E(1YGA’YO | &) [(1.36) (1.37)]
=> E(.IYGA; | 6, 9) ?E(1Y€A/Y | €) [Box 10.1 (ix)]
=Y J}.)L 9|6 [(10.2), Th. 16.22]

Proof of Theorem 16.32

Case 1: X and Y nonnegative. If X: (Q, &, P) — (R, &) is a nonnegative random variable,
then it is also (6(X), &B)-measurable, and therefore, according to Theorem 3.39 (ii), there are

asequence A, A,, ... € o(X) and a sequence of nonnegative real numbers o, o,

... such that

X=32 o 1Ai' Analogously, a nonnegative random variable Y can be represented as ¥ =

2;11 ﬁj1B,~’ B; = 0, B; € o(Y),j € N. Hence,

(&) (e
i=1 j=1 '

EX-Y|¥)

°)
°)

8

O‘iﬁj1Al- : 1Bj

J

Sl
Ms =
M8 i3

~ |l
[
-
~.
[
-

I
i
X

Sl
Ms
M3

XN
M8

o; 1Al-

~

%) -E(Z B s,
=1

| €)- E(Y | 6).

Ny o™

(

~ll

oy E(Ty, - 5, 1 6) [Th. 10.21 (ii), Box 10.1 (iii)]
o E(1y, | €) - E(7Bj | €) [o(X) i’J- o(Y)| €]

%) [Th. 10.21 (ii), Box 10.1 (iii)]
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Case 2: Let X*, Y* and X, Y~ be the positive and negative parts of X and Y (see Def.
2.62). These functions are nonnegative and measurable. Note that 6(X*), 6(X™) c o(X) and
o(Y"), o(Y™) c o(Y) (see Th. 2.66). Hence, (16.33) holds for the four pairs of random vari-
ables (X*, Y1), (X*,Y7), (X~,Y"), and (X~, Y7). If E(X) and E(Y) are finite, then E(X™),
E(X™), E(Y"), and E(Y™) are finite as well, and according to Box 10.1 (x), there are real-valued
versions of the conditional expectations that are used in the following equations. Because
X=Xt—X"and Y =Yt — Y, it can be shown that (16.33) also holds if we assume finite
expectations:

EX|%)-EY|%)
= EX* ~ X~ | %) E¥* - Y~ | %)
= [E(X* | %)~ EX | )] [EY* | 6) ~ BV~ | )] [Box 10.1 (xvi)]
= E(X* | %) E(Y* | %) — EX* | ) - E(Y™ | %)

—EX"|%)-EY* | B)+EX"|€)-EXY~ | %)

= EXt- YT |B)-EXY- Y |BC)—EX - YT |B)+EX -Y"|9) [(16.33)]
= EXT - YT+ Xt .Y =X -YT+X Y |¥) [Box 10.1 (xvi)]
= E[(XT=X")-(Y*=Y")| %]
=E(X-Y|%).

Proof of Theorem 16.34

Part 1. If Y: (Q, o/, P) — (R, ) is nonnegative, then it is also (c(Y), %)-measurable, and there-
fore, according to Theorem 3.19 (ii), there is a sequence A, A,, ... € 6(¥) and a sequence of
nonnegative real numbers o, a5, ... such that

Y= i o Ty 020, A; € o()).
i=1
Hence, if 6(Y) c &, then
%JPLQZ |6 => P(A|‘€,9)$P(A|“€), VAe & [(16.23)]
=> ;21 o E(1y, |6, 9) = ,'2 o E(Ty, | €) [(10.2), (2.39)]
> FE ig o 1y, | 6, 9) = E <,§1 o E(Ty, | %)) [Th. 10.21 (ii)]
> EY|¥6 9) ?E(Y | 6). [Th. 3.19 (ii)]

Part 2. If Y has a finite expectation, we use the positive part ¥Y* and the negative part
Y~ of

Y=Yt-Y"
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(see Rem. 2.62). Because both Yt and Y~ are nonnegative and 6(Y*) c 6(¥Y) c &, o(Y™) c
6(Y) c &, we can use Part 1 of this proof. Hence,

EY |6, 9) = EYT—Y" |6, 9 [Rem. 2.62]
= EYt|6 2 -EY |6 9 [Box 10.1 (xvi)]
= E(Y*| %)~ E(Y" | %) [Part 1]
= EYT—Y"|9®) [Box 10.1 (xvi)]
= EY | 96). [Rem. 2.62]
Proof of Theorem 16.37

We thank Ernesto San Martin for hinting at proposition (iv). In this proof, we use the notation
Y € (€)* for Y is nonnegative and 6(Y) c &".

(i) = (ii) This implication immediately follows from Theorem 16.34.

(i) = (i)

(i) > VBe & E(ly | €.9) = E(5|6) [l e (&)"]
> VBe & P(B|6.9)=P(B| ) [(10.2)]
= L9 % [(16.23)]

(i1) < (iii) This immediately follows from Theorem 10.51.
(iv) = (iii) Let W, X, Y: (Q, &, P) —» (R, %) be random variables. Then, for all
Xe(B)',We(D), Y e(&)T,

E[X-EW-Y|%®)]

=E[EX-W-Y|®¥)] [Box 10.1 (xiv)]
=EX-W-Y) [Box 10.1 (iv)]
= E[EX-W-Y | D)] [Box 10.1 (iv)]
= E[W-EX-Y|2)] [Box 10.1 (xiv)]
=EW-E[EX-Y|©)| D) [(v), 6(X - Y) c o(, &)]
=EEW-EX-Y|%)|2)) [6(W) ¢ 6(D), Box 10.1 (xiv)]
=EW- -EX-Y|%)) [Box 10.1 (iv)]
=EEW-EX-Y|€)| %] [Box 10.1 (iv)]
=EX-EW|%) -EY|%)). [6X),cEY |E)) cE Box 10.1 (xiv)]

Because this equation holds for all X € (& ), it also holds for all 7., C € €, and using Defi-
nition 10.2 (b) we conclude: E(W - Y | ) = EW|6)-EY|%).
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(i) = (iv) Note that we have already shown that (i) and (ii) are equivalent to each other.
Therefore, we can use (ii) in this part of the proof. For all nonnegative random variables Y
with finite expectation and o(Y) c 6(%, &),

%Jﬁl' 9|€
= o(%, ) Ji)L 9|€ [Box 16.2 (vii)]
=> EY|%) = EY |6 9) [Gi)]
= E[EY |9¥)]| 2] §E[E(Y | 6, D) | 9] [Box 10.1 (ix)]
=> E[EY|9¥)| 9] ?E(Y | D). [Box 10.1 (v)]
Proof of Theorem 16.38

EZ=%(Y | %) and E(Y | €) are both €-measurable. Hence, it suffices to show that condition
(b) of Definition 14.7 holds for E(Y | &), that is, it suffices to show

E= 1. -EY | 8)] = E*=%(1.-Y), VCe®. (16.57)
Now,
E[1,-EY |6 2)]=E1,-Y), VYAeo(%Z). [Def. 102 (b)]

Because, for Ceo(%,2), {Z=z}nCeo(¥,2), and 1(;_.nc = 1z=, " 1¢, Definition
10.2 (b) implies

Ell;_,-1c-EX |G, D] =E(T,_,-1--Y), VCeG.
Dividing both sides by P(Z=z) yields

1 o
PZ=2) Ell,_.-1c-EY|9%,2)] = PZ=2)

E(l,_.-1c-Y), VCe®

which, according to Equation (9.11), is equivalent to
E*=[1.-E(Y|%,2)] =E*7*(1.-Y), YCe®.
According to Theorem 16.34, assuming Z JI.JI_ Y | € implies E(Y | G, Z) = E(Y| %) and

Corollary 5.22 yields E(Y |G, Z2) = E(Y | €). Now, Equation (16.57) follows from
pZ=z
Box 6.1 (viii).
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Proof of Theorem 16.44

<« This proposition immediately follows from Definition 16.41 (i).
= If (&,,i € I) is a family of n-stable set systems with &; c &, i € I, and J c [ is finite, then,

JﬁL(%,-,ieIH% > Ji)L(%i,ieJ)l% [(16.46)]
=> JﬁL (c(&),iel)| 6.
This last implication follows from repeatedly applying (ii) (b) of the proof of Lemma 16.12.
Because the implications above hold for all finite J c [, this yields Ji)L (c(&),iel|®G.
Proof of Corollary 16.47
J13L X;,i=1,...,n)| €= (16.51) immediately follows from Definitions 16.45 and 16.41,
because {X;=x;} € Xi‘](szii’) forallx; € Q),i=1,...,n.

i0°
(16.51) = Ji)L Xi=1,....,n)| 6. For i=1,...,n, let Al e /! and A} :=AlnQ/,
which implies that the A/ are finite or countable. Then,
Txen = Txea, Vi=l...n (16.58)
Furthermore,
P(X; €AY, ... ,XneA:l | 6)
= E(Txear, - Tx,en 1 6) [(16.58), Box 10.1 (ix)]
= ElL Y ... X Tx,zx, = Tx o %) [(1.36) (1.37)]
xleA’m x,,eAf10
= 3 .. E(Ty oo Tx 2y | 9) [Th. 10.21 (ii)]
x €A, x, €A
= 3 .. E(Ty, oy 16) ... - E(Tx ;| ) [(16.51)]
)c,eA’]0 )cneA;lU

( > E(1X1:xl|<€)>- < > E(1Xn=xn|‘€)>
x €A, x,eAl

=E( ) Tx=y | E( > Ty o %) [Th. 10.21 (ii)]
P x €A, x,€Al, o

= E(Tx,cp), | €)oo E(ly cnr 16) [(1.36) (1.37)]
= PX, €Al |6)-...-PX, €Al | B). [(16.58), Box 10.1 (ix)]

Now, Remark 16.46 yields the result.

Proof of Lemma 16.49
This proof is analogous to the proof of Theorem 6.5 of Bauer (1996). For all j € J, consider

n
&= {]DlAik:Aike o(X; ), {i,....i,} cljne N} .
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The set system & is n-stable because the intersection of two finite intersections of sets is
again a finite intersection, and the c-algebras G(Xik) are n-stable as well. Furthermore, if
J13L (o(X;),i € I) | G, then according to Definitions 16.45 (i) and 16.41,

L(&ujed)| €,

because the intersection of finitely many sets that are finite intersections is again an intersection
of finitely many sets. Because &; c o(X;, i € [;) forallj € Jand 6(X;) ¢ &; forallie [;,j € J,
we can conclude 6(%j) =o0(X; i€ Ij) (see Rem. 2.39 and Def. 1.13). Therefore, applying The-
orem 16.44 completes the proof.

Proof of Corollary 16.50
()= (i) Foralli=1,...,mand all y; € @,

LYy Y, X

=>Y; Ji)L oYy, ... Y 1, Y1, V) | X [Def. 16.45, Lemma 16.49]
= 1Yi:yi J}.)L G(Yl, ey Y[—l’ Yi+l’ ey Ym) | X [G(1Yi=yi) C G(YI)]
= PIY=y; | X, 00V, oo, Yis g, Vi s V)l = POG=, 150 [(10.4), (16.37)]

= P(Yl:yl |X, Yl’ ceey Y'_l, Y'+1, cee s Ym)?P(Yl:yt |X)

14 1
The last implication follows from
oloY,....Y,_,. Yiy1, ... Y )uoX)] =0(Yy, ..., Yi_, Y g, ., Y, XD
(i) = (iv) Foralli=1,... ,mand all y; € Q;O,

P(Yi:yi |X, Yl’ ey Yi—l’ Yi+1’ ey Ym)?P(Yl:yl |X)
= E(E(1),[=),I [ X, Y, o Yo Y Y [ X Yig s Y,)

] 1

= E(E(1Yi=yi X)X, Y. ... Y,) [(10.4), Box 10.2 (ix)]
= E(Ty oy X, Yipqs s Y = E(Ty_, | X) [Box 10.2 (v), (xiv), (i)]
=> PY;=y; | X, Yip1s - Y =P(Y;=y, | X). [(10.4)]

(iv) = () If

PY;=y; |1 X, Y1, ..., Ym)?P(Yizyi |X), Vy e Q;O’

Vi=1,...,m—1,
then (10.4) and Th. 16.37 (ii) and (iii) [with & = o(1y _,). € =06(X). D =6(V;, . ... ¥,)]
imply

E(1Yi=yi ) 1Y’

i+1=Vix1

) 1Ym=ym |X)?E(1Yi=yi |X) ‘E(1Yi+]=yi+l Tt 1Ym=)’m |X)’
VyjeQ;O,j=i+l,...m,Vi= 1,...,m—1.
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Sequential application of this implication fori =1, ... ,m — 1 yields
E(Ty —y o1y |X)?E(1Yl=yl | X)-..-E(1y _, |X), Vy; € QJ/.O, j=1,..,m.

According to (10.4), this in turn implies
m
P =y ooy Yy =y | ) = [1PYi=y;1X), VyeQpyj=1..m
i=1

Now Corollary 16.47 yields

>Tm

1Ly, .Y, |X
P

(ii) = (iii) This proof is analogous to the proof of (ii) = (iv), where the role of ¥, 1, ..., Y,
istakenby Y, ...,Y,_;,and theroleof i=1,..., m—1byi=2,...,m.

(iii)) = (i) This proof is analogous to the proof of (iv) = (i), where again the role of
Y, {,...,Y,istakenby Y, ..., Y, j,and theroleof i=1,..., m—1byi=2,... ,m.

1

Exercises

16.1 Prove proposition (16.9).
16.2 Prove proposition (16.12).
16.3 Prove the propositions of Box 16.2.

16.4 Comparing the columns for P(Y=1| X, U) and P(Y=1| U) in Table 16.1 reveals
that P(Y=1|X, U) = P(Y=1|U). Show that this implies P(Y=0]|X, U) =

P(Y=0]|U).

16.5 Show that Assumptions (13.36) and (13.37) and the definition of & imply Equation
(16.55).

16.6 Show that Equations (16.55) and (16.56) are equivalent to each other.

Solutions

16.1 IfZ=a, a e Q), then,
P

ALB | Z
o PANB|Z=a)=PA|Z=0a) - P(B|Z=0) [Cor. 16.6, P(Z=a) = 1]
< P(AnB) = P(A) - P(B) [Rem. 10.35, Def. 4.12, P(Z=a) = 1]
® ALB [Def. 4.37 (i)]
16.2 ,@JPL%|Z@ YA,B €D xg:A,BipL | Z [Def. 16.10 (ii)]

@V(A,B)GQZX%:AJEIJ_B [Zioc,(16.9)]
& SZJE)L 8. [Def. 4.40]
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16.3 1

(i)

(iii)

(iv)
)
(vi)

(vii)

(viii)

This proposition follows from Definitions 16.2 (i) and 16.10 (i) of conditional
independence and commutativity of n and multiplication.

This proposition follows from monotonicity of generated c-algebras (see Def.
1.13 and Rem. 1.23).

It J13L D1, D,, D3, then, according to Equation (4.23),
QZiJi,LQZj, i#j, i,j=1,2,3. (16.59)

Furthermore, Equations (4.23) and Equation (4.24) yield

{AnB:(A,B) e D, XD, } 1L ;. (16.60)

Hence, for all (A, B) € 9| X 9,

PANB|23) = E(1rnp | 23) [(10.2)]
= E(10p) [(16.60), Box 10.1 (vi)]
= E(1, - Tp) [(1.33)]
= E(1,) - E(1p) [(16.59), Box 6.1 (x)]
= E(1, | 23) - E(Ty| 23) [(16.59), Box 10.1 (vi)]
= P(A|9D3) P(B|23), [(10.2)]

that is, 9, Ji)L D, | D;5.
This is an implication of Corollary 16.4.

This is a special case of (iv).

GLF|C > ALB|G YVABeEXF [Def. 16.10 (i)]
> ALB|% VABeExY (€ c F]
> 1L 7|% [Def. 16.10 (i)]

Using o[, 6(¥, 9,)] = o(¥, D,) [see Eq. (1.13)] yields

21 L9,1% & PAI6.2,)=PA|%). VAeD, [Th. 16.22]
© PIA1%.0(6.2)]=PA|%). VAeD,
© 2, 16(%.9,)%. [Th. 16.22]
=

&L o(2.2,) |6 > &L P, |6 [Box162(v)]
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and using 6[€, 6(D, D,)] = 6[D,, 6(Z, €)] (see Rem. 1.16) yields

&L o(2).2,) % and L P, |%
> PIA|6.6(2).2,)=PA|6) and PA|%.2))=PA|G), VAeE

[Th. 16.22]
> PIA|2,.0(2,.6)=PA|6.2)., VAeE [Rem. 2.73 (iii)]
> &L D, |0(D,,6). [16.2 (i1)]

EL P |G and &1L PD,|0(6.2))

= P(A|%.2)=PA|E) and PIA|B.0(21. 2] =P(A|%.2,). VA&
[(1.13), Th. 16.22]

> PIA|G.0(2,.2,)1=PA|G), VAcE [Rem. 2.73 (iii)]
> &16(2,.9,)1%. [Th. 16.22]

(ix) This proposition immediately follows from (viii) for € = {Q, @}.

(x)
9%?|<€=>o(g,9~‘0)%z|% (Foc F,o(Fo, F)=F]
> F %DL Z | o(6, F,) [(viii)]
= F 1 (%, Gy | 6(6, F,) [$yCc ¥,0(%,,%)=%]

[(viii), 6[0(B, F ), €] = 6(G, Fy, Gy), Rem. 1.16]

(xi) First of all, note that fori =1, 2,
VAedy Vo eQ: Ty[X(0)]= 1Xi_1(A,)((o),
and
{o e Q: 1y[X(0)] # Ty [Xs(@)]} c {0 e Q: X (o) #X,(w)}. (16.61)

Now, for all A € 6(X,), let A’denote an element of o/, for which A = X3 Lah.
Then,

VAeolXy): 1, = 1X2_1(A,), (16.62)
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and, forall A € 6(X,) and all B € &,

P(ANB|%) = E(ly - 15| 6) [(10.2), (1.33)]
= B0 T3 | ©) [(16.62)]
= Elx10, T3 | ©) [X) = X,. (16.61), Box 10.1 (ix)]
= E(ly10, | 6) - E(Tg | %) X, L &%)
= By, | ) E(Tg | B)  [X) = X5, (16.61), Box 10.1 (ix)]
= E(1,|6) - E(13 | 6) [(16.62)]
= PA| %) P(B|%). [(10.2)]

(xil) If X = a, then 6(X) = {Q, @} (see Example 2.10). Furthermore, Box 16.2 (v)
implies X Ji'" &16.1fX =a, then applying Rule (xi) of Box 16.2 completes the

proof.
164 Because P(Y=1|X, U) = 1-PY=0|X,U)and P(Y=1]|U) = 1-P(Y=0]|U)/ see
(10.2) and Box 10.2 (i) and (xv)],

PY=1]X,U)=P(Y=1]0)
© 1-PY=0|X,U)=1-P(Y=0|U) [Rem.2.73 ii)]
& PY=0]X,U)=P(r=0|U). [(2.36)]

16.5 Using 6(¢) c o(U), the notation introduced in Equation (10.4), and Remark (10.7): For
alli=1,...,m,

PY=11E Yoo Yooy Yigqs s V)

= E(PY;=11UY, ...Y Y 1, ... Y,

EYp o Yl Y s Y,
[(13.37), Box 10.2 ()]

= E(PY;=1|U)|& Y, ....Y,_ Y., Yy) [(13.37), Box 10.2 (ix)]
_ exp(é — B;)

= E( e b) ’ EYpee Yo Yipgs s Ym) [(13.40)]
__oxpE—P) y
: Tre_B) [(13.41), Box 10.2 (vii)]
=PY;=1|U) [(13.40)]
= P(Y;=119). [(13.41)]

16.6 According to Corollary 16.50 (i) and (ii), Equation (16.55) is equivalent to
J}.l_ Y, ..., Y, | & Applying Corollary 16.47 yields that Ji)L Y., ..., Y, | &isequivalent

to (16.56).
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Conditional distribution

In the previous chapters, we treated conditional probabilities and conditional expectations. In
chapter 16, conditional expectations have been used to define conditional independence, and
in this chapter we use them to introduce the concept of a conditional distribution. While a
conditional expectation can be used to describe how the expectation of a numerical random
variable depends on a c-algebra or on a random variable, a conditional distribution can be used
to describe how the distribution of a (not necessarily numerical) random variable depends on
a o-algebra or on a random variable.

17.1 Conditional distribution given a ¢-algebra or a
random variable

In section 5.1, we defined the distribution Py of a random variable Y: (Q, o/, P) — (Q!,, o )’,)
by

PyA'):=P(YeA) =Py '(A)], VAed,.

There, we noted that Py: o/ 1,/ — [0, 1] is a probability measure on the measurable space
Qo 1,/)‘ According to Remark 5.33, Py is also the marginal distribution of ¥ with respect
to the joint distribution of (X, Y), where X is any other random variable on (L, &/, P). Further-
more, in Equation (10.2) we defined the G-conditional probability P(A | €) := E(1, | €) of an
event A € & given the c-algebra € c .

In Definition 17.1, we consider the event {YeA’} = Y~1(A"), where A’e o, and we
use a B-conditional probability P(Y €A’ | €) of this event, which is an element of the set
P(YeA’ | €) of all versions of the G-conditional probability of {Y €A’} (see Rem. 10.10).

We also consider functions Py : Q X o], — [0, 1] and the family (Py¢ (-, A"), A’ o)
of functions Py, (-, A"): Q — [0, 1], defined by

Pyig (L AN@) = Pyg(@,4)), o€, (17.1)
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© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
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and the family (Py,¢ (®, ), ® € Q) of functions Py (®, *): ‘d{/ — [0, 1], defined by

Py g (o, A = PY|<«g(w,A'), Ae 527)',. 17.2)

Definition 17.1 [Conditional distribution given a c-algebra]

LetY: (Q, o, P) = (Q, d{,) be a random variable and € c < be a 6-algebra. Further-
more, suppose that there is a function Py : Q X o 1'/ — [0, 1] satisfying the following two
conditions:

(a) Forall A'e .Qf;,
Pyz(A) e P(YeA' | B). (17.3)
(b) Forall ® € Q, the function Py (®, -): .szil’/ — [0, 1] is a probability measure on
Q' dl’/).

Then Py is called a version of the € - conditional distribution of Y.

Remark 17.2 [X-conditional distribution] Let X: (Q, &/, P) — (Q', o )’() be a random vari-
able. Using the c-algebra 6(X) = X ~!(«/ )’() generated by X, we define

and call it a version of the X-conditional distribution of Y, provided that it exists. <

A version of a conditional distribution is also called a stochastic kernel or Markov kernel.
Note that neither Y nor the random variable X have to be numerical; both might be nonnumer-
ical random variables on the probability space (Q, &, P).

Remark 17.3 [The functions Py (-, A)] Equation (17.3) implies that, for all A’e &/, there
isa version P(YeA’ | €) € (Y €A’ | ) such that

Png(‘,A’) =P(YeA | ¥6). 17.5)
This equation is equivalent to
Py (, A=PYeA |6)(»), VoeQ (17.6)
Equation (17.5) is also equivalent to

PY|g(-,A’) = E(lyca 1 6) = E[1,(Y) | €1, 17.7)

where 1,,(Y) denotes the composition of Y: (Q, &, P) — (Q,, & ;) and the indicator function
Ty (Q’Y, M)’,) - (R, XB).

Note that, according to Equation (17.5), PY|?§(', A): Q- [0,1] is a G-measurable
random variable on (Q, &, P), because, for each A'e o 1'/, the function P(YeA’ | B) is a
%-conditional probability of the event {Y eA’}. <
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Remark 17.4 [Existence of Py ] Under the assumptions of Definition 17.1, a function Py ¢
satisfying condition (a) of Definition 17.1 always exists (see Th. 10.9). However, the function
Pn%(m, B4 1’/ — [0, 1] is not necessarily a measure. Therefore, the @-conditional distribu-
tion of Y does not necessarily exist, and it is worthwhile studying sufficient conditions for
its existence (see section 17.3.1). As we will see, one of the sufficient conditions of its exis-
tence is that Y is real-valued. Another condition under which it exists, is independence of
Y and 6. <

Remark 17.5 [The set Py ] Even if Py¢ exists, this does not imply that it is uniquely
defined. Therefore, we use Py to denote the set of all functions satisfying (a) and (b) of
Definition 17.1. Similarly, &y |y denotes the set of all functions satisfying these conditions
with € = 6(X). If Py|% is nonempty, then assuming Py € Py means that Py ¢ is a ver-
sion of the €-conditional distribution of Y. Of course, Py|y € Sy |y has the same meaning for
% = o(X). Uniqueness of Py is treated in section 17.3.2. <

Example 17.6 [Joe and Ann with self-selection — continued] Table 17.1 shows an example
that has already been introduced in chapter 11. However, now the table also contains four
additional columns showing the conditional distribution Py x. In Table 11.2, the values of
the conditional expectation E(Y | X) are displayed, which are repeated in the column headed
P(Y=1|X) of Table 17.1. According to Equations (17.4) and (17.7), E(Y | X) = PY|X(-, {1}h
(see the last but one column of Table 17.1). The other three of the last four columns can be
computed using the fact that Py x(w, -) is a probability measure on «Q, o }’,) for each of the
eight ® € Q (see the rows of the table).

Table 17.1 Joe and Ann with self-selection: conditional distribution Py .

Conditional
Outcomes o Observables probabilities Pyix
>
° >~
> T 2
Q R, —~
T F 5|3 ~
= Pz 2|2 2 2 s 2 =
JEilz s £ Gl1 11 2 o=
S5 & 3 L | & & 8|z T & |[& & & <«
(Joe, no, —) .144 Joe 0 0 T 6 .04 1 0 4 6
(Joe, no, +) .336 Joe 0 1 7 6 .04 1 0 4 .6
(Joe, yes, —) .004 Joe 1 0 .8 42 04 1 0 58 42
(Joe, yes, +) .016 Joe 1 1 .8 42 04 1 0 .58 42
(Ann, no, —) .096 Ann 0 0 2 6 76 1 0 4 .6
(Ann, no, +) .024 Ann 0 1 2 .6 .76 1 0 4 .6
(Ann, yes, —) 228 Ann 1 0 4 42 76 1 0 .58 42
(Ann, yes, +) 152 Ann 1 1 4 42 76 1 0 .58 42
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For example, for w; = (Joe, no, —) and Q}, Py y(o;, Q}) = 1. Because Pyy(ay, {1}) =
.6, forA’= {0} e d;, we receive

Pyix(o, {0}) =1 = Pyjx(o, {1} =1-.6 = 4.

Furthermore, Py x (o, @) = 0. <

17.2 Conditional distribution given a value of a
random variable
In the definition of Pyy, for each A’e o/ 1,/’ we use a version P(Y €A’ | X) of the X-conditional

probability, which is measurable with respect to X. Therefore, Equation (17.4) and Defini-
tion 17.1 (a) imply

Pyix(0,A") = P(YeA'| X)(0) = P(YeA'| X=x), Voe {X=x) (17.8)
(see Def. 10.33 and Rem. 10.37), which can also be written as

Py x(o, AN =E[1y(Y) | X1(®) = E(Tyc s | X=x)

(17.9)
=E[1y(Y)| X=x], Voe{X=x},

where E(Ty. 4 | X=x) = g4(x), and g, is a factorization of E(7y. 4 | X). Equation (17.8)

implies that, for a given A’ e szf{,, the function Py x(w, A’) is constant for all w € {X=x}, a

fact to keep in mind while reading the following definition.

Definition 17.7 [Conditional distribution given X =x]

LetX: (Q, o, P) —» (Q, eszf)’() and Y: (Q, o, P) — (Q;,, eszi)’,) be random variables, and let
Pyix € Pyx and (Pyjx—,,x € Q;() be the family of probability measures Pyx_ 'd{/ -
[0, 1], defined by

Ve QyVoe (X=x}VA'ed}: Pyy_,(A) = Pyy(,A). (17.10)

Then Pyjx_,x € Q;(, is called an (X =x)-conditional distribution of Y pertaining
to Ple.

Definitions 17.1 and 17.7 imply the following lemma.

Lemma 17.8 [A characterization of a family of (X =x)-conditional distributions]
LetX: (Q, o, P) - (Q', .szf}’() and Y: (Q, d, P) —» (Q', M;) be random variables. A fam-
ily (Pyjx—y X € Q;() of functions Pyy_,: .Qfl’/ — [0, 1] is a family of (X =x)-conditional
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distributions of Y pertaining to Py if and only if the following two conditions hold:

(a) ForallA'e .527;, there is a version P(YeA' | X) € P(Y €A’ | X) with
Vxe Q)i Pyy_y(4)) = P(YeA'| X=x). (17.11)

(b) Forall x € Q, the function Py x_, is a probability measure on (', o).

(Proof p. 534)

Lemma 17.8, P-uniqueness of the X-conditional probabilities P(Y €A’ | X), and Corol-
lary 10.39 (i) imply Corollary 17.9 that shows how the (X=x)-conditional distributions
of Y are related to (X=x)-conditional probabilities P*(Y€A’|X=x) pertaining to any
version P*(YeA'| X) e P(YeA’| X). Reading this corollary, note that, for two functions

fl,fz: Q;( bd R,
1) R sz(x) (17.12)

is a more convenient way to express
&) = f(x), for Py-a.a.xe Q. (17.13)
1 2 X X

Each of Equations (17.12) and (17.13) is equivalent to f; = f, (see Rem. 5.17).

Py

Corollary 17.9 [Conditional distribution and conditional probabilities]

Let X:(Q, o, P) — (Q, dy) and Y:(Q, o, P) - (Q,, A}) be random variables. If
Pyix € Pyx and (Pyjx_,,x € Q;() is the family of (X =x)-conditional distributions per-
taining to Pyx, then, for all A'e o |, and all versions P*(Y €A’ | X) € P(Y €A’ | X),

Pyx=dA) = P'(YeA'| X=x). (17.14)

In Corollary 17.10, we consider the relationship between an (X =x)-conditional distribu-
tion Py|y_, introduced in Definition 17.7 and the distribution Pl)f =¥ of Y with respect to the

conditional-probability measure PX=Xforanx e Q;( with P(X=x) > 0 [see Eq. (9.4)].

Corollary 17.10 [Consistency of definitions of conditional distributions]

LetX: (Q, o, P) — (!, ‘Qi;() andY: (Q, o, P) - (', d;) be random variables, assume
that Py x exists and that x € Q;( with P(X=x) > 0, and let Pyx, denote an (X=x)-
conditional distribution of Y pertaining to Py|x. Then

Py =Pyiy_,, (17.15)
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which is equivalent to

Pyix—,A") = P}=*@4"), VA'ed]. (17.16)
(Proof p. 535)

Example 17.11 [Joe and Ann with self-selection — continued] We continue the example
presented in Table 17.1. Obviously, the information about the conditional distribution Py y
is already contained in the two conditional distributions Py|x_o and Pyjx_;. According to
Equation (17.10), for A’ = {0},

Py|x:o({0}) = Py|x(0)1, {oh = Py|x(‘02, {0}) = 4,

where 0; = (Joe, no, =) and 0, = (Joe, no, +). Hence, in this example, the (X =0)-conditional
distribution of the outcome variable Y is
Pyix=0({0}) = P(Ye{0} | X=0)=P(Y=0|X=0) = 4
Pyix=o({1}) =P(Yef{l} [ X=0)=P(Y=1|X=0)=.6
Pyix=o(Q}) = P(YeQ} | X=0) = 1
Pyix=0(@)=P(YeD|X=0)=0,

and the (X =1)-conditional distribution of Y is

Pyx=1({0}) = P(Y {0} | X=1) = P(Y=0| X=1) = .58
Pyxo ({1 =PYe(l} | X=1)=P(Y=1|X=1) = .42
Pyix=1(Q}) =Py Q) | X=1]=1

Pyix=1(@) = PlY"' (@) | X=1] =0.

Obviously, in this example, in which X takes on all its values x with P(X=x) > 0,
the two conditional distributions Py x_q and Pyx_; contain all information conveyed
by Py|x, and both are probability measures on Q' Qf{/), where Q; ={0,1} and dl’/ =
{Q,0,{0}, {1}}. <

In the next corollary, we consider a random variable X: (Q, &, P) — (Q;(, eszi)’(), a mea-
surable function A: (Q,, o/ )’() — (Q), /"), and the composition h(X). Reading this corollary,
remember that 5h(x) denotes the Dirac measure at h(x) (see Example 1.52), which is a proba-
bility measure on (Q/, & ).

Corollary 17.12 [Conditional distribution of a composition]
IfX: (Q, o, P) — (Q, o) is a random variable and h: (Q},, o) — (@, o) a measur-
able function, then there is a version Pyxyx € Ppx)x such that

Vxe Q;( Ph(X)lX:x = 5h(x)' (1717)
(Proof p. 535)
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Remark 17.13 [Conditional distribution of a composition] Note that for the version
Pyyxy x> Equation (17.17) is equivalent to

VxeQ VA e d" Ph(X)|X=x(A,) = 5h(x)(A') = 1y [h(x)] (17.18)
(see again Example 1.52). In other words,

1, ifh(x)eA’

/ / /. N —
VreQVAed Poix=A) = {O, otherwise.

17.3 Existence and uniqueness

In this section, we consider sufficient conditions for the existence and for uniqueness of the
conditional distributions Py, Py|x, and Py x_,.

17.3.1 Existence

Reading the following lemma, remember that Y _IL_J_ € denotes independence of o(Y) and €
with respect to P (see Rem. 5.44).

Lemma 17.14 [PY|<g if Y and € are independent]
Let X: (Q, o, P) — (Q, ), Y: (Q, o, P) — (Q,, o) be random variables and € c of
a c-algebra. If Y Jl.l_ G, then Py exists and

Py (,A") := Py(A"), V(0,A") e Qxdy, (17.19)

defines a version of the €-conditional distribution of Y. Correspondingly, if Y JIBL X, then

Py x exists and

Pyx(@,A') := Py(4)), ¥ (0,A")eQxd], (17.20)

defines a version of the X-conditional distribution of Y.
(Proof p. 535)

Hence, if € and Y are independent, then the distribution of Y is a version of the & -condi-
tional distribution of Y. Correspondingly, if X and Y are independent, then the distribution of
Y is a version of the X-conditional distribution of Y.

Remark 17.15 [Constant X] If X is P-a.s. constant (i.e., if X = o, o E Q;(), then, accord-

ing to Lemma 5.51, Y Ji’L X. Therefore, Equation (17.20) always yields a version Pyy if

X = o <
P
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Another sufficient condition for the existence of Pyx is that X is discrete (see Def. 5.56
and Cor. 17.10).

Theorem 17.16 [Existence and uniqueness if X is discrete]
LetX: (Q, o, P) —» (Q, d)’() and Y: (Q, A, P) — (Q', dl’/) be random variables, and let
X be discrete. Then Pyx exists, and for all x € Q;( with P(X=x) > 0, the conditional

distribution Py x _ , is uniquely defined.
(Proof p. 536)

According to Theorem 17.17, the conditional distribution Py, x also exists if Y is discrete.

Theorem 17.17 [Existence for a discrete Y]
Let X: (Q, o, P) — (€', .Qf),() and Y: (Q, A, P) — (', ‘d{/) be random variables, and

assume that Y is discrete. Then Pyy exists.
(Proof p. 536)

Other theorems provide sufficient conditions for the existence of Py, (see, e.g., Bauer,
1996; Klenke, 2013). Some sufficient conditions that are important for our purposes are stated
in Theorem 17.18.

Theorem 17.18 [Existence of a conditional distribution]
Let X: (Q, o, P) — (@, Qf;() and Y: (Q, o, P) — (@, .Q{)’,) be random variables and
€ c 9 a c-algebra. If one of the following assumptions holds, then Py, and Py|y exist:

(@) @, al]) = R",B,), neN.
(b) Q; =N"neN, and d)’, = ,@(Q;,).

(c) Q; is finite and 5271’/ is a c-algebra on Q;

For a proof, see Klenke (2013, Th. 8.37).

17.3.2  Uniqueness of the functions Py (-, A")
Remark 17.19 [P-uniqueness of Pylgg(‘,A/)] If Py|<g,P’;,|% € Py|g, then according to
Equations (10.2), (10.12), and (17.3),

: / ’. N — * !/

() vA'e d}: Pyg(AD) = PR (L AD.

(i) VA'e szil’, ANy ed: P(Ny)=0andVo € Q\Ny: Pyz(o,A) =P;‘,l%(m,A’).

According to Remark 5.17, (i) is another notation for (ii). <
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Remark 17.20 [P-uniqueness of PY| x( AN]  Similarly, if PY| x> e ‘@YI ¥, then

P*
Y|X
i) VA'ed}: Pyy(,A) = Py (. A).

(ii) VA'e ) INy € /: P(Ny) =0and Vo € @\ Ny: Pyjy(@, A') = Py (0, A").

(iii) VA'e M;EII\X, e&i}’(: PX(]\X,)=Oand‘v’xeQ&\I\X,:PHXZX(A’):P (A).

Y| X=x
According to Equations (17.10) and (10.34), Propositions (ii) and (iii) are equivalent to each
other. These propositions refer to null sets N, and NAf/. Note that for A, B'e o {/ A+ B, the
sets Ny, and Ny may differ from each other, and the same applies to the sets ]\X, and ]\g,. Finally,
in order to express (iii), we write

VA'e oy Pyy_(A) P P;IXZX(A’). ( 17.22

17.3.3 Common null set uniqueness of a conditional distribution

Considering a family (Pyx_,,x € Q;() of probability measures, it is of interest if a unique-
ness property holds that is stronger than Equation (17.21), that is, if there is a set N such that
N =N, for all A'e o )’, In other words, it is of interest if there is a common null set that
does not depend on A’. For convenience, we introduce the following term for this kind of
uniqueness.

Definition 17.21 [Common null set uniqueness]

Let X: (Q, o, P) — (Q, Qi)’() and Y: (Q, o, P) - (', Qi)’/) be random variables, and let
€ c 9 be a c-algebra. If for all Py, P;I% € Py
INed: PIN)=0andVw € Q\NVA'e d}: Pyp(,A") = P";,l(g(w,A’),

then Py is called CNS-unique. Correspondingly, Py x is called CNS-unique if
Py|sx) is CNS-unique, and in this case we write

Pyx=x s Pyix—y (17.22)

or, equivalently,

for Py-a.a.xe QYA€ dy: Pyy_(A) =Py (A). (17.23)

Remark 17.22 [Alternative formulations] Equations (17.22) and (17.23) can equivalently
be written in each of the following ways:

(i) IN'e oy PX(N’)=0andeeQ;(\N’:PY|X:x=P)*,|X=x.

(i) IN'e ﬂ)’(: Py(N)=0andVxe Q;( \N'VA' e ,Q{)’,: PYlX:X(A’) = P;‘,lX:X(A’). -
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Definition 17.23 [Py-uniqueness of (Py x_,,x € Qg()]
Let X: (Q, o, P) — (Q, dy) and Y: (Q, o, P) — (|, A1) be random variables. If
(17.24)

VPY|X’P € ‘@Y|X: PY|X=X =

P>(<
Py-a.a. YX=x

k
Y|X
then we say that the family (Py|X= X E Q;() of (X=x)-conditional distributions of Y is
Py-unique.

Remark 17.24 [Py-uniqueness and CNS-uniqueness] An immediate implication of Defi-
nitions 17.21 and 17.23 is

(Pyjx=x- X € Q}) is Py-unique & Py is CNS-unique. (17.25)
<

Remark 17.25 [CNS-uniqueness for discrete X] According to Theorem 17.16, if X is dis-
crete and P(X=x) > Oforallx e Q;(, then each Py x_, as well as the family (Pyx_,, x € Q;()
of conditional distributions are uniquely defined. This implies that (Pyx_,, x € QS() is Py-
unique, which in turn implies that Py|y is CNS-unique. <

In Remark 17.25, we provided a sufficient condition of CNS-uniqueness of Py y that refers
to X. Now, we turn to conditions referring to ¥ that imply CNS-uniqueness of Py and Py y.
In Lemma 17.26, we choose a more general notation that proves useful in a number of proofs.
Reading this lemma, remember: If (Q2, &/) is a measurable space, then & is called countably
generated if there is a finite or countable set & c & such that 6(&) = & (see Def. 1.24). Also
remember that each of the c-algebras of {, in (a) to (c) of Theorem 17.18 is countably generated
(see Example 1.25 and Rem. 1.28).

Lemma 17.26 [CNS-uniqueness]
Let (Q, o, P) be a probability space, let (Q, ") be a measurable space, and let
K,K*: Qx o' — R be functions such that the following three conditions hold:

(a) VAle A': K(-,A"),K*(-,A"): Q —> R are (A, B)-measurable.

(b) Vo € Q: K(w,-), K*(w, -) are probability measures on (', o).

(c) VAle '3 Ny e Ad: P(Ny)=0andVoecQ\Ny: K(w,A") = K¥(w,A).
If o' is countably generated, then

INed VA ed: P(N)=0andVw e Q\N: K(o,A') = K*,A).  (17.26)

(Proof p. 537)
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Condition (c) of Lemma 17.26 may equivalently be written as
vA'e d’: K(-,A) = K*(-, A"). (17.27)

While this condition refers to null sets N, that may depend on A’ € &/, Equation (17.26) refers
to a common null set N for all A’e of .
The following corollary is a special case of Lemma 17.26.

Corollary 17.27 [Sufficient condition for CNS-uniqueness]

Let X: (Q, o, P) - (@, &zf)’() and Y: (Q, o, P) - (&, Qf;,) be random variables, let
€ c 9 be a 5-algebra, and suppose that the conditional distributions Py, and Pyx exist.
If o )’/ is countably generated, then Py, and Py are CNS-unique.

For many applications, Corollary 17.28 implies that conditional distributions are CNS-
unique. This corollary immediately follows from Corollary 17.27, Example 1.25, and
Remark 1.28.

Corollary 17.28 [Sufficient condition for CNS-uniqueness]

Let X: (Q, d, P) — (Q, dy) and Y: (Q, o, P) —» (Q,,, &) be random variables and
6 c I a c-algebra. Then each of the conditions (a) to (c) of Theorem 17.18 implies that
Py and Py x exist and are CNS-unique.

Note that the o-algebras appearing in Theorem 17.18 are countably generated. For simplic-
ity, instead of CNS-uniqueness, we often assume that the c-algebras are countably generated,
which according to Corollary 17.27 implies that the conditional distributions of ¥ are CNS-
unique.

Now we turn to X-conditional distributions of a discrete random variable Y.

Remark 17.29 [Discrete Y] If Y is discrete, then, according to Theorem 17.17, the con-
ditional distribution Py x exists and, according to Definition 17.7, the conditional distribu-
tions Pyix=x exist as well. Furthermore, the (X =x)-conditional distributions of Y are deter-
mined if the values Pyx_,({y}) for the singletons {y} are specified. More precisely, let
X:(Q, 4, P) > (&, d)’() and Y: (Q, o, P) - (Q’Y, of }’,) be random variables, and assume that
Y is discrete. Then, by Definition 17.1 (b) and Definition 17.7, the conditional distributions
PY| x—, are probability measures. Therefore, c-additivity [see Def. 4.1 (c)] yields

VA'edy: Pyx_(A) = Y 1) Pyx=({y) (17.28)
Py-a.a. ey
yeQ,
P(Y=y)>0

[see also Def. 5.56 and Eqgs. (5.44) to (5.46)].

Note that, according to Theorem 3.19 (ii), any nonnegative measurable function
h: (Q, o )’,) - (R, %) can be described by a weighted sum of the indicators of a countable
sequence A’l,A’z, ..ed {/ Furthermore, a countable union of null sets NA/1 ,N FURRES [see
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Rem. 17.20 (iii)] is a null set as well. Therefore, we can apply Remark 3.30, which yields:
For all nonnegative measurable h: (Q',, of }’,) - (R, %),

[ H0 Prain = T ) PrigeidoD, (17.29)
P(?V:g@o g

Remember, in Theorem 17.17 we showed that the conditional distribution Py x exists if ¥
is discrete. Now we prove that it is also CNS-unique.

Theorem 17.30 [CNS-uniqueness for a discrete Y]
Let X: (Q, o, P) — (@, M)’() and Y: (Q, d, P) = (@, .Qf;) be random variables, and
assume that Y is discrete. Then Py|y is CNS-unique.

(Proof p. 538)

Remark 17.31 [An implication of CNS-uniqueness] Applying CNS-uniqueness of Py x,
we can strengthen Equation (17.28) as follows: If Y is discrete, then, for Py-a.a. x € Q/,,

VA'le dy: Pyx_, (A= Y Tu(3)- Pyx—.({yD. (17.30)
yeQ,
P(Y=y)>0

This means that there is a common null set such that Equation (17.30) holds for all A’e &f )’,
In contrast, in (17.28), there can be different null sets for different A’ e & )’, <

According to Corollary 5.24, the distributions of two P-equivalent random variables
are identical. In the following corollary, we formulate a corresponding result for (X =x)-
conditional distributions.

Corollary 17.32 [P-equivalence and conditional distributions]
Let X: (Q, o, P) = (Q, .szi)'() and Y,Z: (Q, o, P) —» (Q, A") be random variables, and
assume that Py|y exists and o' is countably generated. If Y = Z, then Py exists as well

and
PYlX:xPja PZ|X=X’ (1731)
.4
(Proof p. 539)

17.4 Conditional-probability measure given a value of a
random variable

Presuming P(X=x) > 0, we already introduced the (X =x)-conditional-probability measure
PX=Y. of - [0, 1] with

PX=A)=PA | X=x), VAed
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[see Eq. (9.4)]. Now we extend this concept in such a way that the assumption P(X=x) > 0 is
no longer required, utilizing the identity mapping introduced in Example 2.11. Furthermore,
we consider the relationship between the (X =x)-conditional distributions Pyix=x introduced in
Definition 17.7 and the distributions of ¥ with respect to the conditional-probability measures
PX=% x e Qg(

Definition 17.33 [Conditional-probability measure given X =x]

Let X: (Q, o, P) — (Q, ) be a random variable, let id: (Q, &/, P) — (Q, o) denote
the identity mapping, assume that P,y x exists, and let (Pigx—,x € Q;() be a family of
(X=x)-conditional distributions of id pertaining to P,y x. For all x € Q! the function
PX=%: of — [0, 1] defined by

PX=Y = Py e (17.32)

is called an (X=x)-conditional-probability measure on (2, &) pertaining to Py .

Hence, a probability measure PX=Yiga special (X =x)-conditional distribution, the (X =x)-
conditional distribution of the identity mapping id. Existence and uniqueness of (X=x)-
conditional distributions have been treated in section 17.3.
Definition 17.33 and Corollary 17.9 imply Corollary 17.34. Reading this corollary, remem-
ber that P*(A | X=x) denotes a value of a factorization of P*(A | X) (see Def. 10.33).

Corollary 17.34 [(X = x)-conditional probability]
Let (PX=*x e Q;() be a family of (X =x)-conditional-probability measures defined by
Equation (17.32). Then, for all A € f and all P*(A | X) € (A | X),

PX=%(A) i~ P*(A | X=x). (17.33)
: (Proof p. 539)

Reading the following theorem, remember that according to Definition 5.3,
PY=x@A") = P*= [y '], vA'ed,

defines the distribution of ¥ with respect to the measure PX=* defined by Equation (17.32).

Theorem 17.35 [Distribution of ¥ with respect to PX=*]

Let X: (Q, o, P) — (€', .Qf)’(), Y: (Q, A, P)— (Q, ﬂl’/) be random variables, and as-
sume that Py x and Py exist. Furthermore, let (Pyjx—,, X € Q;() denote a family of
(X=x)-conditional distributions of Y pertaining to Pyx, and let (PX=% x ¢ Q;() be a
Jamily of (X =x)-conditional-probability measures pertaining to Py x. Then

VA'e d}): Pyx_ (A = PI="A), (17.34)
Py-a.a.
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and, if A )', is countably generated, then,

Boe, = 20 17.35
Y| X=x P oa.a. Y ( )

or, equivalently, for
Py-aa xeQ VA'ed): Pyy_(A)=P = @A". (17.36)

(Proof p. 540)

Hence, if of )’, is countably generated, then the (X =x)-conditional distribution of Y and the
distribution of ¥ with respect to an (X = x)-conditional-probability measure PX=* are identical

for Py-a.a. x € Q;( This theorem extends the case P(X=x) > 0 already considered in Corol-
lary 17.10.

Remark 17.36 [Uniqueness and consistency of definitions] Let X: (Q, &, P) — (&, of )’()
be a random variable, and let (PX=*,x € Q;() be a family defined by Equation (17.32). If
X € Q;( with P(X=x) > 0, then PX=* defined by (17.32) is uniquely defined, and it is identical
to PX=* defined in Equation (9.4) (see Exercise 17.1). <

17.5 Decomposing the joint distribution of random variables

In section 4.2.5, we treated the Theorem of Total Probability. If we consider the random vari-
ables X: (Q, o/, P) —» (@, .Qf)’() and Y: (Q, o, P) = (', .Qf{,), assuming that X is discrete, and
the event {YeB'}, B'e /|, then this theorem yields

P(YeB')= ) P(YeB'|X=x) P(X=x), (17.37)
xeQ!
P(X=x)>0

and, for the event {XeA'}, A'e .szi)’(,

P(XeA',YeB") Y P(XeA,YeB'|X=x)-P(X=x)
er;(
P(X=x)>0

(17.38)

Y 1u()-P(YeB'|X=x)  P(X=x)
er;(
PX=x)>0

(see Exercise 17.2). Furthermore, if Y is discrete as well, then

PXeA',YeB)= ) Y 1@ Tp(y) - PY=y|X=x) - PX=x). (1739
xeQl yeQ
P(X=x)>0 P(Y=y)>0
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This equation is generalized in the following theorem:

Theorem 17.37 [Decomposition]
Let X:(Q, d, P) - (Q, .sz{}’() and Y: (Q, o, P) - (Q, .Qf),,) be random variables. If
Pyx € Pyx, then for all (A\B") € o x o,

P(XeA',YeB') = / 14/(x) - Pyjx=(B") Px(dx) (17.40)
= / / T () - T () Pypx—x(dy) Py(d), (17.41)
as well as forall C'e o, @ o,

Py y(C) = / / Ter (%, 9) Pyjx—x(dy) Py(dx). (17.42)

In addition, for all Py y-integrable or nonnegative measurable functions
h: Qfx X Qg, - R,

/ ) Py yld(x, v)] = / / h0, ) Pypyos(@) Py, (17.43)
(Proof p. 540)

Remark 17.38 [Marginal distribution] For A’= Q. Equations (17.40), (5.2), and (5.3)
yield
PY(B’)=P(YeB’)=/PY|X=X(B’)PX(dx), VB'ed,. (17.44)

This equation generalizes Equation (17.37); it also holds if X is continuous. If X is discrete,
then Equation (6.15) or (6.16), respectively, yields

PyB)=P(YeB)= Y = Pyy_,B)-PX=x), VBed] (1745
Q/
P(;jx) >0
which is equivalent to Equation (17.37) (see Lemma 17.8). <

Remark 17.39 [Joint distribution for discrete X] If X is discrete, then applying Equations
(5.45), (6.15), or (6.16) shows that Equation (17.40) is equivalent to

P(XeA',YeB)= Y 14(): Pyy_(B')- PX=x) (17.46)
P(}?Eg >0
Y Pyx—.(B) P(X=x), (17.47)

xeA’
PX=x)>0

which is equivalent to Equation (17.38) (see Lemma 17.8). <
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Remark 17.40 [Mixture distributions] Reading the equations in Theorem 17.37
and Remark 17.38 from right to left yields formulas for mixture distributions. If
X, 1):(Q, o, P) = (Q, xQ},, oy ® ) is a bivariate random variable, then the joint distri-
bution Py y and the marginal distribution Py can be determined from a family (Py|x_,, x € Q)
of (X=ux)-conditional distributions of Y and the distribution Py. This is illustrated in Exam-
ple 17.80 using densities. <

InLemma 17.41, P}’,(Ex denotes a version of the Z-conditional distribution of ¥ with respect

to the conditional-probability measure PX=* that has been defined by Equation (17.32). In

other words, P;(Ex is specified by Definition 17.1 replacing P by the measure PX=*. Further-

more, %= denotes the set of all versions of the Z-conditional distribution of ¥ with respect
Y|Z p

to PX=* (see Rem. 17.5). Correspondingly, a (Z =z)-conditional distribution P;fl?; . of Y with

respect to PX= is specified by Definition 17.7 replacing P by PX=~.

Lemma 17.41 [(Z=z)-conditional distribution of Y with respect to PX=x]
Let X: (Q, 9, P) = (Q, dy), Y:(Q, o, P) - (Q), ), and Z: (Q, o, P) = (Q}, )
be random variables, and assume that the conditional distributions Py, Py|x 7, and Py x
exist. Furthermore, for all x € Q!,, assume that the (X =x)-conditional-probability mea-
sures PX=* and P;,(Ex exist. Then,
VB'ed: P}>X (B) = Pyyx_.,-.(B. (17.48)
ny a.a. ’

Y|Z=z
(Proof p. 541)

s a.

In other words, for each B’ € o/}, the two probabilities Pl)/ﬂ;i
equal for Py ,-almost all (x, z) € Qf x Q7.

In Corollary 17.42, we assume P(X=x) > 0, which allows us to reformulate Proposition
(17.48) in terms of the conditional distribution P%( =X,

(B')and Pyx_, 7_,(B")are

Z

Corollary 17.42 [The special case P(X =x) > 0]

Let X: (Q, o, P) — (! ,eszi)/(), Y: (Q, o, P) — (&, d{,), and Z: (Q, A, P) — (', eszfé)
be random variables, and assume that x € ng with P(X=x) > 0. Furthermore, assume
that Py,z, Py|x 7, Pz)x, and Pf,(l?‘ exist. Then,

VB'ed): PNZE.(B) 5 Prixes 72.(B). (17.49)

VA

(Proof p. 542)

17.6 Conditional independence and conditional distributions

In Lemma 5.49, we showed that independence of random variables implies that their joint dis-
tribution is identical to the product measure of their distributions, and vice versa. Furthermore,
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in Theorem 16.32, we presented a product rule for conditional expectations. Now we turn to
product rules for conditional distributions.

Theorem 17.43 [Product rule]
Let X: (Q, d, P) = (Q, dy), Y:(Q,d, P)— (Q,, ), and Z: (Q, o, P) — (,, o))
be random variables and assume that Py y|z, Px|z, and Py z exist.

(i) The following four propositions are equivalent to each other:
(a) X Jil" Y|Z.

(b) Forall (A" B') e dl}, x o},

Py yiz=:(A'XB") | = Pyz=(A") - Pyj;_.(B). (17.50)

(c) ForallD'e o} @ o1,

PX’Y|Z=Z(D/) = PX|Z=Z®Py|Z=Z(D'). (17.51)
P,-a.a.

(d) For all measurable nonnegative or Py y ;-integrable functions
h: (Q, x Q) x Q) A, @], @d)) > (R, RB),

/ / h(x, y, 2) Py y|z=-1d(x, )] P7(dz)
(17.52)

= / / / h(x, Y, 2) Pyjz(dx) Pyjz— (dy) P5(d2).

(ii) If&i)’( and .Qf{/ are countably generated, then each of (a) to (d) is equivalent to

Pxyiz=: ,= Pxiz=: ®Pyjz-- (17.53)
(Proof p. 542)

Now consider the special case Z = X. Because X Ji|" Y| X (see Rem. 16.18), Theo-
rem 17.43 implies Corollary 17.44.

Corollary 17.44 [X-conditional distribution of (X, Y)]
Let X: (Q, &, P) — (Q, dy) and Y: (Q, o, P) - (), &) be random variables. If the
conditional distributions Py y|x and Py exist, then,

(i) For all measurable functions h: (Q, x Q,, oy ® ) — (R, B) that are nonneg-
ative,

/ hOS )Py yix = ld@ ] = / he.y) Pyx=ody). (17.54)
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(ii) ForallD'e oy @ o1,
Py yix=x(D") = Pyx_ (D)), (17.55)
Px-a.u.

where D! .= {y e Q: (x,y) € D'}.
r = Uy €y (oY } (Proof p. 544)

Reading Theorem 17.45, remember that
PYIZ("BI) 7 E(lyep 12)

[see Def. 17.1 (a) and Eq. (17.4)].

Theorem 17.45 [Conditional distribution and conditional independence]

Let X: (Q, d, P) = (Q, dy), Y: (Q, o, P)— (Q, o)), and Z: (Q, o, P) - (Q, o))
be random variables and assume that the conditional distributions Py ; and Py|y  exist.
Then, X JﬁL Y | Z if and only if

VBIE d)l, PYlX,Z(" B,) ? PYlZ(.’ B,). (17.56)
(Proof p. 544)

Remark 17.46 [Conditional distribution and conditional independence] In other words,
under the assumptions of Theorem 17.45, Py|; € Py, 7 if and only if X JPL Y | Z (see Exer-

cise 17.3). <

Remark 17.47 [Equivalent equations] According to Equation (17.10) and Corollary 5.25
(i), Equation (17.56) is equivalent to

= PY|Z=Z(BI)‘ (17.57)
-a.a.

Z

VB'e dy: PY|X=x,Z=z(B,) .
If eszi{, is countably generated, then, according to Corollary 17.27, Equation (17.56) is also
equivalent to

PY|X=X,Z=ZP :aa PY|Z=Z' (17.58)
X X

Z"

For Z being a constant, this implies: If &/}, is countably generated, then, according to Equation
(17.10) and Corollary 5.25 (i), Equation (17.58) is equivalent to

PYlex P ja Py. (17.59)
X <

Replacing X by 7y_,, Theorem 17.45 and Remark 17.47 imply Corollary 17.48.
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Corollary 17.48 [Conditional independence of 7y_, and Y]

Let X: (Q, d, P) = (Q, dy), Y: (Q, o, P) - (Q), y), and Z: (Q, o, P) = (Q,, )
be random variables, and assume that Py ; and Py, exist. If x € Q} with P(X=x) > 0
and Ty_, J13L Y | Z, then

VB'edy: Pyxoyz-,(B")=Pyz_ (B, forPyy_,-aazeQ). (17.60)
(Proof p. 545)

Remark 17.49 [Countably generated] If, additionally to the assumptions of Corollary 17.48
4y, is countably generated, then

Pyixey.z=; = Pyjz=,» for Pzx_,-aa.ze€ Q). (17.61)
<

The following corollary immediately follows from Remarks 17.47 and Theorems 17.45
and 16.34.

Corollary 17.50 [Conditional mean independence]
Let X: (Q, o, P) = (Q, dy), YV: (Q, o, P) = (R, B), and Z: (Q, o, P) - (,, A)) be
random variables, and assume that Y is nonnegative or with finite expectation. Then,

(VB'e %: an:x’ZZZ(B’)P = Py;-.(B")) = E(Y|X,Z) = EY | 2).

4 a.

The following corollary combines the decomposition theorem 17.37 with proposi-
tion (17.57).

Corollary 17.51 [Decomposition under conditional independence]

Let X: (Q, d, P) — (Q, dy), Y:(Q,d, P)— (Q,, ), and Z: (Q, o, P) — (Q,, o))
be random variables, and assume that the conditional distributions Pyx 7, Py|z, and P,z
exist. If X Ji)L Y | Z, then for all nonnegative measurable functions

h (Q x Q) x Q) dy @y @A) > (R, B),
/// h(x, y, 2) Py|z=(dy) Px|z=(dx) P7(dz)
(17.62)
B /// h(x, > Z) PY|X=X,Z=z(dy) PXlZ:z(dx) PZ(dZ),

and for all (A", B") e 52{)'( X Qf{,,

Px|z=z(A/) : PY|Z=Z(B’) o / Ty (x) - PY|X=x,Z=z(B/) Px|z=(dx). (17.63)
(Proof p. 546)
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Now we consider the case Ty_, JIJ)_ Y. In contrast to Lemma 17.14, the assumption of

independence refers only to the event {X=x} and not to the random variable X, unless 6(X)
and o(7y_,) are identical.

Corollary 17.52 [Independence of 7y _, and Y]

Let X: (Q, o, P) — (Q}, dy) and Y: (Q, o, P) = (|, o) be random variables, and
assume that Py x exists. If x € Q& with P(X=x) > 0, then the following propositions are
equivalent to each other:

(a) Txog LY.

(b) PYIX:x == Py.
(Proof p. 547)

In the following corollary, we introduce assumptions that are stronger than those made
in Corollary 17.48. This yields a proposition for Pz-a.a. z € Q’Z instead of the corresponding
proposition for Pz y_,-a.a.z € Q).

Corollary 17.53 [Z-conditional independence of X and Y and Py|y_, -]
Let X: (Q, d, P) = (Q, dy), Y:(Q, o, P) - (Q), &), and Z: (Q, o, P) = (Q,, )
be random variables. Furthermore, assume that Py ; and Py, exist and X JI.)L Y|Z

(i) Then, for all x € Q\:
P(X=x|2)>0 = Pyy_,;_.(B') = Py,_(B)), VBed) (17.64)
P ’ . P,-a.a. '

(ii) Furthermore, if o {, is countably generated, then,

VxeQ: PX=x]2)>0 = Pyxoyze: = Prz=.. (1765
z

-a.a.

(Proof p. 547)

Lemma 17.54 provides a proposition equivalent to P(X=x | Z) ; 0 (see the premise of
Cor. 17.53, and cf. Cor. 14.48).

Lemma 17.54 [A condition equivalent to P(X=x | Z) ; 0]
Let X: (Q, o, P) — (@, ) and Z: (Q, o, P) — (Q, 9/}) be random variables. Then,
for all x € Q,, the following propositions are equivalent to each other:

(a) P(X=x|2)>0.

(b) P(X=x)>0and P; < P}=".

z

(Proof p. 548)
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This lemma shows that P(X=x | Z) i 0 is stronger than P(X=x) > 0, assumed in Corol-

lary 17.48. It is equivalent to assuming P(X =x) > 0 and absolute continuity of the measure
P, with respect to PX=* (see Def. 3.70).

17.7 Expectations with respect to a conditional distribution

The conditional expectation value E(Y | X =x) has been defined in section 9.1 as the expecta-
tion of Y with respect to the PX=*-conditional-probability measure, provided that P(X =x) > 0.
In section 10.4.4, it has been defined more generally as the value g(x) of a factorization of a
version g(X) = E(Y | X) € &(Y | X). In this section, we show how it can be computed from
the (X =x)-conditional distribution Py|x =y We start by considering E[ f(Y) | X=x].

Theorem 17.55 [Conditional expectation value of a composition]

Let X: (Q, o, P) = (Q}, dy) and Y: (Q, o, P) = (Q),, dy) be random variables. If
Pyix € Pypx f1 (Q, A}) = (R, B) is a measurable function that is nonnegative or such
that E[ f(Y)] is finite, and E[ f(Y) | X] € &[f(Y) | X], then,

E[f(Y)| X=x]= /f(y) Pyix=y(dy), forPx-a.a.x e Q;( (17.66)
(Proof p. 548)

Remark 17.56 [A special case] LetX: (Q, &, P) — (Q),, o/ )’(), and Y: (Q, o, P) > (R, %) be
random variables. If Y is nonnegative or with finite expectation E(Y), then,

EY|X=x)= /yPY|X=x(dy), for Py-a.a. x € QS( (17.67)

This equation immediately follows from Theorem 17.55 if the identity function id: (R, B) —»
(R, %) takes the role of f. <

Corollary 17.57 [Transformation theorem for conditional distributions]

Let X: (Q, o, P) = (Q}, dy) and Y: (Q, o, P) = (Q},, ) be random variables, let
QL o )’,) - (R,RB) bea nonnegative measurable function or such that E[ f(Y)] is finite,
and assume that Pyy € Py|x and Py x € Py x- Then,

E[f(Y) | X=x] =/, () Pyjx=,(dy)
2 (17.68)

=/RZPf(Y)|x=x(dZ), forPX-a.a.er;(.
(Proof p. 549)
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Remark 17.58 [Domains of integration] Note that Pyx_, is a probability measure on

QL o )’,), whereas Pf(y)| x=, 1S a probability measure on (@,@). Hence, in the first line of
(17.68), integration is over all y € Q!,, whereas integration in the second line is over all
zeR. <

Remark 17.59 [Discrete Y] If Y takes on only a finite number of values yy, ...,y,, then
Equation (17.66) can also be written as:

E[fY) | X=x]= Y, f(3) - Pyx=x({y;}) for Px-a.a.x € Q, (17.69)
i=1

and if, additionally, P(X=x) > 0, then,
n
E[fM) | X=x]= ) f(y) - PY=y;|X=x), (17.70)
i=1

with P(Y=y; | X=x) = P;f =*({y;}), where P;( =* denotes the distribution of Y with respect
to the (X =x)-conditional-probability measure PX=%[see Egs. (17.15) and (17.11)] (see Exer-
cise 17.4). <

According to Equation (17.67), the conditional expectation value E(Y | X =x) is identical
to the expectation of ¥ with respect to a conditional distribution Pyy_,. Now consider the
equation

E(Y | X) = EIE(Y | X.2)| X]. (17.71)

which is a special case of Rule (v) of Box 10.2. According to Theorem 17.60, this equation for
conditional expectations can also be written in terms of expectations with respect to conditional
distributions.

Theorem 17.60 [Marginalization] L

Let X: (Q, o, P) — (@, dy), Y:(Q, o, P) = (R,.B), and Z: (Q, A, P) — (Q},, A)) be
random variables, and let Y be nonnegative or with finite expectation. If Py x exists,
then,

EY|X=9 = /E(Y|X=x,Z=z)PZ|X=X(dz). (17.72)

X

(Proof p. 549)

Remark 17.61 [The case P(X=x) > 0] Suppose that P(X=x) > 0 for an x € Q& Then
P7x = is uniquely defined (see Cor. 17.10), and in this case Theorem 17.60 implies

E(Y | X=x) = / E(Y | X=x,Z=2) Pyy—(d2). (17.73)
<
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Corollary 17.62 [Discrete Z]
If Z is discrete, then Equation (17.72) can be written as:

n
EY|X=x) = Z EY | X=x,Z=z) -P(Z=2z; | X=x). (17.74)
Py-a.a. =1
If additionally P(X =x) > 0, then,

EY|X=x)= ) E(Y|X=x,Z=z) -P(Z=z | X=x). (17.75)
i=1

(Proof p. 549)

Theorem 17.60 and Equation (17.58) imply Corollary 17.63:

Corollary 17.63 [Conditional independence among regressors]

Let X:(Q, 9, P)— (Q,dy), Y:(Q oA, P)— R,B), Z:(Q, o, P) - (2, A)), and
W:(Q, o P)— (Q A ‘GV) be random variables, and let Y be nonnegative or with finite
expectation. If Py, exists and X JiJL W | Z, then,

E(Y |X=x.2=2) = /E(Y|X=x,Z=z, W=w) Py z—.dw).  (17.76)
-d.d.

Xz

(Proof p. 549)

Example 17.64 [Joe and Ann with self-selection — continued] Let us use the example dis-
played in Table 17.1 to illustrate Corollary 17.62. Applying Equation (17.75) to the conditional
expectation values E(Y | X=0) and E(Y | X=0, U=u) yields,

EY|X=0)= Y EY|X=0,U=u)- P(U=u|X=0)

=EY | X=0,U=Joe) - P(U=Joe | X=0)
+EY | X=0,U=Ann) - P(U=Ann| X=0)

. 144 + 336 . 096 +.024
T 1444 336+ .096 +.024 7 144+ 336 + .096 + 024
= .56+ .04 = .6.

This is exactly the same number as obtained in Example 9.22 using a different formula for its
computation. <
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17.8 Conditional distribution function and
probability density

Consider a bivariate real-valued random variable (X, Y): (Q, &/, P) — (RZ, 3B,) and its joint
distribution function [see Eq. (5.56)] defined by:

Fyy(x,y) =P(X<x,Y<y), V(xy) eR. (17.77)

If there is a nonnegative Riemann-integrable function fy y: R? = [0, o] with:

y X
Fyy(x,y) = / / fey@v)ydudv, V(x,y)eR? (17.78)

(see Remark 5.99), then fy y is a joint probability density of (X, ¥). Often, it is useful to repre-
sent a conditional distribution Py|y _ by its conditional distribution function and — if it exists —
by a conditional probability density. These functions can be constructed as follows: If, for
xeRand h > 0, we assume P(X € |x—h, x]) = Px—h<X<x)>0, then,

PY<y,x—h<X<x)

PY<y|x—h<X<x)= P h<X<n) (17.79)
Furthermore, Theorem 1.68 (ii) yields
lfil%P(x_h<sz) = P(X=x) (17.80)
and
llil?&P(YSy,x—h<XSX) =P(Y <y, X=x), (17.81)

where lim |, denotes the limit for 7 — 0 from above. If X is a continuous random variable,
these probabilities are 0, but nevertheless, the limit of the ratio in Equation (17.79) can have
a value in the interval [0, 1]. Reading the following theorem, note the distinction between a
continuous random variable (see Def. 5.94) and a continuous function in the sense of calculus
(see ch. 2 of Ellis & Gulick, 2006).

Theorem 17.65 [Conditional distribution function and density]

Let (X,Y): (Q, o, P) —> (RZ, B,) be a continuous bivariate real-valued random variable
with joint density fx y with respect to the Lebesgue measure. Furthermore, suppose fx y
as well as the marginal density fy are continuous functions. Then, for all x € R with

Sfx(x) > 0:
(i) The limit

Fyx=x(y) = lhi?(} PY<y|x—h<X<x) (17.82)
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exists for all y € R, and it can be written as:

2 fryev)dy

, Vv R. 17.83
@) ye (UED

Fyix=x(y) =
(ii) The function Fyx_: R — [0, 1] is the distribution function of a probability mea-
sure on (R, %), and it has a probability density fy x -, satisfying

fX,Y(-x’ y)

, VyeR. 17.84
o) ye ( )

fY|X=x(Y) =

For a proof, see Fisz (1963).

Remark 17.66 [Joint density] Equation (17.84) immediately yields

Fxy 6 y) =fyix=x(») - fx(®), VyeR, VxeRwith fy(x) > 0. (17.85)
<

Remark 17.67 [Convention] For fy(x) =0, we define Fyx_,(y):=0 as well as
Frix=x(»):=0. <

Lemma 17.68 [Consistency]
Under the assumptions of Theorem 17.65, let (Fy|x_,, x € R) be the family of functions
defined by Equation (17.82) and Remark 17.67. Then, there is a Py|x € Py|x with a family
(Py|x=x-* € R) of (X=x)-conditional distributions of Y pertaining to Pyx such that, for
Px-a.a. x € R, Fy|x_, is the distribution function of Pyx_.

(Proof p. 550)

This lemma justifies Definition 17.69.

Definition 17.69 [Conditional distribution function and density]
Let the assumptions of Theorem 17.65 be satisfied. Then,

(i) Fyx=, is called the (X=x)-conditional distribution function of Y.

(ii) fy|x=x is called an (X=x)-conditional probability density of Y.

In section 17.9, the definition of an (X =ux)-conditional probability density is extended,
dropping the assumption that X and Y are real valued.

Using the notation introduced in Definition 17.69, Equation (17.44) with B = ]—c0, y]
yields Lemma 17.70.
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Lemma 17.70 [Marginal and conditional distribution functions]
Let the assumptions of Theorem 17.65 be satisfied. Then,

Fy(y)=/ Fypx=x(y) - fx(x)dx, VyeR, (17.86)

[Se]

holds for the marginal distribution function of Y, and a marginal probability density of Y
is specified by:

fr(y) = / fy|x=x(y) Sx(x)dx, VyeR. (17.87)

(Proof p. 551)

Remark 17.71 [Total probability] In a sense, Equation (17.86) is a ‘continuous version’ of
the formula of total probability (see Th. 4.25). This can be seen as follows: For a sequence
<x_1 <XO <x1 <x2< ... with P(xi<Xle'+1) > O,

Fy(y)=P(Y<y) = Y, P(Y <y | ;<X <x;41) - PO <X <x;41)
’ (17.88)
= / Fyix=x(y) - fx(x) dx.

Hence, for a fixed y € R, the probability Fy(y) = P(Y <y) is represented as the integral with
respect to x over the product Fyx—,(y) - fx(x). <

Theorem 17.72 [Bayes’ theorem]
Suppose that the assumptions of Theorem 17.65 hold. Then, for all (x, y) € R?, with Sx (),

fY(y) > O’

Txjy=y®) - fy(»)
T2 Fqy =y @) - fr(y%) dy*’

Trix=x(») = eR, (17.89)

specifies an (X =x)-conditional density of Y.

(Proof p. 551)

Analogously to Equation (6.10), Lemma 17.73 shows that replacing the density f} by the
conditional density fy x—, yields a conditional expectation value E(Y | X =x).
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Lemma 17.73 [Conditional densities and conditional expectation]
Let the assumptions of Theorem 17.65 hold. Furthermore, assume that Y is nonnegative
or with finite expectation. Then,

EY|X=x)= /y Jrix=x(0dy, VxeR, (17.90)

defines a version of the X-conditional expectation of Y.
(Proof p. 551)

17.9 Conditional distribution and Radon-Nikodym density

In section 17.8, we considered real-valued random variables X and Y and densities with respect
to the Lebesgue measure. Now we generalize some of these results for random variables X
and Y that are not necessarily real-valued. We consider the case in which Py y is absolutely
continuous with respect to the product measure x4 ® v of some o-finite measures ¢ and v on
arbitrary measurable spaces (see Defs. 3.70 and 1.63 and Lemma 1.66).

Notation and assumptions 17.74

Let (X, Y): (Q, o, P) = (Q} X Q}, Ay ® o) be a random variable, and let Py y denote
its distribution. Furthermore, assume that y and v are c-finite measures on (QS(, Re/4 )'() and
Q). o), respectively, and

Pyy < u®v.

MY

In the following definition, we adapt Equation (17.84) and Definition 17.69 (ii).

Definition 17.75 [(X =x)-conditional density]
Let the assumptions 17.74 hold. For a fixed version fy y = Z:{é’;
(see Th. 3.72) and its marginal density fy, we define fy|x—, by:

of the density of (X, Y)

Sxyy)
Trix=x(M =9 fx& ° i fx) >0 VyeQ, (17.91)
0, otherwise,

and call it an (X=x) -conditional density of Y (with respect to u ® v).

Now we show that this definition is consistent with the definition of conditional distribu-
tions.
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Lemma 17.76 [Consistency]
Let the assumptions 17.74 hold. Furthermore, suppose that Pyx exists and o {/ is count-
ably generated. Then, for Px-almost all x € Q,, the function Jy|x=x defined in Equation
(17.91) is a density of Py|x— with respect to the measure v.

(Proof p. 552)

As a generalization of Lemma 17.70 [Eq. (17.87)], using (5.48) we obtain Lemma 17.77.

Lemma 17.77 [Decomposition of the joint density]
If the assumptions 17.74 hold, then,

fr(y») = /fY|X=x(y) fx () p(dx),  forv-a.a.y e Q. (17.92)

(Proof p. 552)

Now we generalize Lemma 17.73. Now Y may be numerical, and its distribution Py does
not necessarily have a density with respect to the Lebesgue measure. Furthermore, X can be
any random variable on (Q, &/, P). In particular, it may be multivariate.

Lemma 17.78 [Conditional densities and conditional expectation]
Let the assumptions 17.74 hold, and let Y: (Q, of, P) — (R, %) be nonnegative or with
finite expectation. Then,

E(Y |X=x)= / V- frex() vidy),  Vxe (17.93)

defines a version of the X-conditional expectation of Y.
(Proof p. 553)

Remark 17.79 [Existence of a linear logistic regression] In Remark 13.27, we already
hinted at a sufficient condition for the existence of a linear logistic regression. Formulated
in the notation and the concepts of the present chapter, that proposition reads as follows: Let
Y (Q, o, P) - (R, &) be a continuous random variable, let A € of with 0 < P(A) < 1, and
let X = 1. Furthermore, assume that the (X =x)-conditional densities of ¥ are normal and
Var(Y | X=0) = Var(Y | X=1). Then, P(X=1 | Y) has a linear logistic parameterization. This
proposition is proved in Examples 17.80 to 17.82. <

Example 17.80 [A mixture of two normal distributions] Consider the random variable
(X, Y): (Q, o, P) > (R? 3B,), where X is an indicator variable with P(X=0) =1 —p and
P(X=1) = p, that is,

Py = P(X=0)-6,+ P(X=1) - &, (17.94)
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where 6, and 6, are Dirac measures at 0 and 1 on (R, &), respectively (see Example 1.52). For
the conditional distributions, assume Py|x=0 = N (pg, 6(2)), and Pyix=1= VAT 6%), where
Mo b1 € R, G(ZJ, G% > 0 (see section 8.2.2). Then, according to Equation (17.45),

Py=Py|X=0P(X=O)+Py|X=|P(X=1) (1795)
According to Equations (17.94) and (17.46), for all (A”, B") € B X &,

Py y(A’xB') = P(XeA',YeB')

= Y 1u@) - Pyx_(B) - Px({x})
reQ, (17.96)
PX=x)>0
=14(0) - Py x—o(B') - P(X=0) + 1y/(1) - Pyx=(B") - PX=1). P

Example 17.81 [A mixture of two normal distributions — densities] Define 4 = 6, + 6;,
and let 4 be the Lebesgue measure on (R, %). Then, Py y << 1 ® A (see Exercise 17.5). This

implies that the assumptions 17.74 are satisfied, and we can apply Definition 17.75. Hence, if
Jy|x=x denotes the density (with respect to 4) of Pyjy_, = A (},. cx), x =0, 1, then,

(1 =p) fyix=0(y), ifyeRx=0

Fxy@y) =9P  frix=1(», ifyeR,x=1 (17.97)
0, otherwise,
l-p, ifx=0
Jx(x) =14p ifx=1 (17.98)
0, otherwise,
and
Fr = A =p) - frix=0() +p - frix=1() (17.99)

[see Lemma 5.79 and Eq. (3.58)]. Furthermore, according to Definition 17.75 and Equa-
tion (17.97),

(1-p) 'fy|x:0(Y) .
, ifx=0
(I =p) - frix=0») +p - fyjx=1()
Sxy=y () = 3 P frix=1() ifx—1 (17.100)
(I =p) - frix=0») +p - fyjx=1(»)
0, otherwise.

- <
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Example 17.82 [A mixture of two normal distributions — logistic regression] If0 <p < 1,
then Equation (17.100) for the conditional density fy|y_, implies

2
Px=1]y) = PPt P Y +P17) (17.101)
P 1 + exp(ﬁo + ﬁ1Y+ ﬁzYz)
with
2 2
P Ho Hi
=In{———— )+ —-— ], 17.102
Po ((1—17)01) (26% 26%) ( )
P = <M§ - "2) , (17.103)
o1  ©p
and
1 1
= —-— 17.104
P2 <203 20%) ( )

(see Exercise 17.6). If 6, = 6, =: o, then B, = 0 and Equation (17.101) simplifies to

exp(By + B, Y)

PX=111) = 20 s (17.105)
with
2 2
_ p Ho — M
Bo—ln<(1_p)>+< = ) (17.106)
and
_(H1— Ho
B, = (T) . (17.107)

Hence, under the specified assumptions, the conditional probability P(X=1 | ¥) has a linear
logistic parameterization in Y [see Eq. (17.105) and Def. 13.10]. <

17.10 Proofs

Proof of Lemma 17.8
= If Pyx € Pyx and (Pyx_,, x € Q) is the family of (X =x)-conditional distributions per-
taining to Py| x» then,

VyxeQVoe (X=x}VA'e o} PY|X:x(A’) = Pyx(o, AN [(17.10)]

=P(YeA | X=x), [(17.8)]
which is condition (a). The definition of @le (see Rem. 17.5), Definition 17.1 (b), and Equa-
tion (17.8) imply that condition (b) is satisfied as well.

& Let (Pyjy_,, x € Q}) be a family of functions Pyy_,: o/} — [0, 1] satisfying (a) and
(b). Define the function Pyy: Q X &/} — [0, 1] by

Pyix(0,A") = P(YeA' | X)(@), VoeQVAedy, (17.108)
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where P(YeA’| X) is the version specified in (a). Then, for all A’e &7, the function
PY|X(-,A’) = P(YeA’| X) is X-measurable [see Def. 10.2 (a)]. Furthermore, for all € Q,
there is an x € Q) with x = X(®) and

Py|X((x), )=PYeA | X=x) [(17.108), (10.32), (10.28)]
= Pyp(:x, [(a)]

and, according to (b), this is a probability measure. Hence, Py x is a version of the X-

conditional distribution of Y, and (Pyjx=y, X € Qg() is the family of (X =ux)-conditional dis-
tributions pertaining to Py .

Proof of Corollary 17.10
ForallA’e o/},

Pyy—y(A) = P(YeA' | X=x)  [(17.3),(17.10), (10.32)]
= PX=x(Y eA’) [Rem. 10.35]
= PX=X(A"). [(14.39)]

Proof of Corollary 17.12

Let 7,,(h(X)) denote the composition of 4(X) and the indicator 14,. Then, Box 10.2 (vii) and
proposition (10.12) imply:

VA e o' 1y (h(X)) € E(14(W(X)) | X) = P(h(X) € Al X).
Therefore, defining
Ph(X)IX((D’ AI) = 1A/(h(X))(OJ) = 5/’1(X((0))(A/)’ v ((D, A/) (S Q X :Q{,,
yields a version of the X-conditional distribution of 4(X), because, for all ® € Q, the Dirac
measure y,(x(q)) 18 @ probability measure on (@ #"). Then Equation (17.10) yields, for all

xeQ,oe {X=x},

Ph(X)|X=x(A,) = 5h(x)(A,)’ VAIE 'Q{,

Proof of Lemma 17.14
Y % €
=> VAed|: Tycn Ji’L € [Rem. 5.44, 6(Tyc41) € 6(Y)]
= VA'edy E(lycy | €) = E(Tycy) =Py(4")  [Box 10.1 (vi), (64), (5.2), (5.3)]
= VAe M;: Py(A) e P(YeA | B). [(10.12), Rem. 10.10]

Therefore, if we define

Py (@,A") := Py(A"), Yo e,
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then condition (a) of Definition 17.1 holds for Py . Because, for all o € Q, Py (®, -) = Py
is a probability measure, condition (b) of Definition 17.1 is satisfied as well.

Proof of Theorem 17.16

Let X be discrete, let Q) c Q be finite or countable with Py (() = 1 (see Def. 5.56), and let
P(X=x) > 0 for all x € Q. For all A’e ¢/, we define a version P(Y A" | X) € P(YeA' | X)
by

PX=x(yeAd"), if X(w)=xand P(X=x)>0

VoeQ: PYeA|X)(w):= {P(YeA’) otherwise

where PX=*(Y eA’) is defined by (4.14) with B = {X=x}. According to Remarks 10.35 and
10.36, this defines a version P(Y €A’ | X) € P(Y €A’ | X) for each A’ € o/, Therefore, condi-
tion (a) of Lemma 17.8 is satisfied if we define

Pyx—(A) = P(YeA'| X=x), VxeQ|.

For all x € Q) the functions Pyx_, are probability measures on (Qf,, /). [If P(X=x) >
0, see Th. 4.28. If P(X=x) = 0, then P(Y €A’ | X)(w) = P(Y €A’) (see the last but one equa-
tion).] Therefore, condition (b) of Lemma 17.8 is satisfied as well. Now Lemma 17.8 implies
that (PY| X=x X € Q;() is the family of (X =x)-conditional distributions of Y pertaining to a
conditional distribution Pyx. This proves the existence of Py x. Uniqueness of Py y for all
X € Q;( with P(X=x) > 0 immediately follows from (17.14) and Remark 2.71.

Proof of Theorem 17.17

Define Q’> ={ye Q’Y: P(Y=y) > 0}, which is finite or countable (see Def. 5.56). Fix a family
P(Y=y|X),ye Q’Y>) of versions P(Y=y | X) €e P(Y=y | X) withO < P(Y=y | X) < 1 [see
Box 10.3 (v), (vii)]. Because P(Y € Q! ) = 1, there is a version such that P(Y € Q/ | X) =1
[see (10.4) and Box 10.3 (vi)]. Hence, for this version,

2 PO=y|X) = 3 E(ly_,|X) [(10.4)]
yeQl yeQ!
= E( Tyoy X> [Box 10.2 (xvi), (10.20)]
yeQl
= E(Tyco |X) [(1.36), (1.37)]
? P(YeQ |X) [(10.4)]
=1

Therefore, P(A) = 0 holds for the set A := {w € Q: ZyEQ; PY=y|X)(®w) # 1} and A € 6(X)
[see Rem. 2.67 (¢)].
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Now define the function Py x: Q X o/ v = [0, 1] by

Y PI=y|X)@), if 0ecQ\A
Pyix(@,A") = {yeAn@,
Py(A"), otherwise,

with the convention Py y(0, A") = 0if A’n Q! = @. Now we show that Pyy is in fact a version
of the X-conditional distribution of Y. For all ® € Q, the function Pyl x(@, ) )’, — [0, 1] is
a probability measure because, for ® € A, the function Py x(, -) is a probability measure by
definition, and form € Q \ A,

Pyx(@, @) = Y Pr=y| X)) =1,
yeQl

Pyx(0,A") >0, VA'edy,

and if A}, A%, ... € o/, are pairwise disjoint, then

Pyx (m, UA§> D PY=y|X)@)=) Y P¥=y|X) (o)
i=1 ve (U, A/)nQ,

i=1yeAlnQ]

D Pyix(@, A)).
i=1

€
(o)

This shows that conditions (a) to (c) of Definition 4.1 are satisfied. Therefore, condition (b) of
Definition 17.1 holds for Py y.
Now, for all A’ e ﬂ;,

Pyx(-A) = X P(Y=y|X) [P(A) = 0]
yeAnQl
= P(Ye@nQ))|X) [(10.4), Box 10.2 (xvi), (10.20), (1.36), (1.37)]

= P(Y e A'| X). [Py(A") =Py(A'nQL), Ty u = Ty c(ang ) Box 10.2 (vi)]

Because PY|X(-, A’) is X-measurable [see Th. 2.57 and Th. 1.92 of Klenke, 2013], proposition
(10.12) implies PY|X(-,A’) € P(YeA") | X) for all A’e o/}, Hence, condition (a) of Defini-
tion 17.1 holds for Pyy.

Proof of Lemma 17.26

This proof is analog to the proof of Theorem 44.2 (ii) of Bauer (1996). If /' is countably
generated and &’ = {A/, i € I} is a finite or countable set system generating /', then define

€' = {ﬂAngcl,Jﬁnite} ,

ieJ
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the set system of all intersections of finitely many elements of &’. Then €’ is also finite or
countable, and moreover it is n-stable. Note that &’'c €', and 6(&") is closed with respect to
finite intersection. Hence,

&'c G'co&)=4d"
Monotonicity of generated c-algebras (see Rem. 1.23) implies
d'=06(8")co(®)cod)=d"

Therefore, 6(€') = o', that is, €’ is a finite or countable set system generating &/'. Now
define

N:= |J Ny,
Ae®’
using the sets Ny, mentioned in (c). o-Subadditivity of probability measures [see Box 4.1
(xi)] yields
P(N)< ), P(Ny)=0.
Ae®’
Furthermore, (c) implies

Voe Q\NVA'e®€: K A)=KwA).

Hence, for all ® € Q\ N, the probability measures K(®, -) and K*(w, -) are identical on the
n-stable generating system €. Therefore, Theorem 1.72 implies

Voe Q\NVA ed: Ko, A")=K*(,A).

Proof of Theorem 17.30

Define Q! := {y € Q}: P(Y=y) > 0}, which is finite or countable (see Def. 5.56). Further-
more, let PY|X, Pl*qx e @le and, forall y € Q’>, define

Ny == {0 € Q: Pyx(o, {y}) # Pyx(o, {yD},
Nz i={0 e Q Pyx(0, X\Q) #0}, and Nj:={oeQ: Py (0, Q\QL)#0}.

Condition (a) of Definition 17.1 and Proposition (10.12) imply P(N,) =0 for all y € Q’>
Furthermore, P(Y € (Q' \ Q1)) = 0 implies 1YG(Q/\Q;) = 0, and hence P(Y € (Q'\Q)) | X)

= 0 [see Box 10.3 (iv)]. Condition (a) of Definition 17.1 and Proposition (10.12) imply
Pyx(-, @'\ QL) = 0, and therefore P(N) = P(N}) = 0. Then, for
N:=N,uN;u |J N,

Y
yeQl
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c-subadditivity of P [see Box 4.1 (xi)] yields

P(N) < P(N,) + P(N) + ), P(N,) =0.

yeQl
Now forallo € Q\ N and all A’ &/,

Pyx(@,A) = Y Pyx(o, {(y) + Pyx(@,A'n (Q\ Q) [17.28, Def. 17.1 (b)]

yeA'nQl
= Y Pyx(o {yD [def. of N, Def. 17.1 (b)]
yeAnQ
= 2 Pyx(@ (D [def. of N]
yeAnQl
= ) Pyx(o, (y)+ Py x(0,A'n (Q\ Q)
yeAnQl

[def. of N, Def. 17.1 (b)]
= Pyx(@,A"). [17.28, Def. 17.1 (b)]

This shows that Pyx is CNS-unique.

Proof of Corollary 17.32
According to Remark 2.72 (ii), Y ?Z implies 7y 4 = 14c 4, for all A’e o' Therefore,
forallA'e o',

Pyix=x@) = E(lyen|X=2)  [(173).(17.10),(10.28)]

Py-a.
o= E(lzcp|X=x) [Box 10.2 (ix)]
PX= Pyx—y(A). [(10.28), (17.10), (17.3)]

xa-

Because &/’ is countably generated, Lemma 17.26 and Corollary 5.25 (i) imply

Pyix=x , = Pzix=r
X'a.(l.

Proof of Corollary 17.34

For an (X =x)-conditional-probability measure PX=* defined by Equation (17.32) and all
Aed,

PX=X(A) = Pyx=,4) [(17.32)]
o= PlideA|X=x) [(17.14)]

x-a.a.

oo P*(A | X=x). [{id e A} = A]

xa-
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Proof of Theorem 17.35

If PX=% exists for all x € QS(, then, according to Definition 5.3,

VAle d)VxeQ: Py=@A)=P*= [y ')l

This implies
VA'e d}: PE=3A)) e PlY~1A") | X=x] [(17.33)]
pxiu. P(YeA' | X=x) [({YeA'} = Y~1(4")]
o= Prx=,A"). [(17.11), (10.34)]

xa-

If o/, is countably generated, Lemma 17.26 implies Pff:x ey Py|x=x-

 -a.
Proof of Theorem 17.37
ForA’e o/; and B'e d/,

P(XGA,, YEB,) = E(1XEA, . 1Y€B’)
= E[E(1XEA/ . 1Y€B, |X)]

= Ellyen  Eyep | X))
= [ 100 Bty 1 X=0) (@
= [ 100 Py 8 Pycan
= [ 1000 [ 100 et Pyt
= [ [ - 1) et P,
which proves Equations (17.40) and (17.41). Hence,

P(XeA',YeB') = / Ty (%) - T () Py yld(x, y)]

= // T4 (%) - Tpr(y) Pyjx=,(dy) Px(dx).

[(1.33), (6.4)]
[Box 10.2 (iv)]

[Box 10.2 (xiv)]

[(6.13)]

[(10.3), (17.11)]

[3.9)]

[(3.32)]

[Th. 3.57]

[(17.41)]

Consider the set €'c oy ® o/}, of all sets C’' c Q) x Q| satisfying

/ 1o (x, y) Py yld(x, )] = // 1o/ (x, ¥) Pyx=x(dy) Px(dx).

Because

P(A,G .Sy;(, B,E .Q{;) = PX,Y(A,X B,) = / 1Ale/(x, y) ngy[d(x, y)]
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and 74y p/(x,y) = T4 (x) - Tp/(y) for all (x, y) € Qf x Q) [see Eq. (1.38)], Equation (17.41)
can equivalently be written as:

/7A’><B'(x»y) Py yld(x, y)] =// Tax (%, y) Pyx =, (dy) Px(dx).

Therefore, &'= {A’x B": A’'e o/}, B'e 9]} c €'. Because Q| x Q}, € €’ and €’ is closed
with respect to complements [see Eqgs. (1.35) and (3.36)] and countable unions of pairwise
disjoint sets [see Eq. (3.65)], the set €’ is a Dynkin system (see Def. 1.40). Hence,
§(&NcE cdyed,.
Because &' is n-stable (see Example 1.39), Theorem 1.41 (ii) yields
5(&)=0c(&)=dy®d,

(see Def. 1.31). Hence, we can conclude: €= o/ ® o/, This proves Equation (17.42). Now
the proof of Equation (17.43) can be completed by standard methods of integration theory (see
Rem. 3.30).

Proof of Lemma 17.41
Forall B'e oy, D'e oy ® o}, and E':= B'x D',

/ Ty(x.2) - PYZE (B') Py ld(x.2)]

/ / Tpr(x,2) - Tgr(y) P;ﬂz"z(dy) Py zld(x, 2)] [(3.9), (3.32)]
/ / Tz (y, %, 2) Py|Z ((dy) Py 7[d(x, 2)] [(1.38)]
/ / / Ter (3%, 2) PY 72 (dy) Py ="(dz) Px(dx) [(17.43), (17.35)]
= / / Tp (3, %, 2) Py 71d(y, 2)] Px(dx) [(17.43)]
= / / Ter(y, X, 2) Py 7x =, [d(y, 2)] Px(dx) [(17.35)]
= / 1z (3, X, 2) Py x z[d(y, x, 2)] [(17.43)]
= / / Ter (9, %, 2) Py|x =y, 7=-(dy) Px z[d(x, 2)] [(17.43)]
= / / T (x, 2) - T/ (¥) Pyjx =y, z=-(dy) Px z[d(x, 2)] [(1.38)]
= / T (x,2) - Pyjx—y, 7=(B") Px z[d(x, 2)]. [(3.9), (3.32)]

Applying Theorem 3.48 completes the proof.
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Proof of Corollary 17.42

According to Equation (17.48), for all B’e o/ : Px 7(Ny) = 0, where
Ny ={(x,2) € Q) xQ: PY7E (B)) # Pyjy—y z=-(B))}.

Defining Ny - = {z € Q: (x,2) € Nj} forall x € Q},

Py,(Np =0 & / / 7Nl/3yx(z) Py 1x=x(dz) Py(dx) = 0. [(17.42)]

Hence,

/ Pzx=+(Ng ) Px(dx) = 0, [(3.9)]
which according to Theorem 3.43 implies

PZleX(Né,X)Pja O
x-a-a.

If x € Q) and P(X=x) > 0, then this equation implies

Pé(:x(Nl’;’x) = PZ|X=x(N1,a,x) [(17.15)]
=0. [Rem. 2.71]

Therefore, for x € Q;( with P(X=x) > 0, proposition (17.48) implies (17.49).
Proof of Theorem 17.43
@

(a) & (b) Using (16.15) as well as Equations (17.5), (17.8), and (17.10) yields:

X1y | Z
© VA, B)Yedyxdy,: PXeA' ,YeB'|Z) = P(XeA' |Z)-P(YeB'|2)
e VA, B)edyxdy: Pyyz(,A'xB") = Pyz(- A") - Py (-, B)
& VA, B)edyxdy: Pxyz_(A'XB') =Pxz_(A")- Py;_(B),

/
for Py-a.a. z € Q.

(b) = (c) (17.50) and Theorem 3.48 imply

VYA, B,C)e d§ X ai{V X szié: // T a6 ) - 100(2) Py yiz=-1d(x, y)] Pz(dz)

=//1A/x3/(x, y) - 70(1) PXIZ:z ®Py|z=z[d(x, »l Pz(dZ)'
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Now let @' c o/ ® o, denote the set of all sets D' € oy ® o}, satisfying

VCled) / / Ty, Y) - 10(2) Py yjz=[d(x, y)] P4 (d2)

= // 1D/()C, y) . 1c/(Z) PX|Z=Z ®PYlZ:Z[d(x, y)] Pz(dz)

Then, just as in the proof of Equation (17.42) in Theorem 17.37, we can conclude @'=
o} ® o |, Together with Theorem 3.48, this yields (c).

(¢) = (b) This implication is trivial because A’x B’ o/ { ® o/ |, forall (A’, B') € oy, x o,
(see Def. 1.31).

(d) = (c) For C'e o/, and D' e o} ® o/, choose

h(x,y,2) = Ty (%, ) - 100(2), VY (x,y,2) € Q x Q) x Q.

Then,

/ 101(2) - Py y1z=.(D") P7(dz)

= / / Tp (%, ¥) - 10(2) Py y|z=[d(x, y)] P7(dz) [(6.4), (6.1)]
=/// Ty (x,y) - 10:(2) Pyjz7=(dx) Py)7- (dy) P7(dz) [(17.52)]
=// Tp (%, ) - 10(2) Pxjz=; ® Pyjz=,[d(x, y)] P7(dz) [(3.80)]
=/7C/(Z)‘Px|z=z®Py|z=z(D,)Pz(dZ)- [(6.4), (6.1)]

Because these equations hold for all C’e &/, Theorem 3.48 yields (c).
(c) = (d) Applying (6.4) and (6.1), Equation (17.51) can equivalently be written as:

VD'edy®dy:

/ 1D’(-x’ y) PX,Y|Z:Z[d(x’ )’)] / 1D’(-x’ )’) PX|Z=Z ®PY|Z=Z[d(-x’ y)]»

P,-a.a.

and Theorem 3.48 implies that this equation is equivalent to
VD e dy®d,VC'ed):
// 7D/(x, y) - 7C/(Z) nyy|Z=Z[d(x, 1 Pz(dZ)

= // Tpr(x,y) - 100(2) Px|z=z ®Py|z=z[d(x, W1 Py(dz).
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Just like in the proof of Equation (17.42) in Theorem 17.37, we can conclude
VEed,®d,ed):
// 151 (x, ¥, 2) P yz=[d(x, )] Pz(dz)
= /// Tgr (x, ¥, 2) Py z=(dx) Py z=.(dy) P5(d2),

where, on the right-hand side, we applied Equation (3.80). Now the proof can be completed
by standard methods of integration theory (see Rem. 3.30).

(ii)

(17.53) = (b) This implication immediately follows from Lemma 1.66.

(b) = (17.53) If o/, and &/}, are countably generated, then &/} ® /1, is countably gener-
ated as well (see Cor. 1.33). Therefore, (b), Lemmas 17.26 and 1.66, and (17.25) imply

Pxyiz=: ,= Pxiz=: ®Pyjz=:.
Z‘ll.a.

Proof of Corollary 17.44

(i) Note thatX Jil)_ Y | X [see Eq. (16.18)]. Therefore, for all nonnegative measurable func-

tions h: (), x Q},, &y ® ) — (R, B), proposition (d) of Theorem 17.43 withZ = X
yields

VA'e dy: // T4 (x) - (X", ¥) Py yx = [d(x", y)] Px(dx)
- / / / 1) - (¥ 3) Pyyo(de®) Py _(dy) Py(dx)  [(17.52)]
=// 14 (x) - h(x, y) Pyjx=(dy) Px(dx). [(17.17), (3.57)]

Because these equations hold for all A’ € ¢/, Theorem 3.48 yields (17.54).

(ii) For D'e oy ® o, apply (17.54) with h = 7p,. Note that 75, (x, y) = 75/ (y) for all
(x,y) € Q x Q). Therefore, '

Py yx=x(D") = /70/()6*7)’) Py yix=:[dC )] [(6.4), (6.1)]

Paa / Tpr (%, y) Pyx = (dy) [(17.54)]
= Py=.(D). [(6.4), (6.1, def. of D']

Proof of Theorem 17.45
X JI.)L Y | Z = (17.56) According to the definition of conditional independence:

XJPLY|Z = VB’ed;:Xif)L1Y€B,|Z. [Box 16.3 (vi)]
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Hence, for all B'e o/,

Pyxz(-, B") = E(lycp 1 X, 2) [(17.7)]
= E(lyep | 2) [(16.37)]
> Pyz(-, B). [(17.7)]

(17.56) = X IL Y | Z Forall (A", B\.C") e st} x st X o},

/ 10(2) / / Tu () - Ty () Py yjz=1d(x, y)] Py (dz)

= / Ty @) - T (¥) - 10(2) Py y z[d(x, y, 2)] [(17.41)]
= / Ty (%) - 1or(2) [ / 1B’(y)PY|X=x,Z=z(dy)] Py 7ld(x, 2)] [(17.41)]
= / Ty (%) - 1or(2) [ / Tz (y) Py|Z=Z(dy)] Py zld(x,2)] [(17.56), Th. 3.48]
= / Tor(2) / / 14 (0) - T () Pyjz=(dy) Pxz - (dx) Py(dz). [(17.41)]

Hence, Theorem 3.48 implies

V(@A B e szf)’( X d;: PX,Y|Z=Z(A', B") ey PX|Z=Z(A’) . PYlZzZ(B’),
which, according to Theorem 17.43, implies X J}'JL Y|Z

Proof of Corollary 17.48
Equation (17.57) implies

VB'ed): PY”x:x:V,Z:z(B’) = Py;_.(B), for Py zaa (2 e {0,1} x Q).
Hence, for all B’ &/, there is a set D’ c {0, 1} X Q, with Py z(D")=0and
V(v,2) e ({0,1} x Q) \D": PY|7x:x=v,Z=z(B,) = Pyjz-.(B").

Now, if we define D! := {z € Q),: (v,z) € D'}, forv =0, 1, then D'= ({0} x D{) u ({1} X D})
and ({0, 1} x Q’Z)\D’= [{0} x (Q’Z \D('))] ul{l}x (Q'Z\D{)] This implies

Vze Q) \D: Py _y 7-,(B") = Pyjz_,(B)
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and

Py (D)=0

= Py _ ({1} xD)=0 [{1}x D} c D']
= P(X=x,ZeD|)=0 [(5.2)]
P(X=x,ZeD))
— =0 [P(X=x) > 0]
P(X=x)
= Pyx—(D}) = 0. [(4.2), (9.4), Cor. 17.10]

Hence, Pyj1 _ —1 7=.(B") = Pyz_.(B') for Pyy_,-aa zeQ) Because {Ty_,=1}=
{X=x}, the proof of (17.60) is complete.

Proof of Corollary 17.51

IfXx Ji’L Y | Z, then, for all nonnegative measurable h: Q}, x Q’Y X Q’Z - R,

/// h(x, Yy, 2) PYIZ:Z(dy) Px|Z=Z(dx) Pz(dZ)

=// h(x,y, z) Px yz= [d(x, y)] Pz(dz) [(17.52)]
= /h(x’ y’ Z) PX,Y,Z[d(x’y’ Z)] [(1743)]
=// h(x,y, Z)Py|x=x,z=z(dY) Px,z[d(X, 2)] [(17.43)]

=/// h(x,y,2) Py|x=y, z=,(dy) Px|z=.(dx) Pz(dz). [(17.43)]

This proves Equation (17.62).
Now, for

h="1y Ty -1o, (A,B,Ced)xdxsd),
(17.62) yields
/ 1e0(2) - PY|Z=Z(B/) : Px|z:z(A,) Py(dz)
= / 1C/(Z)/ 1A/(x) M PY|X=X,Z=Z(B,) PX|Z:Z(dx) Pz(dZ) [(64), (61)]

Therefore, (3.45) implies: For all (A’, B') € o/ x o/,

Pyiz- (A" - PY|Z=Z(B,)P§.a. / 15(0) - Pyjx— . 7= (B") Pxjz(dx).
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Proof of Corollary 17.52
Pyix=x(B") = Py(B"), VB'edy,
& PY=*B')=Py(B'), VBed], [(17.15), P(X =x) > 0]
S ! -P(X=x,YeB')=P(YeB'), VB'ed), [Defs. 4.12, 5.3]
P(X=x)
& P(X=x,YeB')=P(X=x)-P(YeA'), VB'ed],
& {X=x} J;'r Y [Def. 4.40]
o Ty_, Ji)L Y. [Rem. 5.46]
Proof of Corollary 17.53

Note that / 1{x}(x’) PX|Z=z(dx,) =PX|Z=Z({x}) [see Egs. (6.4) and (6.1)]. Furthermore,
PX=x|2) ; 0 implies P(X=x | Z=z)P> 0 [see Cor. 5.25 (ii)], which in turn implies
Z—a.a.

Pxiz=.({x}) b 30 0 [see (17.11), (17.14), and (2.40)]. Therefore,
) -a.q.

1
— 1 (&) Py, (d)=1, forP,aa zeQ,. (17.109)
/ Py ({xh) 07 xIE=s ‘ z

For all B'e o/, and x € Q} with P(X=x|Z) ? 0,

/ Pyz—(B") Pz(dz)

= / / 13 () Py|z=(dy) P2(dz) [(3.8)]
= / / Ty () Py|z=.(dy) / szlz({x})-1{x}(x’>PX|Z=Z(dx’)Pz(dz> [(17.109)]
= / / / 13'(y)'PX|z=lz({x}) 11 &) Pyjz-(dy) Pxz— (dX') P7(dz) [(3.32)]
= / / / Tor(3) - Pm:({x}) 1 (&) Pyjx—y z=o(dy) Pxjz=o(dx) Pz(dz)  [(17.62)]
= / / T/ () Py|x =, z=:(dy) P7(dz) [(17.109)]
= / Py|x=y. 7=(B") P4(d2). [(3.8)]

Applying Theorem 3.48 yields (17.64), and Lemma 17.26 completes the proof of (17.65).
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Proof of Lemma 17.54
If PX=x|2) > 0, then,

P(X=x)=E(1y_,) [(6.4)]
=E[E(1x_, | 2)] [Box 10.2 (iv)]
= E[P(X=x|2)] [(10.3)]
> 0. [PX=x]|2) > 0, (6.1), (3.51)]

Now we can apply Corollary 14.48 with B = {X =x}, because P(X=x) > 0 in (a) as well as in
(b). This implies

<P(X=x) >0and P < PX="> & PX=x|2)>0.
o(Z) P

Furthermore,

P <« pX=x
o(2)

& VCed): PF=(C')=PX=*[Z71(C")]=0 = P4C")=P[Z7(C]=0

[Def. 3.70, (5.2)]
& Pz < P)="
d

z

Proof of Theorem 17.55
Let A’e o/. Then, A := X ~1(A) € 6(X), and the definition of E[f(¥) | X] (see Def. 10.2)
implies
/ 1, -E[f(Y)|X]dP = / 1, -f(Y)dP,
which, according to Theorem 3.57, is equivalent to
/ Ty (@) - ELf(Y) | X=x] Px(dx) = / 1y (x) - f(y) Py yld(x, )]
= // 14r(X) - f(3) Py x=(dy) Px(dx) [(17.43)]

= / Tyr(x) </f(y) PY|X=x(d)7)> Py(dx).  [(3.32)]

Because these equations hold for all A’ € of )’( Theorem 3.48 yields

E[f(Y)|X=x]= /f(y) Pyix—,(dy), for Py-a.a.x € Q.
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Proof of Corollary 17.57

For all nonnegative measurable functions g: Q;( xR >R,

[ [ et ron Prses@n Pyt = [ gt son it [(17.43)]
= [ 2 Py gl 2) [(3.59). (5.5)]

= // g(.X9 Z) Pf(Y)|X=X(dZ) Px(dx) [(1743)]
Choosing g(x, z) = 1y/(x) - z for A’e o/}, Theorem 3.48 implies (17.68).

Proof of Theorem 17.60

Consider Equation (17.66) and replace f(¥) by E(Y | X, Z), which is a function of (X, Z). Then,
for Py-a.a. x € Qf,,

E(Y|X=x)=E[EY |X,Z)| X=x] [Box 10.2 (v), (10.34)]
= / E(Y | X=x,Z=2) Px zjx=,ld(x, 2)] [(17.66)]
= / E(Y | X=x,Z=2) Pyx_(d2). [Cor. 17.44 (i)]
Proof of Corollary 17.62

If Z is discrete, then for Py-a.a. x € Q),,

E(Y|X=x) = /E(Y | X=x,Z=2) Py (d2) [(17.72)]

Y, EY|X=x,Z=2)-Pzx_,({z}) [(17.29)]

zeQ)
P(Z=2)>0

Y  EY|X=x,Z=2)-P(Z=z|X=x). [(17.8),(17.10)]
zeQ,
P(Z=2)>0

Proof of Corollary 17.63

Replacing in Theorem 17.60 W by Z and X by (X, 2): (Q, o/, P) = (Q}, X Q,, A} @ )
yields, for Py z-a.a. (x,2) € QL xQ,

E(Y|X=x,Z=7) = / E(Y | X=x,Z=2 W=W) Pyy—, 7.(dw)

=/E(Y|X=x,Z=z,W=w)PW|Z:z(dw). [X L W1Z(17.58)]
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Proof of Lemma 17.68

For all x € R with f(x) > 0, the distribution function Fyx_, defines a probability measure on
(R, &) (see Rem. 5.83), which in this proof is denoted by P,,. Furthermore, define

= {xeR: fy(x) > 0}.
If fx(x) = f Sxy(&,y)dy =0, then fy y(x, -) = 0 (see Th. 3.43). Hence, for all measurable
Y

nonnegative functions h: R? — R,

/ / h(x,y) - fx y(x, ) dy dx = 0. (17.110)
R\C’

Note that, according to Theorem 17.18 (a), Py x € Py|x exists. Furthermore, for all Pyy €
Pyixs

/ / h(x, y) Pyx = (dy) Px(dx)

= / h(x,y) - Py yld(x, y)] [(17.43)]

= / / h(x,y) - fx y(x,y) dy dx [(3.72)]

_ / / b fx y(x,y) / /

= (x,y) dy fy(x) dx + h(x, y) fx.y(x,y) dy dx [def. of C']
cr Sx ()

= / / h(x,y) P (dy) Px(dx). [(17.84), (17.110)]
CI

This implies that for all A’e o/ {, B'e @/, and h(x, y) = T4/(x) - Tp/(y),

/ 14/(xX) - Pyjx—(B") Py(dx) = / 10 01 () - Py (B) Py (dx).

Because Py(R\C") = fR\ o fx(¥) Px(dx) =0, we can conclude Py(C’) = 1. Therefore,
according to Box 4.1 (viii), Py(A’'n C") = Py(A’). Hence, 1, = 144 ¢r» and we obtain
X

/ 100 - Py r(B) Py(d) = / T () Py (B') Py(d)
_ / 1y /() - Py (B) Py(d)
= / 14/(x) - Py(B") Py (dx).
Now Theorem 3.48 and Corollary 17.28 imply
Py|x=x P aa Py

where we define P,y = 0 forx e R\ C’.
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Proof of Lemma 17.70
Equation (17.83) implies, forall y € R,

Fyimx() - fy(0) = / " fere) v,

which also holds if fy(x) = O [see Rem. 17.67 and (17.110)]. Taking the Riemann integral with
respect to x and applying Theorem 3.62 yield, for all y € R,

/ FYIX:x(y) 'fX(x) dx = / / fX,Y(x’ V) dv dx
= /.V /oofX,Y(x, v)dxdv [Th.3.76]
= / ) dv [(5.50)]
= Fy(y). [(5.64)]

Furthermore, for all y € R,

/ S o) i) dx = / foyeyde  [(17.85)]
= . ((5.50)]

where fy is the density of the marginal distribution of Y.

Proof of Theorem 17.72
We assume fy(x) > 0 and fy(y) > 0. Therefore,

Frixexy) = ij’; (();,)y ) [(17.84)]
=W [(17.85)] (17.111)
@
A fgly:(o; -J;‘YY((yy)ﬂ o A
Proof of Lemma 17.73

Define the function g: R — R by

VxeR:gkx) = /y‘fyp(:x()’) dy

_ {f]() [y feyGoy)dy, if fu()>0and [y fyy(x,y) dy exists

0, otherwise.
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The function g: R — E is (%’,%;measurable (see Th. 3.76). Therefore, according to Theo-
rem 2.49, g(X): Q - R is (6(X), %B)-measurable. If A € o(X), then there is an A’ e szi)’( with
A=X"1(") and

/ 1y - 8(X)dP = / 14 (x) - g(x) Px(dx) [(6.13)]
= / Ty (x) - / Y fyix=x(y) dy Px(dx) [def. of g]

=// T ) -y frix=WMfx() dydx — [(3.72)]

=// Ty (xX) -y - fyy (@, y) dy dx [(17.85)]
= / 1y(x) - y Py yld(x, y)] [(3.72)]
= / 1,-YdP. [(6.13)]

Hence, according to Definition 10.2, g(X) € €(Y | X).

Proof of Lemma 17.76

In the proof of Lemma 17.68, let the P, be defined by the densities fy|x -, x € Q},and replace
dx by u(dx) and dy by v(dy) (i.e., replace the integration with respect to the Lebesgue measure
by the integration with respect to ¢ and v, respectively).

Proof of Lemma 17.77

Let fyy denote a density of Py with respect to u ® v. Note that, for A":= {x € Q}:
fx(x) =0} and all B'e o/,

/ 10 - Ty () - fiy (o y) (4 ® VI, y)]

= / 14 (x) - Ty (y) Py yld(x, y)] [(5.40)]
= Py y(A’x B') ((3.8)]
< Py y(A'x Q) [Box 4.1 (V)]
= Py(A") [(5.21)]
= / 14/ (x) Px(dx) [(3.8)]

= / Ty (x) - fy(x) udx) = 0. [(5.40), Lemma 5.79, (3.40)]
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This implies: for all B'e o/},

/ T (y)- ( / Jyix=x(3) - fx () #(dx)> v(dy)
= / T (¥) / Jxy (6, y) u(dx) v(dy) [Def. 17.75, Th. 3.76]

= / g (¥) - fr(y) Udy). [(5.48)]

Theorem 3.48, then, implies the proposition of the lemma.

Proof of Lemma 17.78

The proof is analogous to the proof of Lemma 17.73 using the function g: Q& — R with

g(x)=/)”fy|x=x(J’) udy), VxeQ,

and replacing dy by v(dy) and dx by pu(dx), respectively.

Exercises
17.1 Prove the proposition of Remark 17.36.
17.2  Suppose that X: (Q, of, P) — (Q}, o/}) and Y: (Q, o, P) — (Q},, /) are random vari-
ables, A’e oy, B'e o}, and P(X=x) > 0. Show that
P(XeA',YeB' | X=x)=1,y(x)- P(YeB' | X=x).
17.3 Prove the proposition of Remark 17.46.
17.4 Prove the propositions of Remark 17.59.
17.5 Consider Example 17.81 and prove Py y g<g<2 HO A
17.6 Prove Equations (17.101) to (17.104).
Solutions
17.1 For an (X =x)-conditional-probability measure PX=* defined by Equation (17.32) and

for all A € &, there is a version P(id € A | X) such that

PX=X(A) = Py, (A) [(1732)]
=PlideA|X=x) [(17.10)]
= PX=%(id € A) [Rem. 10.35, (9.4)]
= PX=x(4). [{id e A} = A]

According to (9.4), this value is unique for all A € .
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17.2 For A’e o/, consider the events
{(XeA'} = {weQ: X(@) e A} = {0eQ: 1,(X)(w) = 1}
and, for x € Qf,

{(XeA'}n{X=x} = {0eQ: X(w) e A’} n {0eQ: X(w) = x}
={0eQ: 1yX)(0) =1, X(w) = x}

) (17.112)
[ {X=x}, ifxed
B {0, ifxegA’.
Hence, if x € A’ (i.e., if 14/(x) = 1), then
, .o P({XeA'}n{YeB'}n{X=x})
P(XeA',YeB' | X=x) = o]y [(4.2)]
_ P({YeB'} n{X=x}) [(17.112)]
P({X=x})
= P(YeB' | X=x) [(4.2)]
= 1,(x) - P(YEB' | X=x).
Ifx ¢ A (ie., if 14/(x) = 0), then
, , _ _P({XeA’}n{YeB’}n{X:x})
P(XeA',YeB' | X=x) = P(X=x]) [(4.2)]
P@)
=7 17.112
P(X=x)) [( )]

=1y(x)-P(YeB' | X=x).

17.3  We show that (17.56) is equivalent to Py|; € Py |y, z. We assume that Py and Pyx 7
exist. Hence, according to (17.3) and (17.4), for all B’ 52?{, thereisaP(YeB' | X,Z)
P(YeB' |X,ZyandaP(YeB' | Z) e P(YeB' | Z) with

P(YeB' | X,Z)(®) = Pyjx z(0,B"), Vo€,
and

P(YeB' | Z)(@) = Pyjz(0,B"), VoeQ.
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Hence, (17.56) is equivalent to

VB'edy P(YeB'|X.2) = P(YeB'|2) (17.113)

Because 6(Z) c 6(X, Z), the random variable P(Y € B’ | Z) is (X, Z)-measurable, and
proposition (10.12) implies that, for all B'e o/, P(YeB'|Z) e P(YeB' |X,Z)
is equivalent to (17.113). However, according to Definition 17.1, P(YeB' |Z2) e
P(YeB'| X, Z)is equivalent to Py; € Py x 7.

If Y takes on only a finite number of values y, ..., y,, then,
n
F) =2 1,0 -F)
i=1
Therefore, for Py-a.a. x € Qf,

E[f(Y)| X=x] = /f(y) Py x=(dy) [(17.66)]
= 3 FO) - Pyy—(yih). [(17.29)]
i=1

If P(X=x) > 0, then Equation (17.70) follows from Equation (17.11) for A’= {y,}.

According to Theorem 5.77, the probability function py of X (see Def. 5.56) is a den-
sity of Py with respect to yu = 6y + 6;. If fy|x=, denotes the density (with respect
to A) of Py| x=r = V(1 0)26), x =0, 1, then, for all nonnegative measurable functions
hR? - R,

/ h(x, y) Px yld(x, y)] = / / h(x, y) Pyx=x(dy) Px(dx) [(17.43)]
=// hx, y) - frix =x(¥) Ady) px(x) u(dx) [(3.79)]
=// hx, y) - fyx=»() - Px(x) A(dy) u(dx)

=/h(x,y) Jrix=x(3) - px(0) p @ Ald(x, y)].  [(3.80)]

Hence, choosing h = 1,y for D'e %,, Theorem 3.65 implies that fY|X=x(y) px(x),

where (x, y) € R?, describes a Radon-Nikodym density of Py y with respect to u ® 4,
which implies Py y §< H® A
2
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17.6 According to Lemma 17.78, for all y € Q’Y:
EX|Y=y)
= / X - fyy=y @) p(d)
= fxjy=y(1) (1 =8y +8,,(3.57)]

_ P frix=1(»)
(I =p) - fyix=0(0) + P - fyjx=1(»)

[(17.100)]

1
2
2 2
] +p.i.exp l_l <y_u1> ]
o 2 G
[(8.23)]

defines a version of E(X | Y). Note that the term % in the densities fY| x=prX=0,1,
/4

of the normal distributions cancels out. If we define

1- q
g=—2L, q=L, =14
Gp 01 90
and
2 2
a':—l Y — Mo b'=—1 y— U
) 2 (50 ’ ’ 2 (51 ’
then,
EX|Y=y)= % [cancel by g - €9]
qo-e*+qy - et 0
b—a
c-e
= replace ¢, ¢ = el ¢
14c-eba [rep ]
eb—a+1nc
= 1 4 eb—atlnc :

Now consider

e CORED)

1
=-3 [2(y =2,y + uy) — 2(y2 - 2#0}’+M(2))]
S
2

So
1 1 2
+(=—=-=—) >
(20(2) 20% ) Y
If 6y = 61 =: o, then this equation simplifies to

2_ 2
Ho — H (Hl‘#O)
b—a= + Y.
a <202 ) o2 Y
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not

and

or

implies

equivalent to

there is (synonymously, there exists)
for all

element of

indicator (function) of the set A
union of sets

intersection of sets

set difference

complement of a set A with respect to a set Q, that is, A° := Q\ A
subset or equal

Cartesian product or product set
product c-algebra

product measure

composition of two mappings
measure with density

u-equivalence of mappings

smaller than except for a y-null set

greater than except for a y-null set

smaller than or equal except for a y-null set
greater than or equal except for a y-null set
P-equivalence of random variables

equal for y-almost all ® € Q

absolute continuity of a measure with respect to another measure

null-set equivalence of two measures

=
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independence with respect to the probability measure P

[a, b] closed interval between real numbers a and b
la, b] half-open interval including b but not a
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LIST OF SYMBOLS

singleton (i.e., the set that contains x as the only element)

empty set

family of sets A;, i € I, where the index set / may be finite, count-
able, or uncountable

union of the sets A;, i €
intersection of the sets A;, i € 1
union of finitely many sets A, ... , A,
union of countably many sets A, A,, ...
intersection of finitely many sets A, ..., A,
intersection of countably many sets A, A,, ...
Cartesian product or product set of n sets A;

limit of a sequence ay, a,, ... of real numbers

sum of the numbers ay, ..., a,

Jim 31,

product of the real numbers ay, ..., a,
product c-algebra of the &/, ..., &,
product c-algebra of the &/, ..., &,

integral of a measurable function f:(Q, <, u) — (R,%) with
respect to the measure y

integral of a measurable function f(Q, , u) — (R, B) with
respect to the measure u over a subset A of Q

Riemann integral of the function f from a to b

trace of the set system & in the set €2

measurable space

measure space

probability space

mapping f assigning to each a € A one and only one element b € B
image of the set A under f

inverse image of the set A’ under f

= f7lan

= f"'({'})

family of mappings

set of the inverse images of all sets A’ € &'. If &’ is a c-algebra,
then f~1(&") is the c-algebra generated by f

composition of f and g

absolute value function of f

positive part of the function f

negative part of the function f

the sequence f}, f5, ... of functions converges pointwise and mono-
tonically from below to f

(Q, o), (Q, o) are measurable spaces and the mapping f: Q — Q'
is (o, o ')-measurable

(Q, &, u) is a measure space and f: Q — Q' is a mapping
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f:Q — Q is an («/, of")-measurable mapping and y is a measure
on (Q, &)

the mappings f and g are p-equivalent

f is smaller than g except for a set A of arguments with u(A) =0
f is greater than g except for a set A of arguments with u(A) =0
f is smaller than or equal to g except for a set A of arguments with
uA)=0

f is greater than or equal to g except for a set A of arguments with
HA) =0

f(w) = g(w), for y-almost all ® € Q

image measure of y under f

the measure v is absolutely continuous with respect to the mea-
sure u

the measures i and v are null-set equivalent (i.e., they are absolutely
continuous with respect to each other)

the events A and B are independent with respect to the probability
measure P

a family of events A; that are independent with respect to the prob-
ability measure P

the events A and C are B-conditionally independent with respect to
the probability measure P

the set systems & and &, are independent with respect to the prob-
ability measure P

a family of set systems &, that are independent with respect to the
probability measure P

the event A and the set system & are independent with respect to
the probability measure P

a family of random variables X; that are independent with respect
to the probability measure P

the random variables X, ..., X,, are independent with respect to the
probability measure P

the set system & and the random variable X are independent with
respect to the probability measure P

the random variable X and the (c-algebra generated by the) family
of random variables Y;, i € I, are independent with respect to the
probability measure P

afamily of set systems & that are B-conditionally independent with
respect to the probability measure P

the events A, A,, A5 are G-conditionally independent with respect
to P

a family of events A; that are @-conditionally independent with
respect to P

a family of events A; that are Z-conditionally independent with
respect to P

a family of set systems &; that are @-conditionally independent
with respect to P



562 LIST OF SYMBOLS
JﬁL (&;,i e )| Z afamily of set systems &, that are Z-conditionally independent with
respect to P
Ji’L (X;,i e )| ¢ afamily of random variables X; that are €-conditionally indepen-
dent with respect to P
Ji)L (X;,i e )| Z afamily of random variables X; that are Z-conditionally indepen-
dent with respect to P
A J}.)L B| € theevents A and B are €-conditionally independent with respect to
the probability measure P
A Jf.)L B|Z theevents A and B are Z-conditionally independent with respect to
the probability measure P
D JPL & | € the set systems & and & are G-conditionally independent with
respect to the probability measure P
D Ji)L & |Z the set systems & and & are Z-conditionally independent with
respect to the probability measure P
X 1A Y|¥ therandom variables X and Y are G-conditionally independent with
i respect to the probability measure P
X JI.)L Y| Z therandom variables X and Y are Z-conditionally independent with
respect to the probability measure P
Y  arithmetic mean (sample mean) of the real-valued random variables
Yy,....Y,
A, B, 6,D,& setsystems, sometimes c-algebras
A ® ...Q d, product c-algebra of the c-algebras &/, ..., o,
d|q, trace of the set system & in the set Q
3B Borel c-algebra on R
%, Borel o-algebra on R”
% Borel c-algebra on R
B, Borel c-algebra on R"
B, , binomial distribution with parameters n and p
b,, probability function of the binomial distribution with parameters n
and p
‘gf’ final o-algebra of € under f
Cov (X,Y) covariance of the random variables X and Y

Cov (Y, Y, | X=x)
Cov (Y, Y, | 6)
Corr (X,Y)
Cov(Y, Y, | X)
Corr (Y1, Y, | X=x)
Corr (Y, Y,;6)
Corr (Y, Y5, X)

X}

dv
du
5(,0
E(Y)
E(x)

(X=x)-conditional covariance of Y| and Y,

a version of the @-conditional covariance of ¥; and Y,
correlation of the random variables X and Y

a version of the X-conditional covariance of Y; and Y,
(X =x)-conditional correlation of Y| and Y,

partial correlation of Y; and Y, given €

partial correlation of Y; and Y, given X

central y2-distribution with n degrees of freedom

Radon-Nikodym density (also Radon-Nikodym derivative) of v
with respect to u

Dirac measure at (point) ®

expectation of the random variable Y

column vector of expectations



EB(Y)

E(Y | B)
E(Y|X=x)

E(Y | X=x)
Ey(g)

E(X)
Ef=*(9)
EX=(Y)

EX=x(y)

€

EY | X)
EY|X)
EY|X,,....X,)
EY | 9®)

E(Y | %,9)
EY|€ 2
&Y |96
EB(Y | %)
EB(Y | %)
EB(Y | X)
EB(Y | X=x)
&8y | X)
EZ=3(Y | 6)
EL=YY | 6)
EZ=4(Y | X=x)
EY|X,Z=2)
EZ=4(Y | X)

&2=YY | X)
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expectation of the random variable Y with respect to the probability
measure P8

conditional expectation value of Y given the event B

conditional expectation value of Y given the event {X=x}, also
denoted by E(Y | {X=x})

(X =x)-conditional expectation value of Y

expectation of the random variable g with respect to the distribution
of the random variable Y

matrix of expectations

expectation of g with respect to the distribution Pff =

expectation of Y with respect to the conditional-probability mea-
sure PX=x

expectation of Y with respect to the conditional-probability mea-
sure PX=*

residual of a random variable Y with respect to its €-conditional
expectation

residual with respect to a (multiple) linear quasi-regression

a version of the X-conditional expectation of Y

set of all versions of the X-conditional expectation of Y

a version of the conditional expectation of Y given the multivariate
regressor Xy, ..., X,
a version of the @-conditional expectation of Y

a version of the 6(€ U @)-conditional expectation of ¥

a version of the 6[€ u o(Z)]-conditional expectation of ¥

set of all versions of the €-conditional expectation of ¥

a version of the €-conditional expectation of ¥ with respect to the
measure P8

the set of all versions of the €-conditional expectation of ¥ with
respect to the measure PB

a version of the X-conditional expectation of Y with respect to the
measure P8

an (X =x)-conditional expectation value of ¥ with respect to the
measure P8

the set of all versions of the X-conditional expectation of Y with
respect to the measure PB

a version of the €-conditional expectation of Y with respect to the
measure PZ=2

the set of all versions of the @-conditional expectations of ¥ with
respect to the measure P%=?

an (X =x)-conditional expectation value of ¥ with respect to the
measure PZ=2

a version of the partial (X, Z=z)-conditional expectation of ¥ (with
respect to the measure P)

a version of the X-conditional expectation of ¥ with respect to the
measure PZ=2

the family of all versions of the X-conditional expectation of ¥ with
respect to the measure PZ=%



564 LIST OF SYMBOLS
EZ=%(Y | X=x) an (X=x)-conditional expectation value of Y with respect to the
measure PZ=2
EZ=%(Y | X, W) aversion of the (X, W)-conditional expectation of ¥ with respect to
the measure PZ=2
EZ=3(Y | ¥, ) aversionofthec(% u D)-conditional expectation of ¥ with respect
to the measure PZ=2
EZ=%(Y | ¥,Z) a version of the 6[% u o(Z)]-conditional expectation of ¥ with
respect to the measure PZ=%
Fy  distribution function of a real-valued random variable X
Fy, ..x, jointdistribution function of Xy, ..., X,
F),  F(b) - Fla)
Fyix=x (X =x)-conditional distribution function of Y
Jyix=r (X=x)-conditional-probability density of ¥
'y probability density of a continuous real-valued random variable X
(fi,i € I) family of mappings
fou measure with density f with respect to u
F,., F-distribution with m and n degrees of freedom
I' gamma function
G, geometric distribution with parameter p
1, indicator (function) of the set A
Txca  indicator of the event {X € A"}, thatis, Ty o = Ty-1(4)
Tx=x> T{x=y} indicator of the event {X=x}
#, set system of all half-open intervals in R
id  identity mapping
#, set system of all half-open cuboids in R"
logit logit transformation
logit[P(Y=1|%¥)] logitof P(Y=1]|%)
A, 4, Lebesgue measure on (R, 9,,), where 4 := 4,
MUy counting measure
u, v  general symbols for measures
Wy  image measure of y under f
N set of all positive integers without zero (i.e., N = {1,2,...,})
Ny set of all nonnegative integers including zero (i.e., Ny=
{0,1,2,..., D)
N, wo?  univariate normal distribution with parameters p and o2
N, pxr Multivariate normal distribution with parameters p and X
(Q, o, P) probability space
P (Q) power set of Q
P probability measure
P(A) probability of the event A
P(X=x) probability of the event {X=x} = X~!({x})
P(X € A’) probability of the event {X € A’} = X~1(4")
P(A| B) conditional probability of A given B (with respect to the probability

P(X, €A X, e B')
PB

measure P)
probability of the event {X; e A’} n {X, € B’}
B-conditional-probability measure



PA | X=x)
P(Y=y| {X=x})
P(Y=y|X=x)
PA|9®)
PA|6,9)
PA|%,2)
PA|B)

PA | X)

PA|X)

PY=y|X
PX=)C

Px

Px,.x,

7

P,
PBA|®)

PPA|B)
PBA | X)
PBA | X=x)
PZ=3(A | X=x)
PBA|X)
PZ=XA|€)
PTHA|B)
PZ=3(A | X)

PL=A | X)
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conditional probability of the event A given the event {X =x}, also
called (X =x)-conditional probability of A

conditional probability of the event { Y =y} given the event {X =x}
with P({X=x}) > 0, also denoted by P(Y =y | X=x)

conditional probability of the event { Y =y} given the event {X =x},
also called (X=x)-conditional probability of {Y=y} and also
denoted by P({Y =y} | X=x)

a version of the @-conditional probability of the event A

a version of the 6(€ u &)-conditional probability of the event A

a version of the 6[€ U o(Z)]-conditional probability of the event A
set of all versions of the @-conditional expectation of the event A
a version of the X-conditional probability of the event A

set of all versions of the X-conditional expectation of the event A
a version of the X-conditional probability of the event {Y =y}

the (X =x)-conditional-probability measure on (L, &)

distribution of the random variable X (with respect to P)

joint distribution of the random variables X, ..., X, the distribu-
tion of the multivariate random variable X = (X, ..., X))

image measure of Py under g

distribution function of the standard normal distribution
distribution of X with respect to the conditional-probability mea-
sure P8

probability function of a discrete random variable X

probability function of the bivariate random variable X = (X;, X;)
Jjth projection mapping

Poisson distribution with parameter A

a version of the @-conditional probability of the event A with
respect to the measure P2

the set of all versions of the €-conditional probability of the event
A with respect to the measure P8

a version of the X-conditional probability of the event A with
respect to the measure PB

an (X =ux)-conditional probability of A with respect to the mea-
sure PP

an (X =x)-conditional probability of A with respect to the measure
pZ=z

the set of all versions of the X-conditional probability of the event
A with respect to the measure P8

a version of the @-conditional probability of the event A with
respect to the measure PZ=%

the family of all versions of the €-conditional probability of the
event A with respect to the measure PZ=%

a version of the X-conditional probability of the event A with
respect to the measure PZ=%

the family of all versions of the X-conditional probability of the
event A with respect to the measure PZ=%



566 LIST OF SYMBOLS
Py  aversion of the conditional distribution of ¥ given the c-algebra ¢
Pyiz  the set of all versions of the conditional distribution of Y given €
Pyix=x (X =x)-conditional distribution of Y
Pyx  aversion of the conditional distribution of Y given the random vari-
able X
Pfl? a version of the Z-conditional distribution of Y with respect to the
probability measure PX=*
P;}/(Ei . (Z=2z)-conditional distribution of ¥ with respect to the probability
measure PX=*
Qyx quantile function of a real-valued random variable X
Q set of all rational numbers
0,i,(Y | X)  the composition of X and the linear quasi-regression (or linear least-
squares regression of ¥ on X)
O (Y| Xq,...,X,) linear quasi-regression of Y on X, ... , X,
Ry)x ~ multiple correlation of ¥ and X
Ry|x,,...x, multiple correlation of Y and (Xy, ..., X,)
R%/Hg coefficient of determination of E(Y | €)
R§| y  coefficient of determination of E(Y | X)
Rf,lxl x coefficient of determination of E(Y | X, ..., X,,)
R set of all real numbers
R?  Cartesian product Rx R
R"  n-fold Cartesian product Rx ... x R
R extended set of all real numbers (i.e., R = Ru {co, —o0})
SD(Y) standard deviation of the random variable Y
SE(Y) standard error of the sample mean of the random variables
Yi,...., Y,
sgn(f) sign function of f
SD(Y | X=x) (X=ux)-conditional standard deviation of Y
SD(Y | ) a version of the -conditional standard deviation of Y
SD(Y | X) a version of the X-conditional standard deviation of Y
o(&) o-algebra generated by the set system &
o(f) o-algebra generated by the mapping f
o(fi,...,f,) o-algebra generated by the mappingsfi, ..., f,
o(X) o-algebra generated by the random variable X
o(f, o) the c-algebra generated by the union of o(f) and o/
X,, covariance matrix of x and y
X, Vvariance—covariance matrix of x
t, t-distribution with n degrees of freedom
U'p  continuous uniform distribution on the set B
Var(Y) variance of the random variable Y
Var(Y | X=x) (X=x)-conditional variance of Y
Var(Y | X) a version of the X-conditional variance of Y
Var(Y | ¢) a version of the G-conditional variance of Y
x  column vector of numerical random variables
X  matrix of numerical random variables



XNt}
X~L

Xz
X@) = Y()
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c-algebra generated by the random variable X

the random variable X has the distribution £. Examples for £ are
Bn,p’ p?w 'A/O,l’ or Fm,n

X and Y are P-equivalent

X and Y are identical for P-almost all ® € Q

Z-transformation of the random variable Y



Subject index

absolute continuity, 112
and P-equivalence, 171
and independence, 179
of a conditional-probability measure, 147
of marginal distributions, 188
absolute value function, 64
additivity of a measure
c-additivity, 18
finite additivity, 18
adjusted conditional effect function, 457
adjusted effect, 457
adjusted logit effect, 461
almost all, 169
almost everywhere, 104
average effect, 457

Bayes’ theorem
for densities, 530
for events, 145
Bernoulli distribution, 255
Bernoulli variable, 255
binomial coefficient, 256
binomial distribution, 256
approximation by Poisson distribution, 260
bivariate normal distribution, 268
Borel c-algebra on R, 12
Borel -algebra on R", 12, 15
Borel set, 12

cardinality, 8, 22

Cartesian product, 3

Cauchy distribution, 273
Cauchy-Schwarz inequality, 230
central F-distribution, 275
central 7-distribution, 273
central limit theorem, 266
central moment, 217
>-distribution, 271

closed interval, 6

CNS-uniqueness, 513
codomain of a mapping, 43
coefficient of determination
of a conditional expectation, 345
of a linear quasi-regression, 226, 239
coefficient of variation, 220
common null set uniqueness, 513
complement of a set, 5
composition of two mappings, 59
conditional correlation
given a value of a random variable, 358
conditional covariance
given a c-algebra, 350
given a random variable, 350
given a value of a random variable, 351
rules of computation, 355
conditional density, 529, 531
conditional distribution, 506
and P-equivalence, 516
and conditional independence, 522
and conditional independence given a random
variable, 521
and independence, 511
and mean independence, 523
existence, 512
of a random variable given a c-algebra, 506
of a random variable given a random variable,
506

of a random variable given a value of a random

variable, 508
conditional distribution function, 529
conditional effect function, 452
conditional expectation
w.r.t. a conditional-probability measure,
418-421
and conditional densities, 531, 532
and joint distribution, 322
and mean-squared error, 317
coefficient of determination, 345
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convergence, 315, 316
discrete, 294
given a c-algebra, 306
given a random variable, 306
linear parameterization, 372
marginalization, 526
monotonicity, 315
rules of computation, 312, 313
uniqueness W.r.t. a probability measure,
308
conditional expectation value
and conditional distribution, 525
given a value of a random variable, 288, 319
given an event, 288
of a composition, 291
rules of computation, 293, 294
conditional independence
of random variables given an event, 182
conditional independence given a c-algebra
and conditional mean independence, 485
characterizations, 486
family of n-stable set systems, 489
family of events, 488
family of random variables, 489
family of set systems, 488
notation, 481
of two events, 474
of two random variables, 477
of two set systems, 476
properties, 482
conditional independence given a random variable
and conditional distributions, 520
family of events, 488
family of random variables, 489
family of set systems, 488
of two events, 474
of two random variables, 477
of two set systems, 476
properties, 483
conditional independence given a value of a
random variable
of two events, 475
conditional independence given an event
family of n-stable set systems, 154
family of set systems, 152
of two events, 152
conditional intercept function, 452
conditional logit effect function, 461
conditional logit intercept function, 461
conditional mean independence, 323
and conditional independence, 485
and independence, 324
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from a c-algebra, 323
from random variable, 323
conditional probability
w.r.t. a conditional-probability measure,
419-421
given a c-algebra, 306
given a random variable, 306
given a value of a random variable, 319
given an event, 138
of an event given a value of a random variable,
290
of an event given an event, 290
conditional probability density, see conditional
density
conditional standard deviation
given a c-algebra, 351
given a random variable, 351
given a value of a random variable, 352
conditional variance
given a c-algebra, 351
given a random variable, 351
given a value of a random variable, 352
rules of computation, 356
conditional-probability measure, 146, 517
constant mapping, 49
continuity of a measure from above, 25
continuity of a measure from below, 25
continuous random variable, 193
without expectation, 211
continuous uniform distribution, 135, 262
convergence of conditional expectations, 315,
316
convergence of integrals, 107
correlation, 232
and slope of a linear quasi-regression, 233
invariance under linear transformations, 233
countable intersection, 6
countable union, 5
countably generated c-algebra, 11
counting measure, 22
covariance, 228
rules of computation, 230
covariance matrix, 237
rules of computation, 238

density, see also probability density
and probability function, 188
of the y2-distribution, 272
of the F-distribution, 275
of the #-distribution, 273
of the bivariate normal distribution, 268
of the Cauchy distribution, 273
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density (Continued)
of the multivariate normal distribution, 267
of the standard normal distribution, 111
of the univariate normal distribution, 264
density of a measure w.r.t. another measure, 110
dichotomous function, 49
dichotomous random variable, 165
Dirac measure, 21
discrete conditional expectation given a random
variable, 294
discrete conditional probability given a random
variable, 295
discrete distribution, 182
discrete random variable, 182
without expectation, 210
discrete regression, 296
discrete uniform distribution, 254
disjoint sets, 4
distribution, 163
and distribution function, 190, 192
Bernoulli, 255
binomial, 256
7%, 271
Cauchy, 273
discrete uniform, 254
F,275
geometric, 261
multivariate normal, 267
of a composition, 164
of an indicator, 164
Poisson, 259
t,273
univariate normal, 264
univariate standard normal, 265
distribution function, 190
and distribution, 190, 192
and independence, 193
joint and marginal distribution function, 193
of a binomial distribution, 256
of the geometric distribution, 262
of the Poisson distribution, 259
of the standard normal distribution, 265
of the univariate normal distribution, 265
domain of a mapping, 43
dominated convergence of integrals, 108
Dynkin system, 16

effect function, 452
elementary event, 134
elementary function, 87

equivalence w.r.t. a measure, 66
necessary and sufficient conditions, 111
equivalence w.r.t. a probability measure
of random variables, 169
of two factorizations of a conditional
expectation, 318
equivalence class w.r.t. a measure, 67
equivalence of probability densities w.r.t. a
measure, 187
equivalence relation, 67
event, 134
existence
of a conditional distribution, 512
of a conditional expectation given a c-algebra,
307
of an expectation, 208
expectation
w.r.t. a conditional-probability measure, 209,
289
w.r.t. a probability measure, 208
of a distribution, 213
of a random matrix, 236
of a random variable, 208
of a random variable with a countable number
of real values, 210
of a random variable with a finite number of
real values, 209
of a random variable with density, 211
of a random vector, 235
of a sample mean, 216
of an indicator, 209
of the product of random variables under
independence, 216
of the product of two random variables, 229
rules of computation, 215
expectation of a random matrix
rules of computation, 236

factorial of an integer, 256
factorization
equivalence of two versions w.r.t. a probability
measure, 318
of a conditional expectation given a random
variable, 317
uniqueness, 318
factorization of a composition, 61
F-distribution, 275
filtration, 139
final c-algebra, 55
finite additivity of a measure, 18



finite intersection, 6
finite measure, 24
finite union, 5
Fubini’s theorem, 114

I'-function, 271
generating system
of a c-algebra, 9
of a product c-algebra, 16
geometric distribution, 261
distribution function, 262

identically distributed random variables, 164
identification
linear logit regression, 400
linear regression, 380
identity
of mappings, 47
of random variables, 168
identity mapping, 49
iid., 178
image measure, 69
under a step function, 71
image of a set under a mapping, 42, 44
increasing sequence of nonnegative step
functions, 95
independence
and P-equivalence, 179
and absolute continuity, 179
and conditional mean independence, 324
and distribution function, 193
and probability densities, 195
and product measure, 180
conditional, see conditional independence
family of c-algebras, 151
family of events, 150
family of random variables, 178
family of set systems, 150
measurable mappings, 181
of n-stable set systems, 151
of n random variables, 178
of a constant and a set of events, 181
of a random variable and a set system, 179
of an event and a set system, 151
of three events, 150
of two events, 149
of two random variables, 177
independent and identically distributed, 178
indicator, 20
infinite measure, 24
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integrable, 98
integral
w.r.t. a Dirac measure, 97
w.r.t. a finite weighted sum of measures, 105
w.r.t. a measure with density, 110
w.r.t. a weighted sum of Dirac measures, 106
w.r.t. a weighted sum of measures, 105
w.r.t. an image measure, 106
w.r.t. the Lebesgue measure, 98
of u-equivalent functions, 103
of a constant, 90
of a function with a finite number of values,
107
of a measurable function, 98
of a nonnegative measurable function, 96
of a nonnegative step function, 90
of a positive measurable function, 102
over a null set, 102
over a subset, 91, 99
over the union of two sets, 101
intercept
of a simple linear quasi-regression, 228
of a simple linear regression, 374
intercept function, 452
intersection
of countably many sets, 6
of finitely many sets, 6
invariance of regression coefficients, 387
inverse image of a set under a mapping, 42

joint distribution, 175
joint distribution function, 192

Lebesgue integral and Riemann integral, 108

Lebesgue measure, 23

linear combination of two functions, 63

linear logistic regression, 401

linear logit parameterization, 396
identification, 400

linear logit regression, 401

linear parameterization

differences between means as coefficients, 383

identification, 380
means as coefficients, 383
linear parameterization of a conditional
expectation, 372
linear quasi-regression, 225
and linear regression, 378
and regression, 317
equivalent characterizations, 231
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linear regression, 381
and linear quasi-regression, 378
and normal distribution, 382
identification, 380

linearity
of the integral, 100

link function, 394

log odds, 394, 398

log odds ratio, 399

logit effect function, 461

logit intercept function, 461

logit of a conditional probability, 395

logit transformation, 394

marginal density, 189
marginal distribution, 175
marginal distribution function, 530
marginal probability density, 530
marginalization of a conditional expectation,
526
mean centered random variable, 218
mean independence, 323
and conditional distributions, 523
and uncorrelatedness, 328
mean squared error, 226, 239
measurability w.r.t. a mapping, 58
measurable mapping, 47
measurable set, 5
measurable space, 6
measure, 17
measure space, 17
measure with density, 110
mixture of probability measures, 138
moment, 217
moment of a numerical random variable, 217
monotonicity
of a conditional expectation, 315
of a measure, 19
of an integral, 97, 104
MSE, mean squared error function, 226
pu-almost everywhere, 104
multiple correlation, 347
multiple linear logistic regression, 401
multiple linear quasi-regression, 239
multiple linear regression, 381
multiplication rule for probabilities, 141
multivariate Bernoulli distribution, 255
multivariate Bernoulli variable, 255
multivariate mapping, 56
multivariate normal distribution, 267
multivariate random variable, 175

negative part of a function, 64
nonnegative step function, 88
and counting measure, 92
and Dirac measure, 91
normal representation, 88
normal distribution, 264
and linear regression, 382
bivariate, 268
density, 264
multivariate, 267
standard, 265
univariate, 264
normal representation of a nonnegative step
function, 88
null set, 28
integral over a null set, 102
null-set equivalence of two measures, 112

odds ratio, 399
outcome of a random experiment, 134

pairwise independence, 150
P-almost all, 169
partial (X, Z = z)-conditional expectation, 425
partial correlation, 357
partition of a set, 10
P-equivalence, 169
and absolute continuity, 171
and conditional distributions, 516
and distributions, 170
and independence, 179
of compositions, 171
of random variables, 169
PB-expectation, 209
pointwise convergence, 95
Poisson distribution, 259
approximation of the binomial distribution,
260
distribution function, 259
positive part of a function, 63
power set, 7
probability density, see also density
of a continuous real-valued random variable,
193
of a probability measure, 186
of a random variable, 186
probability function, 182
and density, 188
of a marginal distribution, 184
probability measure, 133
with density, 186



probability of an event, 134
probability space, 134
product c-algebra, 14, 57
product measure, 25
and independence, 180
product set, 3
projection mapping, 57
P-uniqueness, 308
of a conditional expectation, 308
of a conditional expectation w.r.t.
conditional-probability measure, 433
PE-uniqueness, 424

quantile, 191
quantile function, 191
and inverse distribution function, 191
quasi-integrable, 98
quasi-regression
linear, 225

Radon-Nikodym derivative, 113
Radon-Nikodym theorem, 113
and probability density, 187
random sample, 178
random variable, 163
continuous, 193
discrete, 182
discrete real-valued, 183
numerical, 163
real-valued, 163
regressand, 296, 317
regression, 317
and linear quasi-regression, 317
discrete, 296
regression coefficients, 381
invariance, 387
regressor, 296, 317
residual
w.r.t. a conditional expectation, 341
w.r.t. a linear quasi-regression, 231, 239
residual w.r.t. a conditional expectation
rules of computation, 341
restriction of a measure, 23
Riemann integral and Lebesgue integral, 108
risk ratio, 399
rules of computation
for a residual w.r.t. a conditional expectation,
341
for conditional covariances, 355
for conditional expectation values given a
value of a random variable, 294
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for conditional expectation values given an
event, 293

for conditional expectations given a c-algebra,
312

for conditional expectations given a random
variable, 313

for conditional variances, 356

for covariance matrices, 238

for covariances, 230

for expectations of random matrices, 236

for measures, 19

for probabilities, 136

for the expectation of a random variable,
215

for variances, 218

set system, 4
c-additivity of a measure, 18
c-algebra, 5
Borel, 12
countably generated, 11
final, 55
generated by a composition, 60
generated by a family of mappings, 56
generated by a mapping, 53
generated by a multivariate mapping, 56
generated by a set system, 9
generated by an indicator, 53
trivial, 28
o-field, see c-algebra
o-finite measure, 24
o-subadditivity, 19
sign function, 65
simple function, 87
simple linear logistic regression, 401
simple linear regression, 374, 381
identification of the intercept, 382
identification of the slope, 382
intercept, 374
slope, 374
singleton, 6
skewness, 220
slope
of a linear quasi-regression and correlation,
233
of a simple linear quasi-regression, 228
of a simple linear regression, 374
stability of a set system w.r.t. intersections,
n-stability, 16
standard deviation, 217
of the sample mean, 219
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standard error
of the sample mean, 219
standard normal distribution, 265
step function, 50
normal representation, 88
strictly diagonally dominant matrix, 385

t-distribution, 273
theorem
B. Levi, 107
Bayes’ theorem for densities, 530
Bayes’ theorem for events, 145
central limit, 266
Fubini, 114
of total probability, 143
Radon-Nikodym, 113
transformation theorem for a conditional
expectation value, 291
transformation theorem for an integral,
106
transformation theorem of an expectation,
212
time order
between events, 140
between random variables, 167
trace c-algebra, 8
trace of a set system, 8
transformation theorem
for a conditional expectation value, 291
for an expectation, 212

for an integral, 106

for conditional distributions, 525
triple-wise independence, 150
trivial c-algebra, 28
trivial c-algebra w.r.t. a measure, 28

uncorrelated random variables, 229
uncorrelatedness
mean independence, 328
uncountable union, 6
uniform distribution, 262
union
of countably many sets, 5
of finitely many sets, 5
uniqueness
of a conditional expectation w.r.t. a probability
measure, 308
of a conditional expectation given a c-algebra,
307
of a factorization, 318
univariate normal distribution, 264
density, 264
distribution function, 265

variance, 217
of an indicator, 218
of the sample mean, 219
rules of computation, 218

Z-transformation, 220



	Contents
	Preface
	Website
	Measure
	Introductory examples
	-Algebra and measurable space
	Measure and measure space
	Specificmeasures
	Continuity of a measure
	Specifying a measure via a generating system
	-Algebra that is trivial with respect to a measure
	Proofs
	Exercises
	Solutions

	Measurable mapping
	Image and inverse image
	Introductory examples
	Measurable mapping
	Theorems on measurable mappings
	Equivalence of two mappings with respect to a measure
	Image measure
	Proofs
	Exercises
	Solutions

	Integral
	Definitio
	Properties
	Lebesgue and Riemann integral
	Density
	Absolute continuity and the Radon-Nikodym theorem
	Integral with respect to a product measure
	Proofs
	Exercises
	Solutions

	Probability measure
	Probability measure and probability space
	Conditional probability
	Independence
	Conditional independence given an event
	Proofs
	Exercises
	Solutions

	Random variable, distribution, density, and distribution function
	Random variable and its distribution
	Equivalence of two random variables with respect to a probability measure
	Multivariate random variable
	Independence of random variables
	Probability function of a discrete random variable
	Probability density with respect to a measure
	Uni- or multivariate real-valued random variable
	Proofs
	Exercises
	Solutions

	Expectation, variance, and other moments
	Expectation
	Moments, variance, and standard deviation
	Proofs
	Exercises
	Solutions

	Linear quasi-regression, covariance, and correlation
	Linear quasi-regression
	Covariance
	Correlation
	Expectation vector and covariance matrix
	Multiple linear quasi-regression
	Proofs
	Exercises
	Solutions

	Some distributions
	Some distributions of discrete random variables
	Some distributions of continuous random variables
	Proofs
	Exercises
	Solutions

	Conditional expectation value and discrete conditional expectation
	Conditional expectation value
	Transformation theorem
	Other properties
	Discrete conditional expectation
	Discrete regression
	Examples
	Proofs
	Exercises
	Solutions

	Conditional expectation
	Assumptions and definition
	Existence and uniqueness
	Rules of computation and other properties
	Factorization, regression, and conditional expectation value
	Characterizing a conditional expectation by the joint distribution
	Conditional mean independence
	Proofs
	Exercises
	Solutions

	Residual, conditional variance, and conditional covariance
	Residual with respect to a conditional expectation
	Coefficientof determination and multiple correlation
	Conditional variance and covariance given a 
	-algebra
	Conditional variance and covariance given a value of a random variable
	Properties of conditional variances and covariances
	Partial correlation
	Proofs
	Exercises
	Solutions

	Linear regression
	Basic ideas
	Assumptions and definition
	Examples
	Linear quasi-regression
	Uniqueness and identificationof regression coefficient
	Linear regression
	Parameterizations of a discrete conditional expectation
	Invariance of regression coefficient
	Proofs
	Exercises
	Solutions

	Linear logistic regression
	Logit transformation of a conditional probability
	Linear logistic parameterization
	A parameterization of a discrete conditional probability
	Identificationof coefficientsof a linear logistic parameterization
	Linear logistic regression and linear logit regression
	Proofs
	Exercises
	Solutions

	Conditional expectation with respect to a conditional-probability measure
	Introductory examples
	Assumptions and definition
	Properties
	Partial conditional expectation
	Factorization
	Uniqueness
	Conditional mean independence with respect to 
	Proofs
	Exercises
	Solutions

	Effect functions of a discrete regressor
	Assumptions and definition
	Intercept function and effect functions
	Implications of independence of 
	and 
	for regression coefficient
	Adjusted effect functions
	Logit effect functions
	Implications of independence of 
	and 
	for the logit regression coefficient
	Proofs
	Exercises
	Solutions

	Conditional independence
	Assumptions and definition
	Properties
	Conditional independence and conditional mean independence
	Families of events
	Families of set systems
	Families of random variables
	Proofs
	Exercises
	Solutions

	Conditional distribution
	Conditional distribution given a 
	-algebra or a random variable
	Conditional distribution given a value of a random variable
	Existence and uniqueness
	Conditional-probability measure given a value of a random variable
	Decomposing the joint distribution of random variables
	Conditional independence and conditional distributions
	Expectations with respect to a conditional distribution
	Conditional distribution function and probability density
	Conditional distribution and Radon-Nikodym density
	Proofs
	Exercises
	Solutions

	Refs
	Symbols
	Index



