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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

The World Conference on Information Security Education (WISE) serves to
provide a forum for discussing information assurance and security education and
awareness and the research supporting both underlying security principles and
teaching. This year’s conference was held in Auckland, New Zealand, during
July 8–10, 2013. This year marked the 8th bi-annual WISE – 16 years old! In
this span, we have seen the name of the field shift from information security
to information assurance to cyber security. This field is somewhat unique in
the computer science body of knowledge because of its cross-cutting nature.
Information assurance and security touches every topic in computer science.
In programming, our code needs to follow rules and structure that safeguard
against unintended paths; our operating systems need to protect resources and
data; and our networks need to move data in a manner that preserves integrity,
confidentiality, and availability. Our discipline even reaches outside of computer
science in developing secure cryptographic functions and security that is“usable.”

While this broad application seems daunting, one of the greatest challenges
is the competing nature that security plays in our discipline. Security is rarely
achieved without some impact on performance, usability, or cost. Our challenge
is to ensure that we inculcate the principles of security into the most basic
and entry level courses, ensuring that just as we strive to make programs more
efficient – we also strive to make them secure. The trailblazers in our commu-
nity have provided a strong foundation upon which to continue to build the
discipline.

These proceedings are in small part a look back over the history of WISE.
In one of the new papers for WISE 8, we look back over the 16-year history and
discuss the accomplishments of each WISE. We also include papers from WISE
6 and WISE 7 to bring them under the Springer/IFIP listing and make them
available to a wider audience. WISE 6 was held in conjunction with the World
Conference on Computers in Education (WCCE), July 27–31, 2009, in Bento
Gonçalves, RS, Brazil. WISE 7 was held in conjunction with IFIP SEC, June
9–10, 2011, in Lucerne, Switzerland. WISE has always held the paper submission
and review process to the strictest of standards. All papers are submitted and
reviewed in a double-blind manner and reviewer conflict is identified in an au-
tomated process (institution and co-authorship based) as well as self-identified
conflict. The reviewer pool is an international body, with representatives from
four continents. Each paper receives a minimum of three reviews. While the con-
ference focus is on education and pedagogy, the papers selected represent a cross
section of applicable research as well as case studies in security education.



VI Preface

For all those who have contributed many a late night organizing, reviewing,
and evangelizing – we thank you for the strong base you have provided for our
field.

May 2013 Ron Dodge
Lynn Futcher
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Back to Basics: Information Security Education  
for the Youth via Gameplay 

Rayne Reid and Johan Van Niekerk 

Nelson Mandela Metropolitan University, Port Elizabeth, South Africa 
s208045820@live.nmmu.ac.za, Johan.VanNiekerk@nmmu.ac.za 

Abstract. Cyber technology and information resources are both fundamental 
components of everybody’s daily life. This means that both society’s adults and 
youths are exposed to both the benefits and dangers that accompany these 
resources. Cyber security education is becoming a necessary precaution for 
individuals to learn how to protect themselves against the dangers of the 
technologies and resources. This is particularly important for the current and 
future youth who are the most technology literate generations. This paper 
presents a novel educational approach that can be used to introduce information 
security concepts to the youth from a very young age.   

Keywords: Information security education, Case study, Educational Gameplay, 
Brain-compatible Education. 

1 Introduction  

The 21st century has witnessed numerous technological innovations and 
developments. Several of these developments have involved information technology 
(IT) infrastructure. These information technologies and their companion “cyberspace” 
have gradually become commonplace in many aspects of modern life. As a result 
users are becoming increasingly dependent on these technologies and cyberspace.  

Unfortunately although cyber space provides many advantages to a user, it is also 
introduces many dangers to the user. The exposure of people, old and young, to the 
online and interactive world has resulted in them becoming potential targets for a vast 
array of information security threats. Examples of potential threats may include online 
attacks, exposure of personal information and many possible scenarios in terms of 
which other people pose a threat to the user by their using technological channels to 
reach an intended victims [1]. It is, thus, essential that individuals learn to protect 
themselves against these dangers. This is particularly important for the current and 
future youth who have grown-up in this technology-saturated environment. 

The current youth are often more technology literate that the older generations. 
Generation Y (born 1977-1990) and the online teens (born 1991 – now, including 
generation Z) account for over 30% of the internet user population [2]. Similarly 
Generation Z (born 1995 – 2012, over 23 million people) are often already using the 
internet and other technologies. Generation Z has grown up in contact with highly 
sophisticated media and computer environment and will be more Internet savvy and 
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expert than even Generation Y [3]. This trend has persisted since the start of the 
development of most modern technologies. It has thus resulted in the question of 
“How can the youth be educated about cyber security?” 

Traditionally children have looked to their parents to teach them how to cope with 
danger. However in the case of technology- related lessons, parents are often less 
technology literate or educated than the youth. As a result they are seldomly equipped 
to teach kids cyber safety. A more creative and semi-/fully- formalized information 
security education approach is therefore needed. 

This paper examines a novel approach, which introduces a brain-compatible 
information security game. It will focus on the introduction of information security 
awareness games, which were accompanied by information security awareness talks 
into a primary school class as a case study environment.  The games themselves will 
be created to comply with the brain-compatible pedagogy.    

2 Background 

2.1 Information Security Education  

Information security is a multifaceted problem and a comprehensive solution to this 
problem will normally encompass physical, procedural and logical forms of 
protection against threats [4]. Information security education provides the knowledge 
and skills needed to implement information security practices. 

Traditionally formal information security education programs have mainly targeted 
organisational audiences. However recent national legislation and cyber awareness 
campaigns (such as the campaigns run in the UK and USA) target the general 
public[5, 6].This implies the inclusion of the youth as well. Cyber security education 
that is appropriate for organizational environments would be less effective for 
educating the youth; therefore a more ‘fun’ approach is required. 

2.2 Children and Educational Play 

Traditionally formal education approaches have been adopted for information security 
education; however this may not be an effective approach for a very young target 
audience. A more fun approach is may be more suitable for such an audience. 
However should a fun approach be adopted, it should still implementable in a formal 
education environment. This would take advantage of the fun aspect as well as the 
formal education environments tendency to augment and build upon fundamentals 
taught using the fun approach. An educational game may therefore be an effective 
solution. 

The young of many species learn skills though gameplay e.g. lion cubs learn to 
hunt and fight through mock battles and hunts with litter mates and later ‘practice 
prey’. Similarly young humans learn skills through ‘make believe’ and educational 
games which enable fun learning.  

 



 Back to Basics: Information Security Education for the Youth via Gameplay 3 

Admittedly this learning is not completely sufficient for current life; however it is 
the basic building blocks, which provide the foundation knowledge which may be 
augmented by formal education. It is therefore the focus of this research for 
introducing knowledge to the youth. 

‘Fun’ Education is an effective mechanism for people, especially of children, as it  
has the added benefit of holding their attention, being fun, engaging their interest, and 
preventing the children from disassociating from what is being learnt and done [7]. It 
does however require structure to be effective as an education toll. This can be 
accomplished through the introduction of pedagogy to the game, so as to help 
promote learning. One, tried and tested, pedagogy is brain-compatible education.  

2.3 Brain-Compatible Education (BCE) 

Brain-compatible education may be defined as learning based on the educational 
principles, methods and techniques which endeavour to teach subject-matter in a 
manner and format which is naturally complementary to the physical and 
psychological processing functions of the brain [8, 9]. 

This means it is an approach that manipulates education presentations and 
environments to appeal to natural learning processed. To achieve this brain-
compatible educators design and orchestrate life-like, enriching, and appropriate 
experiences for learners [10]. This means that instructional strategies are employed to 
allow all students may process information more effectively so as to ensure maximum 
understanding, retention and recall [11].  

Brain-compatible principles and techniques have been effectively used in real-
world classrooms and some online environments in the presentation of formal lessons. 
Its implementation is guided by a number of principles some of which are presented 
in Table 1.  

Table 1. Brain-compatible principle applied in the design of the artefact [7] 

1 A learning experience should be as multifaceted as possible, catering for as 
many learning styles as possible and providing as many opportunities for each 
learner to develop as possible 

2 Positive emotions should be used to aid recognition and recall 
3 Relate all new material back to old material and thereby build new knowledge 

on old knowledge 
4 The search for meaning is innate and occurs through patterning 
5 Every brain simultaneously perceives and creates parts and wholes during the 

learning process 
6 It is necessary to review material repetitively to solidify recall and 

recognition. 
7 Both the focused and peripheral attention of a learner should be involved in 

the learning process 
8 Allow learners to progress through the course at their own pace. 
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These simple and neurologically sound principles are the general theoretical 
foundation of brain-compatible education [10]. When applied to educational material 
the brain-compatible principles guide educators in the definition and selection of 
appropriate educational programmes and methodologies and presentation techniques. 
Some of these principles will be applied and explained in the creation of the research 
artefact. The relevant principles are presented in Table 1. The next section will 
examine the case study portion of this research. 

3 Case Study 

3.1 Methodology 

This research will follow various procedures of the case study protocols described by 
Yin [12] and Creswell [13]. The structure of the paper will be to firstly provide the 
context of the case study and its experiment; secondly to describe the research 
artefact, thirdly to describe the research instrument and fourthly to describe the 
implementation of the case study experiment. Finally the results and analysis of the 
research will be presented with accompanying conclusions which have been reached. 

3.2 Description of the Context 

Cyber security is a topic that is seldomly addressed in current South African school 
environments. Until recently this has been an acceptable practice. However because 
cyber technologies and information facilities have integrated into the daily lives of 
many people, including children of all ages, it has become necessary to educate 
children about cyber awareness and security. The subject matter should therefore be 
gradually introduced to the young target audience. 

The context in which this case study occurs is at a primary school level (ages 7- 
13), using educational gameplay as the first subject matter primer. A fun information 
security game (research artefact) therefore had to be developed. The design of the 
artefact had to be carefully considered, this is discussed in the next sub-section. 

3.3 The Artefact (Creation of BCE Information Security Board Game) 

The artefact is targeted at a primary school audience. Therefore considerations in the 
design of the game included: age appropriateness content and delivery, inductivity or 
familiarity of use, ease of understanding, level of learnability and the potential for 
compliance with brain-compatible education principles. Existing children’s games, 
which targeted this age group, were considered as the basis for the artefacts design. 

‘Snakes and Ladders’, a popular board game played by children in many cultures, 
was chosen as the foundation game on which the information security educational 
game would be based. Numerous reasons accounted for this decision. Firstly the 
game, having existed since the 2nd century in India, is a popular game whose 
gameplay and rules is probably known to the target audience [14]. Secondly its 
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original purpose of teaching children the difference between ‘good and evil’ is similar 
to teaching children good and bad information security behaviours [14]. Thirdly, it 
currently targets children from age 7+. Fourthly pedagogical principles and 
appropriate information security educational content could be easily incorporated into 
the design. The design, content, and game play rules will be discussed in the below 
sub-sections. 

3.3.1   Design 
This section will present the reasons why ‘Snakes and Ladders’ was selected as a 
good redevelopment candidate for this research. These reasons will also be linked to 
implementation considerations from a brain-compatible educational perspective. The 
focus of this section is therefore the presentation design. 

Firstly the game had to cater for multiple learners learning rates. Brain-compatible 
education advocates self-paced progression (Principle 8) therefore this had to be 
catered for in the game environment. This was achieved by presenting the content in a 
game format which required the players to take turns, and to move according to a dice 
throw. This therefore allowed the learners to play and learn at their own pace, but 
ensured that the dice regulated the general pace of the entire the game. In brief it 
prevented overly long pauses, such as those experienced in games such as chess. 

Secondly the design, or redesign of the game had to maintain the interactivity and 
“fun feel” of the game. This was necessary to ensure a mental and physical 
involvement in the game, a social and communicative experience, and a fun, peer-
supported learning experience. This was considered essential as it implements 
Principle 1 by appealing multiple learning styles, especially those favoured by 
kinaesthetic and auditory (social) learners. 

Thirdly the game had to be entertaining enough to hold the player’s focused and 
peripheral attention. This was necessary so as to comply with Principle 7. The 
abovementioned interactivity and social nature of the game would help achieve this. 
Interactivity combined with the “fun factor” of the game, the learner would become 
emotionally stimulated, and this would cause further interest and encourage focus.   

The “fun factor” of the game also appeals to the learner’s positive emotions. 
Principle 2 advocates that a learner is more likely to learn and retain content if they 
are experiencing positive emotions. Negative emotions may result in distraction, 
disinterest and the prevention of knowledge retention. Many aspects of gameplay 
appeal to this principle. Firstly a game, by its nature is fun, with its design 
encouraging changes in the emotional state e.g. happiness for ascending a ladder. 
Secondly the interaction between learners enables fun communication and 
competitiveness. Finally winning as incentive, increases the fun factor and appeals to 
Principle 2, it also encourages progression throughout the game (Principle 8). This 
emotional appeal is also further encouraged through the use of colour on the board. 

Colour was used to influence the emotional state of the learners and also their 
focus ‒ Principle 2. The background of the board’s lesson material was coloured 
various shades of yellow and green (see figure 1). Yellow; the first colour to be 
distinguished by the brain; elicits positive moods and attracts the learners’ attention 
[15]. This change to the material also relates to principle 7 and the enhancement of the 
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learners’ attentiveness. Green encourages productivity and long-term energy and is, 
thus, an appropriate colour for  a classroom activity [15]. The colours used also 
implemented principle one, by engaging visual learners. This type of learner is 
particularly drawn to colours, graphics and written concepts. These learners would 
therefore be the most likely to focus and benefit from the built-in education 
mechanisms of the “Snakes and Ladders” game. 

 

Fig. 1. The Research Artefact - Snakes and Ladders Password Board 

The final design considerations relate to the educational reinforcement 
mechanisms. As an educational tool the game has to provide consequences and 
rewards for lessons learned during the game. This was easily introduced into “Snakes 
and ladders” as its original purpose was to teach the difference between good and evil, 
and such mechanisms were therefore already inherent. 

Information Security lessons/messages was placed above snakes and below ladders 
on the board (see figure 1). Positive lessons were reinforced by enabling ascension of 
the board via ladders. Conversely negative lessons were reinforced by forcing the 
player to descend down the board via snakes. This design associated negative 
consequence with negative message and positive consequence with positive message, 
and thereby enabled behaviour patterning (principle 4).  This patterning also enabled 
principle 5 by creating knowledge components around a central topic which the 
player learned as a whole concept.   

The snakes and ladders where placed randomly throughout the board, alongside 
information security lessons. These designs, and other similar designs, were used to 
present a number of different topics. The content presented in this case study will be 
addressed by the next section.  
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3.3.2 Content 
Multiple games were created for many different topics. Examples of topics included 
social networking, password security, and virus security. Each of the boards had a 
similar design, but different content. The board presented, which relates to the results 
reported by this paper, taught password security content. 

The content included within the game was topic related, in this case pertaining to 
secure password management. Various rules specifying the do’s and don’ts of 
password security were placed above snakes and below ladders (see figure 1).  

The do’s and don’ts included lessons such as: the creation of a strong password, 
the frequency of change required to ensure a secure password, whom the password 
may possibly be shared with etc. They were written in a format that the player 
had/had not complied with a ‘rule’ of secure password management. The ‘learner-
centric’ perspective serves to conform to Principle 3 of brain compatible education of 
contextualising lessons from a learner’s viewpoint. 

The do’s were placed below the ladders e.g. “Your password is at least 8 characters 
long”. The don’ts were placed above snakes e.g. “You gave your password to a 
friend”. A complete list of the lessons presented in this particular password board is 
presented in Table 2.  

Table 2. Password lessons of do’s and don’ts 

Do’s Don’ts 
You gave you password to your parent 
or guardian 

You gave your password to a friend 

Your password is at least 8 characters 
long 

Your password is less than 5 characters  

You change your password at least once 
a month 

You wrote your password down 

Your password is not a word in the 
dictionary 

You used your name or your pets name 
as a password 

You used characters like !,#,$ in your 
password 

You used the same password everywhere 

 Your password is easy to guess 

These lessons were then learnt in accordance with the rule of the ‘Snakes and 
Ladders’ gameplay. These rules will be presented in the next section. 

3.3.3 The Rules of Play 
The ‘Snakes and Ladders’ games can be played by 2-6 players. Each player has a 
token which the place and move on the board. Play begins with everyone’s token 
being placed at the start of the game. The first player then rolls the dice and moves the 
token along the sequential squares according to the number thrown. 

If the square a player lands on contains an information security educational 
message, they read it out loud and perform the accompanying action. The verbal 
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sharing of the message helps the learners to cognitively consider the lesson (principle 
1). If the message was a do not lesson, they are swallowed by the snake and move 
their token to the square which contains the snakes tail. If the lesson was a do they 
ascend the ladder and place their token in the square at the top of the ladder. 

Players take sequential turns to roll the dice and move their tokens. The first player 
to reach the 50th square (Finish) is the winner.  

The effectiveness of this research artefact as an information security educational 
tool will be determined through a survey. The survey (research instrument) used to do 
this will be presented in the next section. 

3.4 Research Instrument 

Part one of the research instrument consisted of a survey designed to acquire 
quantitative data about whether the learners had gained knowledge about secure 
password management after playing the game. The questions on the survey dealt with 
the subject area on which the game focussed. They were close-ended, multiple choice 
questions which related to a few select lessons that were included on the board.  
These tested student knowledge gain. 

Part two of the research instrument consisted of a few interview questions targeted 
at teachers who allowed their classes to play the game. The interview questions tried 
to determine the teacher’s perceptions of the effectiveness of the game as a teaching 
tool and it’s the perceived effect on the learner’s knowledge and behaviour 

Both parts of this research instrument were implemented alongside the research 
artefact in the context of the case study. This is presented by the next section. 

3.5 Implementation (experiment) 

The research artefact was freely distributed to many primary schools within South 
Africa. Some of the schools targeted in the distribution were also given an 
introductory information security awareness talk and lesson using the research 
artefact. However for the purposes of this case study, two schools were selected as a 
target group and their data was gathered. 

At School-A a grade 5 class of eleven students between the ages of eleven and 
twelve participated. At School-B a grade 3 classes of fifteen students between the 
ages of nine and ten participated. Both class teachers ran the survey in their classes, 
and then were themselves interviewed by the researcher.  The research was conducted 
in this manner to comply with ethical research policies. 

In relation to ethical research, children are classified as a vulnerable target group. 
Therefore due to ethical considerations both internal at Nelson Mandela Metropolitan 
University (NMMU) and externally at the target schools, the researcher did not 
interact directly with the students.   

Surveys were provided to the target school’s teachers. The teachers first had the 
children answer the surveys before playing the game.  After the answer session, the 
children were then asked to play the game. After the game had been played they 
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answered the survey questions a second time. The children were not allowed to share 
or discuss their answers. The researchers later interviewed the teachers. 

This implementation was used as this research is the first stage of a larger research 
goal. The results presented are relevant to each case, however due to a lack of double 
blind testing they are not formal enough for statistical significance. A statistically 
significant approach will be conducted in the next stage of this research. 

3.6 Results and Analysis 

Within the survey, three questions, which related to the lessons presented in the game, 
were asked. These questions were asked before and after the game activity to 
determine whether there had been a change in the learner’s knowledge and response. 
The results showed a definite positive trend which confirmed that the learners had 
gained knowledge relevant to secure password management (see Table 3). 

Table 3. Aggregated Learner Survey Results 

Question 
Number 

Before playing the Game After playing the Game 
Correctly 
Answered (%) 

Incorrectly 
Answered (%) 

Correctly 
Answered (%) 

Incorrectly 
Answered (%) 

1 53.33 46.67 92.31 7.69 
2 34.62 65.38 73.07 26.93 
3 66.67 33.3 88.46 11.54 

The interview questions aimed to determine: whether the teachers perceived the 
game as an effective teaching tool; and whether they perceived the learners to be 
more aware of the matters which the game taught after the game had been played.  

Both of the teachers felt that the learners had definitely learned valuable lessons, 
relating to the topic, via the game. They also observed that the learners had undergone 
small behaviour changes which indicated a higher awareness of the issues. Both of the 
teachers concluded that they perceived the ‘Secure Password – Snakes and Ladders’ 
game to be an effective education tool.  

4 Conclusions  

Information security education is necessary for today’s youth. Gameplay is an 
effective knowledge delivery system for youth, and can be used as a delivery 
mechanism for information security educational lessons. Such education does not 
have to be in an online environment. This case study has shown how a traditional 
board game approach could be effectively used in classrooms for such education. The 
case study has shown that the playing of this game lead to information security 
knowledge gain and to a certain amount of retention amongst the case study’s 
students. It is therefore the conclusion of this author that gameplay in this format 
could be a viable option for the education of the future generation. Further research 
should be done to further improve the process. 
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5 Future Work 

The research shown in this paper forms the preliminary starting stage of a larger 
information security education research plan. The next stage will prove effectiveness 
via controlled studies in order to prove statistical significance.  

Acknowledgement. Professor R.Von Solms is acknowledged for his game content 
contribution. 
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Abstract. This paper describes an exercise that combines the business case for 
penetration testing with the application of the testing and subsequent manage-
ment reporting. The exercise was designed for students enrolled in information 
systems and computer science courses to present a more holistic understanding 
of network and system security within an organization. This paper explains the 
objectives and structure of the exercise and its planned execution by two groups 
of students, the first group being information systems students in Australia and 
the second group comprising students enrolled in a computer security course in 
the United States. 

Keywords: Penetration testing, vulnerability testing, security education. 

1 Introduction 

Today’s organization typically relies on a multitude of new and aging information 
technology and heterogeneous systems all stuck together with ethereal adhesive.  
Integration complexity rises as new systems and applications are added, together with 
the risks. A secure technology environment is an unspoken requirement for decision 
makers in today’s globally competitive marketplace, and ensuring these systems are 
secure is an ongoing battle for an IT Department. Conducting assessable assignments 
in a simulated realistic business environment facilitates achieving better learning out-
comes, and past research has shown that practical application of knowledge cements 
understanding, and builds skill levels, of the learner. Learning through experience  
and hands-on techniques are well tested and produce superior skills-based learning 
outcomes in IT security (Kercher & Rowe 2012, Papanikolaou et al. 2011).    

Skill and knowledge in securing networks and systems are essential foundations 
for security practitioners. Most security curricula discuss these at length. Skills in 
network attack and defense come from this foundation. Those two particular skills 
enable the practitioner to test the security of an organization’s networks and systems 
through the use of penetration testing, giving feedback to an organization on the  
security of its enterprise information technology as seen by attackers. However, secu-
rity skills and knowledge are limited to the discipline within which the education is 
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delivered. Security studies in computer science and computer engineering commonly 
include areas and a focus on the equipment, technology, infrastructure, protocols, 
cryptography and systems applications whilst those in information systems and in-
formation technology have a more business focus including security policy, disaster 
recovery, network security management and information security (ACM 2008, 2010). 
In many cases there is a chasm between security management and the technical gurus: 
computer scientists have a deep understanding of the inner workings of the network 
and operating system but little or no skill in presenting a business case to manage-
ment. On the other hand the information systems people focus on solving business 
problems and creating opportunities using technology and thus understand the effect 
of risks and security breaches on the organization’s ability to achieve its goals  
and bottom line. However courses in information systems are seldom designed to 
understand the capabilities or limitations of the inner workings of the technology. 

This paper describes a joint exercise between two groups of students that traverses 
the chasm described above. A group of information systems students in a business 
school in Australia interact with a group of students in a computer science program in 
the US to build a business case for, and design and execute, penetration testing of an 
organization’s network security. The paper presents a discussion of related work, the 
framework used and a description of the project which is still a work in progress.  

2 Related Work 

Over the past decade much has been written on practical exercises in educational 
environments involving hacking and penetration testing. These publications fall into 
several main groups. Cyber defense forms a distinct group presenting red and blue 
team exercises (for example see Conklin 2006, Kercher & Rowe 2012, Lathrop Conti 
and Ragsdale 2003, Mattson 2007), a second group discusses designing network secu-
rity exercises and experiments (examples: Logan and Clarkson 2005, Papanikolaous 
et al. 2011, Peisert & Bishop 2007, Tjaden & Tjaden 2006, Vigna 2003), and a third 
group focuses on network security laboratory design (examples: Aboutabl 2006, 
Anantapadmanabhan et al. 2003).  By now we should have the design and delivery of 
practical network protection education under control! However, the need for cross 
disciplinary knowledge and experience is finding its way into a list of needed skills 
for security professionals, and potential employers are increasingly seeking em-
ployees with broader skills than technical skills, such as problem solving, team facili-
tation, and good spoken and written communications.  To the authors’ knowledge, no 
prior publication covers an exercise similar to that described in this paper – one that 
links business and computer science students in the same exercise across international 
boundaries with significant time differences. This exercise reflects situations that are 
increasingly more common for IT professionals who work in teams from distributed 
locations, often experienced in large global organizations. 

The need for penetration testing is well published, but the question is whether we 
are preaching to the choir. Swanson (2000) explains such testing not only ensures an 
organization has adequate protection in place, but confirms also that they are working 
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as designed and that the employees are using them effectively.  Chickowski (2013) 
reports that one of the challenges faced by security professionals is performing vulne-
rability testing on the applications that businesses can least afford to have compro-
mised. Organizations can't defend against vulnerabilities of which they are not aware. 
Outsiders continually seek vulnerabilities by scanning and mapping organizational 
assets, and organizations should know where their vulnerabilities lie to defend those 
assets. Kennedy et al. (2011) posit that penetration testing is one of the most effective 
ways to identify systemic weaknesses and deficiencies in systems. The penetration 
tester can identify ways an attacker can compromise a system by attempting to  
circumvent security measures.  However, penetration testing is not the only answer – 
managers must realise that it does not try to identify all vulnerabilities. It simply  
illustrates how a system can be compromised. Penetration testing and vulnerability 
analyses can be excellent means to highlight the need for security, particularly where 
managers see sensitive data compromised and security policies not being adhered to. 

3 The Penetration Testing Framework 

The exercise uses the Penetration Testing Execution Standard as the foundation for 
the approach and the activities carried out (PTES, 2012). The PTES provides a stan-
dardized approach, a baseline to assist in client expectation management as well as 
risk management.  This standard is currently in the beta stage of development and is 
being used widely across the globe. It is supported by a set of technical guidelines to 
provide direction when undertaking a penetration test. The PTES development team 
encourages its users to “think outside of the box” when following the guidelines, as 
all situations do not fit a common mold. 

The main phases of the PTES are as follows: 

1. Pre-engagement Interactions: This first phase encompasses agreement with the 
client on the objectives of the exercise, the scope of the penetration test, and an 
agreement on the terms of engagement. Clients must understand what is involved in a 
penetration test, and they have to specify the limits of penetration and exploitation 
activities, particularly where systems are operating live during the testing. Require-
ments for lines of communication and reporting must make clear who is to receive 
and act upon the information in the final report.  

2. Intelligence Gathering: This phase involves gathering information about the or-
ganization from public sources such as databases, social media, web sources, media 
coverage, public company reports, and other external and internal footprinting activi-
ties. Some common activities in this phase are gathering information on what applica-
tions are running, which ports are open/blocked, what devices are connected, patch 
levels on system applications, storage infrastructure, VMs and any known vulnerabili-
ties of web applications. This information identifies the list of potential targets. Some 
information regarding the security measures in place within the organization may be 
gleaned from these sources by identifying network and host-based protection mechan-
isms and security measures applied applications, VMs and storage. The ‘attacker’ 
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needs to learn about a target, including how it behaves, how it operates, and from that 
determine how it can be attacked (Kennedy et al. 2011). 

3. Threat Modeling: This phase is sometimes termed ‘enumeration’ and entails a 
more detailed investigation of threats by gathering more information about users, 
network connections and available services and then modeling the most effective 
approach to attacking through the vulnerabilities identified in the intelligence gather-
ing phase. This phase analyses business assets (such as intellectual property, trade 
secrets, etc.) and business processes as well as identifying threat agents and their ca-
pabilities. Using this information the tester will identify those potential vulnerabilities 
that pose the greatest threat in the client’s environment as well as opportunities to 
maximize the success of the attack. By thinking like the attacker, the tester models an 
attack by analyzing the weaknesses discovered. 

4. Vulnerability Analysis: This phase involves mapping the target environment, 
scanning ports, and running vulnerability scans on the target organization’s system to 
confirm the existence of the vulnerabilities to be used in the exploitation phase. The 
analyst may use both active and passive means to identify vulnerabilities. Existing 
tools such as nmap (Lyon 2008) and metasploit (Kennedy et al. 2011) will confirm 
some vulnerabilities; others may require developing special tests solely for this envi-
ronment or organization. This phase may not necessarily identify a single vulnerabili-
ty as the avenue for attack, as a combination of several vulnerabilities often gives the 
tester much greater success. 

5. Exploitation: This phase commences once the vulnerabilities have been mapped 
in detail. The tester will seek to gain privileged access to the target system by exploit-
ing the vulnerabilities discovered in the previous phase. Methods to bypass counter-
measures using both manual and automated methods are employed and detection 
mechanisms circumvented. When the tester is sure that an exploit will result in suc-
cess as defined by the ground rules of the test, the tester may execute an exploit. Note 
that in many cases, stealth and speed are important to a successful attack remaining 
undetected; this must be considered in light of the goals of the test.  

6. Post Exploitation: Once the organization’s system has been successfully com-
promised the tester then moves into detailed exploitation of the target’s infrastructure, 
pillaging and capturing valuable information and resources such as source code, intel-
lectual property, and funds from high profile systems. This phase focuses on attacks 
that have the greatest business impact and uses whatever sources it can access—
including the often-overlooked backups. Commonly the tester inserts backdoors for 
future entry, and other Trojan horses as permitted by the terms of reference for the 
testing.  After documenting and gathering evidence of all exploitations and their re-
sults, the tester cleans up, removing test data, activity logs, malware and rootkits, and 
returns the system to a clean environment.  Hackers spend a significant amount of 
time in this phase to conceal the fact of compromise and the tester must do likewise in 
order to identify weaknesses in reporting and attention across the enterprise. 

7. Reporting: This final phase reports the testing activities carried out, the results 
and the means for remediation. This report forms the foundation for decisions on 
allocating resources to security to protect the organization’s systems against  
future attacks. The report should include executive level content explaining the risks, 
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including business impacts and the bottom line, quantifying the risks. As executive 
staff or board members with little IT knowledge will call for different language and 
detail than the CIO and IT professionals so the technical details are not included in the 
executive-level sections. Technical content will then follow, detailing the penetration 
metrics and technical findings, together with the test cases and examples used. Details 
of the vulnerability analysis, exploitation and post-exploitation should be included. 
The contents of the report should be discussed with the client before issuing the report 
as a deliverable, so that potential protective measures can be discussed and investi-
gated with the aim to fill the gaps. Recommendations and an action plan, also pre-
viously discussed with the client, are included before the written report is presented. 
An executive summary is useful to highlight not only the most important areas for 
attention, but also confirm the value of the penetration testing. 

4 Overview of the Joint Exercise 

The education exercise comprises a group of students enrolled in an information secu-
rity management undergraduate course within the School of Information Systems in 
Western Australia (InfoSys group) and a group of students enrolled in a computer 
science course in University of California, Davis (ComSci group). The two groups of 
students will work together to design and complete a penetration test on a client’s 
information technology, each group completing activities within their discipline area 
and contributing to the learning outcomes of their degrees as well as interacting across 
discipline boundaries.  

The objectives of the exercise are to: 
 

• Develop skills in presenting a business case for penetration testing to manage-
ment,  

• Develop skills in designing and executing penetration testing in a safe and ethi-
cal environment, and 

• Develop skills in presenting penetration testing results to management. 
The physical deliverables for the education exercise include: 

• Business Case Report to the Organization’s Executive Management detailing 
the need for and objectives of a penetration test, cost/benefit analysis and an 
overall project plan for the penetration test activity, including the methodology 
to be followed, the objectives of each phase, activities included in each phase, 
resources, time frame and constraints (InfoSys group). The scope and bounda-
ries must also be detailed including the rules of engagement. 

• Detailed Penetration Testing design, specifying the tasks to be undertaken and 
the tools to be used in each activity (ComSci group). 

• Penetration Test results, including activities carried out, results including vul-
nerabilities detected, and strengths and weaknesses of the system tested 
(ComSci group). 

• Final report to management detailing the activities carried out, strengths and 
weaknesses, impacts associated with weaknesses and vulnerabilities detected, 
and recommended security measures to minimize the organization’s exposure 
and losses (InfoSys group). 
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5 Business Case Scenario 

Both sets of students are advised that they will work together to plan, carry out and 
report on a penetration test for the organization General Airline and Grading Assign-
ments, LLC (GAGA). This company is based in the Remote Access Virtual Environ-
ment (RAVE), and consists of several client workstations running different flavors of 
Windows and Linux. A central server provides the support for the company’s sales, 
services, and records. The recent attacks on Spamhaus, and on the New York Times, 
have made GAGA aware that connecting to the Internet for their business may pose 
some risk. This risk might be amplified; they feel, by having their web server and 
assignment grading service accessible to the world. So they have asked whether a 
penetration test can help them be sure their systems are secure, and if so what is the 
business case for such a test. Both groups of students (located in Australia and Cali-
fornia) are employed by Penetration Testing and Assessments (PTA) with the infor-
mation systems students providing the business related expertise and the computer 
science students providing the technical expertise. The information systems students 
will produce the business case report at the beginning of the project and the final re-
port to management at the end of the exercise (deliverables 1 and 4). The computer 
science students will carry out the testing, logging all activities and report their results 
to the information systems students (deliverables 2 and 3).  

Table 1. Division of Project Duties 

Deliverable Task InfoSys ComSci 
Business case Objectives, cost/benefit analysis, 

methodology, overall project plan 
  

Terms of engagement Scope and boundaries, terms of 
engagement 

  

Penetration testing 
design 

Document high level testing re-
quirements 

  

Penetration testing 
design 

Detailed design of testing process 
and tools 

  

Penetration testing Conduct testing process   
Penetration testing  Maintain testing records   
Penetration test results Prepare technical test report   
Final report Prepare final management test 

report 
  

 
The exercise will follow activity stages related to the deliverables as illustrated in 

Table 1. The InfoSys students will raise the business case for penetration testing and 
provide the scope and terms of agreement for the exercise.  These students will  
write a document explaining to management the objectives of the activity, the asso-
ciated benefits and costs, the testing process to be carried out based upon the PTES  
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methodology and an overall project plan detailing timelines and resource allocation. 
Agreement must also be reached with the client regarding the rules of engagement 
once penetration has been achieved, including boundaries for the exploitation activi-
ties, and this will depend upon the objectives of the test and whether the system is live 
at the time of penetration and exploitation.  

The ComSci group will carry out activities relating to the identification and exploi-
tation of vulnerabilities. Their first task will be to gather information about the target, 
using tools like nmap to determine which ports are open, and look at network traffic 
to see what systems it talks to. This information will enable the students to hypothes-
ize flaws which will need to be documented for use in developing the detailed testing 
plan. Testing the hypotheses comes after the ComSci group has discussed these with 
the InfoSys group to identify which ones pose the greatest threat to the client’s envi-
ronment and which have the most likelihood of success. Once priorities related to the 
objectives and an ordered list are established, the detailed testing stage can begin. The 
ComSci group will then carry out the Vulnerability Analysis and Exploitation phases. 
They will try to confirm whether the vulnerability is present without exploiting it; 
which is a challenging task, because they have to think of a way to demonstrate its 
existence. They also must develop exploits for the vulnerabilities they find. The 
ComSci group will record all activities and their results. Descriptions need to be suf-
ficiently detailed to reproduce the results and will include: date and time, event name, 
event synopsis (very brief) e.g. Brute Force, etc., event description, intended result, 
actual result (vulnerability identified or no vulnerability), tools and scripts used, and 
attachments or associated documentation. 

In the post exploitation stage the ComSci group must interact closely with the In-
foSys group to ensure they adhere to the rules of engagement and achievement of the 
objectives. This stage would commonly involve copying files, inserting new files, 
deleting existing ones, or inserting Trojan horses (usually back doors) to allow an 
attacker to enter the system with minimal fuss. When carrying this out the goal is 
avoid detection. Cleaning up before they exit is a crucial stage for post exploitation. 
The students will not know whether, or how, the teaching staff will be monitoring the 
systems and the students’ activities. Again the students must record all their activities 
and results. This is also for their protection, because if GAGA claims they have dam-
aged their systems in a way that is not allowed, the session recording will show them 
they did not. 

The reporting phase involves developing a technical report describing the vulnera-
bilities the ComSci group found and assessing the security posture of the systems, 
evaluating the technical problems GAGA has, and providing technical recommenda-
tions to address the vulnerabilities you have discovered. This report needs to be  
supported by references to what they have found in their testing. This technical report 
forms part of the final report to be presented to GAGA management. 

The InfoSys group develops the final report that not only includes the technical de-
tails of the testing provided by the ComSci group, but also suggests means of minimiz-
ing the risks arising from the vulnerabilities detected at both the technical and manage-
ment levels. The information systems students will thus need knowledge of information 
security management, including considerations of standards, methodologies and 
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frameworks for undertaking specialized information security operations, secondary 
considerations include physical security; control of access, both logical and remote; 
security considerations in the design, testing, implementation of computer systems 
including the role of standards; administrative controls and their impact on reducing 
risk; controls in networks; recognition and measurement of potential loss; Information 
Systems audit concepts and techniques; and scenarios and case studies. 

The students themselves will be required to manage the communications between 
the InfoSys and ComSci groups. The two sets of students will collect into small 
groups, forming internationally linked groups of 5-6 students.  These students will 
need to communicate regularly over the course of the exercise to ensure effective 
information transfer and decision making. There is a 15 hour time zone difference 
between the two sets of participants. Perth in Western Australia is located slightly 
west of 1200 East of Greenwich in Britain and therefore at plus eight hours Coordi-
nated Universal Time (UTC). The UC Davis campus in California is approximately 
1200 West of Greenwich and therefore at minus seven hours Coordinated Universal 
Time. While students in both project groups may find the resulting time difference 
inconvenient, this additional dimension provides a real world working environment 
that they may commonly encountered during their careers. Effective communications 
between the project participants may therefore become a determinant of project suc-
cess. As Table 1 illustrates, it is imperative that the InfoSys group effectively explain 
the business case and terms of engagement to the ComSci group. Both groups then 
need to negotiate the penetration testing design phase, and the ComSci group must 
communicate operational aspects of the penetration testing, agree on the level of ex-
ploitation as the testing progresses, and provide the test results to the InfoSys group. 
Finally the InfoSys group must ensure the final report accurately reflects all tasks 
undertaken before submitting it to the management of GAGA, LLC.  

6 Work in Progress 

This project is currently underway and thus a work in progress. Many aspects are 
proving challenging as the exercise progresses. Not only is the time difference posing 
a challenge, but the timing of semester classes and due dates for submission of  
assignments differs between the universities involved. Understanding of the tasks 
required appears to be clear and the students are experienced in working in teams to 
achieve specific goals. What is a learning experience is the cross discipline communi-
cation and building an understanding of the science versus business needs.  

There are many advantages this type of exercise delivers. Not only do the students 
have the opportunity to work on an exercise involving highly industry relevant skills 
development, but also working as a team across global and specialty expertise do-
mains. This exercise is anticipated to develop time management skills, project man-
agement skills, problem solving skills and social, technical, and communication skills. 
In addition it presents opportunities to extend personal networks in an industry specif-
ic set of security practitioner roles and an associated appreciation for different stake-
holder perspectives. 
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Abstract. In March 2012, the Rocky Mountain Collegiate Cyber Defense 
Competition (RMCCDC) was hosted at Regis University and attended by seven 
colleges from the region. CCDC was developed by the University of Texas in 
San Antonio to provide a structured environment for practical education tied to 
established information assurance learning objectives in the implementation of 
security techniques, strategies and processes. The Regis University infrastruc-
ture team designed the competition scenario to emulate an e-commerce web 
business. The pervasiveness of web application attacks resonated with the event 
developers at Regis University because of recent reported attacks against Valve, 
Inc. and their Steam video game retail and social networking service. This pa-
per will outline at a high level the event architecture and technical infrastructure 
details, a discussion on Agile development methodologies (specifically 
SCRUM) and how they can be applied to competition infrastructure  
development. 

Keywords: Collegiate Cyber Defense Competition, CCDC, Cybersecurity, In-
formation Assurance Curriculum, Agile, SCRUM, SDLC, Capability Maturity 
Model Integration, CMMI.  

1 Introduction 

The Collegiate Cyber Defense Competition (CCDC) [10], developed and organized 
by the University of Texas, San Antonio has steadily grown to encompass all 50 
States in the Union. In 2012, Regis University joined the CCDC family by hosting the 
Rocky Mountain Collegiate Cyber Defense Competition (RMCCDC). A total of sev-
en schools participated in the event and six out of the seven teams competed for the 
chance to be invited to the Nationals competition. Victorious student competitors 
from all hosted CCDC regional competitions are invited to compete for the top prize 
at the University of San Antonio Nationals. The last report by an official within the 
University of San Antonio CCDC steering committee stated that all 50 states are on-
board to take part in the competition. These schools have a special motivation to be 
involved because they can gain recognition for their cyber defense curriculum as well 
as offer a unique opportunity for students to gain hands-on experience assisting in 
developing the infrastructure for the competition. By competing in the event, students 
are offered an additional learning opportunity for personal growth and are provided a 
venue to demonstrate their business and technical skills to potential employers. 
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The task of developing the information systems infrastructure is not trivial and 
takes a great deal of coordination and technical savvy. Black is the color identifier for 
the team in charge of infrastructure development and maintenance for the event. The 
skills gained and exercised as a member of the Black Team is unique and well-suited 
for individuals in a general or security-focused information systems engineering role 
as necessary skills exercised include systems engineering, project management, sys-
tems administration, and software development. This paper reviews the project man-
agement methodologies as applied to the goals and situation of the Black Team at the 
Regis-hosted CCDC event and makes general recommendations based on outcomes. 

2 CCDC: The Collegiate Cyber Defense Competition 

The CCDC event is typically composed of five primary teams: the competitors (Blue 
teams), the attackers (Red team), the competition infrastructure engineers (Black 
team), the Blue team facilitators (White team) and the judges/rules enforcers (Gold 
team) [10]. The CCDC event typically consists of six Blue teams competing in the 
event, although the RMCCDC event hosted by Regis University had a seventh non-
competing team. Each Blue teams consisted of eight individuals (two graduate and six 
undergraduate students) tasked with protecting a pre-configured and provided infor-
mation system infrastructure functionally identical to that of the other teams.  

The information system infrastructure consists of flat network architecture, various 
servers and workstations supporting valid business or mission-critical applications 
that emulate the internal functions of a real-world organization. Injecting realistic 
customer, business, and security events into the event enhanced the knowledge gained 
by the participants to achieve greater real-world value and therefore more benefit later 
when they enter the workforce.  

The scenario touches on current events and includes valid applications that leve-
rage standard Internet protocols and security controls. Further, the scenario includes 
enough content to keep the competitors busy with deliverables that demand effective 
communication between team members in order to emphasize the importance of in-
terpersonal communication during periods of critical activity. One key facet of the 
event is the injection of stress, or “injects,” such as providing deadlines for specific 
business reports and change requirements as written and enforced by the Gold team. 
These injects are service level agreements (SLAs) that are provided up-front and in-
clude specific deadlines for completion, typically within an hour. Injects can also be 
issued randomly, in order to simulate normal, on-demand business activities. Inject 
responses allow the Gold Team to assess how the competitors handle normal business 
activities along with the threat of attack from malicious actors. 

3 Background 

Regis University previously hosted and developed information systems infrastructure 
for CANVAS (Computer and Networking Virtualization and Simulation) cyber com-
petition. This initial foray into this realm of cyber competition development offered 
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insight into how to improve the development of infrastructure for future events in-
cluding consideration of the project management methodologies. The Regis project 
team developing cyber competitions improved its approach in developing RMCCDC 
from lessons learned in the development of CANVAS, such as introducing advanced 
scenarios based on current threats, prevailing security and networking technologies, 
and improved monitoring capabilities. But the team fell victim to some of the same 
mistakes and constraints adversely affecting the effectiveness of monitoring and test-
ing coverage. The network topology for the public and private networks designed for 
the event made it difficult to monitor full Red and Blue Team activities. As a result, a 
flat, isolated network will be favored for future events. Testing was hampered by 
severe time constraints caused by late arrival of necessary equipment and Black Team 
scheduling difficulties. In order to improve the level of capability of the team, effi-
ciency of work, and quality of outcome, the team decided to apply a standard metho-
dology for a systems development life cycle (SDLC). The reason that the team  
decided this is because it recognized standard artifacts of project dysfunction in the 
previous work and realized that a more formal approach was necessary to ensure suc-
cess. Cyber competitions are a type of product, one from which the host can gain 
value as well as the various participating teams. During our trial and tribulations in 
building RMCCDC, we realized that cyber competitions exemplify the goals and 
challenges of Enterprise Architecture; that is to integrate novel approaches in execut-
ing in the most efficient and agile way possible, the strategies for developing of the 
final product. It is therefore quite clear that an appropriate development lifecycle  
methodology be leveraged for developing cyber competitions. 

Based on the above realization, in 2012, the Regis University Black Team imple-
mented a diluted version (i.e. lacking a full set of phases) of an Agile SDLC, where 
there is somewhat less formality and a greater emphasis on people and their interac-
tions. Although the Agile Methodology is generally specific to software development, 
the same principles can apply to system engineering projects, at least those facets that 
relate to people and their interactions. Additionally, agile methodologies place strong 
emphasis on risk management, since projects of any size are rife with risk requiring 
effective time management, communication and prioritization of tasks. The focus on 
risk was particularly important to the team because of the need to produce a resilient 
infrastructure with a volunteer team in a limited time. Extending analysis of these 
affinities, the next sections present a review of Agile methodologies, and then particu-
larly SCRUM methodologies as applied by the Regis cyber challenge development 
team along with an evaluation of the change in performance outcomes attributable to 
the use of the SCRUM methodology. 

4 Agile Software Development Methodologies 

Initially, the cyber competition development team did not consider using an agile 
method to drive development of the competition infrastructure; this came about as we 
were actively working to get the deliverables completed. We realized later into the 
process that due to the timeframe, scheduling and manpower availability constraints, 
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we couldn’t use a traditional software development lifecycle (SDLC) approach. Since 
we just started taking part in the CCDC circuit and didn’t have experience in develop-
ing cyber competitions other than CANVAS we chose to embrace, in an ad-hoc way, 
the ideals set forth in the Agile Manifesto (http://www.agilemanifesto.org). There are 
many conceptual and practical parallels between software development and informa-
tion systems infrastructure development, which includes just about every Internet 
technology engineering discipline. Therefore, we feel confident that using an agile 
project management methodology greatly improves the final competition deliverable 
as well as satisfying several academic objectives for students taking part. We assert 
that using the SCRUM framework, developed by Ken Schwaber and Jeff Sutherland 
[8], would serve the purposes of the competition host best. 

5 SCRUM, an Agile Method 

First and foremost, SCRUM is a process framework. More specifically, it is an itera-
tive and incremental agile software development method, so again its focus is on 
managing software development. Yet, there are parallels with software development 
and information system infrastructure development such that the same core values and 
mechanisms of the SCRUM framework can be applied to cyber competition infra-
structure. As a result, it serves to take a closer look at how we could have leveraged, 
and leverage more effectively in the future, the SCRUM management framework for 
development of RMCCDC infrastructure.  

The actionable roles in SCRUM consist of SCRUM Masters, Product Owners, and 
a Development team [7]. A SCRUM Master is very much like a “Project Angel” since 
they enforce process adherence and protect the development team from disruptions 
that can cause missed deadlines [7]. There is typically a single Product Owner in the 
SCRUM framework, a person who is the primary stakeholder. In the case of cyber 
competitions hosted by schools, the product owner would be the Director of the Com-
puter Information Systems Dept. or pertinent faculty members in charge of meeting 
obligations agreed to by the University as a new member of the CCDC family. The 
Development Team would be the Black Team, which is generally comprised of  
current Practicum students and former alumni volunteers. 

In addition to the different SCRUM roles, the other important facet of SCRUM is 
the iterative process within the SCRUM framework, specifically a concept referred to 
as a “Sprint.” A Sprint is the “heart” of SCRUM and is in essence a time-box of one 
month or less in which to get things “Done” [9]. A Sprint is completely agile in nature 
considering that it directly follows the manifesto by embracing “individuals and inte-
ractions over processes and tools” [1]. Sprints contain the following characteristics;  
1) change control to protect Sprint goals, 2) Development Team composition remains 
constant, 3) quality goals do not decrease, and 4) the scope may be clarified and  
re-negotiated between Product Owner and Development Team as issues are  
discovered [8].  
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In SCRUM, there is also a concept referred to as a backlog, which defines specific 
work deliverables that result from the stories defined in the Release Planning phase 
[8]. Stories are based on use cases, a carryover from traditional software development 
requirements definitions. Since we are developing cyber competitions, the primary 
requirement is contingent on the chosen scenario, in this respect a form of use case, 
since it models something that exists in the information technology industry, such as a 
for-profit web application or critical infrastructure (e.g. power utility, railway station, 
prison, etc.). 

6 How Ad-Hoc SCRUM was Applied to RMCCDC 

Our initial requirements phase encapsulated the classic SDLC initial requirements 
phase: to identify the general requirements for the final product and provide enough 
detail for the system designers to begin designing the solution. The Product Owner, 
Regis University, along with the development team decided to raise the bar from what 
we built for the initial foray into cyber competitions, CANVAS. This time out, we 
introduced elements drawn from the Open Web Application Security Project 
(OWASP) Top Ten list of web application attack methods (http://www.owasp.org). 
Therefore, we knew we wanted to build an infrastructure modeled as closely as possi-
ble to a public, for-profit web application as well as the expected supporting systems, 
such as email server, domain controller, FTP server, etc. that an organization would 
use to satisfy daily business needs. After identifying a model inspired by a real life 
hacking incident, the aforementioned Steam™/Valve® hack [6], we decided to emu-
late this environment for our scenario. The end product was a web application simula-
tion, one that could be attacked by a Red team and protected by a Blue team. The 
requirements defined by these systems, their respective configurations, and content 
would be the backlogs that the development team members would work on. We pro-
pose that a SCRUM Master (or multiple depending on the size of the project) be as-
signed to manage the development of specific components of the environment in  
order to keep progress on track.  

We assigned a SCRUM Master to maintain progress on the web application back-
log (including the Apache server, PHP code, database, FTP server, etc.), another 
SCRUM Master managed the network development, and a third SCRUM Master to 
manage the business support environments; Windows systems that implement com-
mon business support functions such as role-based access control (e.g. Active Direc-
tory), email services with Exchange 2007, employee workstations, etc.). We assigned 
SCRUM Masters based on their core competency and interest level within each dis-
crete technology domain (i.e. network, web application, business support servers, etc) 
in order to maximize effectiveness. However, the size and complexity of the infra-
structure will dictate the necessity for multiple SCRUM Masters. The assignment of 
SCRUM Masters is greatly dependent on the manpower, competency, and interest  
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level on hand since students may not desire a project manager type of role. The scena-
rio requirements outlined for RMCCDC provided enough detail for the designers in 
the next phase to identify how they would implement the infrastructure in question.  

Iteration 0, the phase following the initial requirements phase in the SCRUM 
process, includes the development of the necessary infrastructure required for the 
scenario in question. This stage included the acquisition, installation, and configura-
tion of various information systems, including storage area network (SAN) equip-
ment, networking equipment, and virtual infrastructure hosts with various relevant 
guest operating systems (i.e. Linux and Microsoft Windows) to serve the desired ap-
plications. This portion of the development process was not without problems, so the 
team solved problems as they arose, which necessarily generated a backlog of work 
that needed to be completed. Due to scheduling issues with our volunteer staff, we 
utilized email or instant messaging to communicate critical progress or blockers and 
spaced out our standups to twice a week rather than daily, leveraging Practicum 
course time for this activity. When necessary, priorities were reset and other impor-
tant tasks were given favor so that at least some progress would continue. The Product 
Owner and Development team developed a project plan, network topology diagrams, 
and system characteristics to be used in the infrastructure. To minimize risk, we pur-
sued the quickest and most cost-effective method to build a working e-commerce web 
site. We chose Drupal as the web site engine and UberCart as the shopping cart mod-
ule since they best met our needs at the time. The public-facing web and database 
servers, along with an IPv6 network, created a sufficiently challenging attack surface 
for the Blue Teams to protect. 

Since CCDC is largely an academic device, the alignment of individual student 
projects with the development of cyber competition infrastructure is encouraged. For 
instance, after offering the opportunity to take part in the development, specifically to 
Practicum participants, it would behoove the Practicum instructor to gather from stu-
dents their specific areas of interest and/or core competency, so they could be more 
effectively utilized. After all, a motivated worker is a productive worker. In a sense, 
we would be “killing multiple birds with one stone,” such that students would get 
graded work in an area of their specific interest while gaining the valuable skill set of 
building a functioning information system for a real customer - the competition par-
ticipants. In other words, they gain some measure of startup experience. Various fa-
cets of systems engineering and software development are touched on, such as quality 
assurance, project management, information security, and systems engineering. As we 
discuss the Development Iterations phase, it should become clear to the reader how 
the scholastic endeavors of students are served through their involvement in cyber 
competition infrastructure development. 

In the Development Iterations phase, we implemented the required systems using 
common-off-the-shelf (COTS) software. We installed and verified the minimum op-
erational levels; that the guest operating system in the virtualization environment 
would successfully boot, that we were able to install applications and that the applica-
tions functioned as we would expect. We then introduced and enumerated vulnerabili-
ties for individual components to be mitigated by the Blue Teams, as well as business  
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injects, tasks performed as part of normal business operations, during the competition. 
We were mindful of feature creep, we didn’t want to block good ideas that come late; 
rather we prioritized based on value or ease of integration. This again should remind 
us of the facet of SCRUM that allows for continuous re-evaluation and the promotion 
of effective additions to the product. 

The best way to test the competition environment is to put it through dry runs with 
mock Red and Blue teams (such as the Black team split into two groups) to verify that 
the environments built for each team functioned as expected. Our experience with 
CANVAS was such that we literally crammed what should have been four weeks of 
testing time into one week. We experienced similar problems with RMCCDC, but 
mostly because of delays in hardware acquisition that pushed critical portions of the 
infrastructure, in this case the network, into backlog. The late arrival of equipment 
and delayed implementation of network resources prevented the necessary stress and 
penetration testing to ensure confidence that the infrastructure would handle the load 
during the event. It is clear that the testing portion of the implementation phase was 
not nearly sufficient for a regional cyber competition, much less a national one. How-
ever, the infrastructure held up well during the competition thanks in large part to the 
effective work completed up-front in the design and implementation of the systems 
infrastructure. 

The next phase of RMCCDC, called the Pre-Release phase in SCRUM, include in-
tegration of the various infrastructure components (e.g. network, servers, applica-
tions). This integration is a crucial piece of the puzzle since it will be what will be 
released for use during the competition and must be tested to make sure everything 
works as expected. In other words, final acceptance testing occurs in this phase. Addi-
tionally, all documentation will need to be finalized, such as business injects and in-
structions for the event i.e. access control, printing availability, communications, 
rules, etc.  

The Production phase would be the actual competition itself. We had several prob-
lems, mostly with the network, that caused some unnecessary frustration for pretty 
much everyone. However, strong teamwork and effective troubleshooting saved the 
day, as we were able to get activities moving pretty quickly after the initial outages. 
Future cyber competition development must take better care in adhering to each phase 
of the SDLC, but with a special emphasis on testing and tracking metrics to gauge 
effectiveness. Agile methodologies, and by extension SCRUM, are quite different 
from traditional development methodologies in that they favor maximization of return 
on investment (ROI) rather than satisfaction of requirements [9]. As a result, there are 
very limited formal metrics or measurements that can be used to track progress or 
success. In fact, the most formal metric is based on output from SCRUM meetings, 
short “stand up” sessions that highlight individual efforts. The “stand up” session is 
meant to stimulate discussion and admission of problems that could affect progress. 
Stand-ups are also used to discuss progress on “Burn Downs”, the term used to define 
the quantitatively the work remaining in a sprint. SCRUM Masters are expected to 
perform most of the documentation and performance monitoring since they are not 
responsible for specific development tasks [2].  
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7 Capability Maturity Model Integration 

There is value in discussing how SCRUM relates to advanced models for information 
systems development, such as the Capability Maturity Model Integration (CMMI), a 
product of Carnegie Mellon Institute, is focused on managing continued process im-
provement in the enterprise. Cyber competition development does not need to reach 
the higher levels of CMMI, but it is useful to understand how CMMI can relate to this 
proposal. RMCCDC reached CMMI Level 1, which is basically the same as saying 
that the final product followed general ad hoc processes. As discussed previously, we 
recommend reaching a level better than Level 1, since doing so will improve the 
chances of a successful implementation and maximize the learning potential for  
students taking part on the Black Team. 

Neil Potter of The Process Group analyzed how SCRUM and CMMI work togeth-
er [7]. It turns out that SCRUM, an agile project management framework, fits very 
well in the first three levels of CMMI. Since our goal with using SCRUM is to im-
prove the successful completion of cyber competition development and to get to the 
point where it is possible to introduce more sophisticated scenarios, it is obviously 
useful to be able to speak about performance in CMMI terms. Incidentally, the inclu-
sion of SCRUM and CMMI practices enrich the experience and learning objectives 
for the Black Team members building the infrastructure. 

8 SCRUM and CMMI Mapping 

SCRUM does not cover Levels 4 or 5 in CMMI, and for good reason, because doing 
so would violate the fundamental tenets of agile life cycle development. SCRUM 
mandates flexibility and a focus on customer needs, which are often in flux through-
out a project life cycle. Therefore, it is not desirable to integrate Level 4 and 5 
processes because they are often heavy in measurements and documentation. We 
would not want project management tasks to take away from the already limited time 
available to build the infrastructure. 

Researchers at the Technical University of Madrid have analyzed and mapped the 
various phases of SCRUM to levels 1, 2, and 3 of CMMI [5]. The researchers used a 
novel approach that visualizes quite clearly how well SCRUM covers the various 
goals of CMMI in the early levels. The mapping, as developed by the Madrid re-
searchers, is a polar coordinate of the CMMI level 2 practices: Project Plan, Project 
Monitoring and Control, and Requirements Management.  The SCRUM methodolo-
gy is mapped to this polar coordinate with a scale of 0-9 for each component of a 
practice where the average support level that SCRUM methodology can substantively 
support for each CMMI level 2 practice is 7.2 for Requirements Management; 7.0 for 
Monitoring Project Against Plan and 6.8 for establishing estimates. This ability of 
SCRUM to fulfill specific CMMI practices is because both life cycle approaches are 
working towards the same goal – a fully functioning product that meets the  
 



28 H. Novak, D. Likarish, and E. Moore 

 

customers’ needs. Neil Potter takes the mapping a bit further by showing clearly how 
SCRUM maps to an extent in CMMI Level 3 [7]. Thus, introducing SCRUM as the 
framework for developing cyber competitions also satisfies learning objectives related 
to the CMMI project management methodology– a net win for the hosting university. 

We also recognized that proper risk management goes a long way to weeding out 
potential blockers or constraints so as to increase the chances of successful project 
completion. Therefore, risk management must be invoked throughout the  
development process to minimize loss probability. 

9 Risk Management in Cyber Competitions 

Risk Identification is generally the first step in risk management, which includes cate-
gorizing the potential risks in order to determine which components have the greatest 
impact on the success or failure of the project [4]. Taken in the context of a cyber 
competition, an example of a risk would be the choice of network hardware or a spe-
cific network design and how it would affect the overall competition experience. For 
instance, threats such as unavailable network hardware or a poorly designed network 
would have a negative effect on competition success. Therefore, the network portion 
of the competition would be a High Risk item, such that several different threats to 
the network portion of the infrastructure could cause delays in build-out, testing, and 
dependent tasks (e.g. application development) or cause the final competition infra-
structure to have failures during the event, thereby incurring negative reaction to the 
competition by all participants involved. A matrix should be used to list out all risks 
and apply a corresponding score, determined from the loss probability, in order to 
identify priority. 

Risk estimation is used to estimate the probability of potential loss [4]. Using the 
network example, loss estimation would be severe if the network is being built from 
scratch and less severe as the time goes by and the network build-out nears stability. 
Therefore, the network portion of the infrastructure should be prioritized above all 
other infrastructure components. If possible, the network should be built and main-
tained in a flat, isolated, constant state in order to minimize the problems just de-
scribed for future events. Once the network is developed and kept stable, less time 
will be required for testing and more time can be allocated to other more advanced 
scenario components. 

Risk Evaluation is another facet of the risk management process [4]. The goal of 
evaluating risk is generally understood in two different approaches; 1) to identify the 
best response, such as a contingency plan, or 2) to undergo risk aversive action that 
can lead to either reduction or acceptance [4]. Feasibility analysis also comes in han-
dy during risk evaluation, since it helps to identify facets of the competition scenario 
that may be too difficult to carry out and are best left out of the event (i.e. risk avoid-
ance). Using SCRUM can ease the risk management process by keeping competition  
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developers in synch with deliverable status during daily standups, allowing the ability 
to change course without adversely impacting the project. 

How did we fare in leveraging risk management in RMCCDC? We were effective 
in identifying the risks and taking steps to either mitigate them or avoid them alto-
gether. Using the same network example, we recognized that changing the network 
topology and Internet Protocol addressing schemes each time a competition is devel-
oped created risk, so we developed a plan to maintain an isolated network that would 
be maintained in a constant state, with minimal changes. The network would be leve-
raged for course projects when it is not used for competitions, thereby minimizing the 
costs associated with unused resources. This practice also allowed us to maintain 
knowledge of the state of the environment so we could address emerging problems 
sooner. 

10 Conclusion 

There are many benefits to the development and execution of cyber competitions at 
the collegiate level. They are primarily based on assessing and exercising technical 
skill in the realm of cybersecurity, but are also effective for students attuned to other 
information technology disciplines. They offer an unparalleled apparatus for educa-
tion as well as team and individual skill assessment on technical activities related to 
system administration, network operations, and software development. How well do 
team members work together to solve a problem or develop a solution? How well do 
individual team members handle their respective tasks? These questions can be asked 
of Blue Teams as well as Black Teams. The development of cyber competition infra-
structure is not a trivial undertaking and requires people skilled in information tech-
nologies to design, develop, implement and test the infrastructure. Competition infra-
structure development is an excellent learning apparatus, in that multiple facets of 
information technology are touched upon. Thus, students should take a significant 
part in developing the competition infrastructure because the exercise offers highly 
valuable skill development. 

Scenario details, the theme for the competition, are very important since it will 
primarily determine the learning objectives in the competition. It is important to men-
tion that they are not easily used as a gauge for large-scale or global assessment of 
attack techniques or mitigation capabilities due to scope; the cost of equipment, space, 
and demands related to network isolation. Realism is paramount, but the scope should 
be focused on the flavor-of-the-month attacks in order to educate about, or assess 
relevant skill sets against, current attack methods. CANVAS 2011 focused on Smart 
Grid security and touched on the Stuxnet phenomenon while RMCCDC 2012 focused 
a bit more on web application security because they were highlights in their respective 
time periods.  
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Traditional SDLC methods do not truly fit the characteristics of developing cyber 
competition infrastructure at the academic level, because traditional methods are often 
stringent and heavy on documentation, measurements, and formal meetings. A loose 
group of students, part-time volunteers, and faculty would not be able to follow such a 
strict and formal project plan. Therefore, SCRUM is an excellent choice for adoption 
because it was created to ease the difficulty of managing projects that have tight time 
schedules, fluid requirements, and limited resources, which are all staple characteris-
tics of cyber competition development. Additionally, SCRUM is growing in populari-
ty in the business world due to its success in improving the effectiveness of project 
management, so the students and volunteers taking part in developing the competition 
will gain valuable experience with its use. SCRUM is compatible with the first three 
levels of CMMI, thereby showing that continuous process improvement can be main-
tained using SCRUM. Additionally, Risk Management techniques should be leve-
raged to minimize loss probability of cyber competition components. Using the 
SCRUM framework for developing cyber competition infrastructure will not only 
improve the successful deployment but also prepare students for following similar 
frameworks in their future IT careers. 
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Abstract. While it is easy to identify formal security education efforts directed 
towards professional programmes and academic curricula, it is arguable that the 
far larger population of end-users rarely benefit from such focused 
consideration. The paper discusses the nature of the challenge and presents 
survey evidence to illustrate that users are not coping with the technologies that 
they are expected to interact with, even when the threats concerned are 
relatively long-standing. Specific results are presented to show the persistence 
of bad practice with passwords, alongside the difference that can result if more 
effort were to be made to promote related guidance. Further evidence is then 
presented around end-user practices in relation to malware protection, 
suggesting that their limited understanding of the threats often leads to them 
protecting some devices but overlooking others. The discussion then concludes 
by recommending more proactive approach when targeting the end-users who 
may otherwise be unaware of their risks. 

Keywords: Security education, End-user awareness, Passwords, Malware. 

1 Introduction 

As the importance of the domain has increased, there has been a corresponding 
growth in the range of academic programmes and professional accreditations that one 
can pursue in order to build and demonstrate a level of competence (e.g. see [1] for an 
indication of the range of available certifications). However, security issues are far 
more pervasive than the workplace environment, and so it is clearly not enough for 
efforts to focus solely upon the would-be security professionals. Indeed, the real 
security education challenge facing modern society goes beyond the issue of 
developing academic curricula and specifying appropriate bodies of knowledge from 
which to certify the industry practitioners, and actually represents a relevant issue for 
all IT users.  

This paper begins by briefly evidencing the breadth and magnitude of the security 
awareness task that can now confront typical IT users. It then moves on to present 
evidence of difficulties that users can still face in dealing with long-standing security 
technologies when they have not been guided to use or regard them appropriately.  
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The discussion then concludes with thought towards the more proactive stance that 
ought to be taken in terms of promoting and requiring security practice amongst the 
end-user community. 

2 Too Much to Know? 

It is relevant to recognise the magnitude of the challenge that now faces users in terms 
of understanding the various security features that are placed before them. As an 
example, Figure 1 presents an illustration of this, taken from the Security-related 
Action Center settings within Windows 8. There are a total of nine distinct aspects 
that users apparently need to be aware of in order to know that their operating 
system’s security features are configured and operating correctly. Of course, most 
users are likely to be fine in terms of taking reassurance that things are ‘On’ or ‘OK’, 
but they are likely to be rather less likely to understand what it all really means.  
Moreover, in cases where something is showing a different status (e.g. in the Figure it 
can be seen that Network Access Protection is currently ‘Off’), they ideally need to be 
able to take a view as to whether that represents a problem for them. 

The real challenge is that the situation depicted in Figure 1 is by no means atypical 
of those that can now be regularly encountered, and the observation applies across 
multiple operating system platforms and end-user applications. One positive aspect is 
that many aspects now come pre-configured with security enabled (e.g. with OS 
firewalls, automatic updates, and wireless encryption all being cases where the default 
settings have changed from security ‘off’ to ‘on’ in the last decade or so). However, 
default settings will not be appropriate for all scenarios, and so if they are to make 
effective and informed use of the security that is available to them, users need to have 
a tangible baseline of knowledge and understanding, and this in turn needs to be 
fostered through appropriate efforts towards awareness and education. The next 
section proceeds to present some related evidence for these claims.  

3 Evidencing the Impact of Security Education 

While Figure 1 listed a range of features that can now be found on current systems, 
users have not even proven themselves to be competent at using the security 
technologies that have surrounded them for years. A classic, but nonetheless valid, 
example here can be provided in relation to passwords. A recent survey of 246 IT 
users, conducted by the author’s research centre, revealed the limited extent to good 
password practice is actually followed. Respondents had been asked to consider the 
password used for their most important/valuable account, and Table 1 shows the 
extent to which individual aspects of practice were reflected across the respondent 
group. Perhaps most significantly, only 25% of respondents were able to satisfy all 
five points [2]. 
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Fig. 1. Baseline security options facing end-users in Windows 8 

Table 1. Responses to statements around password usage 

Statement Agreement 
(n=246) 

It is at least 8 characters long 82%
It has alphabetic and numeric characters 84%
It includes other characters (e.g. punctuation symbols) 49%
It uses a word you would find in a dictionary 18%
It is based on personal information about me 26%
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Of course, some might argue that these findings actually reflect the failing of 
password technology, which users find difficult to use properly and therefore find 
means to simplify in order to aid their own ease of use. However, this potentially 
overlooks the fact that there is often a massive weakness in the password education 
efforts to which such users are exposed. Not only do many organisations still do little 
or nothing about it (other than perhaps having a few rules, which they may enforce 
but do not explain), but the websites on which many users are likely to be most 
regularly encountering passwords also do far less than they could in order to promote 
and encourage good practice. For example, in an assessment of ten leading websites 
against their enforcement of six possible aspects of good practice (namely enforcing a 
minimum length of 8 characters and the use of multiple character types, alongside 
preventing the password choice from being the user’s surname, user id the word 
‘password’ or wider dictionary words) the overall enforcement rate was just 42% [3].  
Moreover, the sites concerned were extremely inconsistent in the level of guidance 
that they provided to users, and while there were some cases in which comprehensive 
and explanatory guidance was offered, most sites seemed content with warning 
messages for which the underlying rationale was not explained (e.g. a Facebook 
message at the time would advise users that ‘Your password should be more secure. 
Please try another.’, without giving any indication of how more security might be 
achieved). Looking again to more recent research, we have sought to investigate 
whether better guidance may yield better behaviour, and the initial indications suggest 
that it does. Using the five points from Table 1 as a basis for good practice, 27 users 
were asked to created password-protected accounts as the starting point for 
participation in a study of website usability. Unbeknownst to the participants, there 
were two variants of the site – one in which password guidance was provided, and the 
other in which they were left to select passwords unaided (with neither case actually 
enforcing any password rules). There were notable differences in the results, with the 
guided group (n=13) scoring an average of 3.8/5, against just 1.9/5 from the unaided 
(n=14) group [2]. Analysis revealed that areas such as password length, use of other 
characters, and avoidance of personal information were the ones most likely to be 
improved by the provision of the guidance. Thus, what this can arguably be shown to 
illustrate is that education and awareness can have a tangible effect upon the users’ 
behaviour with a technology that they would otherwise be inclined to use badly. 

4 Knowing a Little, But Not Enough 

While it would be rare these days to find users that are totally ignorant of the risks to 
be faced online, it would be equally fair to say that while users often have an 
awareness of certain threats that can affect them, the extent of their knowledge does 
not stretch very far. A very good example here relates to the threat of malware, which 
(like passwords) can now be regarded as a long-standing aspect of the user-facing 
security landscape. Indeed, antivirus protection is now a very commonplace safeguard 
on PCs in both home and workplace contexts. However, there is again evidence that 
users’ real understanding of the threat has not kept pace with the technology that they 
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are using, and this is particularly apparent in relation to mobile devices such as 
smartphones and tablets, where recent years have seen a sizeable increase in the 
actual threat). For example, while the problem had been largely theoretical for many 
years (but with predictions having been made by antivirus vendors since the mid-
2000s), the period around 2011/12 saw the market conditions become such malware 
writers began to take a more active interest. Key aspects were the emergence of a 
sizeable population of device owners, and the fact that sufficient of them was using an 
OS platform that could be targeted. As a consequence, according to figures from 
Kaspersky Lab, 2012 saw a massive rise in the number of malicious programs on the 
Android platform, rising from less than 6,000 at the start of the year to over 43,000 by 
the end [4]. Android was consequently playing host to over 99% of the malicious 
programs identified on mobile platforms (which is in part thanks to its more open app 
distribution process when compared to its main competitor, iOS, where apps have to 
pass an approval process before being placed on the platform’s official App Store), 
and thus attracting a significantly disproportionate share of the mobile malware when 
compared to its share of the mobile device market. 

The clear message here is an increasing threat to the associated user population, but 
returning again to the survey of 246 end users, it would appear to be a message that is 
not naturally getting through. From this group, 28 of them had an Android-based 
mobile device, but only 19% of these had antivirus protection for it. While it could be 
argued that this small sample might just be an unrepresentative group of security-
resistant users, an interesting point to note was that 82% of the same sub-group had 
antivirus protection on their traditional PC. As such, it seems likely that lack of 
awareness rather than lack of regard for security may have been the main reason for 
so many more mobile devices going unprotected. This situation suggests that if the 
risks of new platforms are not overtly communicated, users currently seem to have 
little ability to take the lessons learned in one context (e.g. the desktop PC) and apply 
them to another (e.g. the mobile device). 

5 Recommendations and Conclusions 

The evidence above points towards a clear need for security education in the wider 
context, as there is enough evidence from successive and sustained cases of bad 
practice to show that they are not skills that users can be relied upon to naturally 
possess or develop as part of their wider IT development. If the situation is to 
improve, then the obvious answer is that something more proactive needs to be done 
about it. However, this is again an area in which attempts have historically been poor, 
even within workplace contexts. For example, findings from Ernst & Young’s Global 
Information Security Survey 2012 revealed that while the top-rated area of risk-
exposure was ‘careless or unaware employees’ (ranked first out of 16 
threats/vulnerabilities, and rated first choice by 37% of respondents), the issue of 
‘Security awareness and training’ was ranked as a top security priority by only 9% 
(placing it 17th out of twenty possible areas), thus showing a clear disconnect 
between the problem and what organisations are prepared to do about it [5]. Without a 
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tangible uplift in terms of attention and investment, it seems unlikely that the issue 
will heal itself automatically. 

The onus is to increase threat awareness for private individuals and staff within 
organisations. While much of the responsibility for the latter must still rest with 
employers (and so can also be seen to be within their control), the issue of wider 
public awareness requires necessarily broader steps to be taken. Recent years have 
already seen some notable activities in this direction, with a European example being 
the introduction of a Cyber Security Month [6], which took place for the first time in 
October 2012. However, one of the main findings documented from this was the need 
to “Better define the specific audience that is targeted by the awareness initiative in 
order to tailor the message content to the target group’s knowledge or technical 
aptitude” [7], which serves to illustrate the ongoing challenge that awareness-raising 
is likely to pose.   

In many ways, the way in which users are encouraged to think about their IT 
devices is still based around the wrong model. While they are routinely purchased in 
the same manner as other consumer electronics devices, a more appropriate parallel 
can be made to the purchase of a car. With a car there is an upfront recognition that 
the driver needs to be competent in order to use it safely, and that the car itself is 
expected to be fitted with a range of safety and protection features, and that the 
vehicle needs to be appropriately maintained if it is to continue to operate correctly.  
While it would not be realistic to regulate IT usage to quite this degree, there are 
nonetheless some steps that could be taken to alter the mindset around it. As an 
example, here are a few related thoughts: 

 
• There needs to be something that clearly highlights and explains the key 

issues for new users as they take product home. While there is often plenty 
of material to be found for those inclined to go looking for it (e.g. in the UK 
a good user-facing resource is provided by GetSafeOnline,org), many people 
will not be aware enough to look for this in the first place. Even the 
provision of a leaflet in the box with the product could go a long way to 
raising upfront awareness. 

• Users need to be encouraged to be aware of security issues and practices 
from their early encounters with IT. Inclusion of security education as a ‘key 
skill’ within school and university curricula would be a relevant contribution 
here, thus ensuring that relevant baseline exposure is provided for all users, 
rather than just those that have chosen to study the topic as the basis for a 
career. This does not equate to turning everyone into security experts, but 
rather to ensure that protection issues are given an effective level of 
emphasis as part of any wider introduction to IT usage. 

• Increase the expectation (and perhaps obligation) to use appropriate 
safeguards. While many devices will now be provided with software such as 
antivirus or wider Internet Security suites as part of the bundle, it is still 
perfectly possible to purchase and use PCs without this being in place.  
Clearly there still needs to be a place for consumer choice over products, and 
competition between associated vendors, but it ought to become a question 
of what product to have rather than whether to have one). Moreover, looking 
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at the wider context of online devices, there is currently far less of an 
established culture of bundling protection with smartphones and tablets, but 
they (and their users) are becoming equally in need of protection. 

 
While the paper is unable to report the results of putting such ideas into practice, this 
is clearly no basis to accept the status quo. Indeed, what we can see from the findings 
of the earlier studies is the result of the current approach. In the meantime, security 
educators should take the opportunity to push their messages to as wide an audience 
as possible, in order to raise awareness and support a more effective security culture 
amongst the public at large. 
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Abstract. For any discipline to be regarded as a professional undertaking by 
which its members may be  treated as true “professionals” in a specific area, 
practitioners must clearly understand that discipline’s history as well as the 
place and significance of that history in current practice as well as its relevance 
to available technologies and artefacts at the time. This is common for many 
professional disciplines such as medicine, pharmacy, engineering, law and so 
on but not yet, this paper submits, in information technology. Based on twenty 
five elapsed years of experience in developing and delivering cybersecurity 
courses at undergraduate and postgraduate levels, this paper proposes a 
rationale and set of differing perspectives for the planning and development of 
curricula relevant to the delivery of appropriate courses in the history of 
cybersecurity or information assurance to information and communications 
technology (ICT) students and thus to potential information technology 
professionals.  
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1 Introduction 

Why teach the history of cybersecurity and/or information assurance? The answer is 
that at least three distinct themes can be determined in relation to the position of 
cybersecurity/information assurance history in the creation, development and 
presentation of courses of study in the area. These are: 

1. any profession that claims to be so, acknowledges and builds upon its history; 
2. the profession of cyber and network security or information assurance should be no 
different in this way from any other profession such as medicine, law, science, 
military affairs and others and should build upon general education in the ICT area for 
both specialist and general professional activity in the discipline, and 
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3. the challenge is to make such history relevant to students in the age of total 
convergence in the information technology area and to relate it to current practice, 
products and systems. 

The environment in which an educated cybersecurity professional will practice has 
been envisaged by Al Gore, former Vice-President of the USA in the following way 
in his book “The Future” [1]: 

“The emergence of a planet-wide electronic communications grid connecting the 
thoughts and feelings of billions of people and linking them to rapidly expanding volumes 
of data, to a fast growing web of sensors being embedded ubiquitously throughout the 
world, and to increasingly intelligent devices, robots, and thinking machines, the smartest 
of which already exceed the capabilities of humans in performing a growing list of 
discrete mental tasks and may soon surpass us in manifestations of intelligence we have 
always assumed would remain the unique province of our species; “ 

Given this scenario, vaguely reminiscent of the envisaged “Noosphere” of 
Vernasky and Chardin [2] and even the planetary intelligent machine of the “Krell” 
in the 1952 movie, “The Forbidden Planet”[3], loosely based on a Shakespearean 
play, the security and protection of such an information environment takes on new 
meaning and urgency.  

In summary, for any discipline to be regarded as a “professional” undertaking, and 
whose members may then be accepted and treated by society at large as true 
“professionals” in that specific area, the discipline must ensure that its practitioners 
clearly understand that discipline’s history as well as the place and significance of that 
history in current practice. This includes a clear understanding of the “what/how/why” 
of currently available technologies, including professional practice procedures and the 
like, as well as of ICT artefacts, including base products, integrated systems, services, 
etc.. This commonly forms an educational base for many professional disciplines such 
as medicine, pharmacy, engineering, law and so on but not yet, this paper submits, for 
information technology although references have been made to such histories on some 
curricula proposals and final versions as discussed later. This paper discusses such 
history against the consideration of the need for education and training of specific 
cybersecurity/information assurance professionals. The specific case of education and 
training in military level cyber-operations is not included in this discussion but is 
worthy of further analysis. It also has resonance with the more general requirements for 
cybersecurity awareness in any ICT education program.  

Based on twenty five elapsed years of experience in developing and delivering 
cybersecurity courses at undergraduate and postgraduate levels, this paper proposes a 
rationale and set of differing perspectives for the development of curricula relevant to 
the delivery of an appropriate course in cybersecurity history to information and 
communications technology (ICT) students and thus potential information technology 
professionals. It does not propose specific curricula in a normal sense, as a set of 
topics, learning outcomes and the like but rather discusses the bases on which such 
selections could be made. It proposes particular emphasis on explanation of historical 
matters as these relate to information technology from differing perspectives which 
must be understood and catered for by the ICT professional in practice, e.g. 
interactions with users, managers and other ICT professionals.  Particular emphasis is 
placed on the role of the ICT “professional” through education at the university 



 Background to the Development of a Curriculum 41 

undergraduate level in general as well as 
via specialised postgraduate 
cybersecurity program. It proposes that 
the basis for this curriculum could be set 
out on the grounds of perception of four 
distinct generations of information 
technology professionals within the 
information technology and data 
communications network environments 
in which they worked along with the 
growing perception of the related science 
and technology. One aim is to be able to 
invigorate students in a way that enables 
them to be able to understand and 

appreciate the background to any current cybersecurity product, system or service offering 
from, or claim made by, the ICT industry in general and the specific cybersecurity 
industry more particularly. The aim is to cover such developments over the last 50 to 60 
years in both technological and societal contexts, winding up in an age of total 
convergence of computers, communications and content (3C) and to thus provide students 
with an engaging insight into “how we got here” and “why” products, systems and 
services are what they are and/or what they should be.  A particular emphasis is placed on 
relating this history to the requirements of protection in a globally connected information 
services environment based around associated data networks and the environments in 
which new graduates will be employed. 

Simply put, the current information environment may be considered the result of 
convergence of computers, communications and content, commonly referred to here 
as 3C. Further, 3C has to be considered in the context of a further set of three factors. 
These include the convergence just mentioned, consumerisation of the ICT products, 
systems and services offered by the industry itself and finally the result of “cloud” 
computing service offerings on an international scale that brings a global information 
environment service into being, together nominated in Figure 1 as the “6C” situation. 

2 Roles and Functions of the ICT and Cybersecurity 
Professional 

Depending upon where an ICT or 
cybersecurity professional finds their 
professional practice employed, their 
responsibility, and thus need to 
understand the historical background to 
the discipline, may be tailored as needed. 
As illustrated in Figure 2, roles played 
and functions undertaken may vary 
between activities:  
* within a traditional ICT vendor, under 
the usually accepted meaning of the term 
“ICT industry”, as distinct from users or 

Fig. 1. 6C Environment for ICT 

Fig. 2. Roles and Functions 
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consumers of its products, systems or services but including development of 
applications for such technologies and artefacts for sale or deployment; 
* related to the role of an appropriate regulator responsible for associated policy, law 
and regulation in the cybersecurity realm; and 
* associated with a responder to attacks on or malfunction of information systems 
including law enforcement and military entities, internal or external response teams, 
etc. 

3 Structures and People 

The existence of 
underlying security 
technologies and systems 
in any information system 
can be seen as being related 
to three distinct aspects, 
viz. hardware, software and 
data as in Figure 3. In turn, 
the historical context of the 
development of associated 
security technologies in 
each of these areas sets the 
scene for today’s product, 
systems and services 

offerings. For example, the 
computer and data network 
“add-on” security industry 
is now a very large global 
activity that, it could be 
argued, owes its very 
existence to the failure of 
the normal ICT industry to 
provide adequate, proven 
and reliable security 
features within the base 
products it offers. Thus, it 
is necessary to understand 
the historical context to the 
three aspects, again, of any 
information security 
product or system. Its 
functionality specification, 
its reliable and verifiable 
implementation in a secure 

Fig. 4. Structures relevant to Cybersecurity 

Fig. 3. Security Technology 
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manner itself and, finally, its independent evaluation must be determined by the ICT 
professional as being fit for the purpose claimed, as illustrated in Figure 4.  

4 Policy, Laws and Regulations 

The cybersecurity professional 
will be involved in either 
development of public policy and 
law/regulations relevant to 
information systems or responsible 
for the interpretation and 
implementation of relevant 
technologies, products, systems, 
services, policies and procedures 
for an owner/manager of that 
information system or even a 
combination of both of these. At 

the extreme end of the ”spectrum”, 
the ICT cybersecurity professional 
may be regarded as a member of the military, involved in cyber operations in 
response to attack or a member of law enforcement / response teams concerned with 
investigation of such attacks. In this sense the cybersecurity professional may take on 
a role of user, manager or professional in the ICT area or be responsible for liaison 
with people designated in those functions, as illustrated in Figure 5. The question is 
one of creating appropriate educational curricula to meet these varying situations and 
requirements. Examples assist in clarifying these concepts. The cybersecurity 
professional may be responsible for the creation and dissemination of user procedures 
for use of information system resources in a company, including, for example 
development and propagation of a bring-your-own-device (BYOD) policy. At the 
management level, the cybersecurity professional should normally be involved, but 

often is not, in the requirements 
definition and procurement 
activities related to information 
systems creation and deployment. 
In this case, for example, some 
form of labelled “mandatory access 
control (MAC)” functionality may 
be favoured over “discretionary 
access control (DAC)” but this 
must be specified at procurement 
time. 
The cybersecurity professional 
must in turn become familiar with 
the relevant legal and regulatory 

Fig. 5. People / roles and functions 

Fig. 6. Legal and Regulatory Regimes 
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regimes appropriate to the enterprise involved, including consideration of these 
parameters at the international, national and industry levels, as in figure 6. Examples 
here may range for export restrictions on advanced cryptographic systems under the 
“Wassenaar Arrangement” [4]  to industry specific regulations, such as the USA’s 
HIPAA  requirements for the healthcare industry at a national level and then to PCI-
DSS contractual obligations in the payment card area. 

5 Real Curricula and Industry Training 

At present it appears that full elucidation of the history of information assurance, 
information security or cybersecurity, under whichever term it may be defined, and 
the significance of that history in explaining the “why” of current information 
assurance schemes is severely limited if not totally lacking.  For example, the 
following topics may illustrate the problem: 

• “C2 by ‘92” [5] and the failure of mandatory regulations in information 
assurance in the USA for government/defence procurement; 

• the Microsoft “Palladium / NGSCB” [6] project for the “hardening” of the 
Windows based PC in the early 2000s; 

• IS 7498-2 [7] and the security architecture for the open systems 
interconnection (OSI) model and structures for computer connectivity on a 
global scale; 

• the “Rainbow Series” of specifications for “trusted computing” from the 
USA’s Department of Defense, particularly the preface to the 1983 “Orange 
Book” or “TCSEC / Trusted Computer Systems Evaluation Criteria” 
explaining the rationale for the publication1;   

• the MULTICS memory segmentation and capability architecture and 
associated “ring” protection scheme, later embedded into the Intel iAPX-286 
and later microprocessors, and so on. 

• market failure of “B2” / mandatory access control based, or similarly 
oriented, operating systems such as Digital Equipment Corporation’s (DEC) 
SEVMS, Gemini Inc. GEMSOS, Secure XENIX, USA’s National Security 
Agency’s (NSA) SELinux and SE Android, etc. 

• development of the “Wassenaar Arrangement” covering export of “dual-
use” technologies and artefacts including cryptographic systems and 
advanced secure computer systems as well as reverse engineering 
technologies; 

• lack of incorporation or acceptance of appropriate and defined security 
structures into the overall Internet TCP/IP and DNS structures; and so on. 

                                                           
1 “The criteria were developed with three objectives in mind: (a) to provide users with a 

yardstick with which to assess the degree of trust that can be placed in computer systems for 
the secure processing of classified or other sensitive information; (b) to provide guidance to 
manufacturers as to what to build into their new, widely-available trusted commercial 
products in order to satisfy trust requirements for sensitive applications; and (c) to provide a 
basis for specifying security requirements in acquisition specifications. 
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Some curricula already exist in the information assurance area and even, by 
implication, in the cybersecurity/cyber operations arena.  Examples of these follow. 

 
a. IEEE/ACM 
The November 2012 “Ironman” version [8] of the IEEE/ACM’s body of knowledge 
(BOK) definition in the area of “information assurance and security” has been 
published as document CS2013 as part of the overall computer science curriculum. It 
acknowledges that the situation in this area is “unique” in that relevant matter overlap 
with all the other areas defined in the computer science curriculum. It states as 
follows: 
“In CS2013, the Information Assurance and Security KA is added to the Body of 
Knowledge in recognition of the world’s reliance on information technology and its 
critical role in computer science education. Information assurance and security as a 
domain is the set of controls and processes both technical and policy intended to 
protect and defend information and information systems by ensuring their 
availability, integrity, authentication, and confidentiality and providing for non-
repudiation. The concept of assurance also carries an attestation that current and 
past processes and data are valid. Both assurance and security concepts are needed 
to ensure a complete perspective. Information assurance and security education, then, 
includes all efforts to prepare a workforce with the needed knowledge, skills, and 
abilities to protect our information systems and attest to the assurance of the past and 
current state of processes and data.” 
 
However, any historical perspective in this area is separated into an overall “history of 
computing” section in the BOK.  However, the complexity related to inclusion of 
information assurance curricula into IT programs aimed at the development of the 
normal IT professional has been a topic of discussion for many years and was clearly 
alluded to in the earlier ACM IT curriculum guidelines of 2008 [9]. 

 
b. USA – Committee on National Security Systems 
Documents labelled broadly as “4011” to “4016” set out “training” requirements for 
various positions in relation to information assurance functions within the USA’s 
Federal Government, Department of Defense and allied organisations [10]. The 
history of information security gets mentioned but does not receive any detailed 
analysis of its place in the educational program. 

 
c.  International Information Systems Security Certifications Consortium (ISC2) – 
CISSP2 
This organisation, established in 1989, has developed a certification program for 
information security professionals given the “Certified Information Systems Security 
Professional (CISSP”) designation. It has associated with it a “Common Body of 
Knowledge (CBK)”. The process of personal accreditation under the scheme involves 
 

                                                           
2 One of the authors, Caelli, is a Fellow of ISC2.. 
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study and examination coupled with designated years of experience for various levels 
of certification, now expanded beyond the original CISSP. The CBK is described by 
ISC2 as follows: 
“The (ISC)² CBK is a taxonomy - a collection of topics relevant to information 
security professionals around the world. The (ISC)² CBK establishes a common 
framework of information security terms and principles which allows information 
security professionals worldwide to discuss, debate, and resolve matters pertaining to 
the profession with a common understanding.” 
It sets out a number of domains relevant to the security professional but does not 
emphasize the historical background to the domains of interest that are set out. 

 
d. Universities and Colleges 
Many universities and colleges in the USA participate in that country’s “National 
Centers of Academic Excellence (CAE)” program of its National Security Agency and 
Department of Homeland Security [11].  These educational institutions, however, 
adhere to the defined CNS and related curricula. In the separate NSA sponsored area 
of “cyber operations” education a separate curriculum is published with particular 
emphasis on the data networking arena. Many also participate in the activities of the 
“Colloquium for Information Systems Security Education (CISSE)3”, a not for profit 
society based in Maryland, USA.  
 
e.  Other Organisations 

 
i) ISACA4 
This organisation, formerly the Information Systems Audit and Control Association, 
now just uses its acronym as its name. It also offers a range of industry certifications 
knows as CISA/CISM/CGEIT/CRISC depending upon an individual’s role and 
certification requirements. In an established manner ISACA publishes its knowledge 
requirements list as the “2013  Candidate’s Guide to the CISM ® Exam and 
Certification”.  Once again, while acknowledged, the historical context to the various 
topics outlined is not given any detailed reasoning or background. Concentration is 
largely, as may be expected, on the “what” and “how” of the topics. 

 
ii) SANS Institute, EC-Council, CREST (UK) and others.  
Other industry level organisations also exist to provide information assurance 
education and training. Once again, however, the concentration is on the “what and 
how” aspects of cybersecurity with some emphasis on sub-sets of the overall 
information assurance area, e.g. CREST (UK) which describes itself as follows: 
“ The Council for Registered Ethical Security Testers.  CREST exists to serve the 
needs of a global information security marketplace that increasingly requires the 
services of a regulated and professional security testing capability.” 
 

                                                           
3 One of the authors, Caelli, is a member of the Board of CISSE. 
4 One of the authors, Caelli, is an Honorary CISM of ISACA. 
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6 Conclusions 

A trained cybersecurity technician should be able to readily answer questions related 
to the “what and how” of any relevant information security matter. However, a 
cybersecurity professional should be readily able to answer the “Why is it so?” 
question, the catch-phase of the late Professor Julius Sumner Miller, a prominent 
physics educator and TV presenter [12]. While numerous industry based education 
and training groups exist and offer various levels of certification, many of which are 
accepted by both the private sector and government organisations, including defence 
related entities, curricula do not emphasize historical background to the topics 
outlined and thus the “why” of many aspects of information assurance / cybersecurity.  
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Abstract. The ACM/IEEE Computing Curriculum 2013 is a community effort 
with representation from Academia and industry to outline curricular recom-
mendations for undergraduate Computer Science degree programs. The effort 
began in 1968 [1] and conducts a complete review every ten years. The  
previous complete review was completed in 2001. [2] The current 2013 review 
is being developed to incorporate rapidly changing topics as technology and the 
world’s use of technology evolves; however must do so within the curricular 
constraints of a complete undergraduate curriculum.  The construction of the 
CS2013 is due for completion in December 2013. This effort describes the  
architecture of CS2013 and the details of the creation of a new knowledge area 
for Information Assurance and Security in the CS2013 computing curriculum.    

1 Introduction 

The world that our undergraduates must be prepared to succeed in is changing rapid-
ly.  Topics or study areas that seemed critical when a student began his or her under-
graduate program may be out of date or encompassed by another emerging topic by 
the time they graduate.   The Association for Computing Machinery and the Institute 
of Electrical and Electronics Engineers Computer Society (IEEE CS) has a long 
standing interest in providing input into the educational programs, teaching the future 
professionals in the field.  Since 1968 [1], a joint commission from the two bodies 
has created a set of curricular recommendations for institutions to use in shaping the 
Computer Science undergraduate curriculum.  This effort has traditionally been fully 
reviewed every 10 years with a minor interim assessment at the five year mark. The 
last major review was completed in 2001 and the interim review was completed in 
2008. [2][3]   Each new version of the ACM/ IEEE Computing Curriculum provides 
an opportunity for undergraduate Computer Science programs to review and assess 
their curriculum against a community constructed set of objectives.  The process this 
year included many changes from previous years, including formally creating a know-
ledge area for Information Assurance and Security.  This new knowledge area is 
unique among the slate of 18 knowledge areas due to its prevalence throughout all 
knowledge areas.  In this paper, we begin in section two by providing further discus-
sion of the CS2013 process and structure. In section three, we discuss in depth the 
Information Assurance and Security knowledge area.  In section four, we conclude 
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with observations about the general state if institutions capacity to support the securi-
ty goals of the CS2013 Body of Knowledge. 

2 The Joint ACM/ IEEE Computer Science 2013 

The ACM and IEEE-Computer Society chartered the CS2013 effort with the follow-
ing directive:  

To review the Joint ACM and IEEE-CS Computer Science volume of 
Computing Curricula 2001 and the accompanying interim review CS 
2008, and develop a revised and enhanced version for the year 2013 
that will match the latest developments in the discipline and have 
lasting impact.  
 
The CS2013 task force will seek input from a diverse audience with 
the goal of broadening participation in computer science. The report 
will seek to be international in scope and offer curricular and peda-
gogical guidance applicable to a wide range of institutions. The 
process of producing the final report will include multiple opportuni-
ties for public consultation and scrutiny 

 
The ACM and IEEE each appointed two co-chairs to manage the process and select 
the steering committee members.  The group began work in the fall of 2010, begin-
ning its work by reviewing the previous ACM/IEEE computing curriculum body of 
knowledge and preparing a survey to collect and validate existing topics and identify 
new and emerging requirements.  The committee has met approximately every six 
months in person, supported with monthly teleconferences.  The analysis resulted in 
the committee establishing the following goals: 

1. Computer Science curricula should be designed to provide students with the flex-
ibility to work across many disciplines. 

2. Computer Science curricula should be designed to prepare graduates for a variety 
of professions, attracting the full range of talent to the field 

3. CS2013 should provide guidance for the expected level of mastery of topics by 
graduates. 

4. CS 2013 must provide realistic, adoptable recommendations that provide guid-
ance and flexibility, allowing curricular designs that are innovative and track re-
cent developments in the field. 

5. The CS2013 guidelines must be relevant to a variety of institutions. 
6. The size of the essential knowledge must be managed. 
7. Computer Science curricula should be designed to prepare graduates to succeed in 

a rapidly changing field. 
8. CS2013 should identify the fundamental skills and knowledge that all computer 

science graduates should possess while providing the greatest flexibility in selecting 
topics. 
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9. CS2013 should provide the greatest flexibility in organizing topics into courses 
and curricula. 

10. The development and review of CS2013 must be broadly based. 

The review of the prior bodies of knowledge and the feedback from a survey (de-
scribed in paragraph 2.1) established the initial set of knowledge areas (KA).  In this 
set of 18 KA’s, six new areas emerged.  Of particular note is the inclusion of the 
Information Assurance and Security Knowledge Area (IAS).  Each KA was assigned 
a chair and at least two other committee members. 

• AL-Algorithms and Complexity 
• AR-Architecture and Organization 
• CN-Computational Science 
• DS-Discrete Structures 
• GV-Graphics and Visual Computing 
• HCI-Human-Computer Interaction 
• IAS-Information Assurance and Security (new in 2013) 
• IM-Information Management 
• IS-Intelligent Systems 
• NC-Networking and Communication (new in 2013) 
• OS-Operating Systems 
• PBD-Platform-based Development (new in 2013) 
• PD-Parallel and Distributed Computing (new in 2013) 
• PL-Programming Languages 
• SDF-Software Development Fundamentals (new in 2013) 
• SE-Software Engineering 
• SF-Systems Fundamentals (new in 2013) 
• SP-Social Issues and Professional Practice 

As the subcommittees produced drafts of their Knowledge Areas, others in the com-
munity were asked to provide feedback, both through presentations at conferences 
and direct review requests. The Steering Committee also collected community input 
through an online review and comment process. The KA subcommittee Chairs (as 
members of the CS2013 Steering Committee) worked to resolve conflicts, eliminate 
redundancies and appropriately categorize and cross-reference topics between the 
various KAs. Thus, the computer science community beyond the Steering Committee 
played a significant role in shaping the Body of Knowledge throughout the develop-
ment of CS2013. This two-year process ultimately converged on the version of the 
Body of Knowledge presented in the IronMan draft. [4] 

2.1 Survey Input 

The development work of creating the initial set of KA’s to include in the overall 
body of knowledge relied heavily on two measures of input; prior ACM/IEEE com-
puter science curriculum work and a survey distributed to institutions worldwide.  
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Each KA (as listed in paragraph 2), is broken down into sub areas called Know-
ledge Units.  Each Knowledge Unit is described by a collection of topics and related 
learning outcomes.  The learning outcomes are also represented by three degrees of 
mastery: 

• Familiarity: The student understands what a concept is or what it means.  
• Usage: The student is able to use or apply a concept in a concrete way.  
• Assessment: The student is able to consider a concept from multiple viewpoints 

and/or justify the selection of a particular approach to solve a problem.  

As described earlier, it is expected that topics will span multiple courses. The topics 
are identified as either core-tier 1, core-tier 2, or elective. The core-tier 1 and core-tier 
2 topics are further described by the number of hours that is expected within the un-
dergraduate computer science curriculum.  Each hour is reflective of the lecture or 
supervised learning hours within which the topic is one of the key learning objectives.  
These hours along with the learning outcomes are intended to provide guidance on the 
depth of coverage. Understanding that not all programs would or should be alike, the 
following guidance is provided: 

• A curriculum should include all topics in the Tier-1 core and ensure that all stu-
dents cover this material.  

• A curriculum should include all or almost all topics in the Tier-2 core and ensure 
that all students cover the vast majority of this material.  

• A curriculum should include significant elective material: Covering only “Core” 
topics is insufficient for a complete curriculum.  

A much more detailed discussion of the motivation and philosophy behind the body 
of knowledge may be found in [4]. 

3 CS2013 Information Assurance and Security Knowledge 
Area 

The Information Assurance and Security Knowledge Area is new in the CS2013 Body 
of Knowledge. It was clear both in the analysis from the steering committee and the 
survey results, that the broad range of topics defined by information security are an 
essential component of any undergraduate computer science program. This new KA 
was proposed as part of the very first steering committee meeting.  During the World 
Conference on Information Security Education (WISE 7) in June, 2011, organized by 
an internationally focused IFIP technical working group (WG 11.8), the topic was 
discussed and further refined to use the title “Information Assurance and Security”.   

Information assurance has been defined as “a set of controls (technical and policy) 
intended to protect and defend information and information systems by ensuring their 
availability, integrity, authentication, confidentiality, and non-repudiation. This in-
cludes providing for restoration of information systems by incorporating protection, 
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detection, and reaction capabilities.”[5] [6] This concept of assurance also carries a 
connotation of an attestation that past processes or data is valid.  

Information assurance and security education, then, includes all efforts to prepare a 
workforce with the needed knowledge, skills, and abilities to assure our information 
systems and attest to the validity of the current state of processes and data.  Informa-
tion assurance and security education has been growing in importance and activity for 
the past two decades. 

The McCumber model [7] [8] has been widely used over the past 10 years to 
broadly define the relationships between information states, security services, and 
security operations (called counter measures in the original model).  As the security 
and assurance landscape has matured, the relationships should be clarified to address 
that the full spectrum operational aspect of security is not correctly contained by the 
term counter measures and that emergence of assurance of processes (current and 
past) is playing a critical role in the field of IAS. 

3.1 The Construction of the IAS KA 

The aim of the IAS KA is to define the core (core-tier1 and core-tier2) and elective 
knowledge threads that depict what a computer science undergraduate should possess 
upon graduation. 

The IAS KA is unique in the collection of KA’s due to its pervasive nature in all 
KA’s. One can express this cross cutting impact by comparing security to perfor-
mance. In the past, many concepts in Computer Science were performance based.  
Algorithms were developed to increase the performance of memory utilization or 
database searches. In this light, the way we do things in Computer Science must be 
done securely. This is not to say that Information Assurance and Security does not 
have concepts that belong solely to the IAS KA. As shown in table 1, concepts that 
are unique to IAS are listed with specific core tier 1 and tier 2 hours. 

Table 1. Information Assurance and Security Knowledge Units/Hours 

Knowledge Unit Core-Tier1  Core-Tier2 Electives 
IAS/Foundational Concepts in Security 1 - N 
IAS/Principles of Secure Design 1 1 N 
IAS/Defensive Programming 1 1 Y 
IAS/Threats and Attacks - 1 N 
IAS/Network Security - 2 Y 
IAS/Cryptography - 1 N 
IAS/Web Security - - Y 
IAS/Platform Security - - Y 
IAS/Security Policy and Governance - - Y 
IAS / Digital Forensics - - Y 
IAS/Secure Software Engineering - - Y 
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Each knowledge unit contains a collection of topics. For the knowledge unit, 
“IAS/Principles of Secure Design”, the topics are shown below. Each topic has an 
associated learning outcome with a desired level of comprehension (Familiarity, 
Usage, and Assessment). While we also list the topics associated with the other KU’s 
with the IAS KA, further detail (learning outcomes) and elective topics are left for 
review in [4]. As detailed below in the Principles of Security Design, the topics doc-
ument cross reference locations where the referenced topic is also presented in anoth-
er KA.  As an example, the cross reference for the very first topic, “least privilege 
and isolation” extends to the KA’s for Operating Systems, System Fundamentals, and 
Programming languages.  Those references are listed after the Principles of Security 
Design. 

 
IAS/Principles of Secure Design [1 Core-Tier1 hours, 1 Core-Tier2 hours] 
Topics: 
 [Core-Tier1] 

• Least privilege and isolation  (cross-reference OS/Security and Protec-
tion/Policy/mechanism separation and SF/Virtualization and Isolation/Rationale for 
protection and predictable performance and PL/Language Translation and Execu-
tion/Memory management) 

• Fail-safe defaults (cross-reference SE/Software Construction/ Coding practices: 
techniques, idioms/patterns, mechanisms for building quality programs and 
SDF/Development Methods/Programming correctness) 

• Open design (cross-reference SE/Software Evolution/ Software development in the 
context of large, pre-existing code bases) 

• End-to-end security (cross reference SF/Reliability through Redundancy/ How 
errors in-crease the longer the distance between the communicating entities; the 
end-to-end principle) 

• Defense in depth  
• Security by design (cross reference SE/Software Design/System design principles) 
• Tensions between security and other design goals  

 [Core-Tier 2] 
• Complete mediation 
• Use of vetted security components 
• Economy of mechanism (reducing trusted computing base, minimize attack sur-

face) (cross reference SE/Software Design/System design principles and 
SE/Software Construction/Development context: “green field” vs. existing code 
base) 

• Usable security  (cross reference HCI/Foundations/Cognitive models that inform 
interaction design) 

• Security composability  
• Prevention, detection, and deterrence (cross reference SF/Reliability through Re-

dundancy/Distinction between bugs and faults and NC/Reliable Data Deli-
very/Error control and NC/Reliable Data Delivery/Flow control) 
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Learning outcomes 
[Core-Tier1] 
1. Describe the principle of least privilege and isolation and apply to system design 

[application] 
2. Understand the principle of fail-safe and deny-by-default [familiarity] 
3. Understand not to rely on the secrecy of design for security (but also that open de-

sign alone does not imply security) [familiarity] 
4. Understand the goals of end-to-end data security [familiarity] 
5. Understand the benefits of having multiple layers of defenses [familiarity] 
6. Understand that security has to be a consideration from the point of initial design 

and throughout the lifecycle of a product [familiarity] 
7. Understanding that security imposes costs and tradeoffs [familiarity] 

[Core-Tier2] 
8. Describe the concept of mediation and the principle of complete mediation  

[application] 
9. Know to use standard components for security operations, instead of re-inventing 

fundamentals operations [familiarity] 
10. Understand the concept of trusted computing including trusted computing base 

and attack surface and the principle of minimizing trusted computing base [appli-
cation] 

11. Understand the importance of usability in security mechanism design [familiarity] 
12. Understand that security does not compose by default; security issues can arise at 

boundaries between multiple components [familiarity] 
13. Understand the different roles of prevention mechanisms and detec-

tion/deterrence mechanisms [familiarity] 

The cross reference topics that are documented in the first Principles of Security De-
sign topic are: 
 
OS/Security and Protection [2 Core-Tier2 hours]  
Topics:  
• Overview of system security  
• Policy/mechanism separation  
• Security methods and devices  
• Protection, access control, and authentication  
• Backups  

SF/Virtualization and Isolation [2 Core-Tier 2 hours]  
Topics:  
• Rationale for protection and predictable performance  
• Levels of indirection, illustrated by virtual memory for managing physical memory 

resources  
• Methods for implementing virtual memory and virtual machines  
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PL/Language Translation and Execution [3 Core-Tier2 hours] 
Topics (only includes 50% of listed topics) 

• Run-time layout of memory: call-stack, heap, static data  
─ Implementing loops, recursion, and tail calls  

• Memory management  
─ Manual memory management: allocating, de-allocating, and reusing heap mem-

ory  
─ Automated memory management: garbage collection as an automated technique 

using the notion of reachability  

3.2 Distributed Nature of the IAS KA Topics 

The IAS KA is the most heavily cross referenced KA in the CS2013 Body of Know-
ledge. As can be inferred from the example provided in the preceding paragraph, the 
relatively small number of recommended curriculum hours is not representative of the 
presence of IAS topics and concepts in the CS2013 Body of Knowledge. As can  
be seen in Table 2, while IAS has 9 combined core hours, there are 63.5 hours  
distributed through the other KA’s  

Table 2. IAS Cross KA Hour Distribution 

KA’s Core-Tier1  Core-Tier2  Elective 
IAS  3 6  Y  
IAS distributed in other KA’s  32 31.5 Y  

As an example of security topics that are addressed in KA’s outside of IAS, Sys-
tem Development Fundamentals contains 10 Core-tier 1 hours that address important 
security concepts.   

 
SDF/Development Methods [10 Core-Tier1 hours]  
Topics:  

• Program comprehension  
• Program correctness  

─ Types or errors (syntax, logic, run-time)  
─ The concept of a specification  
─ Defensive programming (e.g. secure coding, exception handling)  
─ Code reviews  
─ Testing fundamentals and test-case generation  
─ Test-driven development  
─ The role and the use of contracts, including pre- and post-conditions  
─ Unit testing  

• Simple refactoring  
• Modern programming environments  
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─ Code search  
─ Programming using library components and their APIs  

• Debugging strategies  
• Documentation and program style 

4 Conclusions and Recommendations 

The importance of security concepts and topics has emerged as a core requirement in 
the Computer Science discipline, much like the importance of performance concepts 
has been for many years. The development of the IronMan draft for the CS2013 com-
puting curriculum has highlighted the emphasis programs are now placing on security 
topics. This development however has also identified some weaknesses in the capaci-
ty institutions have to adequately address the integration of the security. The emerging 
nature of security is reflected in the challenge of Computer Science programs and 
faculty with security experience to inculcate the security concepts in the breadth of 
courses.   
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Abstract. A call for adopting information security awareness amongst
end-users has been suggested over the years. Adoption can occur through
various methods. These methods each hold their own characteristics,
whether being of a positive or negative nature. The challenge to find
an appropriate method on which to establish and engage in a security
dialog with a user has been written on extensively over the past few
years. A number of common key points have been raised in research
that addresses information security awareness and how it is conveyed to
users. Additional to these common key points, this paper suggests using
browser integration as a medium to promote security values and provide
security suggestions based on a specific users behavioural pattern.

Keywords: information security, awareness, browser extensions, con-
tent delivery, brain-compatible learning, usability.

1 Introduction

Personal security is something taken very seriously; people have some concept of
what they find important to ensure their security [1]. This stems from peoples
views and awareness of what could be seen as threats to their security. In the
physical world these threats are aspects that people understand and can easily
relate to. The consequences of not protecting against physical threats would
mean a loss, which would result in a feeling or a sense of concern for people,
since it could impact on their physical body or possessions. People use the web
for many purposes; to interact socially, conduct business and purchase goods
(amongst other activities), causing activities that would normally be conducted
in the physical world to now also exists within the cyber world. Through their
activities, engagement with and usage of the web, a digital persona is increasingly
built [2]. This digital persona exists as information scattered over the web that
relates back to the user it belongs to. This digital persona is just as vulnerable
to an array of threats as the physical person [3]. Creating awareness of these
threats is the core of information security awareness [4] [3].

The way people are informed about information security has been a topic of
serious discussion for many years. Within the corporate environment the need
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for information security awareness has been recognised through international
standards and policies [5] or information security culture [6]. These efforts have
resulted in a noticeable level of awareness within companies [7][8]. Alarmingly
the largest group vulnerable to the cyber security threats are home users [8].
Without targeting awareness programs directly at this vulnerable user group, a
serious lack of information security awareness could exist [9].

Users commonly interact with the web through browsers. These web browsers
provide a way for users to traverse the World Wide Web. Unfortunately the
standard browsers do not make the user aware of the various dangers that the
web contains. Web browsers, as they are, do not contain comprehensive means
for making users aware of these threats, although most of them contain the func-
tionality to extend their capabilities. These extendable capabilities are fittingly
referred to as browser extensions (or plugins). These extensions can be designed
to integrate into the browser to provide a specialised functionality. Extensions
have access to what the browser is retrieving, presenting and traversing; and
thus provide opportunities that will be explored.

This paper presents an approach to information security awareness that utilises
the browser’s own innate knowledge. This knowledge stems from what the browser
is currently presenting to the user in a form of a web page or other activities
performed on the web. This will be used to provide personalised and content-
relevant awareness information to the user, warning against possible dangers
that can be encountered. This paper, further, explores current security usability
research to enhance user awareness, through browser extension, in a way that
best suits the user. This approach will be validated using security usability for
end-user applications that define criteria that increases overall usability [10].

This paper will employ logical reasoning and argumentation to develop an
approach to deliver targeted information security awareness content by means
of a model. This model will be implemented and then be critically analysed using
above mentioned criteria.

This paper will provide background information on browsers and how they can
be extended. It will then investigate Information Security Awareness and how it
relates to browsers. A model will then be presented, applied and evaluated using
leading studies in end-user usability.

2 Web Browsers

Web Browsers are used by users that want to interact with the World Wide Web.
Commonly used browsers include are Chrome, Firefox, Internet Explorer, Opera,
and Safari. The browser operates by retrieving information stored at various
locations on the web and displaying the content to the user. The user requests
what information is to be retrieved though the browsers address bar that forms
part of the user interface. The interface also contains other features to assist
the user in navigating the web. These include features like the back/forward
button, bookmarking, refresh etc. All features, except the display that shows the
requested web content, are considered part of the web browsers user interface.
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After the users request is processed by the browser engine that fetches the
content from the web and passes the content to the rendering engine to be
processed, the rendering browser engine processes the content and displays the
website for the user to see. Additional to having features, browsers also comprise
components.

Components forming part of browsers are: the networking (used as platform
independent method of making requests to the web), JavaScript Interpreter (that
processes and executes JavaScript code that was part of the content received),
UI Backend (this draws features on the screen like popup boxes or windows) and
data storage (stores information on the local machine e.g. some websites use this
to identify users that return to their website using cookies).

These components commonly appear in most standard web browsers that are
available to users. Fig. 1 presents all the mentioned components of standard web
browsers and their interrelationships, each browser will implement this structure
to its own specifications.

User Interface

Browser Engine

Rendering Engine

Networking
JavaScript 

Interpreter UI Backend

Da
ta
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to
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ge

Fig. 1. Browser component relationship

3 Browser Extensions

Browser extensions are developed just like any other regular application, with the
exception that it uses the browser as platform to run on. Each browser uses its
own design and API (application programming interfaces) to create extensions.
These extensions are, thus, created for each unique browser type e.g. Chrome
Browser, Firefox Browser. Once developed, these extensions are put through a
simple evaluation system by the parent company that owns the targeted browser
(Each company has its own specific evaluation criteria). This evaluation is to
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determine whether the extension follows the company standards of the particular
browser and once approved, gets placed in the browsers extension library. These
repositories of extensions (e.g. Google Chrome Store) are accessible to anyone
who wants to add the extension to their browser. Some of these extensions, when
installed, requests permission from the user to access personal data of the user to
be used in the extension. Extensions that have been updated by their developers
get updates (on the users machine) either automatically or by requesting the
users approval. This ensures that the user is kept up to date with the current
version of the extensions that they are using.

4 Information Security Awareness and Browsers

The aim of information security awareness is to make as many users as possible
aware of the dangers that exist relating to the use of the World Wide Web. The
vast majority of users interact with the World Wide Web through browsers. This
makes it an ideal platform to launch a tool (in the form of a browser extension)
that would provide appropriate information security awareness content to the
user regarding their web activities.

Providing the user with information security awareness information or sug-
gestions gathered from what is happening within the browser, provides relevance
to the user. An Information Security Awareness Extension would utilise various
methods of analysing possible information gathered from the browser that can
be used to provide targeted awareness information to the user. This section will
explore a few of those techniques.

4.1 Browser State Analysis

The browser state will provide information about what is happening with the
browser as an application. These include examples like:

– Security Level e.g. what security protocol is being used by the browser; this
would include the standard protocol - Hypertext Transfer Protocol (HTTP)
and the more secure Hypertext Transfer Protocol Secure (HTTPS).

– Loading State of the webpage, either being uploading or downloading
information.

– Visited Webpage URL (uniform resource locator) the website being visited
has a specific location on the world wide web.

– Installed or loaded Extensions / Plugins e.g. extensions and plugins include
applications that extend the capabilities of the browser as explained in pre-
vious section. These could include useful functionality like being able to play
Adobe Flash material, but there could be the possibility that other exten-
sions could be malicious.

– Default Homepage is commonly set by the user depending on their pref-
erences. It remains possible for third party applications (or extensions) to
modify this preference. It is common for spyware or adware to modify this
preference to redirect the user to a website containing misleading
information.
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– Stored Login Usernames and Passwords are commonly kept stored within
the browser in a secure database on request of the user. This is commonly
stored once the user created a registration form on a website for the first
time or used the login information for the first time to access the website.

4.2 Web Content Analysis

Once the webpage has loaded the content is available for analysis. The content
would be in the form of HTML files, possibly with imbedded JavaScript. The
content of a website could also include third-party code in the form of applica-
tions (or applets) e.g. Adobe Flash. These include examples like:

– Webpage Content (HTML) is generally what the user sees displayed on the
browser window. The content includes simple text, images, links to other
webpages etc. that is used to navigate the World Wide Web.

– Input Fields are used to gather information from users in the form of textbox
fields, checkboxes, dropdown fields etc. These fields would require the user
to input personal information such as first name, surname, date of birth,
personal address etc.

– Password Fields (Login information) are used to authenticate a users iden-
tity. The password field gets displayed when creating a user account for the
first time and for subsequent login sessions (when not stored as discussed
previously).

– Credit Card Input Fields / Other E-Commerce Payment options will become
available when purchasing or providing payment on a website. Many website
use third-party services in this regard e.g. PayPal.

– Rich Media Content (e.g. Adobe Flash, Microsoft Silverlight etc.) are de-
velopment platform applications outside the scope of the standard browser
development engine (JavaScript). These are commonly embedded within the
browser content as packaged applications that run on their own engine that
needs to be installed inside the browser (like with Microsoft Silverlight) or
on the computer (with Java JRE).

4.3 Data Storage Analysis

Data regarding the users behaviour on websites sometime get stored in the form
of cookies or other storage locally on the users machine. Data storage includes:

– Cookies and Internal Databases contain information gathered about the user
when visiting a website that stores certain information about the user and
that visit to their website (also referred to as a web session). An example of
this is the shopping cart created while purchasing from an online store.

As seen in these analysis techniques, the browser provides a wealth of informa-
tion regarding exposure that the user has to the World Wide Web. This informa-
tion can be used as event triggers to supply the user with information, targeting
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specific threats by providing specific awareness information, applicable to the
users current browser content or behaviour.

An example would be to provide the user with targeted awareness information
about creating a secure password, once the Web Content Analysis has seen that
a password field exist within the web content. The Browser State Analysis would
then provide information if the password for that specific website already exists,
or not. If no password has been created for that website, the browser extension
will assume (through simple induction rules within the extension) that the user is
about to create a password for the first time and supply the user with a tutorial
on how to create a secure password. If a password already exists for the site,
information regarding general password security will be displayed [11]. A model
for such browser extension will be discussed.

5 Awareness Model and Design

A model for browser extension to address the lack of content relevant information
security awareness associated with dangers of using the World Wide Web is
depicted in Figure. 2. This model will be referred to as the Targeted Awareness
Browser Extension Model. The model consists of engines that will provide the
targeted awareness content to the user through the extensions user interface. An
implemented example of this model will be the Information Security Awareness
Extension.
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Fig. 2. Targeted Awareness Browser Extension Model

The components of this model will now be explored in further detail.
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5.1 Analysis Engine

The analysis engine will provide the event engine with possible threats or tar-
geted awareness information depending on the status or content of the browser.
This information will be gathered from the users browser, web content and data
storage, which comprise the lowest layer illustrated in the Awareness Model.

5.2 Event Engine

The event engine will determine whether something within the browser is gen-
erating a possible incident that can be raised as a topic of awareness to the
user. The event engine will pass event information to the awareness content and
allowing it to further target the user with appropriate content.

5.3 Awareness Content

The content provided by the extension will be directly related to a category
or topic the event engine defined as relevant to what is currently occurring
within the browser (as discovered by analysis engine). The way the content
is structured will follow established brain-compatible techniques for providing
information security education as defined by Reid [12] and using rich-media as
discussed by Shaw [13]. This will provide a greater degree of understandability
and learnability of the content and, thus, increases the diversity of the target
audience that this browser extension could potentially target. Awareness content
will be assigned a theme so that a user can easily identify the type of awareness
information that is currently being displayed (e.g. with passwords the use of
green as a topic colour would be considered an appropriate choice as an example
of an assigned theme).

Further examples of targeted awareness information include:

– When the user visits a banking website (determined by the engine analysing
the web address of the website being visited), appropriate content will be
displayed about phishing attacks and how these can target the user.

– While posting comments on a Social Media Website (e.g. Facebook) the user
will be provided information about possible privacy settings available, how
to enable/disable them and the possible threats of ignoring them.

– An unknown website wants to load a third-party embedded application using
Rich Media Content, the user will be provided with information about how
malicious content can be distributed using such Rich Media Content.

5.4 Browser Extension Interface

The browser extension interface will consist of a vertical side panel within the
browser application. This side panel will adjust the size of the browser window
accordingly so that the content will create as little as possible intrusion into the
users standard screen estate assigned to the browser. Using standard resolution
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used by a majority of the web user population [14] while having the browser
extension open (active) there will be no significant reduction in the size of content
within the browser window. This will promote a less intrusive design while still
providing a visible interface that can be interacted with.

6 Awareness Extension Usability

When considering end-users, the usability of a security feature within an appli-
cation becomes an issue. The way in which users interact with computers is an
established field of study, referred to as HCI (Human Computer Interaction).
The use of recognised HCI concepts in the design of security in computers have
been suggested to improve user acceptance [15] of a system or application. Fur-
ther study was done by Furnell [10] by identifying challenges users experienced
in understanding security features within applications. However, evaluating se-
curity awareness usability as a feature within applications, has not been the
subject of extensive study. This section aims to evaluate the usability of the In-
formation Security Awareness Extension using criteria proposed by Furnell [10].
The following is a summary of these criteria:

– Understandable the information provided by a security feature needs to be
presented in a meaningful way to the intended user population.

– Locatable users need to be able to have the security feature easily at hand.
– Visible - visibility of system status allows the user to observe the internal

state of the system. Using status indicators and warnings will provide users
with information about possible safeguards that need to be enabled.

– Convenient the security feature should not disturb the user from their
regular routine. The feature could be considered as inconvenient or intrusive
and thus negating or reducing the user experience of the feature.

The Information Security Awareness Extension will be evaluated according to
the above mentioned criteria to emphasize and validate security usability. To
achieve this, the criteria will now be discussed in relation to the Information
Security Awareness Extension.

– Understandable Following recommendations for creating brain-compatible
material for information security education [12] the content will accommo-
date a wide user audience, level of understanding and learnability. Since the
awareness content that is generated and displayed to the user is content spe-
cific, the security message will be applicable to the user’s current task. The
awareness message will thus be meaningful to the user and can either be
applied practically (in the case of the above mentioned example of creating
a secure password while on a website asking for the user to provide a pass-
word) or that the message is of such relevance that user will take time to
consider possible security threats.

– Locatable Since the browser extension will be integrated within the browser
environment where most users are exposed to the threats of the World Wide
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Web, the awareness extension will always be active and displayed in a familiar
location. The browser extension will supply information on an event-based
system which will display content when it is appropriate to alert or inform
the user of possible dangers.

– Visible The awareness content will provide users with visual indications of
what is being displayed. Depending on the status of the event raised by the
event engine, the content will either be an alert or guidelines and general
information. Alerts will warn the user about possible threats and provide
relevant content on the topic and its dangers (e.g. the browser analysis alert
the event engine the user is not using a secure protocol while sending in-
formation over the web). Guidelines and general information will deliver
non-critical content for the users consideration (e.g. while browsing a so-
cial media website like Facebook it will provide information on topics like
cyber-bullying).

– Convenient as mentioned in the above section of the Browser Extension In-
terface we explored the reason why the extension will not intrude on the users
regular routine. Other convenience factors include the fact that the browser
extension will be publically (as well as freely) available on the browsers spe-
cific extension repository (e.g. with Google Chrome it Chrome Web Store).
This provides a framework by which the extension can be updated. Since
any changes made to the extension submitted to the repository will auto-
matically update the users extension on his local machine. In this way the
extension (and content) can be kept up-to-date without any further user
intervention.

By evaluating the Information Security Awareness Extension against these cri-
teria, it has been established that this approach follows recommendations by
leading studies in information security usability with end-users.

7 Conclusion

The aim of information security awareness is to make users aware of the informa-
tion security related dangers. This paper focused primarily on users information
security awareness regarding the dangers associated with the usage of the World
Wide Web and provided an information security awareness approach relating to
these dangers. The platform on which awareness of these dangers are raised is
ideally suited within browser extension. The innate knowledge provided by the
browser can deliver targeted information security awareness content to the user
on possible information security dangers. It also has been established that the
design for such a browser extension should ideally conform to current security
usability studies.

In response to this paper, further research will be done on how the implemen-
tation of such a browser extension can be achieved. Further investigation of this
solution, towards promoting information security awareness by utilising browser
extensions, will be reported on in subsequent papers.
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Abstract. There exist many obstacles that slow the global adoption of public 
key infrastructure (PKI) technology. The PKI interoperability problem, being 
poorly understood, is one of the most confusing. In this paper, we clarify the 
PKI interoperability issue by exploring both the juridical and technical domains. 
We demonstrate the origin of the PKI interoperability problem by determining 
its root causes, the latter being legal, organizational and technical differences 
between countries, which mean that relying parties have no one to rely on. We 
explain how difficult it is to harmonize them. Finally, we propose to handle the 
interoperability problem from the trust management point of view, by introduc-
ing the role of a trust broker which is in charge of helping relying parties make 
informed decisions about X.509 certificates. 

Keywords: PKI, X.509, Trust, Interoperability. 

1 Introduction 

While the potential of PKIs is high, this technology continues to suffer from many 
problems that slow its global adoption. In 2003, the OASIS technical committee in-
vestigated the reasons that prevent the widespread adoption of PKI technology. The 
major results of this survey [1] are: 

• Poor PKIs interoperability; 
• Too much legal work required; 
• Hard for end users to use; 
• PKI poorly understood. 

Although this survey was undertaken in 2003, the issues related to interoperability, 
complexity of legal work and the difficulty of use by end users are still accurate and 
still cause severe problems. 

These issues are not mutually exclusive; they are highly related to each other. The 
interoperability problem is the most difficult one, because it is the most complex and 
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confusing. Peter Smith has highlighted the complexity of PKI interoperability [2]: 
“[PKI] interoperability is something of a will-o’-the-wisp. You think you understand 
what people mean by it, and then quickly realize that you don’t. In my experience, it’s 
possible when discussing interoperability to be at cross-purposes for all of the time}". 
If such a group of experts has difficulties to cope with this issue, how can we imagine 
an unskilled person can perform this task? Today, users of certificates, and in par-
ticular relying parties, are left on their own to face this problem”. 

In this paper, we open Pandora’s Box by trying to explain the reasons for the inte-
roperability problem in the field of PKIs. We show that the problem cannot be solved 
by defining harmonized juridical, organizational and technical rules, especially be-
cause of the cultural/juridical differences between countries. Thus, PKIs today are 
isolated islands; each PKI seeks to comply only with the requirements of the jurisdic-
tion where their root CA premises are located.  

Although explaining the PKI interoperability issue is the main objective of this pa-
per, our research is also aimed at resolving this problem from a trust management 
point of view. Our proposed solution is also briefly presented. Our trust management 
based approach requires defining a new role, the trust broker, which will help relying 
parties to evaluate the risks and to take informed decisions about using the certificates 
of remote users, which they have obtained. 

The rest of the paper is structured as follows. Section 2 explains what exactly a 
public key infrastructure is. It presents the main involved entities and PKI deployment 
models. In section 3, we illustrate the problem of PKI interoperability and show how 
it is difficult to solve the problem by defining harmonized juridical and technical rules 
between countries. In section 4, we present our proposition that consists in handling 
the interoperability problem from a trust management point of view. We also briefly 
present our proposal to define a new trusted third party, the trust broker, and we  
demonstrate the feasibility of our proposal. Finally, in section 5 we present our  
conclusions. 

2 What Is a Public Key Infrastructure? 

Many definitions of a PKI exist. The American Bar Association (ABA) defines a PKI 
as: “The sum total of the hardware, software, people, processes, and policies that, 
together, using the technology of asymmetric cryptography, facilitate the creation of a 
verifiable association between a public key (the public component of an asymmetric 
key pair) and the identity (and/or other attributes) of the holder of the corresponding 
private key (the private component of that pair), for uses such as authenticating the 
identity of a specific entity, ensuring the integrity of information, providing support 
for non repudiation, and establishing an encrypted communications section”. 

Thus, a PKI is not only a set of computers used for generating the key pairs and the 
associated certificates. It is also the set of policies, processes and people responsible 
for a certificate’s life cycle management. The certification authority (CA), which 
asserts the correctness of the certificate information by appending its signature on the 
certificate, is the main entity of this infrastructure. 

A PKI is based on a trust model described by the X.509 standard (Fig. 1). The 
model is composed of three entities: the certification authority (CA), the certificate 



70 A.S. Wazan et al. 

holder and the relying party (RP). The CA plays the role of trusted third party by gua-
rantying the correctness of the certificate information to the RP. Thus, the CA trusts 
the certificate holder and so issues it with a public key certificate. The relying party 
trusts the CA for the validity of the certificate’s information. Consequently the relying 
party can indirectly trust the certificate holder for the current transaction. 

According to RFC 5280, which defines an X.509 certificate profile for the Internet, 
an RP has the obligation to review the CA policy documents before accepting a certif-
icate. It declares: “A certificate user should review the certificate policy generated by 
the certification authority (CA) before relying on the authentication or non-
repudiation services associated with the public key in a particular certificate”. 

 

Fig. 1. X.509 trust model 

To respect this obligation an RP must typically read two documents: the Certificate 
Policy (CP) and the Certification Practice Statement (CPS) documents. The CP doc-
ument defines the application domain of a certificate and the security requirements to 
be realized by the CA. The CPS document defines how the CA has implemented the 
security requirements. It must be fairly obvious to anyone that this is a ludicrous re-
quirement to place on most computer users. 

Two different deployment models can be distinguished for PKIs: the closed and the 
open models. The closed model is usually applied to contexts with limited scope such 
as a collaboration between organizations where each organization manages its own 
PKI including one or more CAs. All the relationships between all the entities (RPs, 
CAs and certificates holders) participating in the collaboration are clarified through 
agreed contracts between the involved organizations. 

In the open model, the relationship between a CA and certificate holders is also 
clarified by contracts. But, there is no such explicit contractual relationship between 
the CA and the relying parties (RPs). Therefore, the regulation of the relationships 
between a CA and the RPs is defined in legislative and regulatory frameworks rather 
than contracts. However, the lack of consensus between countries about the imple-
mentation of these frameworks or the way that PKIs should be regulated has given 
rise to the problem of interoperability between PKIs in this open model. 

3 The PKI Interoperability Obstacle 

Generally, two kinds of regulations can be identified: economic regulations and social 
regulations [3]. The objective of the economic regulations is to increase economic 
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efficiency by reducing barriers to competition and innovation, often by deregulation. 
The objective of the social regulations is to protect the public interests such as health, 
safety and the environment. Thus economic interests come as secondary concern to 
the social regulations. 

 

Fig. 2. Regulation layers 

A PKI depends on three layers of regulations: juridical, organizational and technic-
al (Fig. 2). PKI interoperability requires compatibility at these three layers. Currently, 
profound differences still exist between countries at each layer: juridical, organiza-
tional and technical. In the following sections, we try to interpret what the interopera-
bility problem actually means by exposing the juridical, organizational and technical 
differences that exist between countries. 

3.1 Juridical Differences 

The implementation of a PKI requires the processing of different legal issues: how to 
recognize electronic signatures, the validity of electronic contracts, the legal responsi-
bilities of the involved entities (CAs, certificate holders and RPs) and the privacy 
rules. 

Generally, the legal differences that exist today come from the different legal traditions 
that have evolved and are now being followed in the different countries. There are mainly 
two different traditions: the common-law tradition that relies on legal precedent to assess 
legal affairs, and the civil-law tradition that relies on the existence of laws rather than 
decisions of courts to assess legal affairs [4]. Consequently countries have treated all the 
legal issues related to PKIs according to their different legal traditions. 

Differences Concerning the Legal Recognition of Electronic Signatures. Three 
different approaches exist for validating electronic signatures: (a) the minimalist ap-
proach; (b) the technology-specific approach and (c) the two-tiered approach [6]. 

The minimalist approach is based on the principle of technological neutrality, 
which gives a minimum legal effect to all technologies. The principle of technological 
neutrality ensures that the legislation remains valid even when the technologies  
become obsolete. This approach is often applied in common law countries such as  
the US, UK and Australia. Under this approach, electronic signatures are equivalent  
to handwritten signatures if they fulfill certain functions. In case of dispute, the validi-
ty of electronic signatures is established a posteriori by a judge, or by a public  
authority [5]. 
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In the technology specific-approach, laws favor one form of electronic signature; 
usually digital signatures. In this case, laws specify technical, juridical and financial 
requirements imposed on CAs in order to validate electronic signatures generated by 
their certificates. The disadvantage of this approach is that it makes uncertain the 
legal status of other types of electronic signature. The Utah State was the first to adopt 
such a law in 1995. 

The two-tiered approach combines the advantages of both previous approaches. 
It is often followed in countries whose tradition is civil-law. It provides a balance 
between flexibility and certainty by setting minimum requirements for all types of 
electronic signatures and at the same time by defining a clear legal effect for certain 
forms of electronic signature that meet specific technical requirements. The European 
Union has adopted this approach through its directive 1999/93/EC on electronic  
signatures. 

Differences about the Legal Validity of Electronic Contracts. There are two types 
of electronic contract: contract at a click “clickwrap contract” and contract at naviga-
tion “browsewrap contract”. A “clickwrap contract” is a contract to which a consum-
er must agree by clicking the icon “I agree” before completing the transaction. A 
browsewrap contract, which is often accessible using links labeled “Legal” or “Terms 
of Use”, is so named because such agreements state that a web site user is bound 
simply by “browsing” the web site [8]. In other words, the term browsewrap refers to 
any contract not requiring an explicit manifestation of assent. 

Electronic contracts, whether they are browsewrap or clickwrap, are both consi-
dered a contract of adhesion. These contracts do not allow for negotiation; they are 
based on the principle “take it or leave it” where one party is restricted to accept  
all the terms prepared by the other powerful party. These contracts usually raise  
questions about the fairness to the weaker party. 

Countries like the US tend to regularize electronic contracts mainly based on only 
the traditional laws of contracts, whilst other countries like those in Europe, add  
different extensions to the traditional laws of contracts [7]. By consulting case law 
handled until 30-06-2008 by the American courts [8], electronic contracts have been 
invalidated in the following cases: 

• If it is not possible to prove that the consumer has obviously noted the existence 
of an electronic contract. (However, if a consumer has noticed the existence of a 
contract, it will be valid even if the consumer did not read the clauses); 

• If the contract has been modified by the powerful party without notifying the 
weak party ; 

• If the electronic contract infringes the traditional doctrines of contract laws (e.g. 
kids rules, unfairness rules, etc.). 

Laws regulating contracts differ between the US and the EU mainly because of the 
EU directive on unfair contract terms (which regulates contracts offered by merchants 
to consumers whether online or offline); the distance selling directive (which regu-
lates transactions between remote merchants and consumers, whether by means of 
television, telemarketing, Internet or other electronic communications medium) and 
the Electronic Commerce Directive (which promotes transparency and accountability 
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in online commerce) [7]. Annex 1 of the EU directive on unfair contracts contains a 
list of terms that may be considered abusive. It provides examples of unfair terms. In 
France, the directive was extended by national legislation to make the use of the 
French language mandatory. Although countries like Canada, Australia and the UK 
share a common legal culture with the US, nevertheless their approaches to consumer 
protection have been similar to the EU approach [9]. 

In the context of PKIs, a consumer can be at the same time a RP and a certificate 
holder. CAs try to regularize their relations with RPs and certificate holders through 
electronic contracts rather than written contracts due to their remote nature. These 
contracts contain information about different issues, such as: the responsibility and 
obligations of certificate holders towards the CA and RPs and vice-versa, the identifi-
cation of the jurisdiction where the dispute will be held in case of problems, the arbi-
tration procedures before filing complaints against a CA, the limitation of a CA’s 
liability, and regulations about holding the personal information of consumers, etc. 

Contracts between CAs and certificate holders are generally of type “clickwrap”, 
because CAs are always asking the consent of certificate holders when their certifi-
cates are issued. Electronic contracts for RPs are of type “browsewrap” because these 
contracts are placed in the extensions of certificates; and a RP must inspect the exten-
sions of a certificate to find the related electronic contract. Given the difficulty of 
access to the contract, it seems probable that courts would invalidate these contracts 
because RPs are not usually aware of their existence, and sometimes not even of the 
certificate. In the EU, if the consumer has not agreed explicitly before the conclusion 
of a transaction, the contract is not valid. Similarly in the US, courts may consider the 
contract inadequate when the CA cannot prove the RP has read the conditions of use 
of a certificate prior to its use. Consequently, different countries try to regulate direct-
ly the relationship between the involved parties (CAs, certificate holders and RPs) by 
issuing explicit laws handling the rights and the liability of each party. This point is 
presented in detail below. 

Differences about the Liability of the Involved Entities. Liability issues play an 
important role in the relationship between RPs, certificates holders and CAs. Regulat-
ing liability issues can be executed in two ways: by contract or by law. Relations be-
tween the CA and the certificate holder are contractual, whereas relations between 
CAs and RPs are not based on contracts in the open model. 

Differences between countries about liability issues can be recognized in three 
main areas: the extent that laws cover the involved parties, the burden of proof and 
the possibility to limit the liability of CAs. Concerning the extent that laws cover the 
involved parties, four categories can be identified [5]: 

• No specific provisions on liability; 
• Provisions on liability rules only for suppliers of PKIs ; 
• Rules of liability for certificate holders and suppliers of PKIs; 
• Liability rules for all the parties. 

The differences between jurisdictions appear also on the designation of the party 
which has the burden of proof in case of a problem. There are two main options: Or-
dinary negligence where it is the responsibility of the injured party to demonstrate that 
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the damage was caused by the other party’s fault or breach of its obligations, and 
presumed negligence where a party’s fault is presumed whenever damage has resulted 
from an act attributable to it (e.g. directive 1999/93/EC).  

Finally, the ability of the PKI providers to limit their responsibilities has been 
treated differently between countries. CAs try systematically to limit their responsibil-
ities towards certificate holders and RPs. Although most legal systems recognize the 
right of CAs to limit or to exclude their responsibilities through contractual arrange-
ments, this right has been subject to various restrictions and conditions [5]. 

Differences about Privacy Rules. CAs could have problems related to privacy. To 
generate certificates, CAs need to collect a set of personal and business information 
about people requesting certificates. Governments have adopted different approaches 
to regularize the legal rules related to privacy. The difference between the US and EU 
approaches to social and economic regulations also influences the rules for the protec-
tion of personal information. In the EU, the protection of private information is consi-
dered a basic human right. In the US however, the person who collects and stores 
private information is supposed to be the owner, unless a specific law creates a right 
for the data subject for a specific type of personal information [10]. 

3.2 Organizational Differences 

The organization of a PKI varies from one country to another depending on the level 
of intervention of governments, which is generally considered in most countries to be 
a means of trust enhancement. Three main models can be identified [5]: 

• Self-regulation: In this model, an organization can start up a PKI business with-
out any prior accreditation. No license is required. The US is an example of this; 

• Limited government intervention: some governments establish a voluntary ac-
creditation system. Under this system, a PKI provider is not forced to search for 
a license. But licensed PKIs have more advantages than unlicensed PKI provid-
ers. The audit of PKIs is normally done by entities accredited by the concerned 
government. Singapore and the EU are examples of this model; 

• Complete control of governments: Governments setup mandatory accreditation 
systems where PKI providers are forced to get a license before starting their 
business. Governments also conduct the audit process. China and Malaysia  
follow this model. 

The level of technological and administrative maturity in a country plays an important 
role in determining the appropriate organizational model for PKIs. It is difficult to 
exclude the intervention of governments in countries whose technological and admin-
istrative maturity is not sufficiently developed. In these countries, governments must 
intervene to facilitate the using of a new technology. Winn et al [11] present an ex-
ample that shows how the intervention of the Chinese government has contributed to 
the success of the market in accounting software in China. The study shows that this 
success was due to government intervention in the market. It shows also that the or-
ganizational model of self-regulation for accounting software has been successfully 
adopted when the market has reached a certain level of maturity. 



 PKI Interoperability: Still an Issue? A Solution in the X.509 Realm 75 

3.3 Technical Differences 

It has never been easy to define a common set of standards between countries. The 
structure of standards developing organizations (SDOs) varies across countries ac-
cording to their political, economical and legal structures. SDOs in the US operate 
outside any form of public control and focus solely on market conditions, while the 
EU SDOs are under government surveillance and are guided by both the social and 
economic expectations of the market [14]. 

Winn, J. K. [14, 20] demonstrates this difficulty by contrasting the standardization 
processes adopted in the US and the EU. 

Standardization Process in the US. Most standards are developed by private organi-
zations such as the National Fire Protection Association, and the Institute of Electrical 
and Electronics Engineers (IEEE). In order for a standard produced by these organiza-
tions to be recognized as an “American National Standards” by the American Nation-
al Standards Institute (ANSI), the procedures followed to develop that standard must 
meet the “essential requirements” established by ANSI. These are designed to ensure 
fairness in the procedures used for developing these standards [14]. 

One of the advantages to private organizations of being accredited by ANSI is that 
it will be easier for them to have their standards submitted to ISO, and they can then 
get international recognition. However, meeting all the requirements of ANSI could 
slow the development process, especially since it can be difficult to obtain a consen-
sus from all the participants. For example, some participants who are developing pro-
prietary technologies can deliberately delay the development of a public standard in 
order to drive the market to adopt their own proprietary technology [14]. 

The suppliers of IT products need a flexible development process for standards. 
They prefer generally to work with consortiums because they can adapt more rapidly 
to market evolutions than the traditional standardization organizations. Consortiums 
have generally a limited number of participants and simplified development proce-
dures for standards. 

In the US, many de facto standards exist in the context of PKIs. One of the best 
known is the “extended validation certificate” standard [15]. It describes a set of tech-
nical and legal criteria that CAs must meet in order to generate “extended validation” 
certificates, which are used to authenticate web servers. The standard is established by 
a group of commercial CAs and by the producers of well known web browsers such 
as Firefox and Internet Explorer. 

Standardization Process in the EU. Governments tend to play a more important role 
in the elaboration of standards. EU countries usually have one National Standards 
Body (NSB) responsible for managing all the national standards.  The EU has 
adopted a strategy called the “New Approach” in order to harmonize the efforts of 
law reform with the efforts of standards’ development between the member states. In 
the New Approach, after the preparation of a directive that defines the “essential re-
quirements” related to one issue, the standardization process will be initiated by one 
of the three recognized organizations in Europe for the development of standards:  
the European Committee for Standardization (CEN), the European Committee for 
Electrotechnical Standardization (CENELEC) and the European Telecommunications 
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Standards Institute (ETSI). The European Commission (EC) may then send an ob-
server to verify whether the resulting standards meet the essential requirements of the 
legislation of the directive. 

However, it is difficult to adapt the “New Approach” strategy to the development 
of ICT standards; this is partly because the process of the New Approach to the de-
velopment of standards is much slower than the simple process of informal standardi-
zation followed in the US for developing ICT standards [12]. 

The EU directive on electronic signatures is a light version of the New Approach; 
unlike the directives based on the traditional New Approach, the electronic signature 
directive doesn’t require the development of formal standards to support compliance 
to the directive of electronic signatures [20]. CEN, CENELEC and ETSI have intro-
duced new types of products, such as CEN CWAs (Workshop Agreements), ETSI TS 
(Technical Specifications) and GS (Group Specifications), for accompanying the 
rapid evolution of the ICT market, and for facing the growing influence of interna-
tional consortia working outside the EU. These products provide an alternative to the 
formal rigid process of standardization for the development of formal European 
Norms (ENs). 

The work of developing standards for electronic signatures has been entrusted to 
the “European Electronic Signature Standardization Initiative” (EESSI). EESSI is an 
ad hoc body set up under the aegis of “the Information and Communications Tech-
nologies Standards Board (ICTSB)”, an organization that specializes in coordination 
between the European standards bodies CEN, CENELEC and ETSI. EESSI’s work 
was completed in 2003 and published in the Official Journal. As a consequence, the 
differences in strategies for developing standards have resulted in different standards 
in the domain of PKIs. 

3.4 Discussion 

Neither the US nor the EU has found an effective way to promote the adoption of PKI 
technologies. In the US, the removal of legal, technical and organizational barriers in 
the market of PKIs has not led to the establishment of strong mechanisms for authen-
tication and signatures. By promoting the unregulated competition among providers 
of identity technologies, many technical solutions have been deployed in the market, 
but none of these solutions has really dominated the market. Consequently, identifica-
tion and authentication for Internet transactions in the US remain mainly based on 
UserID/Password; despite the well known security problems associated with them 
[12]. In February 2005, the Federal Deposit Insurance Corporation released a report 
indicating the severity of the problem of identity theft in the US and concluded that 
reinforcing online identification systems is essential to solve the problem. This is why 
the Obama administration is trying to reduce fraud on the Internet by developing an 
ecosystem for online identity management at the national level. The administration is 
currently working on the National Strategy for Trusted Identities in Cyberspace. A 
draft of the proposal was publicly released at the end of June 2010 [13]. The identity 
ecosystem is based on four main principles: 
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• The system will be secure and resilient; 
• The system will be interoperable; 
• The system will be privacy-enhancing and voluntary; 
• The system will be cost-effective and easy to use. 

However today, in the context of PKIs, the situation in the US remains unclear.  Us-
ers must be able to assess the technical and legal risk resulting from the dependence 
on various PKIs, which utilise different types of certificates with different levels of 
technical and juridical qualities. 

In other countries, such as the EU, which provide a minimum level of technical and 
legal protection for their citizens, the clarity of the situation at national level increases 
with the government’s level of intervention. However, the international situation re-
mains unclear. These countries have problems regarding the recognition of foreign 
certificates managed by foreign PKIs. For example, web browsers imposed the “ex-
tended validation” standard as a de facto solution for recognizing these certificates. 
Given the approach that has been followed for developing this standard, the EU coun-
tries could find this standard unfair to their citizens. Currently, there are not  
sufficiently well developed mechanisms to give official recognition to the standards 
developed outside the EU’s borders. 

The various attempts that have been aimed at harmonizing the trust frameworks of 
PKIs between countries have not actually improved the situation. For example, the 
attempt by the United Nations Commission on International Trade Law (UNCITRAL) 
to harmonize the laws of different countries for the recognition of electronic signa-
tures has not achieved its objectives. The proposed harmonizing approach is flexible; 
it allows countries that have adopted it to modify it freely to suit their own needs. But 
this has led to creating interoperability problems [17]. 

In the EU, the legal, technical and organizational harmonization through the direc-
tive on electronic signatures has not been a huge success. In 2007, a study, at the re-
quest of the EC found that the lack of interoperability between EU countries is one of 
the main factors that have contributed to the slow adoption of electronic signature 
technology in Europe [18]. In fact, in parallel with the standardization efforts of 
EESSI, some Member States have developed their own national standards such as 
ISIS-MTT in Germany, PRIS in France and SEIDE in Sweden. These standards have 
created additional interoperability problems between European countries. This is le-
gally possible in the EU because CWAs and TSs don’t have the same status as formal 
standards (ENs). Therefore, the obligation imposed on Member States to remove ex-
isting national standards that are inconsistent with European standards does not apply 
in the case of CWAs and TSs [19]. 

To face this problem, the EC is working on a new proposal to regulate electronic 
identification and trust services for electronic transactions in the internal market [23].  
The objective of this proposal is to enable cross-border secure transactions between 
European countries, both for the public and private sectors. Whilst directive 
1999/93/EC only covers electronic signatures, the new regulation defines a compre-
hensive framework that encompasses electronic identification, authentication and 
signatures.  It is too early to measure the success of the new regulation. However, the 
new regulation introduces certainty only for qualified trust services i.e. those that 
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meet the requirements of the EC, and not other trust services that nevertheless are still 
authorized to sell their services in the EU market. Thus, uncertainty will still persist 
for the latter services. 

Today, new countries are starting to have an important role in the development of 
global standards (especially China, India and Korea). For example, Scott Kennedy 
explains [16] that the investment of China in standards development is to break the 
domination of western countries in this area. The quality of these standards can vary 
considerably, depending on the participants and the rules for participation established 
by the agency that develops the standards. 

As a consequence of these major differences, PKIs remain isolated islands in the 
open model. Each PKI seeks to comply only with the requirements of the jurisdiction 
where the premises of its root CA are located. Thus, the RPs have to handle this PKI 
interoperability issue in the end. The various harmonization attempts at regional and 
international level have not come up with a solution to the PKI interoperability prob-
lem. Trust architectures such as Bridge CAs or hierarchical CAs cannot help in re-
solving the problem in the open model since the main idea of these architectures is to 
prove the juridical, political and technical equivalence between CAs. However, be-
cause of the interoperability problems between countries, this equivalence is not feas-
ible. This is why Web browsers today contain many hierarchical CA roots, and not 
just one. 

4 Handling the Interoperability Problem from the Trust 
Management Point of View 

The persistence of interoperability problems creates a trust management problem, i.e. 
how can an RP trust one CA or another when certificates have different levels of qual-
ity? If there was a compatibility between PKIs at the juridical, organizational and 
technical levels, there would not exist a trust management issue because in this case a 
limited number of classes of globally accepted certificates could be defined, where 
each class could meet a specific context of use. However, this theoretical solution 
cannot be implemented in practice because of the reasons presented in section 3. 

We propose to handle the interoperability problem by transforming it into a trust 
management problem. Establishing trust in a certificate requires managing technical, 
organizational and legal issues. This task is extremely complex, therefore only  
technical and legal experts can perform it. It is not conceivable to delegate this task to 
the RPs which generally are unskilled people. 

In the closed PKI model, the administrators of the CAs and the lawyers of each or-
ganization play the roles of technical and legal experts to help the employees of the 
organization in dealing with certificates coming from other organizations. RPs and the 
experts, being part of the same organization/company, have a trust relationship which 
is naturally created. The trust of the RPs in their administrators is not only related to 
the quality of the certificates they are issued with but also to the CAs they are recom-
mended or allowed to trust. In addition, interconnection topologies are often built for 
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a predefined number of services related to the nature of the collaboration between the 
organizations. Thus, the trust decisions of the RPs can be automatically configured. 

In the open model, the situation is far more complex than the closed model for sev-
eral reasons (Fig. 3). There is no explicit and balanced predefined trust relationship 
between RPs and experts. Web browsers implicitly play the role of expert as they 
manage the list of trusted CAs, but there is no agreement between the RPs and the 
browsers’ manufacturers to make them responsible for the information they provide. 

 

Fig. 3. Differences between the closed model and the open model  

Secondly, the scope of the certificate usage is more open (i.e., not limited to prede-
fined specific services). The consequence is that Web browsers don’t provide enough 
information to make an informed decision. The recommendation is binary (trusted or 
not recognized, e.g. an icon in the URL bar is blue or not). Trusted CAs are all stored 
in the same trusted list. CAs with different levels of quality are equally trusted regard-
less of the use of the certificate. 

All these ad-hoc solutions, either for the open (e.g. Web browser approach) or for 
the closed model (e.g. interconnection topologies), include implicitly the role of ex-
pert. The differences lie in the nature of the entities playing the role of expert, the type 
of trust linking the expert with the RPs, and the nature of the information that the 
expert supplies to RPs. We propose to clarify this situation by adding explicitly the 
role of a trusted expert to the X.509 trust model, in the form of a trust broker. RPs 
need to rely only on the trust broker and not on each and every CA issuing certificates 
to their holders. In this case, the X.509 trust model is fairer for the RPs. The trust 
broker evaluates objectively the CA and its certificates, and sends recommendations 
to RPs that helps them to make informed decisions about these certificates (Fig. 4-A). 

The relation between the trust broker and the RPs must be regularized by explicit 
agreements. In such agreements, the trust broker recognizes its responsibility to the 
RPs about the provided recommendations and requires itself to respect and to protect 
the privacy of the RPs. On the other side, the trust broker must be independent from 
the CAs. Its relationship with CAs must also be regularized by explicit agreements, so 
that the trust broker can transfer the responsibility to a CA when a false recommenda-
tion is made resulting from incorrect information provided by the CA. 

The contractual agreements between the RPs and the trust brokers create trust 
communities. The role of trust broker could be provided by: 
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• Commercial organizations which make a business from giving recommendation 
about certificates; 

• National governments which wish to facilitate e-commerce in their countries; 
• An international body like the UN in order to facilitate international trade. 

 

Fig. 4. The Trust Broker 

Finally, to help RPs to make informed decisions about certificates, the trust broker 
must provide contextual recommendations. For example, recommendations about a 
certificate that authenticates an email server should be different from recommenda-
tions about a certificate that authenticates an e-commerce server. This is because the 
information sent by the RP to the certificate holder (login/passwd or credit card in-
formation) and the consequences of these transactions are different. In the first case, 
the critical information is the quality level of the certificate and the financial and ju-
ridical protection if the certificate is false. In the second case, this information should 
be supplemented with the maximum transaction amount that can be used in order to 
stay covered by the financial protection offered in the CP/CPS.  

We have already proposed that the next version of X.509 contains the trust broker 
as a new trusted third party for RPs, and the current working draft of X.509 (2016) 
[24] contains the four cornered model shown in Fig 4-A. We have also started an 
implementation of a trust broker service and protocol. We call it the “unified ap-
proach” because it is applicable to both the open and closed deployment models of 
PKIs (Fig. 4-B). When an RP receives a certificate, its client sends a query to the trust 
broker asking it about the trustworthiness of the certificate. The trust broker responds 
by providing three types of information: 

• Quality of Certificate (QoCER): a score between 0 and 1 representing the level 
of trust that can be placed in the certificate; 

• Confidence Level (CL): a score between 0 and 1 that indicates to what extent 
the trust broker is confident in the QoCER recommendation sent to the RP; 

• Usage information about the recommended or allowed uses of the certificate.  

The RP’s proposed certificate’s use is only provided to its client rather than to the 
trust broker for privacy reasons. Consequently the trust broker has to enumerate all 
the allowed uses for the certificate. This list should be structured enough to allow the 
client to match the appropriate use and present this to the RP. For example, the  
list could contain: {“Bank Server authentication”, “E-mail server authentication”, 
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“Buying a product with 5000$ maximum”, “multimedia server authentication”, etc.}. 
Part of our future research is to determine the way this information should be struc-
tured in order to allow efficient matching. If there is no intersection between the pro-
posed use and the trust broker’s list, then the client will recommend the RP not to use 
the certificate. Further information about the calculation of OCER, CL and the usage 
parameters can be found in [22]. Once we have finished the pilot implementation we 
propose to offer the protocol to a standards body such as the IETF of OASIS. 

A direct application of our work could be to help RPs to decide about the juridical 
validity of a digital signature apposed on a document. The juridical validity of a digi-
tal signature depends in part on the quality of the CA’s management procedures of the 
certificate used to validate the signature. The score of QoCER represents in this case 
the juridical validity of the signature and can help the RP to decide whether to accept 
the signed document or not. 

In previous research, Jon Olnes [21] introduced a new entity, called a “Validation Au-
thority” (VA), to help RPs take decisions about certificates. It is similar to our concept of a 
trust broker. The relationship between a VA and RPs must be regularized through contrac-
tual agreements. However, the interoperability differences between countries are not ex-
plained and thereby the role of the VA is not completely justified. Additionally, the author 
doesn’t provide information about the nature of recommendations to send to RPs. Finally, 
the concept of contextual recommendations is not considered. 

5 Conclusion 

X.509 certificates have been widely adopted today for the realization of different 
security services. However, many problems still slow the adoption of this technology 
by (mainly human) RPs, one of them being the interoperability problem.  One of the 
objectives of this paper was to clarify the interoperability problem and we have shown 
that juridical, organizational and technical differences between countries are the main 
reasons for this problem. We have proposed to solve this from a trust management 
perspective, by extending the X.509 trust model to include a new trusted third party 
called the trust broker. We have also started to implement this role as a new TTP ser-
vice to be offered to RPs. 

References 

1. Hanna, S.R., Pawluk, J.: Identifying and Overcoming Obstacles to PKI Deployment and 
Usage. In: 3rd Annual PKI R\&D Workshop. NIST, Gaithersburg (2004) 

2. Smith, P.: Internet Based Payments Application - Trust and Digital Certificates. In: 16th 
Payment Systems Internatoinal Conference (PSIC), Bruges, Belgium (May 2000) 

3. Organization for Economic Co-operation and Development (OECD): The OECD report on 
regulatory reform: Synthesis Paris (1997), 
http://www.oecd.org/dataoecd/17/25/2391768.pdf 

4. PKI Assessment Guidelines of the American Bar Association, 
http://www.abanet.org/scitech/ec/isc/pagv30.pdf 



82 A.S. Wazan et al. 

5. United Nations Commission on International Trade Law: Promoting confidence in elec-
tronic commerce: legal issues on international use of electronic authentication and signa-
ture methods (2009) ISBN 978-92-1-133663-4 

6. Susanna, F.F.: Saving Rosencrantz and Guildenstern in a virtual world? A compara-tive 
look at recent global electronic signature legislation. Journal of Science and Technology 
Law 7 (2001) 

7. Deffains, B., Winn, J.K.: Governance of Electronic Commerce in Consumer and Business 
Markets. Social Science Research Network (2008), 
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1099516 

8. Moringiello, J.M., Reynolds, W.L.: Survey of the law of CyperSpace Electronic Contract-
ing Cases 2007-2008. Business Lawyer 64 (2008) 

9. Winn, J.K., Bix, B.H.: Diverging Perspectives on Electronic Contracting in the US and 
EU. Clev. St. L. Rev. 54, 175 (2006) 

10. Winn, J.K.: What protection do consumers require in the information economy? Law Eth-
ics & Society 4, 84–102 (2008) 

11. Winn, J.K., Yuping, S.: Can China Promote Electronic Commerce through Law Reform-
Some Preliminary Case Study Evidence. Colum. J. Asian L. 20, 415 (2006) 

12. Winn, J.K., Jondet, N.: A ‘New Approach’ to standards and consumer protection. Journal 
of Consumer Policy 31(4), 459–472 (2008) 

13. National Strategy for Trusted Identities in Cyberspace, Daft (2010) 
14. Winn, J.K.: Information Technology Standards as a Form of Consumer Protection Law 

(2008), 
http://www.law.washington.edu/Directory/docs/Winn/ 
Info_Tech_Stds.pdf 

15. Guidelines for the issuance and management of extended validation certificates (2007), 
http://www.cabforum.org/EV_Certificate_Guidelines.pdf 

16. Kennedy, S.: The political economy of standards coalitions: Explaining China’s involve-
ment in high-tech standards wars. Asia Policy 2, 41–62 (2006) 

17. Martínez-Nadal, A., Ferrer-Gomila, J.L.: Comments to the UNCITRAL Model Law on 
Electronic Signatures. In: Chan, A.H., Gligor, V.D. (eds.) ISC 2002. LNCS, vol. 2433, pp. 
229–243. Springer, Heidelberg (2002) 

18. European Commission: The study on the standardisation aspects of eSignatures (2007), 
http://ec.europa.eu/information_society/eeurope/i2010/docs/ 
esignatures/e_signatures_standardisation.pdf 

19. Van Eecke, P., Pinto Fonseca, P., Egyedi, T.: EU Study on the specific policy needs for 
ICT standardisation: Final report (2007) 

20. Winn, J.K.: US and EU regulatory competition and authentication standards in electronic 
commerce. Journal of IT Standards and Standardization Research 5(1), 84–102 (2006) 

21. Ølnes, J.: PKI Interoperability by an Independent, Trusted Validation Authority. In: 5th 
Annual PKI R&D Workshop 2006 (2006) 

22. Wazan, A.S., Laborde, R., Barrère, F., Benzekri, A.: A formal model of trust for calculat-
ing the quality of X.509 certificate. Security and Communication Networks 4(6), 651–665 
(2011) 

23. Draft Regulation on “electronic identification and trusted services for electronic transac-
tions in the internal market” (2012) 

24. ITU-T Rapporteur Q.11/17. Rec. ITU-T X.509 (2012) | ISO/IEC 9594-8 : 2012 Informa-
tion Technology - Open systems Interconnection - The Directory: Public-key and attribute 
certificate frameworks – Working Draft for Adm. 2: Directory-IdM support. TD0241, Ge-
neva, April 17-26 (2013)  



 

R.C. Dodge Jr. and L. Futcher (Eds.): WISE 6, 7, and 8, IFIP AICT 406, pp. 83–94, 2013. 
© IFIP International Federation for Information Processing 2013 

The Power of Hands-On Exercises  
in SCADA Cyber Security Education 

Elena Sitnikova1, Ernest Foo2, and Rayford B. Vaughn3 

1 University of South Australia 
elena.sitnikova@unisa.edu.au 

2 Queensland University of Technology 
e.foo@qut.edu.au 

3 Mississippi State University 

vaughn@research.msstate.edu 

Abstract. For decades Supervisory Control and Data Acquisition (SCADA) 
and Industrial Control Systems (ICS) have used computers to monitor and 
control physical processes in many critical industries, including electricity 
generation, gas pipelines, water distribution, waste treatment, communications 
and transportation.  Increasingly these systems are interconnected with 
corporate networks via the Internet, making them vulnerable and exposed to the 
same risks as those experiencing cyber-attacks on a conventional network.  
Very often SCADA networks services are viewed as a specialty subject, more 
relevant to engineers than standard IT personnel.  Educators from two 
Australian universities have recognised these cultural issues and highlighted the 
gap between specialists with SCADA systems engineering skills and the 
specialists in network security with IT background. This paper describes a 
learning approach designed to help students to bridge this gap, gain theoretical 
knowledge of SCADA systems’ vulnerabilities to cyber-attacks via experiential 
learning and acquire practical skills through actively participating in hands-on 
exercises. 

Index terms: industrial control systems, SCADA, critical infrastructure, cyber-
security, experiential learning, security laboratory, curriculum. 

1 Introduction 

Supervisory Control and Data Acquisition (SCADA) and Industrial Control Systems 
(ICS) are used for remote monitoring and control physical processes in many critical 
industries including electricity generation, gas pipelines, water distribution, waste 
treatment, communications and transportation.  Increasingly today, these systems are 
being interconnected with corporate networks via the Internet. This makes them 
vulnerable and exposes them to the same risks as those experienced in cyber-attacks 
on a conventional network.   

In recent years, research and education in the area of cyber security of ICS and 
SCADA systems has attracted interest within academic institutions. With the Australian 
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Prime Ministerial directive recently announced by the Hon Julia Gillard and the launch of 
a new Cyber Security Centre [1], more researchers will begin to investigate the problem 
set associated with such systems and their critical roles in monitoring and control of 
Australian Critical Infrastructures.  There is also a high industry demand in cyber security 
training for ICS and SCADA systems. However, many existing research centres are 
limited by the lack of testbeds or models capable of representing actual instantiations of 
ICS applications and an inability to observe an entire SCADA system. The reasons are 
usually high costs and limited space for such laboratories. 

The Idaho National Laboratories (INL) SCADA Testbed Program is a large scale 
program dedicated to ICS cyber security assessment, standards improvements and 
training [2]. For several years Australian operators of critical industrial control 
systems have been attending one week training provided by INL in the US. The 
Australian government Attorney General’s Department has subsidised attendance for 
selected attendees. This training which balances theory and practice is valuable. 
However from an Australian perspective the benefits are limited, because the time 
available limits the areas covered and it is a ‘one off’ opportunity, with substantial 
costs for the fortunate few attendees.  These factors create an urgent need for locally 
based educational programs which aim to build awareness and relevant skills across 
the critical infrastructure industries. Local programs would also allow the curriculum 
to be customised, reflecting specific Australian directives and best practices. It would 
also cover a broader range of topics and delve more deeply into them.  Local training 
capability also scales up better allowing an increase in the volume of students for a 
better return on investment. 

This paper describes the authors’ experience in designing and developing hands-on 
practicals in the two university courses listed below and their value in discovering 
vulnerabilities in SCADA systems.  The cost of travelling overseas to undertake this kind 
of training is prohibitive, so locally offered courses such as these minimizes expenses and 
maximizes  opportunities for operators to gain critical education in this area. 

• COMP 5062 Critical Infrastructure and Process Control Systems Security 
(Masters level) course at the University of South Australia (UniSA)  

o At UniSA, hands-on practicals are presented during a one week 
intensive study workshop that balances the content of lectures with 
hands-on practicals delivered in our security laboratory set up 
temporarily on equipment provided by industry collaborators.  

• Cyber-security 5 days training at the Queensland institute of Technology 
(QUT) 

o At QUT, the curriculum for a 5 day Cyber-security training is 
focused on providing education and local training for professionals 
working in the control system industry, as well as for graduates 
hoping to enter the field.   

By way of background, researchers at both UniSA and QUT established a cross-
institutional collaboration in 2011 when they first met at the Idaho INL training 
facilities. This initial connection was expanded internationally through strong 
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collaborations with Mississippi State University (MSU) in the United States. This 
involved exchanges of faculty members, the establishment of SCADA laboratory 
facilities at QUT similar to the MSU laboratory and the exchange of virtual SCADA 
testbed software with UniSA. This collaboration has already resulted in several joint 
papers in the field [3,4] and  plans for an international research and educational 
project between the three universities involved, MSU, QUT and UniSA.  

The paper is organised as follows.  Section 2 describes the needs of education in 
SCADA and ICS systems and highlights the challenges of educating both IT personnel 
and SCADA engineers.  Section 3 examines tailoring   reflective practice and active 
learning pedagogical approaches. In Sections 4 and 5 we provide details on the practical 
laboratories that we developed at QUT and UniSA and comment on the value that they 
provided to the students. Section 6 outlines some benefits, limitations and preliminary 
findings of how students responded to   courses with a focussed on hands-on practical 
component. We conclude this paper by reviewing our contributions and future work. 

2 The Need 

According to an international commentator and INL’s infrastructure protection 
strategist Michael Assante, for  managers and engineers responsible for control 
systems, physical security has always been a priority [5].  For many also, IT security 
is a new field. They have to understand the importance of these systems’ cyber 
security requirements, associated risks and thus deploy proper security measures. 
Assante in his testimony to the US government on process control security issues, 
criticises the last decade’s considerable body of research in implementing yesterday’s 
general IT security approaches into today’s ICS and SCADA systems. He asserts it 
has “proven ineffective in general IT systems against more advanced threats”.  He 
also notes that as more technological advancements are introduced to ICS and 
SCADA, more complexity and interconnectedness are added to the systems, requiring 
higher levels of specialty skills to secure such systems. Training managers and 
process control engineers in the field will help to meet this skills need gap. 

Other literature states that SCADA and process control systems vulnerabilities can 
increase from a lack of communication and/or trust between IT and engineering 
departments [6]. This is because very often SCADA networks services are viewed as a 
specialty subject, more for engineers than standard IT personnel. Control system operators 
are often mistrustful of IT maintainers because ICS has a 24/7 uptime requirement 
whereas IT maintenance often requires system outages.  Previously  [7,8,9, 10] authors 
have recognised these cultural issues and highlighted the gap between specialists with ICT 
engineering skills and the specialists in network security with IT background.  

The gap between these two disciplines needs to be bridged to recognise, identify 
and mitigate against vulnerabilities in SCADA and process control systems networks. 
Broader awareness and the sharing of good practices on SCADA security between 
utility companies themselves is a key step in beginning to secure Australia’s critical 
Infrastructure. 

Industry-trained professionals and qualified learners, today often working in 
process control services and government organisations, bring to class their 
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fundamentally different skills, objectives and operating philosophies to the concept of 
security in an enterprise IT context.  Thus, the authors are challenged to develop a 
curriculum that aims to address both discipline-specific engineering and IT issues and 
bridges the educational gap between IT network specialists and process control 
engineers, but within the post-graduate cyber security and forensic computing nested 
programs. To address these issues, the curriculum is designed to accommodate both 
process control engineers (with no or limited IT skills) and IT specialists (with no or 
limited engineering skills).  This in itself is a difficult balance to achieve. 

3 Learning and Teaching Aspects 

3.1 Reflective Practice 

Our students’ diverse skill set has motivated educators at UniSA to implement a 
reflective practice approach to the hands-on exercises as a part of their assessment 
task. According to the literature, reflective practice enables students to: 1) understand 
what they already know; 2) identify what they need to know in order to advance their 
understanding of the subject; 3) make sense of new information and feedback in the 
context of their own experience and 4) guide choices for further learning [11].   
Considerable literature attests to its benefits. In the mid-late 80s, researchers Kolb, 
Schon and Boud et al. [12-14] highlighted the major benefit of reflective practice as 
enabling learners to make sense of their practical experiences and develop critical 
thinking skills which are essential for decision making and problem solving, 
especially in the workplace. It has been argued  [15] that reflection can be used as a 
tool to help learners through their studies by encouraging and fostering a deep 
learning approach. Unlike many other professions and disciplines, especially those in 
science, health and medicine, that have long adopted this pedagogical practice, 
engineering and ICT education have only recently   begun to adopt this practice [16].  

A reflective practice pedagogical approach has been introduced in the COMP 5062 
Critical Infrastructure and Process Control Systems Security 4.5 unit course at the 
University of South Australia.  Using well-structured hands-on practical exercises, 
students experience the technical details of what they have learned from the 
associated lecture topics. They then reflect on the skills gained, in the form of a 
written report by the end of the intensive week. Below, we discuss how hands-on 
practicals are aligned with a 4 step reflective practice process that enables students to 

1) understand what they already know;  

Prior to the intensive week, students have to complete a brief questionnaire on what 
they know about SCADA systems security. This allows instructors to identify 
students’ backgrounds, work experience and knowledge in control systems. It also 
provides information for making informed decisions on how to form groups where 
diverse skills complement each other’s skills to aid collaborative work. 

2) identify what they need to know in order to advance understanding of the 
subject;   

This step requires planning intensive week activities to balance theory and practice. 
Every daily session presents   theory to students with   active  discussion, addressing 
focussing questions. This  gives students knowledge prior to  laboratory practicals.  



 The Power of Hands-On Exercises in SCADA Cyber Security Education 87 

 

3) make sense of new information and feedback in the context of their own 
experience; 

The Intensive workshop is constructed to be informative and active, with timely 
feedback and support from instructors. Reflection on new gained knowledge is 
demonstrated during active participation in group discussions, oral presentations and 
written reports on the results from practicals.  

4) guide choices for further learning  

Building on knowledge during the intensive week, students reflect on comments and 
suggestions provided and then write their further assignment component - a SCADA 
Security Plan (SSP). The plan takes a form of the academic paper that includes a 
literature review on the topic and is based not only on theoretical scholarly 
knowledge, but also on the technical knowledge that students have gained.  

QUT educators also implement a reflective practice approach to students’ learning. 
For most of the courses there is an endeavour to ensure that there are three types of 
sessions. The intent is to provide a theoretical basis for the material, reinforce this 
with practical application and finally, encourage students to integrate the learning by 
actively reflecting on the sessions. 

• The first session is a lecture type session where students are introduced to the 
theoretical aspects of the material. Students learn where issues fit into the bigger 
picture. Often, cyber security training courses concentrate on particular 
vulnerabilities without teaching the background theory. This makes it difficult 
for students to adapt when faced with a new attack or other scenario. 

• The second session is a practical hands-on exercise relevant to the topic. 
Some courses provide only theory or lecture based courses. These are good 
for awareness issues, but it is not until students successfully complete a 
hands-on exercise that the impact of the security issue hits home. The use of 
complex full system hands-on exercises such as a red team, blue team 
exercise is particularly good at providing an impact to students.  

• The third ‘debrief’ session, occurs after the practical session.  Here, the 
course instructor encourages students to discuss the impact of the previous 
exercise and relate it to their industry experiences. These open discussion 
sessions allow students to share their insights. Ideally, course instructors 
arrange for a break between the practical session and the debrief session. 
This allows students to reflect internally and synthesise the application of the 
hands on exercise that they have just completed. We have found in previous 
cyber security courses that the debrief sessions are often described by 
students as the most useful aspect of the course. 

The authors next describe a set of hands-on exercises that are designed to help 
students to overcome the ICS/IT gap, gain knowledge through experiential learning of 
SCADA systems vulnerabilities to cyber-attacks and reflect this knowledge by 
actively participating in hands-on cyber security exercises. 

4 Intensive Hands-On Practicals at UniSA  

UniSA has developed a new Master of Science (Cyber Security and Forensic 
Computing) one and a half year full time equivalent program. It offers a pathway through 
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a suite of nested programs including Graduate Certificates, a Graduate Diploma, Masters 
and possible continuation into PhD level program. These are designed to attract a diverse 
group of learners traditionally coming from two cohorts of industry practitioners: one 
with engineering (SCADA practitioners) and the other (ICT personnel) with IT 
background.  It also enables industry-trained and qualified learners without 
undergraduate degrees, to gain the security qualification required though their access to 
tertiary study [8]. Within the program students have to complete eight core courses 
before they study a Minor Thesis 1 and 2.  The COMP 5062 Critical Infrastructure and 
Control Systems Security course is one of the eight courses the program offers. 

As the majority of these students are working and studying part-time, we need to 
accommodate their needs. To maximise flexibility, availability and convenience, the 
CICS course is offered to part-time students in online distance study mode (external 
class) – 1 virtual online class per course per week over 12 weeks plus one week half 
day intensive study in-class per course (15 hours).  

The intensive face-to-face component is not mandatory for external students, but 
highly recommended. It is a cornerstone of the curriculum and it always occurs in 
week 4 of the study period. Students from both external and internal classes have an 
opportunity to attend a face-to-face workshop in Adelaide and participate in hands-on 
practicals, guest speakers’ presentations and also networking opportunities among 
peers. During an intensive study week when students attend a half day face-to-face 
session at Mawson Lakes campus at UniSA, they attend lectures and guest speakers’ 
presentations from industry, police, and law enforcement agencies.  Students receive 
the majority of the course materials and hands-on exercises in class. Exercises are 
based on operational world situations run by industry practitioners.  A brief overview 
of the intensive week is described in Table 1. 

5 A Continuing Professional Education (CPE) Training Program 
at QUT 

QUT has developed a Continuing Professional Education (CPE) training program 
teaching cyber security for industrial control systems.  This course is mainly designed for 
control systems engineers to raise awareness of the impact of cyber attacks on the 
systems that are under their control.  The course also caters to IT security professionals 
who wish to gain an understanding of control systems and the issues that face control 
system designers.  The course is taught at a postgraduate level, as participants are mainly 
experienced engineers or IT professionals. Figure 1 (2-4) shows the QUT’s laboratory 
module. The pioneer of the SCADA laboratory was Mississippi State University which 
first established the lab through support from the US National Security Agency and the 
US Department of Homeland Security. QUT purchased their lab from the same 
engineering company used by MSU to insure compatible configurations that will support 
future research experimentation between the two institutions. 

As Control Systems become integrated with IT systems, engineers and IT 
professionals are now expected to understand the vulnerabilities and threats that affect 
industrial control systems under their protection. As a result they need to be familiar 
with general system exploitation techniques and tools that may be used against their 
system services and applications.  
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Table 1. A brief overview of the intensive week at UniSA 

 

This course aims to give an understanding of the fundamental concepts and major 
issues in the area of industrial control system cyber security. Students will be able to 
identify critical application and system service vulnerabilities and determine the 
information security implications of those vulnerabilities upon completion. The 
course introduces of a range of techniques for exploiting and mitigating the impact of 
threats and vulnerabilities to networks and systems. 

 
 Day 1 Day 2 Day 3 Day 4 Day 5 
Short 
Lecture 

SCADA control 
systems fundamentals 

SCADA Specific 
Protocols Modbus 
and DNP3 

   
 
 
 
 
 
 
 
Recap 
and the 
summary 
 
Students 
present on 
what they 
have 
learned 
during 
intensive 
week. 
During 
this 
session 
students 
reflect on 
the 
knowledg
e they 
have 
gained 
during the 
week. 
 

Practical 
Lab 

Programming and 
testing of PLC. 

Modbus 
Communications 

SCADA 
Vulnerability 
assessment  
Part 1 

SCADA 
Vulnerability 
assessment  
Part 2   

Lab 
Configura
tions 

Virtual machine pre-
installed with PLC 
programming 
software with 
emulation ability; 
HMI programming 
software with runtime 
ability, SCADA 
development and 
runtime software.  

Virtual machine 
pre-installed with 
ModScan, MovServ 
software; Hex 
editor; Wireshark 
open source ; Hyper 
Terminal 
communication 
software; serial port 
capture, Modbus 
RTU parser 

System is 
deliberately 
configured to be 
highly 
vulnerable with 
network in a 
“bad” condition. 
Different 
platforms are 
used (NT3.5, 
NT4, Win98) 
with un-patched 
software 
installed 

System 
configured to be 
less vulnerable 
with network in a 
“good” condition.  
Tasks included: 
blue/red team 
exercise with red 
as attackers and 
blue as defenders. 
Students are 
provided with 
Backtrack 
software. 

Task Students have to 
write a PLC program 
starting from a single 
traffic light operation, 
adding later multiply 
traffic lights and 
include pedestrian 
lights and extending 
PLC program to 
include external 
control for 
emergency such as 
fire and ambulance. 
With SCADA 
running and its 
graphical control 
through HMI, 
students have 
exposure to detect 
PLC faults and fix 
them to ensure 
SCADA operates in 
correct way. 

Students study 
Modbus RTU and 
Modbus TCP serial 
packets using 
ModScan and 
ModSim; forming 
of a Modbus packet 
to inject and 
manipulate of the 
traffic PLC. 

The Blue/Red 
team exercise 
with red as 
attackers and 
blue as 
defenders of the 
traffic control 
system (Fig.1). 
Students are 
provided with 
Backtrack 
software. 
 

The Blue/Red 
team exercise 
with Red as 
attackers and Blue 
as defenders. 
Students are 
provided with 
Backtrack 
software. 
 

Assessme
nt 

Worksheet 
completion with the 
comments /solutions 
demonstrated 

Worksheet 
completion with the 
comments 
/solutions provided 

Group 
presentations 
and discussions 
on Day 5 

Group 
presentations and 
discussions on 
Day 5 
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Fig. 1. A SCADA Traffic Control System Lab at UniSA (1),   Pipeline, Smart Meter and 
Conveyer Laboratory Simulators at QUT (2-4) 

It is important to point out that this course discusses design and testing principles that 
produce secure applications. During this course  techniques and tools are introduced that 
demonstrate how to exploit system services and applications.  Each day of class consists 
of several information style presentations followed by a relevant practical exercise. 

The course is an intensive five-day course delivered in one week.  Students must 
travel to Brisbane to participate.  The course has seen representation from students 
from a wide range of industrial sectors including transport, power, gas and water 
treatment.  Students have travelled from all around Australia to attend the course even 
though a similar course is held in Western Australia. 

The cornerstone of the QUT program is an 8 hour practical exercise.  The course 
participants are divided into a blue team and a red team.  The Blue team must defend 
a corporate network that is connected to a real industrial control system process.  The 
Red team must attack and disrupt the industrial process.  The QUT program employs 
small scale industrial process systems that use industrial PLCs to control them.  These 
systems are also used to conduct research in the area of industrial control system 
vulnerabilities and the testing of mitigation strategies. 

The following is a brief overview of day to day content included in the QUT’s 
five-day course  (Table 2) 

Table 2. A brief overview of the content of the CPE training program at QUT 

 

 1 2 3 4 

Day 1 Day 2 Day 3 Day 4 Day 5 
The first day begins 
with an introduction 
to cyber security 
and control 
systems.  
Definitions of 
threats and 
vulnerabilities are 
covered and a round 
up of recent 
security incidents is 
discussed.   It 
culminates with a 
practical 
demonstration of a 
MODBUS control 
system being 
compromised. 
 
 
 

The second day 
looks at common 
web application 
vulnerabilities such 
as cross site 
scripting, cross site 
request forgery and 
SQL injection.  In 
the afternoon we 
look at 
authentication 
systems.  The 
practical exercises 
involve 
demonstrating 
common password 
cracking strategies. 
 

The third day 
looks at network 
vulnerabilities 
and exploit 
frameworks.  We 
start the day by 
discussing 
network 
discovery 
techniques.  The 
final section of 
the day looks at 
network 
mitigation 
strategies and the 
use of firewalls 
and intrusion 
detection 
systems. 
 

The fourth day of 
the course is the 
key learning event 
for the course.  
The Red Blue 
team exercise is 
an eight hour 
event where the 
blue team must 
defend their 
industrial process 
from the red team. 
 

The fifth day is a 
closing day where the 
students reflect on the 
week they have 
completed.  Student 
from the red team and 
blue team give 
presentations that reflect 
on the processes and 
incidents that occurred 
in the Day 4 exercise.  
The instructors 
conclude the day by 
emphasising key points, 
as well as revealing any 
components of the Red 
Blue Team exercise that 
could have been 
handled better by the 
respective teams. 
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6 Discussions 

Experience on running of hands-on practicals and the lessons we have learned could 
be categorised as benefits, limitations and observations.  

Benefits. IT personnel together with control systems engineers have to encounter 
non-standard IT systems and   learn how to protect SCADA and ICS and make them 
less vulnerable to cyber-attacks. 

Limitations. Unlike QUT, UniSA does not have its own laboratory. For this reason 
academics rely on local industry practitioners to design, establish and run the lab once 
a year for a week. UniSA provides licences for required software, but hardware 
equipment is generously provided by industry collaborators. 

Observations. At UniSA Students demonstrated good results (grades for hands-on 
practicals), they also summarised and reflected on what learned during the week 
during their oral presentations in class, but they were informally assessed by 
educators and fellow students. It would be better to include this activity in a formal 
submission with appropriate weighting. 

One of the major goals of the course is the applicability of knowledge gained to 
students’ work environments. We received positive feedback from students to this 
effect: 

“It's been so much more than I expected - a good balance of technical along 
with practical skills that will hopefully help me gain employment” (Student #1, 
2011, Adelaide) 

“The subject matter covered throughout the course was generally directly 
relevant to the industry I work in. The assignments were very helpful and 
relevant. Data collected during the first assignment and the report generated as 
part of the second assignment was able to link directly with issue within my own 
enterprise and been able to submit internally within the enterprise for further 
action”. (Student #2, 2011, Adelaide) 

QUT Course Structure 

The QUT training course has its origins in coursework adapted from normal 
coursework security classes that are offered to postgraduates and undergraduates. As 
a result the lecture presentations were quite theoretical and lengthy.  There has been a 
concerted effort to streamline these presentations and to allow more time for students 
to explore and experiment in the practical exercises associated with each topic.  This 
is also important for preparing students for the Day 4 Red/ Blue Team exercise. 

Course Content 

The content of the QUT training course is based on several classes that make up the 
undergraduate and postgraduate degree courses.  This content previously had a strong 
focus on web vulnerabilities.  While this has been very educational and interesting for  
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students, the relevance to industrial control systems is less clear. It should be noted 
that some industrial control systems do employ a web interface. There are other 
relevant areas of security that have been previously omitted from early courses 
because of time constraints.  These topics, such as the effect of social engineering and 
phishing attacks will be included in the next iteration.  Also, basic introductions to 
malware functionality, operation and analysis will be included.  These two main 
topics are more relevant to control system engineers, as they are the threat most likely 
to be encountered in their daily operations. 

Red/Blue Team Exercise 

The QUT course development team spent a large amount of time and effort in 
creating the Red/Blue Team exercise on the 4th day of the course, aiming to produce 
an environment as detailed and as realistic as possible.  This complexity enables 
students to immerse themselves in the scenario and really invest in their tasks.  
Overall this has been a great success, with some students becoming too emotionally 
involved in the scenario. The many ingredients include a realistic corporate network 
and DMZ, physical separation of red and blue teams into their own areas, CCTV 
monitoring systems and localized VOIP communications.  One of the key areas that 
has added to the realism of the exercise is the use of real control systems, combined to 
produce an industrial process that the Blue team must monitor and operate throughout 
the day. A complex sequence of events must be completed for one instance of the 
process to be completed. The Blue team is rewarded with points for every time the 
sequence is completed. The industrial process involves three of the simulators 
available at the QUT SCADA security research laboratory.  These include a water 
reservoir, conveyer system, and gas pressure system. 

While the Red/Blue Team exercise was successful, aspects of the exercise can be 
improved. Besides fixing bugs in the system, it is important that both teams are 
monitored closely.  We employed CCTV cameras to monitor the teams as well as 
network monitoring software, to ensure that Blue team servers continued to function. 
However the QUT development team realized that a closer monitoring of the network 
is required, in particular the monitoring of password changes by both the attacking 
and defending team.  In the next course iteration, custom software will be used to 
monitor password files. 

Another important aspect for the Red/Blue team exercise that links with 
monitoring students is that organisers should ensure that scripted events occur during 
the 8 hour length of the exercise.  The Red Team should not be able to beat the Blue 
team in the first hour, but should not be stuck for hours on a particular problem either. 
The Red Team should have to meet a set of achievable goals within certain time 
restrictions.  These do not necessarily need to match or oppose the goals of the Blue 
team.  For example the Red team can be tasked with exfiltrating company secrets 
while the Blue team’s main goal is maintaining the industrial process. Contingencies 
should be made by the course organizers to ensure that key learning outcomes are 
made for both the Red and Blue teams equally. 
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One option for running the Red/Blue exercise is to only have students participate 
as part of the Blue team as that is where industry will require them to operate. 
 However since the teaching staff have set up the exercises and know all the avenues 
to access the Blue team network, the exercise would seem too artificial to the 
students. Ideally, past students should be invited back to play different roles such as 
the Red Team if they have participated originally as the Blue team. However this 
scenario is currently difficult, because students travel from all over Australia. It might 
be possible if the exercise were offered to local students in other award courses such 
as a Bachelors or Masters degree. 

Experiences at UniSA and QUT have shown that large complex practical exercises 
for cyber security training have a deep impact on students' learning, enabling students 
to reflect on newly learnt theory and apply new skills and insights to following 
assignments and later to their workplaces. 

7 Conclusion and Future Work  

This paper has described two courses developed in two Australian universities – the 
University of South Australia (UniSA) and the Queensland University of Technology 
(QUT). From an Australian perspective, our work in developing courses in SCADA 
systems security aims to educate locally SCADA practitioners with engineering 
backgrounds and ICT personnel..  Establishing a local facility both to provide training 
and research into industrial control systems security should have substantial benefit. 
Establishing these course curriculum and practical laboratories in Australia gives 
more opportunity for local systems owners and operators to provide feedback so that 
local conditions can be more easily taken into account. 

Another aim is a collaborative effort of two Australian universities - University of 
South Australia (UniSA) and Queensland Institute of Technology (QUT) towards an 
international project with Mississippi State University (MSU) in the United States.  
Plans are underway to engage our respective students in this project which will 
attempt to implement a trans-Pacific red team/blue team exercise. 

Our future plans include expanding our research and education in the area of 
SCADA and ICS security by developing  

• an external penetration hands-on exercise from the UniSA to a QUT 
laboratory;   

• a remote vulnerability testing between laboratories in Australia (QUT) and 
United States ( MSU);   

• a working simulation model of ICS that provides accurate responses to sets 
of inputs (thus allowing some research experimentation to take place without 
using a physical laboratory)  
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Abstract. The experience of preparing for the "Business Continuity and 
Information Security Maintenance" (BC&ISM) Masters’ program implementation 
and realization at the "Information Security of Banking Systems" Department of 
the National Research Nuclear University MEPhI (NRNU MEPhI, Moscow, 
Russia) is presented. Justification of the educational direction choice for BC&ISM 
professionals is given. The model of IS Master being trained on this program is 
described. The curriculum is presented. 
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1 Introduction 

In current conditions the critical infrastructure companies are faced with the 
challenges of their activities disruption or interruption. The reasons differ 
significantly: disruptions in an energy supply and services delivery, dysfunction of the 
information and telecommunication systems, presence of the information security (IS) 
threats in their information sphere and intentional actions or errors of their personnel, 
resignation of their key personnel, as well as fires, floods, man-made disasters etc.  

The "business continuity" (BC) term has appeared in the second half of the 90ties. 
It was used in connection with the uninterrupted operation of a whole company, 
including first of all its main (key) and auxiliary business processes. 

The BC maintenance process is to ensure the restoration of the company's 
functioning in the event of any unexpected or undesirable incident that could 
negatively affect the continuity of the critical business functions and their supporting 
elements, with a threat of losing the entire business. 

In the framework of this process it is important for every company to address 
issues of IS maintenance. Accidentally the best practices experience shows (e.g., 
ISO/IEC 27002) that IS maintenance serves a common goal of business development 
and ensuring its continuity, since the information assets protection against various 
types of the IS threats can minimize the IS risks and maximize ROI (Return On 
Investment).  
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The IS management international standards’ (27000 series) analysis has allowed to 
justify the urgency of the BC&ISM training program. Therefore it becomes evident at 
present that for the success of any business it is necessary to have knowledge in two 
interconnected areas – BC and IS. Thus the professionals with integrated knowledge, 
skills and abilities in these areas are in more demand than ever. That is why relevant 
staffing for the stakeholders is a very actual problem. 

Analysis of the training programs, implemented by the various educational 
institutions of Russia and related to BC and IS, shows that a substantial dissatisfaction 
of the labor market needs in the professionals of this profile exists. That fact can be 
explained by the following reasons. Firstly, BC and IS maintenance (BC&ISM) refers 
to a fairly new area of a professional activity. Secondly, the dynamics of this area is 
such that the existing Russian educational system with its high inertia lags behind the 
labor market needs. 

The situation is complicated by the fact that the national system of higher 
education has lack of BC&ISM professionals’ comprehensive training. The BC issues 
are completely absent in the curricula of the existing IS training. 

Partial satisfaction of the labor market needs is met at the level of an additional 
vocational training via implementation mainly of a few improvement courses and 
certification programs being implemented with an assistance of the BSI, the Disaster 
Recovery Institute, the BCM Institute etc. [1-3]. 

The article presents the experience of preparing for the implementation and 
realization of the "Business continuity and information security maintenance" 
(BC&ISM) Masters’ program at the "Information Security of Banking Systems" 
Department of the National Research Nuclear University MEPhI (NRNU MEPhI, 
Moscow, Russia). 

2 Choice of Educational Direction for BC&ISM Professional 
Training 

The national system of higher education in Russia includes the following educational 
levels:  

1) Bachelor (4 years’ full-time training period, on the basis of the school education); 
2) Master (2 years, continuing education after "Bachelor" qualification or the second 

higher education); 
3) Specialist (5-5,5 years, on the basis of the school education).  

There are two lists: 

• a list of the training directions related to the implementation of the various 
profiles of bachelors and the various programs for masters; 

• a list of the specialties.  

For each training direction and each speciality there is the developed and approved basic 
national Federal state educational standard (with abbreviation FGOS from the Russian 
title of the standard) and corresponding approximate (so-called recommended) 
curriculum. 
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Taking into account the above-mentioned features of the professional activities 
related to BC&ISM, it is possible to consider the applicability of a particular level of 
education for the professionals training. 

Firstly, a long-term training on the basis of higher education (bachelors, masters 
and specialists) cannot provide the required adaptation of the training content to the 
dynamically changing field of the graduates’ professional activity.  

Secondly, the strict framework for the training content, set by FGOS for bachelors 
and specialists, does not allow to take into account adequately the companies specifics 
under which BC&IS challenges are addressed and where the graduates of the 
educational institutions will work. 

Thirdly, among the training directions and specialities there is no FGOS directly 
related to BC&ISM. 

To our opinion the most appropriate way of addressing this challenge is to select an 
educational direction related to Masters’ training. This approach has the following 
advantages: 

• short training time (only 2 years); 
• variability of the curriculum formation (up to 50 % of training time can be given 

to the subjects, developed by an educational institution itself and directly related 
to the chosen field of their graduates’ professional activity); 

• flexibility of the curriculum implementation (up to15 % of training time can be 
given to so-called "optional (selected by the students themselves from the 
proposed set, at their own choice) disciplines" when the students choose to study 
the particular subjects, reflecting the specific objects of their professional 
activity, with which they may work during their further employment);  

• practical orientation of training (up to 25 % of training time can be given to the 
different types of practices (practical work), the implementation of their scientific 
and research works and preparation of a final qualifying work – PhD 
dissertation); 

• curriculum adaptability (an educational institution must provide the students with 
a real opportunity to participate in their training program development 
themselves, including possible development of their individual educational 
programs). 

The outlined above features enable to make a reasonable choice of the level of higher 
education "Master" as a base for the BC&ISM professionals’ training. 

The Master's program development involves its binding to a specific educational 
direction. BC management in the presence of the IS threats in the information sphere 
relates directly to IS management. Therefore it is expedient to choose the 090900 
"Information Security" educational direction and the corresponding FGOS [4]. 

3 Model of a Graduate Trained on BC&ISM Master’s Program 

The model of a Master, trained on the BC&ISM program, should define the areas, 
objects and types of a graduate professional activity and also the professional tasks, 
which he/she can solve in a company, where he/she will work after graduation. 
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The modern Russian education is based on the so-called competence approach: the 
training outcome is stated as a list of the professional competencies that a student 
must acquire and that will determine its ability to apply his/her knowledge, skills and 
personal qualities to be successful in a particular area. Therefore the model should be 
supplemented by the appropriate professional competencies. 

It should be noted that FGOS [4] contains the definition of the areas, objects and 
types of the professional activities, and also the professional tasks and the 
corresponding professional competencies related to basic IS Masters’ training. These 
definitions were taken as a basis for describing the Master’s model, adjusting them to 
a specific subject area of BC&ISM. 

 
The professional activity’s area for the BC&ISM Master’s program graduates is 

the following: the areas of science, engineering and technology, covering the wide 
range of problems related to ensuring BC&IS of the key company’s business 
processes in conditions of presence of the IS threats in the information sphere. 

 
The professional activity’s object for the BC&ISM Master’s program graduates are 

the following: 

• information resources and IT; computer, automation, telecommunication, 
information and analytical systems that ensure the key company’s business 
processes; 

• technologies ensuring BC&IS of the key company’s business processes; 
• methods and tools for designing, modeling and experimental testing of systems, 

ensuring BC&IS of the key company’s business processes; 
• management processes for ensuring BC&IS of the key company’s business 

processes. 
 

The professional activity’s types for the BC&ISM Master’s program graduates are the 
following: 

• organizational and managerial;  
• design;  
• control and analytical; 
• scientific and research; 
• scientific and pedagogical. 

The professional activity’s types are related directly to a particular company’s 
activities. At present the following companies’ types that may need the BC&ISM 
professionals can be outlined: 

1) companies that create and operate systems ensuring BC&IS of their business 
processes (such as banks); 

2) companies developing such a systems (for example, system integrators); 
3) companies engaged in control for assessing BC&ISM level of the key 

company’s business processes (for example, auditors); 
4) companies carrying out scientific research and providing education (such as 

scientific and research centers and educational institutions). 
 



"Business Continuity and Information Security Maintenance" Masters’ Training Program 99 

The professional activity’s tasks for the BC&ISM Master’s program graduates are the 
following: 

1). BC&ISM systems’ creation and operation relate to an organizational and 
managerial activity. Company’s personnel are involved in addressing the following 
professional activity’s tasks: 

• participation in the projects on creating the BC&ISM systems for the key 
company’s business processes; 

• preparing some methodical and legal documents’ drafts, proposals and activity 
for the BC&ISM systems for the key company’s business processes; 

• organization and implementation of a control activity for effectiveness 
assessment of the BC&ISM systems for the key company’s business processes; 

• organization of an activity on improvement, modernization and unification of the 
BC&ISM systems for the key company’s business processes in compliance with 
the legal documents and requirements. 

2). The BC&ISM system for the business processes development relates to a 
design activity of the company’s personnel and includes addressing the following 
professional activity’s tasks: 

• system analysis of an application area, identification of the IS threats and 
vulnerabilities in the company’s information systems, development of the 
BC&ISM requirements and criteria for the key company’s business processes; 

• conceptual design of the complicated systems, tool sets and technologies for 
BC&ISM for the key company’s business processes; 

• justification of a choice of the functional structure, organizational principles for 
hardware, software and information management of the systems, tools and 
technologies for BC&ISM for the key company’s business processes; 

• development of the BC&ISM systems and technologies for the key company’s 
business processes; 

• adapting of the modern BC&ISM techniques for the key company’s business 
processes to a particular company on the basis of the domestic and international 
standards. 

3). Implementation of the control functions on an assessment of the BC&ISM level 
for the key company’s business processes is related to a control and analytical 
activity, addressing the following professional activity’s tasks: 

• development of the control and analysis activity’s programs; 
• effectiveness control of the measures being used for BC&ISM of the key 

company’s business processes; 
• implementation of the auditing programs for BC&ISM of the key company’s 

business processes; 
• composing of a control and analytical activity’s documentation. 

4). In carrying out the scientific research and educational activities the universal 
tasks listed in FGOS are addressed [4]. 

 
The BC&ISM Master's program is aimed at developing the graduates’ specific 
professional competencies. At the end of the training they should be able: 
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• to analyze and explore the BC&ISM models and systems; 
• to use in practice the BC&ISM standards; 
• to analyze the IS risks in order to ensure BC; 
• to conduct synthesis and analysis of the design decisions on a company’s 

BC&ISM; 
• to ensure the effective application of a company’s information and technology 

resources to meet the BC&ISM requirements; 
• to participate in design and operation of a company’s IS incident management; 
• to participate in design and operation of a company’s BC&ISM systems; 
• to conduct an instrumental IS monitoring in a company; 
• to develop the proposals for a company’s BC&ISM systems; 
• to develop and effectively implement a complex of the BC&ISM measures 

(including rules, procedures, practical techniques, methods, guidelines, tools). 

These professional competencies are established during a particular curriculum 
implementation. 

4 BC&ISM Master’s Program Curriculum 

The BC&ISM Master’s program curriculum (Table 1) has been created in 2011. It is a 
list of the disciplines with their labor content in credits and academic hours. All the 
disciplines are grouped in two training cycles: 

• M1 - general scientific; 
• M2 - professional.  

Each training cycle has a basic part with a list of the disciplines determined by FGOS 
[4] and a variable part with the disciplines, identified by each educational institution 
itself and reflect the features of a particular Master's program. 

The successful development of the professional competencies during the BC&ISM 
Masters’ training is impossible apart from the specific objects. Therefore in each 
variable part there are some optional disciplines, reflecting the specifics of such an 
objects. In the given curriculum (Table 1) each optional discipline matches two 
disciplines related to the Russian credit and financial sector (e.g. banks) and to the 
Russian nuclear industry (corresponding to the specifics of the NRNU MEPhI). 
During training within each optional discipline a student studies one of these 
disciplines considering a company’s specifics, in which he/she will work after the 
graduation. 

With the development of the Master's program the number of the disciplines 
related to a specific optional discipline can be increased, thereby extending the range 
of the professional activity’s objects. 

The curriculum has another two cycles that determine the time required and the 
labor content of the practice (internship), scientific research works (M3) and final 
state certification (M4). This part of the curriculum involves the students into 
implementation of some specific projects related to the BC&ISM systems of a 
particular company’s business processes. 

This allows to create graduates’ practical skills to apply the existing regulatory 
framework, to implement the IS risks (related to disasters) analysis, to establish the 
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proper criteria for evaluating the possibility of an IS incident transformation into a 
disaster, to determine the IS related disaster scenarios, to choose the strategies and tools 
to ensure IS during the disaster and to develop the coordinated BC&ISM programs. 

Table 1. The BC&ISM Master’s Program Curriculum 

№ Cycles, modules and disciplines 
Labor content 

Credits Hours 
М1 General scientific cycle (FGOS) 24 864 

 Basic part (FGOS) 8 288 
 Humanitarian module (FGOS) 3 108 

М1.B1 Economics and Management. Part 1 (Economics) 3 108 
 Mathematical and natural sciences (FGOS) 5 180 

М1.B2 Special sections of mathematics 3 108 
М1.B3 Special sections of physics 2 72 
М1.V Variable part (program) 16 576 

 Humanitarian module 2 72 
М1.V1 Economics and Management. Part 1 (Management) 2 72 

 Mathematical and natural sciences 8 288 
М1.V System analysis and system engineering 2 72 
М1.V Applied theory of reliability 2 72 
М1.V Decision making 2 72 
М1.V Knowledge-based analysis of data and processes 2 72 
М1.VO Optional Disciplines 6 216 
М1.VO1 Optional discipline 1: 2 72 
М1.VO1.1 Psychology and Pedagogy   
М1.VO1.2 Research and development management   
М1.VO2 Optional discipline 2: 2 72 
М1.VO2.1 Banking system of the Russian Federation   
М1.VO2.2 Fundamentals of nuclear non-proliferation   
М1.VO3 Optional discipline 3: 2 72 
М1.VO3.1 Banking basics   
М1.VO3.2 Fundamentals of nuclear technology   

М2 Professional cycle  35 1260 
М2.B Basic (general professional) part (FGOS): 9 324 
М2.B1 Protected information systems 3 108 
М2.B2 Objects’ IS maintenance technologies 3 108 
М2.B3 IS management 3 108 
М2.V Variable part (program) 26 936 
М2.V1 Computer systems’ security 5 180 
М2.V2 BC&ISM basics 3 108 
М2.V3 IS incident management basics 2 72 
М2.V4 IS risks management basics 2 72 
М2.V5 Information systems’ disaster recovery 2 72 
М2.V6 IT security assessment 2 72 
М2.V7 BC maintenance management 2 72 
М2.VO Optional Disciplines 8 360 
М2.VO1 Optional discipline 1: 2 72 
М2.VO1.1 IS of credit and financial sector’s companies   
М2.VO1.2 IS of nuclear objects   
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Table 1. (continued) 

 Cycles, modules and disciplines 
Labor content 

Credits Hours 
2.VO2 Optional discipline 2: 3 108 

2.VO2.1 Fundamentals of bank cards’ security maintenance   
2.VO2.2 Physical security of nuclear objects   
2.VO3 Optional discipline 3: 3 108 

2.VO3.1 Electronic documents interchange security   
2.VO3.2 Safety criteria and risk assessment   

3 Practice and Scientific Research Works 50 1800 
4 Final State Certification 11 396 

Totally 120 4320 
 

5 Conclusion 

The IS management international standards’ analysis has allowed to justify the 
urgency of the BC&ISM training program. 

The experience of preparing for BC&ISM program implementation and realization 
at the "Information Security of Banking Systems" Department of the NRNU MEPhI 
shows that this program is more suitable to implement for Masters. Justification of the 
educational direction choice for the BC&ISM professionals is given. 

The BC&ISM Master’s program is designed for the applicants with the "Bachelor" 
qualification (for continuation of their higher professional education) or "Specialist" 
qualification (for the second higher education). 

The model of IS Master being trained on this program is described. The model 
defines the areas, objects, types and tasks of a graduate professional activity. 

The presented curriculum has been launched in the NRNU MEPhI from 2012. The 
first group of Masters (15 students) has started their training from fall 2012 and they 
still have not finished their first year.  

Our findings may be useful for the tutors and managers of the similar training 
programs. 
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Abstract. Protecting the youth against the dangers posed by cyber
space has become a matter of national priority. Parents often lack the
necessary cyberspace know-how, to teach their own children how to be
safe online. It has thus become the responsibility of society at large to
educate the youth. This paper reports on a cyber safety poster creation
campaign in the Nelson Mandela Metropolis in South Africa.

1 Introduction

For many nations, protecting the youth whilst they use cyber space, has become
a matter of national importance. The UK National Cyber Security Strategy [1,
p. 26] lists ”tackle cyber crimes like online bullying...” as one of its ”priorities
for action”. Klimburg [2] provides an overview of more than 20 National Cyber
Security Strategies (NCSS), and notes that ”Cyber security at the national level
will fail when there is an inappropriate level of cyber security awareness and
education” [2, p. 133]. Such awareness and educational campaigns should include
all members of society and should range from primary and secondary school level,
to awareness campaigns aimed at adults and the elderly [2].

The protection of national interests in cyber space has received a lot of focus
in recent years. More than half of the NCSS examined in Klimburg [2] were
introduced since the start of 2011. In fact, the international standard ISO/IEC
27032 [3], which differentiates cyber security from other forms of security, was
first published in 2012. To a large extent, this urgency to address cyber security
related issues stems from the speed with which the use of the World Wide Web
has diffused through society.

The system that makes the World Wide Web possible was first created by
Berners-Lee in 1990 and the first Web server became operational in 1991 [4].
Today, barely two decades later, an estimated 2.4 billion people uses the Web on
a regular basis [5]. Use of the Web has permeated every aspect of many people’s
daily lives. The Web is used to play games, to do research, to conduct business, to
perform personal financial transactions, and for many other daily tasks. Unfor-
tunately the adoption and diffusion of many technological innovations often has
undesirable and unanticipated consequences [6]. One such consequence is that
the parents of the current generation of children mostly grew up before the Web

R.C. Dodge Jr. and L. Futcher (Eds.): WISE 6, 7, and 8, IFIP AICT 406, pp. 103–112, 2013.
c© IFIP International Federation for Information Processing 2013



104 J. van Niekerk, K.-L. Thomson, and R. Reid

existed. These parents are thus ill equipped to teach their children how to use
the Web safely. It has thus become the responsibility of society at large to try to
create awareness amongst children regarding the dangers posed by cyberspace.

This paper presents a case study of a cyber safety awareness campaign con-
ducted amongst school children in the Nelson Mandela Metropolis. The re-
searchers hosted a cyber safety awareness poster creation competition as part of
a larger national cyber security awareness week. This paper presents the lessons
learned during this campaign and also discusses some interesting observations
made by the researchers during the campaign.

2 Methodology

The paper is structured according to the guidelines for a Case Study as presented
by Creswell [7]. Creswell suggests the following structure:

– Entry vignette
– Introduction
– Description of the case and its context
– Development of issues
– Detail about the selected issues
– Assertions
– Closing vignette

In the context of this paper, the abstract and introduction to the paper re-
spectively serves as the case study’s entry vignette and introduction. The next
section will describe the case and its context.

3 Description of the Case and Its Context

The South African Cyber Security Academic Alliance (SACSAA) was formed in
2011 by researchers from three South African universities, namely the University
of Johannesburg (UJ), the University of South Africa (UNISA), and the Nelson
Mandela Metropolitan University (NMMU). ”The main objective of SACSAA is
to campaign for the effective delivery of Cyber Security Awareness throughout
South Africa to all groupings of the population” [8].

As part of its cyber security awareness activities, SACSAA hosted South
Africa’s first national cyber security week in October 2012. Preparations for
this first national cyber security awareness week started in 2011. The initial
plan was to host such a week in 2011. However, due to logistical reasons it was
decided to postpone the first national week to 2012. Each of the three founding
institutions committed to conducting at least one major cyber security awareness
initiative as part of the activities for this national event. The NMMU researchers
decided to host a cyber security awareness poster creation competition. This
poster competition forms the focus of this case study. The case study will present
a brief overview of the hosting of this competition and will report on the lessons
learned by the researchers conducting this event.
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4 Development of Issues

A ’trial run’ of the planned poster creation competition was held in 2011. This
was followed in 2012 by the first fully fledged competition. The following sub-
sections will briefly describe how the hosting of the ’trial run’ differed from the
first fully fledged awareness competition in 2012.

4.1 The ’trial run’ in 2011

The 2011 ’trial run’ started in the 3rd term of 2011. During this term hundreds
of professionally created and printed promotional flyers, which advertised the
competition, were distributed via ’snail mail’ to schools in the Nelson Mandela
Metropolis. Flyers were also posted on noticeboards across the NMMU campus.
Figure 1a shows an example of the 2011 competition flyer.

(a) Competition Advertising
Flyer

(b) Cyber Safety Pledge

Fig. 1. Examples of material distributed to schools

The 2011 ’trial run’ called for entries in the form of either awareness raising
posters or videos. The posters could be submitted in either digital form or phys-
ical copies could be mailed as entries. The competition asked for entries in one
of three categories, namely:

– A primary school division
– A secondary school division
– An open school division, which anyone could enter, irrespective of age

The competition offered cash prizes to the winners. These prizes were reasonably
generous in the South African context.
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Despite a lot of effort in the advertising of the contest during this year, only
three posters and one video were received as entries for this ’trial run’ competi-
tion.

4.2 The First ’official’ Competition in 2012

In 2012 the first ’official’ competition was hosted as part of the national cyber
security awareness week. A lot of effort went towards not repeating the mistakes
that were made during the previous year’s ’trial run’ competition. The following
changes were made:

– Flyers to call for participation in the competition was printed during the
first term of the year and immediately distributed. This was done because
many school teachers who received flyers via the mail the previous year
responded with concern that the third term was too late in the year for
them to meaningfully encourage learners to participate.

– The competition was more focused. Only poster entries was called for and
the previous year’s video category was removed.

– Entries were restricted to the school children only. There was thus just a
primary school and secondary school division call. The previous year’s open
division was removed because the researchers felt that this category did
not meaningfully contribute to the actual raising of awareness amongst the
entrants.

– The researchers visited several schools and delivered competition flyers in
person. Whilst delivering these flyers effort was made to explain the context
and purpose of the competition to the teachers involved.

– Following the hand delivery of competition flyers the researchers were invited
to present cyber security talks at some schools. During these talks copies
of an awareness flyer developed by the researchers entitled ”Cyber Safety
101” were distributed to teachers and participating learners. These awareness
flyers are discussed in depth in a later section.

– The competition received radio and media exposure as part of the larger
national cyber security awareness week campaign. Following this exposure,
many sets of competition flyers and accompanying basic awareness flyers
were distributed on request to schools in several provinces.

– The competition was supported by the activities of other SACSAA member
institutions. Of specific interest to this case is the distribution of a cyber
security pledge form to learners in participating schools. This pledge form
was signed by learners and signified that they pledge to ’surf on the safe side’.
The pledge form listed three promises which all reinforced specific messages
that also formed part of the messages on the ”Cyber Safety 101” flyers. The
pledge form and other awareness material distributed as part of the larger
national campaign were branded with a ’mascot’ in the form of a robot figure
with a lock on its chest. The pledge form is depicted in Figure 1b.

The 2012 campaign had considerably more participants that the trial run in
2011. A total of 217 poster entries were received. Of these entries 94 were from
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primary school children and 123 were from secondary school children. However,
despite having many requests from schools located all across South Africa for
competition flyers, educational material and additional information regarding
how to enter, all entries received were from the Nelson Mandela Metropolis.
In fact, all entries were received from schools that were visited in person by
a member of the research team to advertise the competition and explain its
purpose to learners and teachers.

The following section will provide more detail regarding the awareness message
given during our visits at schools and will present the results of a content analysis
performed on the poster entries received.

5 Detail of Selected Issues

5.1 Educational Flyer

During the initial ‘trial run’ in 2011 many teachers who were asked to encourage
their learners to participate stated that they did not know enough about cyber
safety and/or security to give advice to children regarding poster topics. This
lead to the creation of an educational flyer by the researchers which were send to
schools with the 2012 poster contest flyer. The flyer lists seven basic cyber safety
’rules’ that children can follow to help them stay safe online. The contents of
this flyer also formed the basis of the cyber safety talks presented at the schools
by the researchers.

The following is a verbatim copy of the listed ’rules’ on this flyer:

1. Protect your computer - As a minimum every computer should run an anti-
virus program and a firewall. Very good antivirus and firewall software is
available free of charge. Visit our website for more info.

2. Have a good password - A good password should contain UPPER and lower
case alphabetic characters, numbers, and some special characters. Try using
the first letter of every word in a sentence combined with a few twists like
using the last word in full. For example: My name is Bob and I like to eat
= MniBaIl2e@t.

3. Never share personal details online - One of the biggest online dangers is
that criminals can find your personal information like your ID number, date
of birth, address, or cell number and use it to steal your identity. Never post
either your own, or anyone elses personal information online!

4. Dont trust anyone online - People you meet online are rarely who they say
they are. Never believe that someone you met online is telling you the truth.
Be especially wary of gifts, competitions, and other prizes. How can you win
if you never entered?

5. Dont break the law - Illegal software, games, or music often contains hidden
malware. Why would someone go through all the effort to crack the copy
protection on a file if there is nothing in it for them?

6. Dont be a bully - Everything you post online stays there forever, even if you
delete it. Do you really want the people you are going to work for one day
to know how nasty you were to someone else today?



108 J. van Niekerk, K.-L. Thomson, and R. Reid

7. Trust someone - It is a good idea to have at least one adult you can trust
who knows who you are talking to online and what you do when you are
online. This could be a parent, uncle, aunt, teacher, or even a brother or
sister.

The above mentioned flyer was handed out at all schools that were visited in
person during 2012. Schools that requested that additional information be mailed
to them via ’snail mail’ also received copies of these flyers. Due to available time
and logistical issues, schools that were initially visited and invited to participate
did not receive copies of these flyers unless they were also visited a second time
for the researchers to present a cyber safety talk to the learners.

5.2 An Analysis of the Poster Entries

All 217 poster entries in the 2012 competition came from only four schools, one
was a primary school with most learners between the ages of 6 and 13 years of
age. The remaining three were secondary schools with learners predominantly
aged between 13 and 18 years old. All of these schools were amongst those visited
in person by the researchers. However, only the primary school received a cyber
safety talk and the accompanying copies of the ”Cyber Safety 101” flyers. In all
cases the researchers were contacted by the teachers of the entrants and asked
to collect the poster entries for the entire school in a batch. The primary school
children thus each had a copy of the topics suggested by this flyer, whilst the
secondary school children’s entries were primarily based on their own, or possibly
their teacher’s, perceptions of what would be relevant topics.

The authors performed a qualitative content analysis on all the poster entries
that were received. For this analysis the following questions were asked for each
poster:

1. What topic(s) is covered by the message(s) in the poster?
2. Is the poster specific to one category (form factor) of device?
3. How well has the cyber safety message been internalized (in the researchers

opinion)?

Each of the above questions will be briefly elaborated on in the following sub-
sections.

Posters per Topic. This question was asked to firstly determine how well the
message contained in the ’Cyber Safety 101’ flyer was received by the learners.
Secondly the researchers wanted to know which specific topic(s) was seen as more
important by the learners and whether or not there was a difference between the
topics primary school children and secondary school children considered impor-
tant. Figure 2 shows the results of this part of the analysis. As can be seen
in Figure 2 the primary school children predominantly based their posters on
messages contained in the ”Cyber Safety 101” flyer, whilst the secondary school
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entries also included the topics of social networking, phishing, and identity theft.
Secondary school entries on the ”Protect your computer” topic also covered a
much wider range of malware and were not restricted to anti-virus or firewall
related messages, while most primary school entries were restricted to topics on
the educational flyer. Of interest to the researchers was that the most popular
messages for primary school children were to not trust strangers, or give out
personal information online. For secondary school learners the most popular
message by far was not to be a cyber-bully. Very few children chose the message
that related to not using illegal software or media as the topic for their posters.

Fig. 2. Number of Posters per Topic

Also of interest to the researchers was that many (20 out of 94) of the primary
school posters used the robot ’mascot’ in the poster design. In many cases where
the robot was used, the message stated that the robot will help protect you
against the dangers of cyber space.

Posters per Category of Device. The purpose of this question was to de-
termine whether the children associated the Web with a more ’traditional’ com-
puter, or with a mobile device, or whether they made no distinction between
computers and mobile devices like smart-phones. The results of this analysis is
shown in Figure 3. From this analysis it appears that the primary school children
tend to associate Web use with a single device whilst secondary school children
do not make such a distinction.

Internalization of Cyber Safety Message. The final question asked in the
analysis attempted to judge how well the child internalized the message(s) por-
trayed in the posters. If the poster just re-iterated a message from the flyer in
more or less the same words as it were given to them it was rated as ”As given”.
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Fig. 3. Number of Posters per Category of Device

If however the message was expressed in the child’s own terms it was rated as
”Rephrased in own terms”. Finally if there was clear evidence that the child
also understood the implications and/or consequences of not adhering to the
message’s advice it was rated as ”Fully internalized”. An example of a poster
considered ”Fully internalized” is depicted in Figure 4. In the poster shown in
Figure 4 one can clearly see how the child interpreted the concept of cyber-
bullying. A character called Sam sent an untrue message claiming ”Jo said she
likes Mike”. Jo is crying because she never said this and Mike is confused be-
cause he was unaware that Jo likes (has a crush on) him. The poster shows that
the child understood false messages about others to be cyber-bullying; she also
understood that such action could hurt others, hence Jo’s tears, and by showing
the same message on all depicted character’s devices she demonstrated that she
understands that such bullying is often via a public forum and not limited to
one-on-one communication.

An initial analysis compared primary to secondary school children. However,
it was found that almost all the secondary school entries were rated as ”Fully
internalized”. The primary school sample was then sub-divided into children
aged 6 to 9, and those aged 10 to 13 for a secondary analysis. This analysis, as
depicted in Figure 5 showed that the younger children internalized the safety
messages to a lesser degree than the older group.

6 Lessons Learned

During the 2012 poster competition the researchers have learned many lessons,
which can hopefully assist in making similar campaigns in future more successful.
The following is a brief summary of the lessons learned:
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Fig. 4. Example of internalized poster

1. Schools will only participate in campaigns like these if they are notified of
the campaign early in the school year.

2. Personal visits to schools are a lot more effective than mailed invitations.
No entries were received from schools that were not visited in person. Even
schools that specifically requested entry information via the mail did not
participate.

3. Teachers play a vital role in such campaigns and need to understand the
relevance of the campaign.

4. Prizes should be distributed across many categories. Initially the researchers
planned to have prizes split into only two categories, namely primary and sec-
ondary school categories. However, many primary school teachers expressed
concerns that it would not be fair to judge/compare poster entries by 6 year
olds against those entered by 13 year olds.

5. Guidance regarding judging criteria should be specific enough to ensure de-
sired outcomes. The intention of the poster creation campaign was to use the
best poster entries received as awareness raising posters in future campaigns.
Unfortunately a lot of the entries had a lot of text and were in the format
of informational brochures, rather than that of awareness posters.

6. Mascots and other branding should be chosen with care. Children do relate
the mascots to the topic.

7. Hand drawn or painted entries should be encouraged. The majority of entries
that were created with the aid of a computer were of a ’cut and paste’
nature. The researchers believe that the hand drawn posters provided a
better indication of actual assimilation of the subject matter.
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Fig. 5. Internalization of poster’s message

7 Conclusion

Protecting the youth in cyber space has become the responsibility of society at
large. Without an appropriate level of cyber security awareness and education
national cyber security strategies cannot work. This paper reported on a cyber
safety awareness campaign conducted in the Nelson Mandela Metropolis in South
Africa. The paper described how a poster creation campaign was used to raise
awareness about cyber safety related issues amongst both primary and secondary
school children. The paper briefly presented the researcher’s observations during
this campaign and some lessons learned which could help contribute towards the
success of future campaigns.
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Abstract. IFIP WG 11.8 established a series of conferences in 1999 entitled 
World Information Security Education (WISE). These conferences have been 
held every second year since then, with the eighth one being held in 2013. Not 
surprisingly, there has been numerous high quality papers presented and 
published in the WISE conference proceedings over the years. However, many 
of these publications are not easily accessible and are therefore not being 
readily cited. One of the reasons for the inaccessibility of these papers is that 
they have not been made widely available through either print or a well-known 
repository on the Web. Furthermore, a need exists to reflect on what has been 
done in the past in order to realize the future of these conferences and related 
events. In order to begin the process of addressing this need, this paper presents 
a review of the IFIP WG 11.8 publications through the ages. It also reflects 
briefly on the problems relating to the inaccessibility of these publications, the 
decline in paper submissions and the lack of citations. 

Keywords: Information security education, WISE conference publications, 
content analysis, publication classification. 

1 Introduction 

‘International Federation for Information Processing (IFIP) is the leading 
multinational, apolitical organization in information and communications 
technologies and sciences. It is a non-governmental, non-profit umbrella organization 
for national societies working in the field of information processing. IFIP is 
recognized by the United Nations and other world bodies.’ [1]. 

IFIP began its official existence in 1960, under the auspices of UNESCO, as a 
result of the first World Computer Congress held in Paris in 1959. Its basic aims are: 
to promote information science and technology; to advance international cooperation 
in the field of information processing; to stimulate research, development and 
application of information processing in science and human activity; to further the 
dissemination and exchange of information on information processing; to encourage 
education in information processing [1]. 
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IFIP represents Information Technology (IT) societies from 56 countries, covering 
all 5 continents, with over half a million members. It links more than 3500 scientists 
from academia and industry. IFIP is structured according to working groups reporting 
to 13 Technical Committees (TCs). There are currently in excess of 101 working 
groups. TC11 (Security and Protection in Information Processing Systems) is one 
such committee. The aim of TC11 is ‘to increase the trustworthiness and general 
confidence in information processing and to act as a forum for security and privacy 
protection experts and others professionally active in the field’ [2]. TC11 is organized 
into 13 working groups referred to as WG 11.1 to 11.13 respectively. WG 11.8 
(Information Security Education) consists of an international group of people from 
academia, military, government and private organizations who are dedicated to 
increasing knowledge in the field of information security education. WG 11.8 was 
established in 1991 and aims to ‘promote information security education and training 
at the university level and in government and industry’ [3]. 

In order to meet these aims, WG 11.8 established a series of conferences in 1999 
entitled World Information Security Education (WISE). These conferences have been 
held every second year since then, with the eighth one being held in July 2013. Not 
surprisingly, there has been numerous high quality papers presented and published in 
the WISE conference proceedings over the years. However, many of these 
publications are not easily accessible and are therefore not being readily cited. One of 
the reasons for the inaccessibility of these papers is that they have not been made 
widely available through either print or a well-known repository on the Web.  

In addition, a need exists to reflect on what has been done in the past in order to 
realize the future of these conferences and related events. In order to begin the process 
of addressing this need, this paper presents a review of the IFIP WG 11.8 publications 
through the ages. It also reflects briefly on the problems relating to the inaccessibility 
of these publications, the decline in paper submissions and the lack of citations. While 
Section 2 focuses on a brief background to IFIP WG 11.8 and the first seven WISE 
conferences, Section 3 presents the approach used to analyse the numerous 
publications from these conferences. Section 4 provides a ‘quick and dirty’ analysis 
and summarises the key findings. This paper is concluded in Section 5 where 
suggestions for further research within this area are recommended. 

2 Background to IFIP WG 11.8 and WISE Conferences 

Before the inception of the WISE series of conferences in 1999, a number of 
Information Security Education workshops were hosted by IFIP WG 11.8. The aim of 
these workshops was to ‘investigate current and future needs, problems and prospects 
within information security education’ [4].  

The first such workshop was held in Cape Town, South Africa, in 1995, in 
conjunction with the annual IFIP TC11 Information Security and Privacy Conference. 
Two papers were presented at this workshop. A first paper entitled ‘Concepts, Issues 
and Resources Structuring Ethical Curricula in the Information Age’ was presented 
by Sarah Gordon from Indiana University, USA; a second paper entitled ‘Education 
in IT security in Europe’ was presented by Louise Yngström from Stockholm 
University in Sweden. Apart from the authors of these papers, there were 7 other 
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workshop participants including 4 from South Africa, 1 from Sweden, 1 from China 
and 1 from the United Kingdom. 

In 1996, the second Information Security Workshop was held in Samos, Greece. 
This workshop was a continuation of the theme from 1995 and attracted 5 speakers 
who presented the following papers: 

• ‘Concepts, Issues and Resources Revisited: Structuring Ethical Curricula for 
Developing Countries’  (Sarah Gordon - Indiana University, USA); 

• ‘Computer Security Education in South Africa’ (Lynette Drevin – 
Potchefstroom University, South Africa); 

• ‘Teaching Privacy as Part of the Computer Science Curriculum’ (Simone 
Fischer-Hűbner – University of Hamburg); 

• ‘Teaching Security by Means of Practical Laboratory Experiments’ (Erland 
Jonsson – Chalmers University of Technology, Sweden) 

• ‘Holistic Approach to InfoSec Education’ (Louise Yngström – Stockholm 
University and Royal Institute of Technology, Sweden). 

In 1997, the third Information Security Workshop was held in Copenhagen, Denmark. 
This workshop was a continuation of the theme from 1995 and 1996 and attracted 5 
speakers who presented the following papers: 

• ‘Framework for Information Security Experiments’ (Lech Janczewski – 
University of Auckland, New Zealand; Erland Jonsson – Chalmers 
University of Technology, Sweden); 

• ‘Critical Analysis of Today’s Education. New Perspectives’ (Louise 
Yngström – Stockholm University and Royal Institute of Technology, 
Sweden).  

• ‘Education of Data Protection Officials’ (Simone Fischer-Hűbner – 
University of Hamburg); 

• ‘The SUSEC school project: Introducing computer security to teachers and 
pupils’ (Gunnar Wenngren, Sweden); 

• ‘Teaching IS Security – Theory versus Practice’ (Helen Fillery-James – 
Curtin University of Technology, Australia). 

The fourth Information Security Education Workshop was held in 1998 on a 
conference boat between Vienna and Budapest. Five papers were presented at this 
workshop including: 

• ‘Teaching Information Security to Network Computing Professionals’ 
Yuliang Zheng, - Monash University, Australia); 

• ‘What we can and what we should teach within information security 
education from an ethical point of view’ (Mikko T Sipponen and Jorma 
Kajava – University of Oulu, Finland); 

• ‘Information Security Education – a Human Side of the Curriculum’ (Jorma 
Kajava and Mikko T Siponen - University of Oulu, Finland); 

• ‘IT related ethics education in Southern Africa’ (Lynette Drevin – 
Potchefstroom University, South Africa); 

• ‘Critical analysis of today’s IS education, can we create new perspectives?’ 
(Louise Yngström – Stockholm University and Royal Institute of 
Technology, Sweden). 
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All four workshop papers were published by the Department of Computer and 
Systems Sciences, Stockholm University/Royal Institute of Technology in Sweden. 
These workshops addressed a number of key issues relating to information security 
education which are still pertinent today. These include: 

• the importance of information security in the Computer Science/Information 
Systems/Information Technology (CS/IS/IT) curricula;  

• the need for a holistic approach to information security education; 
• human and ethical aspects of information security education;  
• theoretical and practical approaches to teaching information security; and 
• information security education for all.  

It is therefore clear that these four workshops created a solid grounding for the 
working conferences which followed.  

 

 

Fig. 1. WISE Publications (1999 to 2011) 

The first WG 11.8 working conference (WISE 1) was named ‘First World 
Conference on Information Security Education’. It was held in Stockholm, Sweden in 
June 1999. The proceedings from WISE 1 were published by the Department of 
Computer and Systems Sciences, Stockholm University/Royal Institute of 
Technology in Sweden. The WISE conferences that followed included: 

• WISE 2 held in Perth, Australia in 2001 (proceedings published by the 
School of Computer and Information Science, Edith Cowan University, 
Perth, Western Australia); 

• WISE 3 held in Monterey, California, USA in 2003 (proceedings published 
by Kluwer Academic Publishers); 
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• WISE 4 held in Moscow, Russia in 2005 (proceedings published by the 
Moscow Engineering Physics Institute, Russia); 

• WISE 5 held in West Point, New York, USA in 2007 (proceedings published 
by Springer); 

• WISE 6 held in Bento Gonzalves, Brazil in 2009 (proceedings published by 
the World Conference on Computers in Education); 

• WISE 7 held in Lucerne, Switzerland in 2011 (proceedings edited by Lynn 
Futcher and Ronald Dodge). 

Unfortunately, the proceedings for WISE 1, 2 and 4 are inaccessible in practice as 
they are technical reports; the proceedings from WISE 3 and 5 are accessible as they 
are published by well-known publishers who have a presence on the Web; and the 
proceedings from WISE 6 and 7 are difficult to find making them inaccessible in 
practice. An attempt therefore needs to be made to ensure that all past and future 
publications are accessible via a well-known repository on the Web. 

A further problem is that the number of submissions and publications at WISE 
conferences has been on the decline in recent years. Figure 1 indicates the number of 
papers published for each of the first seven WG 11.8 working conferences. From this 
figure it is evident that the number of papers published increased each year from 1999 
(21 papers) to 2005 (36 papers). This reflects an increase of 71%. However, there was 
a significant drop in 2007 (20 papers) and 2009 (10 papers). The general drop in 
paper submissions and publications over recent years is of major concern and needs to 
be addressed to ensure the future of these working conferences. The inaccessibility of 
some of the previous WISE proceedings may be a significant contributing factor. 
However, the geographical location of these conferences may also play a role. 

As previously mentioned, a need exists to reflect on what has been done in the past 
in order to realize the future of these conferences and related events. In order to begin 
the process of addressing this need, this paper presents a review of the IFIP WG 11.8 
publications through the ages. The following section describes the approach used to 
analyze the papers published at each of the seven working conferences.  

3 Research Approach 

There are various approaches that can be used for analyzing qualitative data (for 
example research publications). Content analysis has been used in many studies and is 
commonly used for analyzing written, verbal or visual communications. According to 
Krippendorff [5], content analysis is a research method for making replicable and 
valid inferences from data to their context. The pupose is to provide knowledge, new 
insights, a representation of facts and a practical guide to action  [5]. Gerbic and 
Stacey [6] state that qualitative data analysis software programs can be used to make 
content analysis more manageable and ordered. 

In order to carry out the analysis of the seven working conferences, a list of all 
published papers was compiled including titles, authors, affiliations and keywords. 
Abstracts were not included in this initial ‘quick and dirty’ analysis. Furthermore, a 
web application called TagCrowd  [7] was used to create word clouds for each 
individual set of WISE publications together with a consolidated view of all WISE 
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publications. TagCrowd  is a web application for visualizing word frequencies in any 
text by creating what is commonly known as a word cloud, text cloud or tag cloud. It 
was created in July 2006 by Daniel Steinbock, while a PhD student at Stanford 
University. TagCrowd  [7] specializes in making word clouds easy to read, analyze 
and compare, for a variety of useful purposes including the visual analysis of 
qualitative data. The text included in this initial analysis included titles and keywords. 
Although this initial ‘quick and dirty’ analysis focused primarily on individual words, 
TagCrowd does allow for the analysis of key phrases, for example ‘information 
security’ which appears 99 times throughout all the WISE publications. 

In order to highlight the issue of citations, the authors have chosen to use Harzing’s  
[8] ‘Publish or Perish’ software that retrieves and analyzes academic citations. It uses 
Google Scholar to obtain the raw citations, then analyzes these and presents various 
statistics including: total number of papers; total number of citations; average number 
of citations per paper; average number of citations per author; average number of 
papers per author; and average number of citations per year. For this initial analysis, 
only WISE 6 publications were analyzed for citation frequencies. 

The analysis of previous WISE publications was performed in order to reflect on 
what has been done in the past. This is deemed necessary in order to realize the future 
of these conferences and related events. The following section highlights some of the 
key findings relating to the analysis of previous WISE publications. 

4 Analysis and Findings  

Using TagCrowd  [7] to perform a ‘quick and dirty’ analysis of previous WISE 
publications provided some interesting findings.  

 

Fig. 2. Titles and Keywords Word Cloud: All Papers for all WISE Conferences 
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As can be seen in Figure 2, TagCrowd clearly highlights the words that occur most 
frequently by increasing the font size and its boldness. In addition, words are placed in 
alphabetical order and the frequency is indicated in parentheses after each word. This 
improves the ease of analysis of the word clouds created using TagCrowd. In addition, 
TagCrowd caters for synonyms. However, since this ‘quick and dirty’ analysis only 
included paper titles and keywords, it was not deemed necessary at this initial stage. 

Figure 2 is a consolidated word cloud for all papers presented at all WISE 
conferences based on titles and keywords. It clearly shows that the word ‘security’ 
appears the most number of times (266), followed by ‘information’ at 142 and 
‘education’ at 118. This confirms that the primary focus of these publications is 
information security education. Similar word clouds were created for all papers 
published at each individual WISE conference based on titles and keywords. 
However, due to space limitations, this paper does not present the actual word clouds 
for each individual working conference. Instead, the findings from these word clouds 
are summarized in Table 1 which depicts the top 20 words used in the titles and 
keywords of the papers presented at the various individual WISE conferences. 

Table 1. Top 20 Words based on Word Frequency (WISE 1 to WISE7)  

No. Word WISE1 WISE2 WISE3 WISE4 WISE5 WISE6 WISE7

1 security 40 27 54 60 31 17 34
2 information 21 19 28 32 14 8 20
3 education 21 14 30 26 17 7 20
4 training 7 9 8 12 12 4 5
5 computer 16 3 9 10 10 6
6 teaching 5 7 8 6 4 3
7 learning 3 12 4 3 4 3
8 awareness 6 3 2 8 2 4
9 laboratory 3 7 9 2

10 curriculum/curricula 3 4 3 9 4
11 assurance 14 3 2
12 cyber 7 4 2 5
13 system 2 4 3 7 2
14 network 2 6 3 3 2
15 professional 5 9 2
16 course 2 2 5 2 4
17 forensics 2 4 7 2
18 research 4 4 4 2
19 cryptography 9 4
20 development 2 3 3 4  

Table 1 clearly confirms that the primary focus of these individual conference 
publications relate to information security education, training and awareness together with 
teaching and learning. This is addressed within the CS/IS/IT curricula including specific 
examples of practical implementations through various laboratory experiments. In 
addition, cyber, system and network security are addressed throughout the various years of 
publications. Furthermore, forensics and research aspects are introduced as important 
topics from WISE 3 onwards, while cryptography is introduced in WISE 4 and 5. 
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While Table 1 only highlights individual words, a similar analysis can be done for 
key terms. As previously mentioned, the term ‘information security’ occurs 99 times, 
‘security education’ occurs 69 times, ‘network security’ occurs 9 times and ‘cyber 
security’ occurs 6 times. This type of ‘term analysis’ can therefore be useful to 
develop a folk taxonomy for IFIP WG 11.8 publications, similar to that of Botha and 
Gaadingwe  [9]. Such a taxonomy is based on a particular group’s ‘language’ that is 
vernacular in nature  [9].  Botha and Gaadingwe [9] specifically reflected on 20 IFIP 
SEC conferences totalling 802 papers. 

Similarly, Bjorck and Yngström  [10] presented a classification model for research in 
information security based on an analysis of 125 papers from the IFIP World Computer 
Congress/SEC 2000. This model suggested categorising information security research on 
three dimensions namely X, Y and Z. Dimension X addresses the level of abstraction 
ranging from theories and models to empirical world; dimension Y addresses the domain 
ranging from technical, via formal to informal; and, dimension Z addresses context in 
order to cater for time and space. A similar classification model could be used to analyse 
the various WISE publications. However, this would require a more in depth analysis 
which is planned for the near future. 

Table 2. Total Number of Citations for WISE 6 (2009)  

Paper Title Authors Citations 
Reaching Today’s Information Security 
Students 

Helen Armstrong, Ron 
Dodge,  Colin Armstrong 

0 

Some 'Secure Programming' Exercises 
for an Introductory Programming Class 

Matt Bishop 2 

A SWOT Analysis of Virtual 
Laboratories for Security Education 

Alan Davidson, Javier de La 
Puente Martinez, and 
Markus Huber 

1 

Determinants of password security: 
some educational aspects  

Lynette Drevin, Hennie 
Kruger, Tjaart Steyn 

1 

Improving Awareness of Social 
Engineering Attacks 

Aaron Smith, Maria 
Papadaki and Steven Furnell 

0 

A Risk-Based Approach to Formalise 
Information Security Requirements for 
Software Development 

Lynn Futcher and Rossouw 
von Solms 

0 

Two Case Studies in Using Chatbots for 
Security Training 

Stewart Kowalski, Katarina 
Pavlovska, Mikael 
Goldstein 

5 

Information Security Specialist Training 
on the Basis of ISO/IEC 27002 

Natalia Miloslavskaya, 
Alexander Tolstoy 

0 

Using Bloom's Taxonomy for 
Information Security Education 

Johan Van Niekerk and 
Rossouw Von Solms 

0 

Advancing Digital Forensics 
Katrin Franke, Erik Hjelmås, 
and Stephen D. Wolthusen 

0 

TOTAL NUMBER OF CITATIONS 9 
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As discussed in Section 3, Harzing’s  [8] ‘Publish or Perish’ software was used to 
highlight the issue pertaining to citations. As an example, Table 2 presents the number 
of citations for the WISE 6 publications according to Harzing [8].  

Of the 10 papers published, only four of these have been cited, with 9 citations in 
total. These figures indicate the general lack of citations for WISE publications. An 
obvious explanation for this may be the general inaccessibility of WISE papers and 
the fact that the WISE conferences may not be well known in the relevant 
communities. This is a further concern for the IFIP WG 11.8 which needs to be 
addressed. 

5 Conclusion  

This paper presents a review of the IFIP WG 11.8 publications including the four 
workshops held from 1995 to 1998 and the seven working conferences held from 
1999 to 2011. In addition, it highlights a number of key issues that are pertinent to the 
future of the working group. These include the lack of accessibility of the various 
publications, the meager number of citations of these publications and the decline in 
the number of submissions and publications at the various working conferences. 

Further research is being considered to develop a folk taxonomy for IFIP WG 11.8 
publications by carrying out a more in depth study of all previous WISE publications. 
The development of a classification model for information security education 
publications is also being considered. These further developments could be useful in 
understanding the publications from previous publications. In addition, such a 
detailed analysis could assist in identifying any potential gaps in the research 
previously carried out and in so doing highlight opportunities for future possible 
research. 
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Preparing Our Undergraduates to Enter a Cyber World 

Dino Schweitzer, David Gibson, David Bibighaus, and Jeff Boleng 

Department of Computer Science, United States Air Force Academy, Colorado,  
80840, United States 

Abstract. Today’s students have grown up with computer-based technology 
and need to be prepared to enter a career in a digital world.  This includes an 
understanding of the broader implications of technology such as the growing 
threat of cyber-crime and cyber-terrorism, cyber-ethics, the legal and social 
implications of technology, and the local and global impacts.  At our institution, 
we have taken a broad look at ways of integrating cyber awareness and 
education across the curriculum to reach all levels of students, irrespective of 
their major.  We have identified core cyber issues that are taught to all 
freshmen, developed awareness training that is regularly completed, provided 
opportunities for interested students to gain more cyber knowledge through a 
student club and summer program, and developed an in-depth educational 
program for technical students to graduate with an emphasis in cyber-warfare.  
This paper will describe our various cyber programs and future plans. 

Keywords: cyber-education, cyber-training. 

1 Introduction 

A key priority in the National Strategy to Secure Cyberspace is to increase security 
training and awareness through enhanced education programs [1].  As a result of this 
emphasis on security education, more courses and programs are being offered at the 
undergraduate level in security-related topics such as cryptography, information 
security, network security, and information warfare.  These courses have benefited 
from an increasing number of textbooks, curriculum development, and student 
competitions such as the Collegiate Cyber Defense Competition [2].   

While much of the focus of cyber education has been on the creation of a 
professional cyber workforce, at the United States Air Force Academy (USAFA), we 
feel it is critical for all students to have awareness of the issues and threats associated 
with cyberspace.  In addition, students who have a strong interest in cyber topics, but 
are not technical majors, should have the opportunity to explore cyber-related areas in 
greater detail without taking highly technical computer science or engineering 
courses.  Finally, our students who will be starting their careers as cyber professionals 
need to be able to explore, in depth, both the conceptual aspects of cyberspace as well 
as receiving hands-on experience in the tools and techniques of the field.  This paper 
will examine these three levels of cyber education and training as implemented at 
USAFA. 
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2 Cyber for All  

While many recognize the importance of developing the cyber skills of all students, 
finding a place in the curriculum for cyber education and training can be a challenge.  
At USAFA, all students receive cyber education in the core curriculum and cyber 
training in their First Year Experience course. 

A large core curriculum at our school provides an ideal opportunity for cyber 
education in the Introduction to Computing (CS110) course offered by the Computer 
Science department and taken by all students as freshman.  CS110 consists of 40 
lessons covering information representation (5 lessons), algorithmic reasoning (13 
lessons), computer system capabilities (7 lessons), computer ethics (1 lesson), 
software applications (7 lessons), cyber security and warfare (5 lessons), plus a 
midterm exam and course review (2 lessons).  While cyber security topics naturally 
arise in discussions throughout the course, the 5-lesson cyber security and warfare 
block is dedicated to cyber education. 

CS110’s five cyber block topics are: information security, cryptography, cyber 
warfare and crime, offensive cyber operations, and defensive cyber operations.  In 
addition to introducing the growing importance of cyber security and the prospect of 
cyber warfare, the information security lesson focuses on the principles of 
confidentiality, data integrity, availability, and authenticity.  The cryptography lesson 
introduces students to basic symmetric encryption techniques as well as asymmetric 
public key encryption and digital signatures.  CS110’s cyber warfare and crime lesson 
provides students with a political, economic, and military context for cyber warfare 
and cyber crime before discussing current threats, vulnerabilities, and common cyber 
attack vectors.  The offensive cyber operations lesson explains to students how 
individuals and organizations conduct cyber attacks with a focus on password attacks 
and attacks using social engineering.  Students do not learn about specific cyber 
attack tools and techniques in CS110.  Finally, the defensive cyber operations lesson 
focuses on strategies for defending against the attacks described in the previous lesson 
with a focus on how students can protect themselves and their own computers. 

All of our students also learn about cyber topics in several other required core 
courses.  For example, in Principles of Air Force Electronic Systems offered by the 
Electrical and Computer Engineering department, all students learn about circuit and 
packet switching networks and their respective vulnerabilities to cyber attacks.  In 
Military Theory and Strategy, offered by the Military Strategic Studies department, 
students learn about military cyber capabilities and strategies.  In General Physics II, 
students learn about the electromagnetic spectrum which underlies all cyber 
technologies.   

Few colleges and universities have a large core curriculum like USAFA’s.  
Nevertheless, opportunities exist at many schools for introducing cyber topics to a 
broad group of students in general education elective courses.  One target of 
opportunity may be the first year experience course required for all freshmen at many 
schools.  At USAFA, one of the first lessons of the First Year Experience class 
teaches cadets how to access and use the institution’s computer network safely and 
securely.  
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3 Cyber Training 

In addition to the exposure to cyber topics provided all students in the core 
curriculum, our department has created opportunities for greater hands-on cyber 
training to interested students outside of the classroom.  We accomplish this through 
two primary mechanisms: a summer cyber training program and an active Cyber 
Warfare Club. 

3.1 Basic Cyber Training 

This summer, we will offer our newest training course in Cyber Warfare – Basic 
Cyber (Cyber 256) which was first prototyped in the summer of 2009.  The course is a 
ten-day introduction to cyber operations and is open to all sophomores.   The goal of 
the class is to “explore … cyber … with hands-on training designed to teach the 
fundamentals of establishing, operating, attacking, defending, and exploiting 
computers and networks.”  The course was modeled on our USAFA’s basic sailplane 
course.  There are three distinctive aspects of the basic sailplane course that we are 
incorporating into the Cyber 256:   

• Light on Theory – heavy skills training.  In soaring, students receive very 
little classroom learning (just enough to keep them safe) and spend most of 
their time in the cockpit.  The goal is to provide enough real-world exposure 
early in their experience with the subject to allow students to intelligently 
decide if they are motivated to delve deeper into the subject (which will 
naturally require a more in-depth classroom experience).  Likewise, our 
cyber class is designed to give them enough hands-on training with real 
world tools in a carefully controlled environment to allow them to decide if 
they want to pursue the discipline at a deeper level. 

• Student Led – One of the amazing things at our institution is to watch the 
hundreds of glider flights that occur safely every week and realize that they 
are being taught by undergraduate instructors.  This has two benefits: for the 
student, it makes the skills seem not so far “out of reach” and removes some 
of the mental limitations that students often place on themselves.  For the 
student instructor, it not only builds a deeper level of competency in the 
subject area, but also develops the ability to lead and communicate 
effectively about their discipline.  Since cyber warfare is often perceived as a 
dark art, having students lead the training is important to make the topics 
appear more accessible to the students.  In addition, the nation needs young 
men and women who can effectively communicate and lead in cyber matters. 

• Task Oriented – The soaring program is centered on students being able to 
perform a series of tasks needed to safely and effectively fly an aircraft.  For 
the Cyber course, students will be presented with a series of scenarios that 
require them to perform specific tasks and will be evaluated on whether or 
not the student performed them satisfactorily.    
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The Cyber 256 class will expose students to cyber-warfare primarily from an 
attacker’s point of view.  Students will begin by exploring some of the basics of 
establishing a network and then quickly proceed to use some of the more commonly 
used network security tools.  The idea is not to provide in-depth training on these 
tools, but rather provide enough exposure for the students to understand the basic 
process and appreciate some of the avenues of attack.  In addition, the course is 
designed to be cross-disciplinary.  Special emphasis is placed on the larger context of 
cyber warfare including social engineering, the legal aspects of cyber warfare, current 
threats, and how the Air Force is organizing itself to address them.  Table 1 shows a 
list of the topics taught during the Basic Cyber Warfare course. 

Table 1. Topics in Cyber 256 

 Morning Topic Afternoon Topic 

Day 1: Establish Basic Network Training Advanced Networks 

Day 2: Cyber Intel Network Mapping Denial of Service 

Day 3: Penetrate Computer Penetration Web Vulnerabilities 

Day 4: Operations 
Air Force Cyber 

Mission 
Cyber Threat 

Day 5: Social Aspect Social Engineering Law 

Day 6: Wireless Wireless Vulnerabilities Password Cracking 

Day 7: No Training   

Day 8: Forensics Forensic Tools Hard Drive Analysis 

Day 9: Advanced Threats Root Kits Intrusion Detection 

Day 10: Capstone Capstone Part I Capstone Part II 

The Cyber 256 course has some similarities to the Advanced Couse in Engineering 
Cyber Security Boot Camp (ACE) course that was developed by the Air Force 
Research Laboratory and administered to Air Force ROTC students [4].  Our course   
has several important differences.  First the course is offered to all rising sophomores.  
This is one year earlier than the ROTC program and therefore cannot be limited to 
students of a particular major.  In addition, it is a ten-day course as opposed to the 
current ten weeks for ACE.  Because of the compressed timeline and less-restrictive 
pre-requisites, the course is, by design, much more training-focused as opposed to 
education-focused.   
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3.2 Cyber Warfare Club 

The Cyber Warfare Club at USAFA was created as a multidisciplinary club with 
members from all academic majors.  It is similar to the club described at the United 
States Military Academy [5].  Among the current 100+ club members, there is a diversity 
of academic majors, to include aerospace engineering, biology, chemistry, computer 
science, economics, electrical engineering, English, military strategic studies, physics, 
political science, space operations, and systems engineering.  One of the goals of the club 
is to make it inclusive and attract a diversity of students.  This decision was based on the 
realization of the importance of cyber education to all of our graduates. 

In September of 2008, we began to survey the interest of students at our institution 
in cyber warfare by demonstrating some simple Backtrack tools at semi-annual 
majors nights where we typically recruit young students into the computer science 
major. The response was overwhelming.  Several planning meetings were held with 
many of the interested students leading to a vote for student leadership in January of 
2009.  The club was officially recognized by the institution club regulatory body at 
the end of March the same year.  In the short history of the club, we have had many 
successful training opportunities, invited talks, and members have participated in 
several competitions learning a great deal along the way. 

We have had to carefully design club activities to ensure opportunities for all members 
because of the diverse nature of our membership.  One way in which we have done this is 
through talks given by experts from the field.  One of our first talks was given by the 
Director of Communications and Information at our institution and detailed a plan for the 
future network architecture.  Since that first talk we have had others including a 
presentation on current trends in cyber warfare by the Research Director at Gartner, 
threats and case studies by the NSA Information Assurance Directorate Technical 
Director, and Public Key Infrastructure by the Air Force PKI Team.  Recent talks include 
a discussion of Microsoft’s work to mitigate threats by a senior Microsoft Security 
specialist and a discussion of the policy, law, and ethics of cyber attack by the Chief 
Scientist of the Computer Science and Telecommunications Board, National Academy of 
Sciences.  By providing a mixture of technical and policy discussions we have been able 
to entice a mixture of all of club members to attend and participate. 

Hands-on training in network attack and defense is another major goal of the Cyber 
Warfare Club.  Development of the appropriate level of hands-on labs has been 
challenging.  One of the approaches we have used is to introduce security concepts 
through web-based simulations of cyber threats such as buffer overflow and SQL 
injection which do not require a highly technical background to understand [6]. We 
identified the following topics as a starting point for hands-on lab development: 

• vulnerability analysis and penetration testing,  

• the hacker methodology,  

• incident response,  

• forensics, 

• reverse engineering, 

• networking fundamentals, and  

• service fundamentals  
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A key concept in our hands-on labs is the idea of a “check ride”.  In aviation, a check 
ride is where a student takes control of a plane (under the close supervision of a 
qualified pilot) and demonstrates techniques and is either verified as being qualified 
or needing additional training. We utilize our senior club members to provide cyber 
check rides to the more junior students. We are pursuing the development of multiple 
training modules in parallel. Additionally, there are several opportunities to leverage 
work being done in various cyber organizations to provide additional training to club 
members. Several organizations have expressed an interest in collecting club 
materials and training modules developed at our institution. 

Besides the training opportunities, we have used the club as an opportunity to 
select students for additional training provided commercially.  Over spring break in 
2009 and 2010, we sent ten students to Certified Ethical Hacker training.  This course 
was well received by the students.   

In its short history, students from our Cyber Warfare Club have participated in 
multiple cyber competitions.  Two of these competitions had the students on blue 
teams protecting systems and services while another allowed them experience on a 
red team in a capture the flag event.  We recently competed in the 2010 International 
Capture The Flag (ICTF) competition and had a respectable placing in the top 20 of 
all teams worldwide [7].  These competitions serve as capstone events and tie all of 
the education and hands-on training together to provide students an opportunity to 
integrate all their skills and get a feel for the bigger picture. 

4 Cyber in Depth 

Along with the cyber education given to all students, and the cyber training providing 
additional experience to interested students, we offer students the opportunity to 
explore cyber topics in much greater depth through the cyber warfare track of our 
computer science major, through the cyber instructor course, and through cyber 
research opportunities. 

4.1 Cyber Warfare Track 

Our Computer Science major has been recognized by NSA and DHS as a Center of 
Academic Excellence (CAE) in Information Assurance Education.  We have 
integrated computer security principles in several of our major courses where 
appropriate.  In addition, all CS majors are required to take the Information Warfare 
course which is a concepts course in cyber security. 

For students that want to focus on cyber warfare, we offer two additional courses, a 
cryptography course and a network defense course.  Students that complete both of 
these as optional courses in the major receive a designation on their diploma as 
having completed the cyber warfare track of the Computer Science major. 

4.2 Cyber Instructor Course 

As stated earlier, undergraduate students are the primary instructors of the Cyber 256 
class.  Each 10-day offering will have fifteen students and three undergraduate 
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instructors.  These student instructors have been hand-picked by the faculty because 
of their leadership potential and demonstrated proficiency in the cyber warfare club.  
As previously described, this instructor model draws heavily from the sailplane 
instructor paradigm.  For each skill, student instructors will demonstrate a skill, allow 
students to practice the skill with instructor help and finally have the student perform 
the skill for evaluation.  If the sailplane program is any indication, the biggest 
challenge for these instructors will be to restrain themselves from correcting student 
mistakes too quickly. 

The Cyber Instructor Course fulfills a very important and often underappreciated 
need within the cyber warfare discipline, namely to develop cyber leaders.  Too often 
cyber warfare courses emphasize the technical nature of the discipline.  Yet what is in 
demand are people who not only understand the technical challenges cyber warfare 
presents, but can communicate those challenges to non-technical  people.   Student 
instructors will be required to train their non-technical peers to use sophisticated 
cyber security tools to perform basic tasks.  In the process, they will develop both 
their technical and leadership skills.  In fact, USAFA is allowing these cyber 
instructors to teach the cyber warfare class in-lieu of other leadership requirements.      

4.3 Cyber Research 

Although we are an undergraduate-only institution, we believe that research is an 
integral part of the undergraduate experience.  Students have the opportunity to 
explore a cyber-research topic in-depth through an independent study course which 
matches the student with a faculty mentor conducting research on a specific project.  
In addition, our institution offers a 5-week summer research program made available 
to the top students in each major.  Between their junior and senior years, students in 
this program attend institutions such as NSA, NRO, MITRE, Intel, and research 
organizations to work on a real-world research problem.  The program is highly rated 
by students and gives them an excellent exposure to the cyber world outside of 
academia. 

We believe that research should not be relegated to just the top students. In our 
Information Warfare course required of all computer science majors, we have created 
a final course project that provides a research experience [8].  Students pair up with a 
faculty mentor to work on a current research topic throughout the semester. The 
project is broken into the phases of a research effort where students have to conduct 
background investigation, develop a research plan, collect data, perform analysis, and 
document their findings in both a research poster and a conference-level research 
paper.  Several of the projects have been published in various conference proceedings. 

5 Future Plans 

Our current program is successful in providing all of our graduates a fundamental 
exposure to important issues they will be facing in their professional careers.  
Students with an increased level of interest have access to training opportunities that 
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take into consideration the fact that they may not be technical majors.  Our graduating 
cyber professionals have a high rate of accomplishment in their careers and a proven 
track record of successful performance. 

To continue our success, however, requires evolving our program as technology 
changes and as the demands of our students future career field change.  We are 
constantly updating our educational cyber curriculum and have faculty actively 
involved in cyber-education working groups.  We also have faculty who actively 
participate in defining training standards and programs for the Air Force cyber career 
field.  We try to take the lessons learned to improve our cyber training opportunities 
for students.  As we gain more experience with Cyber 256 and the associated student 
instructors, we will need to tweak the program to keep it fresh, challenging, and 
relevant.  Similarly, we are constantly in touch with our peers in the commercial and 
research sectors to understand the current challenges and find interesting projects for 
our students to work on.  By maintaining currency, we hope to keep our broad-based 
program at the forefront of cyber education and best prepare our students to enter the 
cyber world. 
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Abstract. This paper presents a case study for a new Master of Science in 
Enterprise Information Systems program created at Colorado Technical 
University in which security courses occupy over 20% of all classes within the 
program. Should there be such a high emphasis on security courses? Through 
reviewing the performance of the first class of students in the Enterprise 
Information System Capstone course of this program, we can conclude that the 
investment on the security education is absolutely necessary. These courses 
have laid down the critical foundation for students to correctly handle today’s 
ever growing real world Enterprise Information Systems’ challenges.  

Keywords: Enterprise Information System, Security, Security Education, 
Cloud Computing, Service Oriented Architecture. 

1 Introduction 

As Enterprise Information System (EIS) becomes an integral part of any modern 
business, the need to train more qualified IT professionals who can take a business 
problem and find an EIS solution to address business requirements of the enterprise 
has become more urgent. To meet such needs, Colorado Technical University (CTU) 
created a new master program named Master of Science in Enterprise Information 
Systems in the late of 2008. This program has set up the following core outcomes [1]: 

• Plan, implement and use technology within a broad business and real world 
perspective 

• Demonstrate the ability to critically analyze and solve technical issues as they 
are related to the enterprise 

• Demonstrate the ability to design, implement and manage technology solutions 
to achieve enterprise goals 

• Exercise strong interpersonal and team communication skills 
• Demonstrate the skills necessary to perform all actions within an ethical 

framework 
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The program consists of the following courses: 
• Computer Networking 
• Security Management 
• Database Systems 
• Enterprise Systems Architecture 
• Enterprise Information Systems 
• Information Technology Systems Development 
• Project Management Process in Organizations 
• Schedule and Cost Control Techniques 
• Enterprise Information Systems Capstone 
• 2 elective courses from the list course listed below: 

─ Software Information Assurance 
─ System Security Certification and Accreditation 
─ Software Project Management 
─ Applied Managerial Decision-Making 
─ Project Planning, Execution and Closure Impact on Design & Production 

 
Among all fourteen courses, three courses are related to security.  Obviously the 
security is the heaviest emphasis in this new program. This results from the 
combination of the market trend research and the recommendation from the CTU’s 
industrial advisory board.  Because security issues are associated with every 
component of the EIS, every application, and every business process, it is no longer 
enough to just provide students with some basic concepts and common practice 
knowledge in security management. It is very important to make students understand 
the root cause of all the security issues, the essence, principles and methods of 
security management, and the impact of  security to every decision made by an EIS 
designer or developer. In fact, as a “National Center of Academic Excellence in 
Information Systems Security Education” designated by the US National Security 
Agency and the Department of Homeland Security, CTU has always placed a high 
emphasis on security education in its Computer Science and Information Technology 
degree programs in all levels from Associate, Bachelor, and Master to Doctor. 

In January 2010, the first cohort of students enrolled in this new program was 
about to take their EIS Capstone course. The students were to be tested on how well 
they could solve real world problems by applying the knowledge and skills they had 
acquired from the new program. At the same time this new program was also to be 
tested on how effective its courses were. Having taught several courses with this 
cohort, recommended by both the school and the students, I was selected as the 
instructor for this first EIS Capstone course. 

 In the following sections I will present a case study of the EIS Capstone course so 
that we will have some evidence to answer the question: “Is the emphasis on security 
in this new program a right decision?” 

Interestingly enough, the answer to that question is closely related to the answer to 
another more technical question: “How to secure the Cloud based Enterprise 
Information System”. 

The rest of this paper will help relate those two questions.  
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2 What Are the Real Requirements? 

This first EIS Capstone course was sponsored by the global Information Technology 
(IT) department of a multi-national enterprise.  For convenience, in the rest of this 
paper, we will call this enterprise “the Company.” The EIS Capstone course was 
scheduled for 11 weeks, and this cohort had total of 12 students. During the first week 
of the class, we went through the requirements of the EIS Capstone class and also 
reviewed various key concepts of Service Oriented Architecture and Cloud 
Computing [2], [3]. During the second week of the class, our sponsor met with all the 
students, and issued a written task specification as shown below (minor wording 
modifications have been made correspondingly) [4]: 

 
“The Information Technology (IT) department serves the global technology 

infrastructure needs of the Company through the stewardship of scarce financial, 
human, software and machine resources.  The Company has set as its goal to double 
its service to the targeted customers by the year 2015 and double again by the year 
2020.  In anticipation of supporting this goal, IT will complete installation of a global 
technology infrastructure upgrade by June 2010.  

In addition to internal Company’s resources, IT envisions leveraging an agile 
global pool of technical resources to assist in the construction and deployment of our 
technical service offerings.  Service offering outcomes may include technologies that 
link suppliers to customers, address specific community needs, and enable real time 
responses from venders or suppliers to global needs. 
 
Task Description 

In consideration of Vision 2020, global technology infrastructure upgrade, the 
current IT architectural and investments, will establish an executive level plan to 
establish a global developer network that: 

• Articulates a global vision, outcomes and benefits 
• Describes the objectives and scope of the plan 
• Frames and describes the required technical infrastructure, standards and 

processes required 
• Outlines the sequence of proposed activities and dependencies 
• Documents risks and mitigation strategies 
• Provide a rough order of magnitude costs to implement 
• List assumptions that bound the scope and delivery of the project ” 
 

After reading through this task specification, all students asked the same question: 
“What are the real requirements?” This was because they were lacking the working 
knowledge regarding the Company’s As-Is IT systems, the daily real challenges and 
restrictions that the Company’s IT department faced, and the root cause of these 
problems. Therefore, the students decided that they first needed to start the system life 
cycle development process to make more in-depth investigations, and to exercise 
more due diligence to find out the real requirements. 
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Through a sequence of email communications and several face to face meetings, 
much more information was collected, as summarized in the following: 

• The Company was helping more than 1 million customers in 25 countries with 
an ever growing need. It was essential that the Company expands its system-
wide IT communication capability to automatically translate, store, secure, 
update, and rapidly retrieve large amounts of data. 

• The protection of the Company’s business databases which include the financial 
information of their partners, vendors, suppliers, and customers, was a crucial 
requirement. 

• The Company’s existing IT systems were developed by multiple vendors and 
introduced at different times for different purposes. The Company’s As-Is IT 
systems were really the Silos systems as described in [5]. All the IT functions 
had been independently structured to meet local application demands with only 
a secondary consideration on how to connect a global community. The IT 
functions also did not readily share information outside of their respective 
infrastructures.  

• With the limited IT budget that the Company could offer, developing any new 
integrated EIS would require a very innovative and non-conventional solution. 
And the Company was willing to look into any new technical solutions that 
could save costs while still achieving its’ final goals. 

It was very clear that the real requirements could be concluded in one statement:  

“The Company needs to develop a Service Integration Architecture Framework 
to enable existing and new functionalities and resources continuously integrated in 
a fast, secure and cost efficient manner.” 

This statement was quickly reviewed and endorsed by the sponsor. It then not only 
provided the project direction for students, but also became the only criteria to assess 
the final result of the students’ work created through the project. 

3 A Solution Meeting the Requirements: Service Integration 
Architecture Framework Based on Cloud Computing [6] 

After fully understanding what the real problems of the As-Is IT systems were and 
what real needs the Company had, the students quickly focused their effort onto 
creating a new Service Integration Architecture Framework (SIAF).  The SIAF would 
help the Company not only to move from the Silos systems to an integrated Service 
Oriented Architecture (SOA) based system, but also to take advantage of Cloud 
Computing Services wherever appropriate. 

As shown in Fig. 1, the proposed SIAF  addressed the pre-requisite considerations 
and risks associated with external Cloud Computing Services and/or platforms to 
include newly evolving issues, constraints, efforts, technical advances, and the latest 
industry standards  pertains to the Company’s global operations.   

In the proposed SIAF, the discussions were focused on the following five aspects: 
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(1) Pros and Cons of Various types of Cloud Computing Services 
(2) Security in the Context of Cloud Computing:  

o Identity and Access Management 
o Data Security 

(3) Communication in the Context of SOA and Cloud Computing: 

o External Enterprise Service Bus (EESB) 
o Internal Enterprise Service Bus (IESB) 

(4) Application Programming Interface 
(5) Business Process Manager 

 

Fig. 1. Service Integration Architecture Framework 

Below is the simplified version of students’ proposal. 

3.1 Pros and Cons of Cloud Computing Services 

The students provided a through analysis on the Pros and Cons of various types of 
Cloud Computing Services regarding the needs of the Company, as summarized in the 
Table 1. 

The students concluded that although public Cloud Computing Services could 
provide cost savings on both IT Application and Data Management, the cost to 
maintain the required security and privacy as well as data accessibility would reduce 
that benefit. The entire IT Operation cost would only be reduced to a certain level 
depending on what type of Clouding Computing Service was really used. 
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3.2 Security in the Context of Cloud Computing 

Security functionality is the central part of in this SIAF. It is managed through two 
subsystems: Identity and Access Management (IAM) subsystem and the Data 
Security subsystem. 

Table 1. Comparisons of Various Types of Cloud Computing Services 

Type of Cloud 
Computing 
Service 

Private Cloud 
(On Premise) 

Public Cloud–IaaS
(Infrastructure as 
a Service) 

PublicCloud-PaaS
(Platform as a 
Service) 

PublicCloud–SaaS 
(Software as a 
Service) 

Control 
Computing 
Resources 

Organization 
Control 

Shared Control Vendor Control Vendor Control 

Data Security 
and Privacy 
Risk 

Low Medium High High 

Data 
Management 
Cost 

High Medium Low Low 

Existence and 
Standards for 
Cloud Identity 
and Access 
Management 
(IAM) Tools 

Matured 
(ISO/IEC27002) 

Reviewed
(ISO/IEC27002 
(2005)) 

Proposed
(Cloud Security 
Alliance established 
in 2008) 

Proposed 
(Cloud Security 
Alliance established 
in 2008) 

Requirements 
for Federation 
IAM Tools 

Lowest Low Medium High 

IT Application 
Development 
Cost 

Highest High Medium Low 

Security and 
Privacy 
Management 
Cost 

Low Medium High Highest 

IT Operation 
Scalability 

Low Medium High High 

Overall IT 
Operation Cost 

High Medium(high end) Medium Medium (low end) 

IAM Subsystem 

The IAM subsystem includes the following components: 

• Access control based on business requirements 
• User Access Management 
• User Responsibility validation and enforcement 
• Network access control 
• Operating system access control 
• Application access control 
• Information access control 
• Mobile computing and teleworking access control 
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The IAM’s purpose in the context of the Cloud Computing is to extend and blur the 
lines of boundary and trust. It must achieve the following security functionalities: 

• Timely and secure managing of on-boarding and off-boarding users in the 
cloud.  

• Authenticating users in trustworthy and manageable manner and addressing 
credential management, delegation, and managing trust across multiple types 
of Cloud Computing Services. 

• Federation to enable organizations to use selected Identity provider (IdP) to 
exchange identity attributes across allied organizations. 

• Authorization and user profile management to establish and manage profiles 
and policies to control access in auditable manner. 

Data Security Subsystem 
 
In addition to the conventional data security functions that are usually associated 

with the specific data management systems (such as databases, or data warehouses) in 
the context of Cloud Computing, the data security subsystem must also support the 
following functionalities: 

• Arranging different data stores and accessing measures based on the security 
level, availability and integrity requirement of the data. 

• Effectively supporting the responsibility in terms of Physical Administrative 
Access, Logical Administrative Access, Object Sharing and Maintenance of 
the data which are well defined in the Service Level Agreement (SLA). 

• Being able to test and verify the capabilities of the Secured and Virtual 
Storage, Disaster Recovery or Continuity of Operation declared by the cloud 
service providers. 

• Being flexible enough to smoothly switch among the various mode of an IT 
application’s lifecycle such as “application development mode”,  “application 
testing mode”, “application operation mode”, “application maintenance 
mode”, and “application retiring mode”, etc. 

3.3 Communication, API and Business Process Manager 

The Internal ESB is responsible for managing and interacting with the Company’s 
current information at its Core IT Infrastructure. For example, the Internal ESB can 
manage and increase capability to communicate with Field Offices and Partners. 

The External ESB is responsible for managing Cloud Computing Services in the 
future and the connection to external APIs to utilize the Cloud Computing based 
applications. 

As a component allowing the external users or applications to integrate with the 
Company’s applications, the Application Programming Interface (API) is a critical 
“gateway” between the external world and the internal Core IT Infrastructure.  

The Business Process Manager subsystem is responsible for invoking Business 
Processes defining the work flows for both internal and external communication.  
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3.4 Final Recommendations 

Finally, the students recommended the Company to carefully examine the following 
actions to develop their next generation IT system infrastructure.  

• Until the Cloud security management matures, consider migration of only 
non-sensitive data and low risk applications as a logical first step. 

• Develop more mature Identity and Access Management capabilities within 
the enterprise while the Cloud Computing Service community coalesces. 

• Utilize ESBs to route and translate messaging for both internal and external 
users, which sets the stage for the Company to adapt to Cloud Computing. 

4 Conclusion 

After the SIAF was presented to the executives and IT management of the 
Company, it received high praise from the audience. It was commonly 
acknowledged that the most impressive achievement by the students was that they 
had correctly considered security at every level of the system. They also 
successfully balanced the benefits and risks involved in the Cloud Computing. The 
most attractive feature of their proposal  was that it enabled the Company to 
gradually replace future applications development with Cloud Computing Services, 
while, smoothly and securely integrating these results with the Company’s own 
Core IT Infrastructure. The students work had fully met the requirement. And the 
objectives of the program were also met completely. 

During the final discussion on the project, most of the students had credited their 
success back to the security courses taught in the program, which had prepared them 
well for dealing with the security related issues in the project. 

Therefore when the students correctly answered the question: “How to secure the 
Cloud based Enterprise Information System”, and succeeded in their EIS Capstone 
project; our question: “Is the emphasis on security courses right?” had also been 
clearly answered. Indeed, the security education in the MS in EIS program played a 
critical role in our students’ success. 

Acknowledgement. The author sincerely thanks all the students who participated in 
the EIS Capstone class described in this paper. Much of the technical content and the 
conclusions made in this paper about the Service Integration Architecture Framework 
project are directly based on their excellent work. 
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Abstract. Robust programming lies at the heart of the type of coding
called “secure programming”. Yet it is rarely taught in academia. More
commonly, the focus is on how to avoid creating well-known vulnerabil-
ities. While important, that misses the point: a well-structured, robust
program should anticipate where problems might arise and compensate
for them. This paper discusses one view of robust programming and gives
an example of how it may be taught.

1 Introduction

The results of poorly written software range from the merely inconvenient to the
catastrophic. On September 23, 2010, for example, a software error involving the
mishandling of an error condition made Facebook inaccessible for over 2 hours [7].
Medical software, electronic voting systems, and other software [1,2,13] also have
software problems.

Problems in software often appear as security problems, leading to a demand
that students learn “secure programming”. While laudable, this focuses the dis-
cussion of programming on security rather than good programming style. The
reason this difference is important lies in the definition of “security”.

Security is defined in terms of a security policy, which describes those states
that the system is allowed to enter [3]. Should the system enter any other
state, a breach of security occurs. “Secure programming” therefore ties pro-
gramming to a particular policy (or set of policies). As an example, consider
a program in which a buffer overflow on the stack will not be caught. The at-
tacker overflows the buffer, uploading a changed return address onto the stack.
This causes the process to execute code that the attacker desires. If the pro-
gram adds privileges to the attacker, for example as a setuid-to-root program
on a Linux system, the ability of the attacker to perform arbitrary tasks by ex-
ploiting this buffer overflow is a violation of any reasonable security policy. So,
“secure programming”—in which one focuses on those programming problems
that cause security violations—would cover this case.

Consider the same program, but it does not add privileges to the attacker.
The attacker can exploit the same buffer overflow flaw as before, but that code
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will execute with the attacker’s original privileges. As there is no increase in
privileges, exploiting the buffer overflow flaw usually does not violate a security
policy. Hence this is not a “secure programming” problem.

But it is a robustness problem. Such a buffer overflow can cause the program
to act in unexpected ways. Robust code would handle the input causing the
overflow in a reasonable way. In this case, a robust program would gracefully
terminate, telling the user about the invalid input that caused the problem.

In what follows, we refer to “code” when we mean a program or a library. The
reader should make the obvious generalization to terms. Thus, “input to code”
means any input that the user or environment provide to a program or a library,
including the parameters passed and the return value in the case of the latter.
“Calling a function” may refer to invoking a program.

The goal of this paper is to discuss the principles of robust programming, and
provide an example of how to explain the issues to students. The next section
focuses on the principles. We then present an example of non-robust coding, and
then show how to write the same library function in a robust way. We conclude
with a brief discussion of our experiences using this example.

2 Background

There is amazingly little written about robust coding. Certainly any survey of
the literature must begin with Kernighan and Plaugher [9] and Ledyard [10],
who provide general rules. Other books focus on specific programming lan-
guages [8,11,12]. These books provide detailed rules and examples of the ap-
plication of the rules. Specific exercises and mentoring [5,6,4] have also been
discussed. This paper aims at a broader scope, enunciating some fundamental
principles and then applying them to library functions.

3 Principles

Robust code differs from non-robust, or fragile, code by its adherence to the
following four principles:

1. Be paranoid. The code must check any data that it does not generate to
ensure it is not malformed or incorrect. The code assumes that all inputs
are attacks. When it calls a function, the code checks that it succeeds. Most
importantly, the programmer assumes that the code will have problems,
and programs defensively, so those problems can be detected as quickly as
possible.

2. Assume stupidity. The programmer must assume that the caller or user can-
not read any manual pages or documentation. Thus, the code must handle
incorrect, bogus, and malformed inputs and parameters appropriately. An
error message should not require the user to look up error codes. If the code
returns an error indicator to the caller (for example, from a library routine),
the error indicator should be unambiguous and detailed. As soon as the
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problem is detected, the code should take corrective action (or stop). This
keeps the error from propagating.

3. Don’t hand out dangerous implements. A “dangerous implement” is any data
that the code expects to remain consistent across invocations. These imple-
ments should be inaccessible to everything external to the code. Otherwise,
the data in that data structure may change unexpectedly, causing the code
to fail—badly. A side benefit is to make the code more modular.

4. Can happen. It’s common for programmers to believe conditions can’t hap-
pen, and so not check for those conditions. Such conditions are most often
merely highly unlikely. Indeed, even if the conditions cannot occur in the cur-
rent version, repeated modifications and later additions to code may cause
inconsistent effects, leading to these “impossible” cases happening. So the
code needs to check for these conditions, and handle them appropriately
(even if only by returning an error indicator).

The defensive nature of robust programming protects the program not only from
those who use it but also from programming errors. Good programming assumes
such errors occur, and takes steps to detect and report those errors, internal as
well as external.

4 The Non-robust Example

This example is part of a queue management library. It consists of a data struc-
ture and routines to create and delete queues as well as to enqueue and dequeue
elements. We begin with the queue structure and the interfaces.

/* the queue structure */

typedef struct queue {

int *que; /* the actual array of queue elements */

int head; /* head index in que of the queue */

int count; /* number of elements in queue */

int size; /* max number of elements in queue */

} QUEUE;

void qmanage(QUEUE **, int , int); /* create , delete queue */

void qputon(QUEUE *, int); /* add to queue */

void qtakeoff (QUEUE *, int *) /* remove from queue */

This organization is fragile. The pointer to the QUEUE structure means the
location of the data, and hence the data itself, is accessible to the caller, so the
caller can bypass the library to obtain queue values—or, worse, alter data in the
structure. So this encapsulation is not hidden from the caller.

Next, consider the queue manager routine qmanage. The first argument is the
address of the pointer to the QUEUE structure; the second, a flag set to 1 to
create a new queue and 0 to delete the queue; and the third, the size of the queue
to be created. If the second argument is 0, the third argument is ignored.
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void qmanage(QUEUE ** qptr , int flag , int size)

{

if (flag ){

/* allocate a new queue */

*qptr = malloc(sizeof(QUEUE));

(*qptr)->head = (*qptr)->count = 0;

(*qptr)->que = malloc(size * sizeof(int));

(*qptr)->size = size;

}else{

/* delete the current queue */

(void) free ((* qptr)->que);

(void) free (* qptr );

}

}

This routine is composed of two distinct, logically separate operations (create
and delete) that could be written as separate functions. Thus, its cohesion is
low. Poor cohesion generally indicates a lack of robustness.

Indeed, this code is not robust. The arguments are not checked. Given that the
last two are integers, a caller could easily get the order wrong. The semantics of
the language means that if the second argument is non-zero, the function creates
a queue. Thus the call

qmanage (&qptr , 85, 1);

allocates a queue that can hold at most 1 element. This is almost certainly
not what the programmer intended. Further, this type of error cannot be easily
detected. Decoupling the two separate functions solves this problem.

Lesson 1. Design functions so that the order of elements in the parameter list
can be checked.

Next, consider the flag argument. The intention is for 1 to mean “create” and 0
to mean “delete”, but the code makes any non-zero value mean “create”. There is
little connection between 1 and creation, and 0 and deletion. So psychologically,
the programmer may not remember which number to use. This can cause a queue
to be destroyed when it should have been created, and vice versa.

Lesson 2. Choose meaningful values for the parameters

The third set of problems arises from a failure to check parameters. Suppose qptr
is a nil pointer (NULL) or an invalid pointer when a queue is being created.
Then the first malloc will cause a crash. Similarly, if size is non-positive, when
the queue is allocated (the second malloc), the result is unpredictable.

Now consider queue deletion. Suppose either qptr or *qptr is NULL. Then
the result of the function free is undefined and may cause a crash.

Lesson 3. Check the sanity of the parameters.

More generally, the pointer parameter poses problems because of the semantics
of C. C allows its value to be checked for NULL, but not for a meaningful
non-NULL value. Thus, sanity checking pointers in C is in general not possible.



144 M. Bishop and C. Elliott

Lesson 4. Using pointers in parameter lists leads to errors.

The function does not check sequences of invocations. Consider:

qmanage (&qptr , 1, 100);

/* . . . */

qmanage (&qptr , 0, 1);

/* . . . */

qmanage (&qptr , 0, 1);

This deallocates the queue twice. The second deallocation calls free on previously
deallocated memory, and the result is undefined (usually a crash).

Lesson 5. Check that the function’s operations are semantically meaningful.

In the body of the function, failure of either memory allocation malloc call will
cause references through nil pointers.

Lesson 6. Check all return values, unless the value returned does not matter.

Finally, consider the multiplication. If the system has 4 bytes per integer, and
size is 231 or more, on a 32-bit machine overflow will occur. Thus the amount of
space may be much less than what the caller intended. This will probably cause
a crash later on, in a seemingly random location.

Lesson 7. Check for overflow and underflow when performing arithmetic
operations

We now apply these lessons to construct a robust data structure and queue
management routine.

5 The Robust Example

Begin with the queue structure, which is at the heart of the library. That struc-
ture is to be unavailable to the caller, so we need to define two items: the struc-
ture itself, and its interface. We deal with the interface first. The object that the
caller uses to represent a queue will be called a token.

If the token is a pointer to a structure, the user will be able to manipulate the
data in the structure directly. So we need some other mechanism. Indexing into
an array is the obvious alternative. However, simple indices enable the caller to
refer to queue 0, and have a high degree of certainty of getting a valid queue.
So instead we use a function of the index such that 0 is not in the range of the
function. Thus, we will represent the queue as an entry in an array of queues. The
token will be the output of an invertible mathematical function of this index.

Also, the code must never reference a queue after that queue is deleted. Sup-
pose a programmer uses the library to create queue A. He subsequently deletes
queue A and creates queue B, which has the same index in the array of queues as
queue A did. If the token is a function of the index only, a subsequent reference
to queue A will refer to queue B. To avoid this problem, each queue is assigned
a nonce that is merged into the token. For example, suppose queue A has nonce
124 and queue B has nonce 3086, and both have index 7. The token for queue A
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is f(7, 124) and the token for queue B is f(7, 3085). As these values differ, the
token will refer to queue A and be rejected.

This simplifies the interface considerably. The type QTOKEN consists of
the value of the function that combines index and nonce. We must be able to
derive the index and the nonce from this token; a moment’s thought will suggest
several ways to create such a function. Then, rather than pointers, the value
of the token represents the queue. The caller cannot access the internal queue
representation directly; it can only supply the token, which the library then maps
into the corresponding index.

This applies lesson 4. Because we designed the QTOKENs so their values
could be easily sanity checked, this also follows lesson 3.

The queue structure and storage then becomes:

typedef struct queue {

QTICKET ticket; /* contains unique queue ID */

int que[MAXELT]; /* the actual queue */

int head; /* head index in que of the queue */

int count; /* number of elements in queue */

} QUEUE;

static QUEUE *queues[MAXQ ]; /* the array of queues */

static unsigned int noncectr = NOFFSET;/* current nonce */

For simplicity, all queues are of fixed size. All global variables are declared
static so they are not accessible to any functions outside the library file. An
empty queue has its count eld set to 0 (so the queue exists but contains no
elements); a nonexistent queue has the relevant element in the array queues set
to NULL (so the queue does not exist).

We modularize the functions. We define two new functions. qgentok generates
a token from an index. qreadtok validates a given token and, if valid, returns the
corresponding index. This enables us to make changes to the mapping between
the token and the index in queues.

The queue creation and deletion operations are decoupled into two separate
functions. Due to space limitations, we examine only the queue creation function:

QTOKEN qcreate(void)

{

register int cur; /* index of current queue */

register QTOKEN tkt;/* new ticket for current queue */

/* check for array full */

for(cur = 0; cur < MAXQ; cur++)

if (queues[cur] == NULL)

break;

if (cur == MAXQ ){

ERRBUF2("create_queue : too many queues (max \%d)", MAXQ );

return(QE_TOOMANYQS );

}

/* allocate a new queue */
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if (( queues[cur] = malloc(sizeof(QUEUE))) == NULL ){

ERRBUF("create_queue : malloc: no more memory");

return(QE_NOROOM );

}

/* generate ticket */

if (QE_ISERROR (tkt = qgentok(cur ))){

/* error in ticket generation -- clean up and return */

(void) free(queues[cur ]);

queues[cur] = NULL;

return(tkt);

}

/* now initialize queue entry */

queues[cur]->head = queues[cur]->count = 0;

queues[cur]->ticket = tkt;

return(tkt);

}

The differences between this routine and the non-robust version are instruc-
tive. Creating a queue requires no information beyond the invocation. So if one
wanted to allow the user to specify the size of the queue, that size could be
passed as the single parameter. Therefore, the parameters cannot be confused
with one another—there are no parameters, or (if modified as suggested above)
exactly 1 parameter. This applies lessons 1 and 2.

Next, the return values of all functions are checked. If malloc fails, an error
code and an expository message are returned. This should never happen; the
amount of space requested is a small constant, and with virtual memory, it would
be very rare for that allocation to fail. Nevertheless, we check for failure (thereby
checking for “impossible” cases). Similarly, if a token cannot be generated, an
error is returned. This follows the lesson of checking all function calls—our own
as well as library and system calls. This applies lesson 6.

The routine provides two types of error indicators. The return value is an in-
teger outside the range of the function used to generate the token (so it cannot
be confused with a valid token). A header file supplies a macro, Q ISERROR,
that takes an integer and returns 1 if the value represents an error, and 0 if it
represents a token. In addition, a special error buffer contains a string describing
the problem and any limits that were exceeded. A good example of this is in the
body of the first if statement in the above function. If there were no available
space in the array, the queue cannot be allocated. So the routine provides the
caller an error indicator, and ERRBUF2 loads into the error buffer a mes-
sage giving the maximum number of queues that can be created. This way, the
programmer knows the maximum number of queues the library can create.

Lesson 8. Provide meaningful and useful error indicators and messages.

6 Conclusion

Teaching robust programming is implicit in every beginning programming course.
Unfortunately, as students advance through other computer science courses, they
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often do not use the techniques for writing robust programs. Changing this sit-
uation requires having the students apply the techniques they have learned, and
are learning, rather than treating the subject as an abstract exercise in analysis.

A similar statement holds for “secure programming”. A focus on security,
though, is misplaced—while it is a critical element of software, its exact def-
inition varies from system to system and site to site. Programming robustly
provides the basis for adding security elements to the program; but without
robust programming, secure programming will never achieve the desired effect.

The above example was constructed many years ago to illustrate the prob-
lems of non-robust code, and how library routines written robustly overcome the
problems. When teaching this lesson, having the students find the problems in
the non-robust library challenges them to think of what can go wrong—in com-
puter security terms, to think like an attacker (except that the “attacker” may
not be malicious). This is the key to robust programming, and indeed all code
reviews—a mode of thought in which problems are anticipated by examining the
structure of the code and asking, “What if . . . ?”
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1 Introduction 

Global information communications demand effective and appropriate information 
security. Teaching information security effectively and appropriately requires 
incorporating two main dimensions: internationally agreed methods and approaches, 
and a close organisational fit. Although the majority of organisations have deployed 
information security capacities, these are not always as effective as organisations 
would wish. A CSI Survey [1] reports large increases in the incidence of financial 
fraud, malware infection, denials of service, password sniffing and Web site 
defacement. In order to better address security management 43% of respondents 
suffering security incidents changed their organisation’s security policy following the 
abuse [2]. The CISO report published by ISC2 suggests that organisations, like 
Socrates, need to ‘know thyself’, being aware of their challenges and opportunities in 
information systems security management [3]. This report confirms that half of the 
respondents feel they have a significant ability to impact the security posture of their 
organisation yet continue to see vulnerabilities and incidents. Emerging new 
challenges include adoption of social networking applications to improve business 
processing, and ‘cloud’ technologies as an alternative repository for corporate 
information.  

Information security curriculum needs to possess the capacity to demonstrate how it 
addresses these contemporary and other traditional objectives within the much broader 
encompassing information and communications technology (ICT) arena. Internationally 
agreed methods and approaches are established through international standards and 
professional bodies to provide guidance in what to do, how to do it, and who will do it. In 
the current age of global organisational structure and communications a baseline is 
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essential in order to determine levels of security management between business partners. 
When organisations consider venturing into, and extending their business information 
over the internet, they don’t necessarily have the means for quickly and accurately 
measuring their vulnerability and the risks they offer to other organisations. Compliance 
with international standards gives some predictability and evidence of compliance 
provides reassurance that the organisation is probably managing security at an 
appropriate level for the desired engagement. Business organisations trading in global 
economic markets require security appropriate to their risk exposure. International 
standards and guidelines provide the baseline for security requirements and to address 
these requirements organisations need firstly employees with the essential skills and 
knowledge and secondly the necessary organisational policies and procedures, to 
maximise security of their systems. The core body of knowledge recognised by 
professional associations and certification bodies provides the framework for the 
necessary skills and knowledge which are delivered by recognised educational 
institutions. Providing the means of visualising information security subject matter 
facilitates seeing how well curricula match industry requirements and potential staff 
capabilities.  

2 Standardising Information Security 

The need to ensure information is protected and secure is well established. The roles 
and tasks performed to secure and protect information communications falls upon 
those working in the ICT sector. Compliance with expected competencies within this 
sector is a major undertaking and these competencies should be aligned with 
internationally agreed standards. There is as yet no clear single agency responsible for 
overseeing the alignment of internationally agreed standards. The generally accepted 
core body of knowledge is no longer disputed yet there is a proliferation of 
organisations offering solutions to the vexed challenge of securing information. Those 
responsible for managing information security turn to a number of possible solutions. 
Solutions to securing information focus on what task should be done, how those tasks 
should be performed, and who is appropriate to perform these tasks. Seeing the 
relationships between various information security stakeholders and having the means 
to visualise competencies and capacities associated with information security roles 
and tasks is also part of the solution.  

The ICT stakeholders identified include professional standards organisations, 
businesses, governments, educators, academic institutions, students, and the 
community at large. The community at large is a necessary stakeholder because 
information is exchanged between members of the public and other traditional ICT 
stakeholders.  

Information technology service management relies on professional standards 
organisations to provide leadership and direction. Professional standards organisations 
include International Organization for Standardization (ISO), International 
Electrotechnical Commission (IEC), and special interest groups such as Information 
Systems Audit and Control Association (ISACA), International Professional Practice 
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Partnership (IP3), and the International Information Systems Security Certification 
Consortium, Inc. (ISC²).  

One might observe that the ISO/IEC 27000 series and ISACA’s CoBIT define 
‘what’ should be done, ITIL defines ‘how’ it should be done, SFIA defines ‘who’ 
should do it, and the various other bodies offer systems of accreditation ensuring 
‘what’, ‘how’, and ‘who’ compliance. Two groups; one reflecting the organisation’s 
requirements, the other a practitioner’s potential capabilities and the interrelationships 
between ‘what’, ‘how’, and ‘who’ may be represented, as an information security 
network as shown in Figure 1.  

 

Fig. 1. Information Security Network  

The ISO/IEC 27000 Series is that most relevant to information security. The 
comprehensive nature of the ISO/IEC 27000 Series is intended to address every 
activity considered necessary for managing information security. The generally 
accepted view is that standards define what must be done and that guidelines explain 
how to conduct the necessary activities to be compliant with those standards. The 
Information Systems Audit and Control Association (ISACA) Framework COBIT 
addresses ‘what’ should be done by providing technical guidance [4].  

How to convert the divergent high level guidance provided by ISO and COBIT 
into a coherent set of practically implementable tasks suggested in ITL is not obvious. 
Kulkari [5] discusses the challenges management faces when business processes 
undergo rapid environmental change and are forced to modify policies to addresses 
redefined business goals. The COBIT Framework facilitates management of change 
by addressing the three primary information control topics; security, quality, and 
fiduciary[6]. Help [7] offers a model of the transition from higher level requirements 
guidance offered in ISO and COBIT to practical application implementation. The 
arrangements of the frameworks in Help’s model clearly shows the relationship and 
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overlapping between not only each model but also the transitions for ‘What’ and 
‘How’ in regard to their relationship to standards and guidelines.  

The Skills Framework for the Information Age (SFIA) is intended to address a 
perceived lack of agreement on an appropriate framework to describe graduate skills 
[8]. Organisations employing ICT professionals can use SFIA to write position 
descriptions, manage risks and improve the ICT function [8]. It has also been used to 
identify skills attained by graduates of an academic program [9]. The SFIA matrix, 
that provides skills grouped by categories and subcategories on one axis, while the 
other axis offers seven levels of responsibility and accountability, is shown as a 
network in Figure 2. The seven levels are generically described, commencing at the 
lowest level, as ‘Follow’ ascending through ‘Assist’, ‘Apply’, ‘Enable’, ‘Ensure, 
advise’, to ‘Instantiate, influence’, culminating at the highest level with ‘Set strategy, 
inspire, mobilise’ [10]. Currently, IP3 assumes an ICT professional capacity operating 
at levels equivalent to SFIA Level 5, and that a university degree program graduate 
would be able to assume Level 4 responsibilities [10].  

 

Fig. 2. SFIA Skills Network. Adapted from Source: [10]. 

The crucial issue after determining ‘what’ should be done is addressing ‘how’ tasks 
should be conducted. The Information Technology Infrastructure Library (ITIL) sets 
out the requisite IT service management concepts and practices for meeting the 
criteria established in the ISO/IEC 27000 Series and by COBIT. Rudd [11] provides 
an introductory overview of ITIL explaining the interconnections between ICT 
management and service delivery, and support mechanisms. Cartlidge et al. [12] 
furthers Rudd’s introductory overview discussing the ITIL service lifecycle in regard 
to; strategic planning, integrating and aligning business goals, continual improvement, 
measuring effectiveness and efficiency, optimising costs, achieving a return on 
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investment, developing partnerships and relationships, improving project delivery, 
outsourcing, gaining a competitive advantage, delivering required services, managing 
change, and demonstrating governance.  

Because the primary focus of ITIL is the provision of business IT service, security 
is sometimes seen as an additional process. ITIL does provide for information 
security, primarily as a service.  

3 Curriculum Development 

The preceding overview shows the nature of contributions to information security 
curriculum development drawn from the ISO 27000 Series, COBIT, SFIA, and ITIL 
as used by academic institutions developing course materials. Armstrong and 
Jayaratna [13] discuss the structure of required information security skills, 
distinguishing between generic, specialist, and practical skill sets inculcated into a 
postgraduate internet security management curriculum design. Kim and Surendran 
[14] offering a Korean perspective discuss four main areas of information security 
management curriculum design focussing on security policy, risk management, 
safeguard implementation and training, and safeguard management and conclude with 
the twelve necessary information security topics.  

The Bogolea and Wijekumar [15] survey concluded that curriculum developers 
should utilise already existing government resources. Armstrong and Armstrong [16] 
examine alignment of information security education curricula by mapping core body 
of knowledge and learning outcomes to fifteen national and international accreditation 
standards. The Theoharidou and Gritzalis [17] review confirms design of academic 
curricula to conform with CISSP’s ten domains meets industry requirements. Dodge, 
Hay and Nance [18] argue aligning cyber security exercise outcomes assessment to 
include mapping core body of knowledge in selected standards facilitates measuring 
student performance.  

Examination of core body of knowledge and learning outcomes recommended by 
academic, government, and vendor publications suggests adopting the CISSP ten 
domain structure. It is apparent that the core body of knowledge and learning 
outcomes for information security is well defined. The extent and depth of 
information to be taught is not disputed but there is a challenge in how best to 
demonstrate that necessary materials are presented to students and that students have 
studied the required topics. The apparent lack of a ready means to clearly see the 
various components of information security is therefore a problem. This problem is 
not restricted to academia and is exasperated in the business world when non security 
aware personnel are required to decide organisational requirements, outcomes, and 
appropriate allocations of resources for meeting information security objectives.  

4 Visualising Information Security Criteria 

Information security education and training organisations look to business needs, 
emerging ICT developments, and build products to sell to those seeking to meet 
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employment opportunities. As pointed out by von Konsky et al. [9], aligning 
prospective employee capacity, graduate students in particularly, with job criteria is 
beneficial to both employer and employee. The end objective of curriculum 
development is graduates succeeding in the workplace. A method facilitating seeing 
alignments more readily seems a logical next step.  

The process for visualising information security curricula alignment to industry 
standards and guidelines such as SFIA and CISSP learning outcomes, and core bodies 
of knowledge is modelled in Figure 3. The visualisations are constructed by taking the 
listed information security categories and attributing them with a value based on the 
SFIA levels of autonomy and responsibility. 

 

Fig. 3. Information Security Curriculum Development Model  

A matrix of 78 SFIA categories as shown in Figure 4, each with seven possible 
levels equates to 546 distinct patterns.  

 

 

Fig. 4. SFIA Coded Matrix Example with Score 
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Colouring or shading each cell provides an almost unique picture making it a 
simple matter for the stakeholder, a staff member from human resources department, 
an academic, or a prospective employee, to develop score card visualisations 
addressing a set of information security requirements shown in Figure 5. 

Required Applicant 01 Applicant 02  

Fig. 5. Example of Required SFIA Skills Compared with Best Available Applicant Skills 

Unlike the SFIA framework that provides an alpha code for each skill, the coding 
used for CISSP relies on a numbering system. This numbering system was derived 
from the table of contents to CISSP Guide to Security Essentials by Gregory [19]. 
From the ten chapters, one for each domain, sections and subsections lead to the 
provision of 78 topics in Chapter 1, 28 topics in Chapter 2, and to eventually provide 
a total of 680 topics and sub categories.  

 
Required 

 
Applicant 01 

 
Applicant 02 

Fig. 6. Example of Required CISSP Skills Compared with Best Available Applicant Skills 

5 Conclusion 

This paper has provided an overview to some of the influencing factors in the 
information security curriculum development arena and offered a simple visualisation 
process for evaluating decision making processes regarding associated skill sets and 
core knowledge. Adoption of this approach facilitates ready recognition of intricate 
details to a complex topic independent of external influences. Confirming that this 
approach using visualisation of information security processes is readily suited to 
auditing and regulatory compliance purposes is the subject of further current research.  
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Abstract. While there is increased appreciation of the need to provide students 
with education in computer security, there are significant challenges associated 
with the creation of shareable computer security modules that can be used by a 
wide-range of educators. This paper discusses some of the challenges that 
educators currently face in this area, and presents a means to couple a 
successful framework and infrastructure environment to address some of the 
associated issues. Two examples are provided that link the framework and 
infrastructure followed by suggestions for future research and development in 
this area. 
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1 Introduction 

This paper discusses a framework for creating shareable security modules for 
information assurance. We explain the environmental and pedagogical challenges 
associated with the creation and sharing of educational resources, followed by a 
description of two successful projects that can be coupled to facilitate the process - 
the Security Injections@Towson (SI@T) and the Remotely Accessible Virtualized 
Environments (RAVE) projects. We provide example labs that demonstrate the 
coupled framework in action and conclude with future considerations that will 
facilitate the creation and continued evolution of shareable security modules. 

2 Challenges 

The benefits to a hands-on learning environment are widely recognized.  Access to 
hands-on environments not only strongly reinforces lecture concepts, but also allows 
students to experiment with and extend concepts presented in the classroom.  
However, there is a great deal of effort required for individual instructors to create 
educational materials that extend course concepts to a hands-on learning environment. 
The challenges and time requirements can make the exercise prohibitive for many 
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educators. Moreover, when those efforts are successful, there is often not an easy way 
to leverage the effort of any given teacher to improve the capabilities of the entire 
community.  

2.1 Environmental Challenges 

Below is a list of questions instructors may need to address when creating a hands-on 
computer lab experience: 

 

 Do all of the students have the same configuration? 
 Do the students all have the same computing platform? 
 Do they all have the same operating system? 
 Do their machines have enough resources to run the lab exercise? 
 How do I know that they all started from the same configuration? 
 If I am not sure that they all started from the same configuration, how can I 

grade them appropriately? 
 When a student has a problem with the lab exercise, how can I provide help 

to them? 
 If I need to make a change to the lab exercise or configuration, how 

do I distribute that to all students? 
 If I am not at my own computer or at the school, how can I work on the 

lab exercises? [6] 
 

In addition to configuration issues, the instructor needs to worry about student access 
to the lab resources, load balancing among limited resources (such as software 
licenses), and managing the instructor time so that individual student needs can be 
met. While these issues are complicated in a face-to-face laboratory environment, 
they become even more challenging when the educational environment involves 
distance education or even an asynchronous local experience.    

When the topic being taught is computer security, additional issues arise as the 
hands-on labs and activities frequently can only be done in an isolated environment.  
Studying issues such as the malware behavior and cyberdefense exercises would not 
be safe (or in some cases, legal) on production networks. Yet, the ability to gain 
hands-on experience with the computer security concepts presented throughout the 
curriculum is essential if we want students to be able to address the evolving security 
needs of the nation. 

2.2 Pedagogical Challenges 

In addition to the environmental challenges faced by instructors, further work is 
required to produce materials which support a meaningful hands-on educational 
experience for the student.  This includes providing adequate foundational elements to 
bring all students to a common level, educational content to meet the learning 
objectives, reflective activities to ensure that the learning objectives have been met, 
and extension activities to demonstrate how the concepts fit into the big picture.  
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In addition, the current ad hoc nature of most Computer Science (CS) labs 
inadequately address synthetic and analytical thinking, Most programming labs are 
structured towards the goal of “getting the code to run.”  For example, a lab 
assignment which requires students to compute the average of three test scores could 
be tested with the input values of 100, 100, and 100; and submitted with an answer of 
233.33. In many cases, students are so relieved that the code ran they give little 
thought regarding the reasonableness of the answer. To address these challenges and 
better prepare students as security professionals, there have been increased efforts 
towards creating information assurance laboratories [1-3].  However, while more 
instructors recognize the need for incorporating security into the curriculum, many are 
hindered by the environmental challenges listed above, resource limitations, time 
constraints, insufficient security training, and lack of effective pedagogical materials. 

3 Framework for Security Modules  

Based on our own experiences with these challenges, we propose guidelines for 
creating information assurance resources. Specifically, a framework for shareable 
security modules should: 

 
1) be broadly applicable across institutions and courses 
2) be extendible to meet the needs of diverse audiences 
3) be easy to use from a student perspective 
4) be easy to identify, access, and implement for instructors 
5) encourage active learning 
6) facilitate and stimulate development of new modules 
7) be largely platform independent 

 
The combination of two successful NSF research projects provides an exciting 
opportunity to begin to meet these important guidelines.  The following sections 
describe the Security Injections@Towson (SI@T) (NSF Project 0817267) and the 
Remotely Accessible Virtualized Environments (RAVE) (NSF Project 0123152) and 
provide two examples of how the project outcomes can be utilized in tandem to begin 
to meet the requirements for a framework for shareable security modules.   

3.1 Security Injections@Towson  

For the past five years, researchers at Towson University have worked with 
instructors across five diverse institutions, to incorporate security into the CS 
curriculum.  The project has targeted the introductory programming courses required 
of all CS majors: Computer Science I (CS1), Computer Science II (CS2), and the 
preparatory course in programming logic (CS0); as well as the Computer Literacy 
course offered to non-majors. The goals of the project were to 1) increase faculty 
awareness of secure coding concepts 2) increase students’ awareness of secure coding 
issues 3) increase students’ ability to apply secure coding principles and 4) increase 
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the number of security-aware students. Towards this end, they developed and 
implemented a series of self-contained security injection modules that target key 
security concepts including integer overflow, buffer overflow, and input validation for 
the programming courses and phishing, passwords, and cryptography for the literacy 
course [1]. 

The process for material development began with an initial set of draft modules 
that were piloted in local classrooms. To encourage collaboration, researchers held 
on-site faculty workshops at each of the participating institutions, using the modules 
as starting points for discussion and review.  Revised modules were deployed in a 
variety of educational contexts. Formal assessment included pre and post-tests, code 
checks, and faculty surveys to identify factors that worked well across different 
demographic groups. Feedback from workshop participants, assessment results, and 
advice from an expert evaluator, shaped the formation of the resulting security 
injection modules.     

The format for the security injection module includes four components as 
described below: 
 
Background: The purpose of this section is to set the context of the assignment, 

provide necessary background information for the security lab, and motivate 
students for future learning. This section includes a brief summary of the targeted 
security issue, a description of the problem and risk, code snippets which 
demonstrate the vulnerability, and real-life examples which describe actual 
occurrences of security incidents that have been documented in the news or other 
media and are selected to peak students' interest and motivate them to fully 
understand the concept.  

 
     Real-life Example: In December 2005, a Japanese securities trader made a $1 

billion typing error, when he mistakenly sold 600,000 shares of stock at 1 yen 
each instead of selling one share for 600,000 yen. A few lines of code may have 
averted this error. [7] 

 
Problem-Security-Related Lab: Creating interesting and relevant CS lab assignments 

has always been challenging.  Students today are genuinely interested in security; 
therefore security-centric labs not only teach important security concepts but can 
help increase interest and motivation. Dovetailing the traditional CS core 
concepts with relevant security topics – arrays with buffer overflow, data types 
with integer errors – has been effective. A model for mapping security topics to 
primitives, courses - CS0, CS1, or CS2, and learning objectives [4] is easily 
expanded to other courses. 

 
Checklist: Security checklists, which target a security vulnerability or topic, have 

been developed using feedback from students, instructors, assessment, and an 
expert evaluator. Checklists help students check their code and simultaneously 
learn and internalize important security concepts. Checklists provide a 
quantifiable list of security criteria to aid in writing secure code and further 
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reinforce security principles by encouraging self-evaluation and learning 
reinforcement. The checklist can also be used for peer reviews, collaborative 
learning, and assessment. Repeated exposure to the checklists and security 
concepts facilitates use of the checklists and reinforces the security principles. 
Additionally, as the process of using the checklist becomes routine, the 
expectation is that students will practice this habit as programmers. 

Analysis- Discussion questions: Discussion questions require students to analyze and 
summarize their results and promote critical thinking, analysis, and reflection. 
Additionally, students’ answers to these questions provide valuable and 
immediate feedback to the instructor. 

 
The template for the security injection modules was created with an eye towards the 
learning sciences and borrowing from the more structured laboratory approach 
employed by the traditional sciences such as biology and chemistry. By motivating 
students with background information, including self-checks and reflective questions, 
students are encouraged to analyze the process, the results, and the security 
implications. The use of a standardized lab format was also found to be beneficial to 
both students and instructors. Students gained familiarity with the structure and 
process for completing each assignment. Instructors could pick and choose parts of 
the labs for inclusion in their own assignments and most importantly, this model 
proved easy to expand for new courses and new topics. 

3.2 RAVE 

One common barrier to the utility and adoption of a lab repository is the heavy 
dependence on infrastructure and support.  These requirements include specific 
hardware and software requirements for the labs, shared computer labs with a fixed 
number of computers, and to the system administration of the lab facilities. 

The model implemented by the RAVE (Remote Access Virtual Environment) 
project, creates shareable virtual environments built to support many institutions 
remotely accessing a set of resource clusters. It replicates and builds on the successful 
prototype ASSERT Lab at the University of Alaska Fairbanks [8].  Many papers have 
discussed the benefit of virtualization supporting information assurance laboratory 
exercises.  The advantage of RAVE comes from the nature of a shared set of 
computing recourses; one virtualization resource center is used by many different 
institutions. The RAVE architecture consists of multiple virtual resource centers.  
Combining the shareable lab exercises with a standard lab infrastructure removes a 
significant barrier limiting many institutions.  

4 Examples 

The two NSF-funded projects described above can provide a catalyst for the creation 
of shareable computer security modules.  In order to demonstrate this concept, two 
examples are provided. The first takes an existing example from the SI@T suite of 
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exercises and demonstrates how coupling the exercise with the RAVE environment 
will address most of the challenges identified in section 2.  The second exercise takes 
an existing RAVE scenario and builds an associated educational component using the 
SI@T framework.   

4.1 Example 1 – SI@T Modules in the RAVE Environment 

The SI@T Project has resulted in a collection of valuable resources in a common 
framework easily utilized by instructors. While many instructors have an infrastructure in 
place in which students can conduct these exercises, most institutions suffer from some 
(if not all) of the environmental challenges listed in section 2.  As described in section 3, 
the exercises consist of four sections. Three of the four sections are self-contained. 
Combining the hands-on or problem section with the RAVE capabilities alleviates all of 
the environmental challenges listed in section 2. 

After completing the background section, the student is given access to a RAVE 
environment in which to test the applied component. The nine identified issues are 
addressed through the configuration of the RAVE environment.   

• Issues 1-5 have to do with student resources configuration.  In this case, all 
students are given identical virtualization environments; so system components, 
platform, operating system, machine resources, and starting configuration are all 
ensured to be uniform.   

• Issue 6, handling non-identical configurations, is no longer an issue since all 
environments are homogeneous.   

• Issue 7 is concerned with student assistance. RAVE provides several capabilities 
to assist in this area including remote access by instructors, permissions to view 
and assist student accounts and snapshot capabilities to further interact with 
students.   

• Issue 8 is concerned with changes to the configuration and distributing 
changes.  Since RAVE is a virtualized environment and images are created on 
demand, this issue is easily solved.   

• Issue 9 has to do with student accessibility to the environment to complete the 
hands-on component.  Since RAVE environments are remotely accessible and 
available around the clock, students are free to complete the exercises within 
the constraints of the timeline required by the instructor. 
 

Thus, using RAVE as an environment for completing the hands-on component of the 
SI@T suite of exercises addresses many of the identified challenges associated with 
hands-on computer security labs. 

4.2 Example 2 – RAVE Exercise Using the SI@T Framework 

As IA course offerings at colleges and universities have increased dramatically over 
the last 10 years, many institutions have struggled with the issues identified in section 



162 K. Nance et al. 

2.1. In the previous section, we identified how current IA modules from the SI@T 
benefit from utilizing the infrastructure provided by RAVE.  Outside of the fiscal and 
resource management benefits of leveraging the RAVE virtualization resources center 
model, the greatest curricular enhancement comes from instructors being able to now 
more easily share IA lab exercises.  An enhancement to provide a more reusable set of 
exercises is to take existing scenarios developed by faculty and rewrite them adopting 
the framework discussed in section 3. 

As an example of this process, we rewrote a lab exercise (described in [9]) 
instrumented in a RAVE cluster to follow the SI@T model. The module was 
originally written to permit other faculty to adopt the module for use in their own 
institutions.  Given the variability in infrastructures, 70% of the module focused on 
how to set up the hardware and software, rather than the learning objectives.  The four 
sections in the new model broke the content into a format that was more easily 
followed by students.   

The background section was mostly present in the existing module, however, 
adding details that tied the objective to a real world event provided more motivation 
to the students.  The second section, Problem - Security-Related Lab, was directly 
ported over.  The third section, Checklist, required iterating through the lab exercise, 
identifying key components that tied to the learning objectives, providing a guided 
walk through of essential concepts of the security topic.  The final section, Analysis- 
Discussion questions, was already present in the original lab exercise.    

The process of migrating the original lab construction to the SI@T model resulted 
in an exercise that provides the advantages listed in section 3, providing a more 
shareable module that can be accessed virtually anywhere in the world. 

5 Future Considerations   

The framework for the computer security modules described in the previous section, 
builds on successful NSF research efforts to provide meaningful, hand-on exercises 
that address many of the identified environmental and pedagogical challenges.  What 
remains is the identification or creation of a repository environment to facilitate the 
sharing of the modules on a much wider scale. There are currently several efforts 
underway that are addressing these challenges and coupling the results of this 
research effort with successful repository development will be essential to ensure that 
the research efforts are leveraged to minimize duplication of effort and maximize the 
sharing of resources.  The repository must allow instructors to adapt modules to their 
own environment and then contribute these newly evolved modules back to the 
repository for others to use. It needs to be scalable so that the topical areas can expand 
as the technologies to support other areas are identified and utilized.   

While there are several repository efforts underway for IA educators, the repository 
frameworks are each unique, limiting the ability for instructors to locate exercise labs 
that support their curriculum and infrastructure.  The NSF-funded Ensemble Project 
[5] may be a candidate for a repository, or at least provide a foundational framework 
to guide the development of a more specialized framework. The project uses a 
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distributed portal approach intended to coordinate across communities.  A second 
related NSF-funded project (# 0231122 and 0618680) is SEED: A Suite of 
Instructional Laboratories for Computer SEcurity EDucation [3] which has a growing 
suite of complete educational laboratory experiences, provides a wealth of experience 
in the development and deployment of security education modules, but is also in 
search of a repository. Likewise, PRISM: A Public Repository for Information 
Security Material [2], provides a repository framework that should be further 
evaluated as a repository environment for this framework.  

While efforts continue, much work remains to be done in order to reach the 
ambitious framework goals outlined in this paper.   
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Abstract. Information Technology (IT) encompasses all aspects of computing 
technology. The pervasiveness of IT over the past decade means that 
information assurance and security (IAS) know-how has become increasingly 
important for IT professionals worldwide. However, South African universities 
do not get specific curriculum guidelines to ensure that all essential security-
related aspects are included in the IT courses offered. With respect to IAS, these 
universities are therefore required to self-regulate through measuring against 
international norms and standards. One such norm for the IT profession is given 
by the ACM/IEEE-CS in the ‘Information Technology 2008, Curriculum 
Guidelines for Undergraduate Degree Programs in Information Technology’ 
document. This paper examines this norm, together with relevant South African 
curricula policy document, to establish what information security guidance 
exists to support IT curriculum developers and educators. In addition, it argues 
that an integrated educational IAS model can help address IAS as a pervasive 
theme throughout IT curricula. 

Keywords: Information security education, information assurance and security 
model, IT curriculum. 

1 Introduction 

Over the past decades, four major organizations in the United States have developed 
computing curricula guidelines for colleges and universities. These include the 
Association for Computing Machinery (ACM), the Association for Information 
Systems (AIS), the Association for Information Technology Professionals (AITP) and 
the Computer Society of the Institute for Electrical and Electronic Engineers  
(IEEE-CS). 

The School of Information and Communication Technology (ICT) at the Nelson 
Mandela Metropolitan University (NMMU) is responsible for educating Information 
Technology (IT) professionals for tomorrow. However, it does not get specific 
curriculum guidelines to ensure that all essential security-related aspects are included 
in the IT courses offered. The South African curricula guidelines for IT qualifications 
[1,2,3,4] dictate the instructional offerings which need to be incorporated at each level 
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of the curricula. However, they do not provide in-depth guidance with respect to 
recommended content. As a South African university, the NMMU is therefore 
required to self-regulate through measuring against international norms and standards. 
One such norm for the computing profession is provided by the ACM/AIS/IEEE-CS 
Computing Curricula 2005 [5]. More specifically, such a norm for the IT profession is 
offered by the ACM/IEEE-CS in the ‘Information Technology 2008, Curriculum 
Guidelines for Undergraduate Degree Programs in Information Technology’ 
document [6].  

The purpose of this paper is to argue that the ACM/IEEE-CS and the South African 
Council for Higher Education (CHE) curricula guidelines do not provide sufficient 
guidance to ensure that information security is adequately incorporated within the IT 
curricula of the School of ICT, NMMU. In addition, it proposes an integrated IAS 
educational model to help address IAS as a pervasive theme throughout IT curricula. 

The following sections discuss these guidelines and the extent to which they 
support IT curriculum developers and educators at South African universities. This is 
followed by some critical comments and recommendations in this regard. 

2 ACM/IEEE-CS Curriculum Guidelines for Undergraduate 
Degree Programs in Information Technology 

IT is the latest academic discipline covered by the ACM/AIS/IEEE-CS Computing 
Curricula volumes [5,6]. According to ACM/IEEE-CS, the pillars of IT include 
programming, networking, human-computer interaction, databases, and web systems. 
These are built on a foundation of knowledge of the fundamentals of IT. Overarching 
the entire foundation and pillars are information assurance and security, and 
professionalism [6]. 

The ACM/IEEE-CS’s ‘Information Technology 2008, Ccurriculum Guidelines for 
Undergraduate Degree Programs in IT’ [6] presents a curriculum for a 4-year study 
in IT. In so doing, it defines an IT body of knowledge that spans 13 knowledge areas. 
Information Assurance and Security (IAS) is one of these knowledge areas. These 
knowledge areas are further divided into smaller units, each of which represents 
individual themes within the respective areas. At the lowest level of the hierarchy, 
each unit is subdivided into a set of relevant topics. 

IAS as a knowledge area is well defined by the ACM/IEEE-CS [6] curricula 
guidelines. It is recognised as a very integrative knowledge area and one in which all 
senior IT students should be involved. ACM/IEEE-CS specifically states that ‘every 
student should be involved with some of the advanced security outcomes’ and that 
‘every student needs some advanced, integrative experience in IAS in the 4th year’. As 
a knowledge area, it is divided into various units including Fundamental Aspects, 
Security Mechanisms, Operational Issues, Policy, Attacks, Security Domains, 
Forensics, Information States, Security Services, Threat Analysis Model and 
Vulnerabilities. Approximately 7.5% of the total core hours defined for the 4-year 
curriculum should be allocated to IAS. However, since much of the content listed by 
IAS as a knowledge area may be regarded as primarily aimed at 4th year level, there is 
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a concern that some university curricula may only address security-related issues at 
this level. In addition, at some universities it may be regarded as an elective since it is 
a specialized field of study. 

The ACM/IEEE-CS [6] addresses this concern to a certain extent since various 
security units and topics are defined within other knowledge areas. In general, the 
knowledge areas of IT Fundamentals (ITF), Information Assurance and Security 
(IAS), Information Management (IM), Integrative Programming and Technologies 
(IPT), Networking (NET), Platform Technologies (PT), System Administration and 
Maintenance (SA), Social and Professional Issues (SP) and Web Systems and 
Technologies (WS) all address some aspects of information assurance and security. 
For example, software security practices lies within the Integrative Programming and 
Technologies (IPT) knowledge area and a security unit is defined for the Networking 
(NET) knowledge area. In addition, Vulnerabilities is listed as a unit within the Web 
Systems and Technologies (WS) knowledge area. However, the knowledge areas of 
Human Computer Interaction (HCI), Mathematics and Statistics for IT (MS), 
Programming Fundamentals (PF) and System Integration and Architecture (SIA) 
contain no security-related aspects. 

ACM/IEEE-CS [6] also addresses IAS as a pervasive theme as discussed in the 
following section.  

3 IAS as a Pervasive Theme 

In addition to having been defined as a key knowledge area, IAS has also been 
defined as a pervasive theme. ACM/IEEE-CS [6] describes a pervasive theme as 
those topics which are ‘considered essential, but that did not seem to belong in a 
single specific knowledge area or unit’. These themes should therefore be woven into 
the curriculum by being addressed numerous times and in multiple classes [6]. The 
pervasive themes of the IT curriculum are described under IT Fundamentals (ITF). 
The ACM/IEEE-CS [6] states that all the IT pervasive themes be covered by the end 
of the 4-year curriculum and that they must be addressed frequently from 1st to 4th  
year. However, although IAS is defined as both a knowledge area and a pervasive 
theme, at some universities it may be overlooked until the 4th year. 

According to the IT body of knowledge, as defined by the ACM/IEEE-CS [6], IT 
Fundamentals (ITF) should take up approximately 8% of the core hours as indicated 
in the IT curriculum. Of this 8%, ‘Pervasive Themes in IT’ should present 
approximately 68% which equates to roughly 5.5% of the total core hours defined for 
the 4-year curriculum. However, no further breakdown is provided as to how much 
time should be allocated to IAS as a pervasive theme. This means that other topics 
within the ‘Pervasive Themes in IT’ unit may be given preference over IAS. This may 
lead to an IT graduate leaving university with apparent gaps in their security-related 
knowledge. 

According to the IT curricula guidelines of the ACM/IEEE-CS [6], the IT 
Fundamentals (ITF) knowledge area is intended to be at the introductory level in a 
curriculum. The purpose of the ITF knowledge area is to develop fundamental skills 
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for subsequent courses by providing an overview of the IT discipline and how it 
relates to other disciplines. In so doing, it should instill an IT mindset that helps IT 
students understand the diverse contexts in which IT is used [6]. 

The ITF knowledge area is divided into four units. These units include ‘Pervasive 
Themes in IT’, ‘History of IT’, ‘IT and its Related and Informing Disciplines’ and 
‘Application Domains’. IAS is further listed as a topic within the ‘Pervasive Themes 
in IT’ unit. Linked to IAS as a topic is the core learning outcome which is stated as - 
‘Explain why the IAS perspective needs to pervade all aspects of IT’. 

Many South African universities use these guidelines provided by ACM/IEEE-CS 
as an informal reference when creating IT curricula. However, it is the opinion of the 
authors that these guidelines do not adequately address IAS as a pervasive theme and 
that no further guidance exists to assist IT educators in developing curricula to ensure 
that IAS is effectively integrated into the curriculum at undergraduate level. In 
support of this argument, Futcher, Schroder and Von Solms [7] question the extent to 
which information security is incorporated into the IT/IS/CS curricula at South 
African universities. They raise the concern that information security is not being 
addressed adequately at undergraduate level and suggest that information security be 
defined as a critical cross field outcome (CCFO) in South African curricula 
guidelines. This implies that security-related aspects be integrated into the IT/IS/CS 
curricula from the 1st year of study. In line with this, the following section provides a 
critical evaluation of current South African curricula guidelines [1,2,3,4] against the 
ACM/IEEE-CS [6] guidelines. 

4 A Critical Evaluation of South African Curricula Guidelines 
Against the ACM/IEEE-CS  

The South African Council for Higher Education (CHE) provides guidance to tertiary 
institutions regarding curriculum composition. This guidance currently resides in 
documents from the Higher Education Qualifications Framework (HEQF), the South 
African Qualifications Authority (SAQA) and the National Assembly Training and 
Education Department (NATED). This section examines the guidance provided by the 
CHE specific to IT qualifications [1,2,3,4] in order to critically evaluate it against the 
ACM/IEEE-CS [6] curriculum guidelines. The aim is to identify possible weaknesses 
and areas for improvement with respect to integrating information security into IT 
curricula. 

The HEQF is a qualifications framework for a single coordinated higher education 
sector. It applies to all higher education programmes and qualifications offered in 
South Africa by public and/or private institutions. As such, it replaces previous policy 
documents including ‘A Qualification Structure for Universities in South Africa - 
NATED Report 116 (99/02)’, ‘General Policy for Technikon Instructional 
Programmes - NATED Report 150 (97/01)’ and the ‘Formal Technikon Instructional 
Programmes in the RSA - NATED Report 151 (99/01)’. However, some relevant 
curricula information still resides in the NATED documents. 

The NATED Report 151 specifies instructional offerings for a National Diploma 
[2] and Bachelor of Technology in Information Technology [1]. Although no specific 
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security-related offerings are stipulated for the National Diploma [2], Computer 
Security IV and Information Security IV are specified for the Bachelor of Technology 
[1] qualification. However, these two offerings are not compulsory in any of the nine 
specialised IT fields as defined by SAQA [3,4]. These IT fields include Business 
Applications, Software Development, Communication Networks, Web and 
Application Development, Information Systems and Technology Management, 
Intelligent Industrial Systems, Support Services, Technical Applications and 
Hardware and Computer Architecture. 

None of these IT fields have any security-related exit level outcomes nor specific 
outcomes identified for the SAQA registered National Diploma in IT [4]. For all nine IT 
fields, the SAQA registered Bachelor of Technology in IT qualification [3] defines a 
security-related exit level outcome that states that ‘the qualifying learner should have the 
ability to apply advanced techniques in the introduction and control of information 
security in an IT environment’. However, this is only stipulated as being core for the 
Business Applications field and as an elective for the other eight IT fields. Linked to this 
exit level outcome is the associated assessment criterion ‘Evaluate the information 
security environment and design control measures’. This poses a major concern with 
respect to addressing IAS as a pervasive theme within South African IT curricula. 

In comparison, the ACM/IEEE-CS’s curriculum guidelines [6] offers an excellent 
baseline from which to develop a 4-year IT curriculum. Specifically, at the 4th year 
level it recommends the inclusion of IAS as an advanced subject area and it provides 
very clear guidelines on the topics such an instructional offering should be covering 
[6]. However, specific guidance on how to incorporate security concepts as a 
pervasive theme during the first three years of study, and as part of the remaining 4th 
year subjects, is lacking. 

This could lead to potential problems at several different levels. Firstly, the 
structure of the 4-year IT curriculum at the NMMU, and several other similar South 
African universities, is such that the 4th year of study forms part of an optional, more 
advanced, qualification [1]. It is thus possible for a student to exit the qualification 
after the 3rd year of study. Secondly, even for students who do decide to enroll in the 
optional 4th year qualification, the “Information Security” instructional offering is not 
considered compulsory in the South African curriculum guidelines, and is thus an 
elective subject [1]. Students could thus elect to not receive the requisite information 
security education. This means that the lack of specific guidance on how information 
security-related concepts should be incorporated as a pervasive theme into the 
curricula of subjects during the first three years of study could lead to IT curricula that 
do not adequately address information security, despite the relative importance 
assigned to this topic by the ACM/IEEE-CS’s [6] curriculum guidelines. 

Even though it cannot reasonably be expected from the ACM/IEEE-CS to provide 
subject specific guidance on these topics, it could be argued that a minimum 
“standard” for each topic area could be more clearly delineated by the curricula 
guidelines. Such delineation could possibly be done with the assistance of the 
information assurance model suggested in the ACM/IEEE-CS guidelines [6], to 
provide the context for information security knowledge, and the use of a learning 
taxonomy like Bloom’s taxonomy, as suggested by Van Niekerk & Von Solms [8] to 
provide guidance on the “depth” of topic coverage at a specific year of study. 
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As an example it could be argued that the topic of “buffer overflow 
attacks/prevention” should not simply be relegated to form part of an optional 4th year 
subject. Instead it should be integrated into programming subjects throughout the 
qualification. Thus, with the help of a learning taxonomy, like Bloom’s,  specific 
learning objectives could be defined which requires learners at the 1st and 2nd years of 
study to remember and understand material relating to this topic, and which 
requires 3rd year students to be able to apply the relevant knowledge. 

This integration of the topic into the programming curriculum could also provide 
security context through the incorporation of the suggested information assurance 
model. Relevant topics could thus still refer to the underlying information states, 
security services and/or security countermeasures relevant to the context in which 
these topics are being taught. Table 1 provides brief examples of sample learning 
activities for the topic of “buffer overflow attacks/prevention” for the lowest three 
levels of Bloom’s taxonomy only. Similar examples could also be constructed for the 
remaining levels but were omitted due to space constraints. 

Table 1. Abbreviated example of Learning Activities based on Bloom's Taxonomy for 
Information Security, adapted from Anderson, et al. [9] 

Level Verb Sample Activities 
Apply execute Write error prevention code to ensure that your 

methods iterating through the given list of stored items 
cannot overstep the boundaries of this list. (Security 
Countermeasure) 

Understand discuss Explain how the integrity of the data in the computer’s 
memory could be negatively affected if your code tries 
to access an array element outside the boundaries of 
the current array. (Security Services) 

Remember define In terms of the underlying memory used/allocated, 
define what an array of 32 bit integers is. (Information 
States) 

The information assurance model suggested by ACM/IEEE-CS [6] can also be 
adapted to reflect this incorporation of Bloom’s taxonomy into the intended 
curriculum design process. Such an adaptation is illustrated in Figure 1. This is 
similar to an earlier adaptation by Maconachy, Schou, Ragsdale & Welch [10], where 
“Time” was added as a fourth dimension to the model. The addition of a time 
dimension was not used as “a causal agent of change, but a confounding change 
agent” [10]. This catered for the need to modify other dimensions to cater for new 
technologies which are introduced over time.   

The adaptation depicted in Figure 1 similarly is not a causal agent, but rather 
serves to illustrate the increasing “depth” of the student learner’s mastery of the 
underlying, pervasive security concepts, in terms of Bloom’s taxonomy, as such a 
student progresses through his/her studies. A student might therefore initially only 
deal with a specific concept at the “remember” dimension of the cognitive domain but 
should, over time, progress towards the “create” dimension. 
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Fig. 1. Model for Pervasive Information Assurance and Security Education (adapted from 
Maconachy, Schou, Ragsdale, Welch [10]) 

Weaving many of the IAS concepts into the curriculum provides challenges unique 
to the IT profession. It is this challenge which this proposed model for pervasive  
information assurance and security education, as depicted in Figure 1, could help to 
address.  

5 Conclusion  

Although the ACM/IEEE-CS advocates IAS both as a knowledge area and as a 
pervasive theme, there is little guidance provided with respect to assisting IT 
educators in incorporating information security as a pervasive theme into their various 
offerings.  More guidance should be given by either the ACM/IEEE or at national 
level with respect to IAS as a pervasive theme. In order to integrate IAS pervasively 
into IT curricula, it would be sensible to use a learning taxonomy to “phase in” 
concepts. By utilizing the proposed pervasive information assurance and security 
model for IT education, curriculum developers and educators can determine the 
fundamental, core and elective security-related aspects to be incorporated from the 1st 
to the 4th year of the IT qualification. Whereas fundamental aspects should form the 
essential basis required for the proposed qualification, core aspects should include the 
compulsory learning required in situations contextually relevant to the particular 
instructional offering. Elective aspects should include any additional optional 
security-related aspects that could enhance the qualification. Incorporation of the 
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proposed model could benefit the guidelines provided by both the ACM/IEEE-CS and 
the CHE. 

Finally, CHE does not provide detailed subject level guidelines. It is the authors’ 
opinion that IT educators in South Africa could benefit from formally adopting 
ACM/IEEE-CS guidelines since extensive guidance is provided. However, from a 
security perspective the authors believe that even more guidance specific to the 
incorporation of security as a pervasive theme is needed. However, future research is 
required to determine whether security-related aspects are specified within 
institutional learning programme guidelines.  
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Abstract. Researchers embarking upon doctoral research in information 
security face numerous challenges at the commencement of their studies. 
Students often face confusion as they consider where to start and how to 
progress. The objectives of the research need to be clearly defined before 
commencing the project. The research questions, methodology, data and 
analysis are inextricably tied to the objectives, and as such a top-down approach 
is recommended. This paper discusses two approaches to doctoral research, top-
down and bottom-up. The paper is designed to guide students at the 
commencement of their information security doctoral research. These 
guidelines may also be of value to the supervisor. 

Keywords: information security education, doctoral research. 

1 Introduction 

Research in the area of information security is moving at a fast pace. The rise in 
security breaches, which has been a keen driver of research in the field, has the 
propensity to negatively impact not only an organization’s reputation, but also its 
profitability and overall economic growth, plus the risk of legal action [1]. Unlike the 
pure sciences, the information security field is young, and PhD researchers do not 
have the wealth of past research and knowledge available to the sciences. New 
knowledge in the information security field is constantly being developed and there is 
a race against time to keep up with the pace of technological progress and methods of 
abuse [2]. It is essential that a thorough investigation of current research in the area is 
undertaken to ensure the chosen topic has not been already carried out. As the security 
field advances it is important to carry out the research quickly in order to remain 
relevant as well as publish the findings before others. Wise doctoral students will be 
aware of related research being undertaken by other researchers and this requires 
constant investigation of the state of the art throughout their research journey. A well-
integrated research project in information security will display some essential flows 
and links in the research process. The thesis should clearly indicate that a coherent 
piece of research has been completed. Theses that show good integration indicate to 
examiners that the student understands and has carried out a well-structured research 
process. As this area is poorly covered in research methods texts generally, this paper 
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presents two approaches to doctoral research in Information security; the top-down 
approach where the data definition is drawn from the research objectives and research 
questions, and the bottom-up approach where the research questions are driven from 
previously collected data. This paper is designed to be of use to students new to 
research and may also provide a valuable resource for supervisors.  

2 Top-Down and Bottom-Up Research Processes 

Many who are new to research will not be familiar with the process and expectations 
involved in doctoral research. As the demand for advanced qualifications in 
information security grows, more students are seeking out doctoral studies to increase 
their knowledge in the area and make a significant contribution to theory by carrying 
out leading edge research. Guidance and good planning is needed in the early stages 
of doctoral research to ensure a coherent piece of research is completed. Figure 1(a) 
illustrates how the research progresses using a top-down approach and (b) bottom-up 
approach. 

The top-down approach requires careful consideration and definition of the topic, 
scope and aims as well as investigating prior research in the field prior to defining the 
research questions and the desired end product of the research. This ensures that the 
research has not already been undertaken, and that the proposed research fills a gap in 
knowledge. This is linked to defining the information security problem to be 
addressed. The next step in the top-down approach is determining the theoretical and 
practical contribution to the field; a major area of consideration for examiners later in 
the doctoral process. The choice of an appropriate research method then guides the 
data collection, analysis and evaluation of achieving the research goals. This approach 
gives the researcher clear goals to work towards, a structured plan and a well 
integrated approach to the project as a whole. The researcher has several phases where 
the integration of key factors is essential to ensure a coherent piece of research is 
achieved: The research questions must be driven by the aims and scope and the 
proposed contribution to the theory and knowledge in the specific security field. The 
research questions determine the data to be collected and the analysis required to 
answer the research questions. The evaluation phase determines how well the aims 
have been achieved, whether the research questions have been answered and if a 
significant contribution has been made to the field of knowledge.  

The bottom-up approach, on the other hand, commences with data that has already 
been collected and a desire to produce a significant contribution from analysis of that 
data. The data is then the instrument that dictates the formulation of research 
questions. An investigation is made of the literature to ascertain what research has 
been completed in this field to date and whether the proposed research actually 
addresses a problem and fills a gap, or can be moulded to fit a gap in the body of 
knowledge. The aims, scope and end product of the actual research can then be 
determined and the contribution to theory and knowledge defined. Although the 
bottom-up approach is a commonly applied in doctoral research several difficulties 
have been identified with this approach, including time-consuming diversions due to 
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lack of direction, the need to change focus or collect more data if the research has 
already been undertaken, the end product of the research may not be considered 
doctoral contribution level, plus there is a risk that the research questions could be 
flawed or biased.  The author’s experience in supervision of doctorate research has 
shown that researchers adopting the bottom-up approach have immense difficulty in 
producing a coherent, integrated piece of work that has sound theoretical and 
conceptual foundations. The move from raw data to conceptual thinking is a complex 
step and such an abstraction is frequently hard to achieve. On the other hand, the top-
down approach is a structured guide, providing the researcher with an ordered set of 
activities designed to aid in the production of logical and sound results. Using a top 
down approach the first part of planning involves deciding upon a topic, setting the 
objectives and aims and defining the scope. As a PhD in Information Security 
requires a substantial contribution to the body of knowledge the topic chosen should 
be one in which the student already has significant knowledge. It is not sufficient to 
choose a topic the researcher currently know little about but would like to investigate 
further, as doctoral enrolment assumes that he or she is already a master in the chosen 
topic area. The sections that follow describe this approach in more detail.  

 

 

Fig. 1. (a) Top down approach (b) Bottom-up approach 
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2.1 Research Topic, Aims and Scope 

Making a substantial theoretical contribution is difficult if the researcher has no 
foundation upon which to build. For example, just because you think digital forensics 
is an interesting area it should not be the focus of your research if you have not 
studied it as part of a prior degree.  A sound knowledge of computer forensics is 
necessary to be able to discover and formulate new knowledge in the discipline. 
Passion in the chosen topic area is also desirable. The process of doctoral research can 
be a lonely place as the researcher moves further into areas not yet studied. Many give 
up as their topic is not one that drives them to discover more knowledge; there is no 
passion for the research so the impetus fades. Doctoral students eat, breathe and live 
their research for 3-4 years so it needs to be one the student enjoys. The topic should 
also be one the student wishes to carry further once the PhD is complete as the 
doctorate is akin to verification that they are able to carry out further research. In 
many cases the PhD is to further employment opportunities, so the research needs to 
be carried out in a field associated with desired future employment. The main reasons 
a doctorate is undertaken are to make a significant contribution to knowledge and 
obtain the qualification that recognizes such a contribution. Other personal 
motivations also drive a desire to complete doctoral research such as aspiring to make 
a difference, solve a problem, or gain a qualification to harness employment 
opportunities. The desire to be recognized as an expert in the chosen security field 
should not be underestimated, as this often is the driving force that makes a researcher 
continue when the going gets tough. If a student undertakes the research for someone 
else (for example, parents, employer, etc.) then the motivation to complete decreases 
as difficulties arise. Ownership of the research is not to be underrated as the student 
has more commitment to perform the research if it is something he or she wishes to 
do, rather than meeting the expectations of others. 

The next step is to clearly define the research aims to be achieved. The aims should 
state the overall achievement sought and then detail outcomes necessary to achieve 
the general aim. The research needs to generate a result, it is not a process undertaken 
in order to achieve that result. For example, investigating a topic area is not an aim, it 
is one of the steps in the process the researcher carries out in order to achieve a stated 
outcome such as the design or development of a tool or method. It is useful to 
consider the outcome of the research as an end-product or artifact that could be 
applied to solve a problem. In choosing the topic and aims it is useful to identify the 
problem domain to which the end-product will contribute. The continual advancement 
of technology poses many security challenges providing a wealth of opportunities for 
research. Defining a problem area to address will assist in formulating the aims, 
research questions and criteria for evaluation of the final product, as well as giving 
credence and significance to the research. Scoping the research can be a challenge in 
the early stages where investigation of a selected area is large however; the scope 
provides boundaries within which to operate. Scoping the research involves 
identifying areas of importance and interest, deciding those areas to be included in the 
research and drawing a boundary around them. Clearly delineate those areas excluded 
and those areas residing on the boundary. As progress of the research brings 
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clarification of the scope, determine the importance and relevance of those topics 
sitting on the boundary and decide whether or not each will be included. This will 
limit the risk of becoming sidetracked and wasting time investigating irrelevant areas. 

2.2 Prior Research on Topic 

Investigating prior research via a literature review is essential in order to set down 
what has been achieved in the chosen information security field. Such an investigation 
also clarifies the progress already made in the area, clearly indicating where gaps 
exist. This provides evidence of the need for the proposed research. For example, a 
researcher choosing to investigate the area of wireless network security may discover 
that there is much written on the vulnerabilities and the development of new standards 
in the area, however gaps exist in the secure management of wireless 
communications, thus exposing organizations to eavesdropping, theft of intellectual 
property and potential attack. It is wise to also investigate the research in the chosen 
area being conducted at other institutions and in other disciplines to ensure 
duplication is not a concern. Siponen and Oinas-Kukkonen [3] report that many 
researchers have a poor awareness of the contributions made by researchers in other 
disciplines which leads to fragmentation in the information security field; resulting in 
duplication of research and piecemeal rather than holistic research outcomes. It is 
helpful to develop a table summarizing the contributions from prior researchers in the 
chosen security field. This table could contain details of the researchers’ names, 
publication dates, together with a summary of the contribution made and its 
significance. The sequence of entries in the table should follow either chronologically 
if the contributions were made over time, or in a sequence that builds a particular line 
of thought or theory. Once the proposed research is complete the contribution made 
by the doctoral researcher will be added as to the table, and this will be presented in 
the findings section of the thesis. This clearly indicates where the current research sits 
within the specified security field, and the significance of the current contribution. 
New PhD students need to also be familiar with the academic writing style and the 
expectations of thesis examiners regarding the language and structure of the thesis.  

2.3 Research Problem, Research Questions, Research End Product 

All doctoral research must make a contribution to knowledge and in many 
circumstances, the contribution will relate to addressing a problem or harnessing an 
opportunity. The problem area needs to be well investigated and defined, and the 
research aims then linked directly to the identified problem or opportunity. For 
example, security of the cloud has been noted as a top security issue for CIOs 
[4,5,6,7]. This security issue needs to be investigated in detail to gain a full 
understanding of the nature of the problem and the risks that it poses. The outcome 
will then be directly linked to the problem under consideration. Let’s take the 
example of cloud security: the problem of secure storage of data appears to be the 
greatest concern so this is the problem we wish to address in some form.  The 
proposed outcome could then be the development of a specific approach or tool to 
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increase the security of data stored on the cloud. The research questions are developed 
by looking at the problem domain and asking what questions do I need to answer in 
order to devise a solution to this problem? An investigative study in a new area may 
need to commence with research themes from which more definite research questions 
emerge as the research progresses. The research questions also directly relate to the 
research end-product or outcome. Theoretical outcomes could take the form of a 
detailed theory, algorithm, conceptual model or a design whilst a device, an 
application, a prototype, a methodology or a set of guidelines are possible outcomes 
for application. The relationship between the problem and the outcome as a solution 
must be clear. 

2.4 Research Contribution 

The significance of the research will relate to the problem space or opportunity upon 
which the research is based. Undertaking the research and producing the end artifacts 
will result in some change, and the impact of this change needs to be identified. An 
additional way to approach the significance is to identify what would happen if the 
research did not take place, what are the impacts, or projected implications of this 
problem if it were to continue unaddressed. The contribution needs to identify who will 
benefit from the end product and how they will benefit, who will use it, why and how it 
will be used. The contribution made by information security researchers can take the 
form of a theoretical contribution, such as a framework or conceptual model based upon 
theory and/or a contribution to practice, such as a set of guidelines, a software 
application or a methodology. Applied research commonly makes a contribution to both 
theory and practice, as new thoughts and designs are based upon the development of 
hypotheses. For example, the researcher hypothesizes that the proposed structure, 
sequence or design will improve a given situation or will provide a valuable result. The 
significance of the contribution needs to be clearly identified early in the research to 
ensure an acceptable level of knowledge contribution is achieved.  

2.5 Research Methodology 

A research methodology is a way to systematically solve a research problem by 
following a set of steps or processes to produce a defined research product. The major 
research methods used in information security research are positivism, interpretivism 
and design science; however other approaches can be used depending upon the 
research objectives. Positivism utilizes the scientific method to verify a hypothesis by 
empirical means. It commonly uses large scale surveys for data collection and 
statistical methods to test the hypotheses. Interpretivist methods assist in 
understanding the phenomenon of interest within contextual situations, in its natural 
settings and from the participants’ perspectives [8]. Design science aims to produce a 
design artifact to solve a problem relevant for a group of stakeholders. Design 
artifacts can include constructs, models, methods, and instantiations [9]. The use of 
interpretivist and design science methods in information security and information 
systems research is on the increase with the recognition that social as well as technical 
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aspects can influence security. Studying phenomenon within their normal operating 
environments enables a much richer study of factors that influence the security of 
given settings. Take, for example, the study of information security, behavior and 
culture as proposed by Da Veiga and Eloff [10] where employee behavior and 
organizational culture relate directly to information security. It must be borne in mind, 
however, that interpretive research does not in many cases, enable the findings to be 
generalized to a global population where the study has concentrated on a localized 
setting. Siponen and Oinas-Kukkonen [3] conclude that there is a great need for 
empirical studies on the development of secure IS and security management, 
proposing that such research embraces empirical theory-creating and testing 
employing qualitative as well as quantitative methods. PhD candidates need to ensure 
the research method chosen is appropriate to the type of research being undertaken, 
the desired end product and the generalizability of the findings.  

2.6 Data and Analysis 

The data that needs to be collected and analyzed in order to answer the questions and 
produce the proposed end product is derived from the research questions. This process 
involves the following steps for each research question: 

1. What data do I need to answer the research question? Where will I find that data? 
Who has control of that data? How is this data held and in what format? What is 
the most appropriate means of collecting this data? What ethics approval is 
required to collect his data? How sensitive is this data and will it need to be 
anonymized? 

2. What analysis do I need to carry out in order to transform this raw data into 
meaningful data in order to answer the research question?  

3. How will the research end-product be evaluated in relation to the contribution? 
What milestones, evaluation criteria and measurement methods are appropriate 
for this evaluation? 

The identification of the data to be collected and its source and nature permits the 
consideration of the best means of collecting that data and the research method will 
guide in determining the data collection methods and instruments. For example 
positivist research results are expected to be repeatable, with significant relationships 
identified between dependent and independent variables hence surveys, databases, 
simulations, experiments would be appropriate data collection methods, with the data 
analyzed by statistical testing. Interpretivist studies often collect data via interviews, 
observations and case studies. Importantly, the data collected and analyzed must be 
able to answer the research questions. It is helpful therefore to develop a table 
summarizing the research questions, the data required to answer each question, how 
the data will be collected and from whom, and the analysis needed on that data in 
order to answer the associated research question. This succinct précis is a valuable 
guide in those frustrating moments when focus is lost or distractions lead the student 
astray.  
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3 Conclusion 

Looking back on the PhD thesis examination process Mullins and Kiley [11] report 
poor theses commonly displayed “lack of coherence, lack of understanding of the 
theory, lack of confidence, researching the wrong problem, mixed or confused 
theoretical and methodological perspectives, work that is not original, and not being 
able to explain what had actually been argued in the thesis”. PhD researchers need to 
be conscious of such potential problems early in the process and ensure such 
characteristics do not manifest in their thesis. A top down approach to research 
planning is an essential starting point for new PhD researchers. The linking of the 
research questions, research product, data collection and analysis methods is 
necessary in order to produce a coherent piece of research that makes a contribution 
significant at the doctoral level. 
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Abstract. The need for information security ”know-how” has perme-
ated to all aspects of modern society. Nowadays, information security
is no longer a problem faced by organizational users alone. Individu-
als often use online services in cyberspace on a daily basis for activities
ranging from personal banking to social networking. The need to educate
users regarding secure behavior in cyberspace has subsequently also be-
come well established. This paper firstly argues that approaches towards
such ”cyber-security” education should be based on the same Web 2.0
philosophies and paradigms that made the use of the Web in daily life so
popular. Finally the paper briefly discusses the need for future research
to enable such an approach towards information security education.

1 Introduction

The advent of the Internet has brought many advantages to humanity. For the
first time in history humans are able to communicate and collaborate in almost
real-time, with ease, virtually irrespective of national borders and/or time zones.
In recent years information technology has become such an intrinsic part of mod-
ern business that some authors no longer see the use of information technology
as a strategic benefit. Instead, it can be argued that information technology is
a basic commodity, similar to electricity, and that the lack of this commodity
makes it impossible to conduct business [1].

However, the benefits of information technology and the Internet do not only
apply to organizations. Increasingly, the Internet is being used as a tool for
personal business, entertainment, communication, and many other activities by
individuals at home. Online activities are also not restricted to only the rich,
or the educated, or any other specific demographical grouping. According to
the World Bank (2010) 8.6% of all South Africans was Internet users in 2008.
Amongst urban South Africans this figure is substantially higher. Kreutzer [2]
found that 83% of low-income black South African youth in an urban township
uses the Internet via mobile phone technology on a typical day. Even amongst
school children the use of online technologies and/or platforms has become al-
most ubiquitous due to the low cost of access using platforms like, e.g. MXit. It
can be argued that the Internet, in one form or other, today is being used by all
demographic groups, including the young and old, rich and poor, educated and
uneducated, urban and rural.
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Unfortunately, the Internet has not only brought advantages. It has also
brought numerous new risks. In an organizational context, typically these risks
can be mitigated through the use of various information security controls. For
organizations these controls are usually selected with the aid of internationally
accepted standards such as ISO/IEC 27002 and ISO/IECTR 13335-1. These
information security controls, to a large extent, depends on the actions of or-
ganizational users in order to work correctly. Humans, at various levels in the
organization, play a vital role in the processes that secure organizational infor-
mation resources. Many of the problems experienced in information security can
be directly contributed to the humans involved in the process. Employees, either
intentionally or through negligence, often due to a lack of knowledge, can be seen
as the greatest threat to information security [3, p. 3]. Organizations typically
address this lack of information security related knowledge through formal in-
formation security awareness and educational programs. Many current research
publications focus on organizational information security education and many
companies specialize in providing such education as a service. Unfortunately,
almost no-one currently provides equivalent information security education for
individuals using the Internet in their personal capacities.

The need for information security education outside the corporate environ-
ment has become widely recognized. Furnell [4] likens the Internet to a jungle,
with uneducated users falling ”prey” to online ”predators”. Siponen [5] identifies
the need for five ”dimensions” of information security awareness education, one
of which is the ”general public” dimension. Siponen [5] also argues that society as
a whole has an ethical responsibility to ensure that its vulnerable groups receive
appropriate information security education. As an example; South Africans in
general have a well-developed culture of personal security. Most South Africans
are used to assessing the risks posed by ”normal” day-to-day activities and also
know how to mitigate such risks, e.g. through locking the doors at night, avoid-
ing walking through dark alleys, not leaving personal possessions unattended,
etc. However, due to the relative newness of Internet access for many citizens a
culture of cyber-security is still lacking.

Many South Africans, especially from vulnerable groups, such as the elderly,
are completely unaware of even the existence of many risks during ”normal” online
activities and thus can easily fall prey to online ”predators”. During 2010 alone
approximately 4400 cases of identity theft, involving losses of more than R200mil-
lion, have been reported to the SAFPS (www.safps.org.za). As the so called ”dig-
ital divide” is reduced, progressively more South Africans will be put at risk of
having their identities stolen. The only way to effectively mitigate this, and other
risks posed by Internet access, is through increased awareness of the risks posed
by this medium, and education regarding how these risks can be mitigated.

There is a need for information security education for all ”cyber-citizens”.
Furthermore, due to the diverse backgrounds, educational levels and many other
factors of the various vulnerable groups, a ”one size fits all” approach to such
education cannot work. It can thus be argued that information security educa-
tional programs would have to be tailored to the specific needs of each target
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user group in order for such programs to be effective. The aim of this paper is to
argue that there is a need for a freely accessible ”cyber-security portal” through
which any Web user can access relevant information security educational pro-
grams. Furthermore, the paper briefly explores the idea of basing such a portal
on a Web 2.0, and hence E-learning 2.0, paradigm and then presents a call for
further research towards such educational approaches.

2 Why E-learning 2.0?

The rapid advancement, and global acceptance, of the Internet and World Wide
Web has left modern society in general somewhat unprepared for the digital
economy we now live, and work, in. In the past the general spread and use of
major technological advancements happened at a pace that still allowed society
to gradually develop ways of dealing with it. The widespread use of the automo-
bile, for example, happened over more than one generation. This allowed people
time to develop ways and means of acting safely in and around cars. This behav-
ior was then passed from one generation to the next allowing the development
of a ”culture” where all members of society are aware of the dangers motorized
vehicles could pose to their personal safety. The rate at which use of the Web
penetrated society did not allow the formation of such a ”culture”. Not only
are we still in the first generation of web-users, but the technology used is still
changing rapidly.

One of the best examples of the rapid acceptance of new technology in modern
society is the recent advent of social networking and other Web 2.0 phenomena.
The participatory, collaborative, and dynamic online approach of Web 2.0 is
arguably where most serious efforts at Web-based development are currently
heading; therefore, it follows that online learning communities would naturally
transform to use a similar approach [6]. By following the trends of Internet
users, these new learning environments prepare the learner for operating in the
real world. While it is true that some aspects and characteristics of the current
educational system will most likely prove resilient as the preferred method for
learning certain topics [6], it is very likely that Web 2.0 trends will penetrate
more of the educational system than one can now imagine.

Web 2.0 provides the learning environment with the tools necessary to enable
learners to build their own knowledge constructs and not conform to the generic
constructs of information that, for example, traditional education imposes on
them. By allowing learners to construct their own knowledge and storing it in
a way that is most efficient and effective for their own learning style, educators
ensure the best possible outcome to the learning experience. The combination of
Web 2.0 and e-Learning methodologies brings forth a new breed of e-Learning
systems, known as e-Learning 2.0.

E-Learning has been suggested as a tool which could make education and
lifelong learning more effective and efficient. The content driving such systems,
however, is often static in nature and many of the e-Learning systems fail in
that they simply imitate previous educational paradigms [7]. This is also true
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of many IT-based fields as IT itself changes so rapidly with new technological
advancements being introduced on a nearly daily basis. Growth of social software
on the Internet and the movement towards open educational content has
had researchers rethink previous models of e-Learning. The term ”E-Learning
2.0” was coined in 2005 to describe e-Learning systems, built on social networking
software (Web 2.0) and published online [8]. This e-Learning system is a new
style of learning deeply rooted within the social constructivist paradigm [9],
described as a revolution, converting the Web as a medium, as it is widely known
and accepted, into a platform for delivery of data [8].Content is no longer
only delivered to learners, but also authored by learners. Web 2.0 in
the educational environment is considered by several authors as progressive and
the driver of educational change which offers new perspectives and challenges to
education at all levels.

Some of the features which make Web 2.0 so favourable to the educational
sector are its ease of publication, sharing of ideas and re-use of study
content. Commentaries and links to relevant resources in information environ-
ments that are managed by the teachers and learners themselves also make Web
2.0 favourable in the eyes of educators [7]. The idea of allowing learners the
ability to manage and contribute to their learning environment is in contrast to
previous education systems, where developers of the system employed creators
of study content, who were tasked with building a generic knowledge base from
which learners were educated. Forcing all learners to learn in the same way from
such a knowledge store is not necessarily the most effective learning approach.
It could be argued that Web 2.0 based systems might have more success. Pre-
vious information security education systems relied heavily on the use of formal
learning techniques, whereas Web 2.0 based tools would allow learners to branch
out and explore ”informal” learning.

80% to 90% of all learning has been attributed to learning occurring infor-
mally outside of the classroom [10]. Informal explanations dominate over formal
mathematical proofs and examples of computer applications security were found
to be especially well received by learners in information security education [11].
Informal learning design is nothing new, but is something e-Learning design-
ers have previously ignored [10]. The statistics themselves should be enough to
force e-Learning design practises to incorporate more informal learning tech-
niques [10]; however, nothing significant has to date been done about it. The
possibility of implementing such a system for information security education
should thus be investigated in order to ascertain its usefulness in educating all
users of computer systems, world-wide.

As argued earlier, the use of computer systems has expanded from typically
adults within an organization to include people from all walks of life. It has there-
fore become necessary for information security education to evolve beyond orga-
nizational information security towards cyber-security education targeting all
of these would-be victims. It can be argued that E-Learning 2.0 systems are ideally
suited to this task, as they are built on the Web as a platform, and uses technolo-
gies already reaching these would-be learners during other activities. Furthermore,
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e-Learning 2.0 systems allow the user to act as both a consumer and a producer,
allowing them to ”Rip, Mix and Feed” [10]. This process allows for the education
content created to be authored by many individuals, instead of being tasked to a
single person or team. This means that the creation of the information security
education content base becomes a community endevour, which requires various
rating systems to be implemented in order to decern the credibility of the authors
and the works which are produced as a result of such a community endevour. By al-
lowing learners to not only draw from, but also contribute to the content base, the
learner is assured a sense of ownership for the content they produced. Providing a
sense of ownership creates an appetite for further learning, the learners within a
system are thus motivated to continue their education and further themselves.
This motivation stems from the system actively engaging the learner in the learn-
ing process, by requiring them to integrate and maintain the social software tools
which allow the learning to happen [12].

The advantages of e-Learning 2.0 systems are extensive and elaborate, al-
lowing these systems to fast become viable options for replacing many of the
traditional learning systems in production today. It is thus the assertion of this
paper that the use of E-learning 2.0 for ”cyber-security education” could be
the ideal way to address the growing need to educate learners from all walks
of life, enabling them to be ”safe” whilst online. Unfortunately, the advantages
offered by such ”revolutionary” education technology are also accompanied by
certain challenges which could hamper the development and success of such sys-
tems. The most notable of these challenges will be briefly examined in the next
section.

3 Problems with Learner-Generated Learning Material

The promotion of learner-assisted content publishing and creation allows an
abundance of information on a number of cyber-security related topics to be
generated. The generation of such volumes of information produces yet another
potential problem. Firstly, instead of a lack of sufficient information security
content, learners could potentially suffer from information overload [13]. One
of the problems with traditional e-Learning systems was that it took a long
time and a lot of financing in order to build a suitable knowledge base from
which to educate learners. Developers of the coursework of information security
education systems are typically experts in the field developing content as part
of their jobs. E-Learning 2.0 allows the learners themselves to contribute and
build up the learning material, building a system based on ”folksonomy” or
user-generated taxonomy. Although this can provide many advantages, it also
gives rise to the potential for information overload. If learners are not limited
to the scope of a contribution, certain information security topics may have a
large amount of content associated with them, so when a learner searches for
a particular topic, too much information is returned and the learner is unable
to manage and sift through it to find specifics [13]. Secondly, in order to ensure
wide acceptance of learner generated content, a mechanism to ensure the validity
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of such content would be needed. The integrity of the information available at
sources such as wikipedia is often questioned precisely because of the lack of
such mechanisms. Critics of learner-created content in general express concerns
about trust, reliability and believability of such content [14].

Any proposed system must allow the large amount of information posted to
be managed in an effective way, so that learner searches are optimized and only
information pertinent to a specific search are returned. This is currently still
difficult to accomplish on e-Learning 2.0 systems, as each typically provides its
own proprietary knowledge storage facility, each differing in design from other
such applications. This means that for one system to share content with another
system, it would need to provide an API to its knowledge store and the receiving
application would need to write specific code in order to interact with this API.
This type of code would need to be written for all remote knowledge stores that
the receiving application wishes to interact with, severely limiting the scope of
applications which can interact with one another. One possible solution to this
problem that is currently being developed and is fast gaining momentum as the
next wave in the evolution of the Web, is the Semantic Web.

4 Towards Information Security Education 3.0

Web 2.0 opened the Web and allowed contribution of information by the average
computer user. This contribution facility, although solving the problem of con-
tent generation, introduced further problems which needed to be addressed in
order to ensure the continued success of the Web and facilitate its large growth.
One of the problems with allowing contribution from many sources, is that of
information overload. The information posted is generally stored in a format
suitable only to human readers, making it very difficult for machine users (or
applications) to understand and draw inference from it. This meant that machine
users and applications are unable to understand information security concepts
and the contributions learners make on the system. Although information se-
curity education concepts would be machine readable, they would not
necessarily be machine understandable [15]. In order to facilitate searches
which filtered through all of this information accurately and effectively, prevent-
ing information overload to the users of the system, machine users need to be
able to parse the information and have an understanding of its contents.

The Semantic Web can be thought of as a large relational database, joining
tagged items and incorporating all topics and concepts, from book chapters to
cell phones to the price of laptop computers [13]. By joining these topics in
a way which computer applications can understand, the Semantic Web allows
information generated by learners on an information security education system to
be transformed from a ”display only” form, only parsable by humans or software
agents written specifically for the task, to a vast database of knowledge, which
computer applications can parse and understand [13]. This knowledge
allows computers to more accurately search for specific criteria within
the information security education system content base and do much
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of the grunt work in information processing and filtering for searches performed
by human users of the system. The Semantic Web further allows users to find
relationships between tagged items, such as related information security topics
[13]. This process is possible due to the Semantic Web’s ability to use inference
rules and data organizational tools known as ”ontologies”, which are domain
theories, enabling a Web that provides a qualitatively new level of service [13]
[15].

An ontology, according to Gruber 2003 is a formal and explicit specification
of a shared conceptualization [16]. Formal, meaning it should be represented in
a formal representation language and shared, indicating that the ontology de-
scribes knowledge accepted by a community [16]. A primary goal of ontologies
is to facilitate knowledge sharing and reuse, providing a common understanding
of various content that reaches across people and applications on the Semantic
Web [15]. The only way learning systems on the Web which share domain and
pedagogical knowledge amongst themselves will work is if a large number of on-
tologies surrounding these systems exist [15]. Currently, this is not the case as
there are few domain ontologies in existence and even fewer which cover instruc-
tional design and learning theories [15]. For this reason, the learning community
in general, and in this case the information security educational community
specifically, needs to come together and develop the standard ontologies in a
collaborative way, much like the contributions to a wiki, where all users input
is valued, condensed and refined by the community working toward a common
goal.

One of the main reasons for the lack of such standardized ontologies for learn-
ing is the apparent lack of standard vocabulary in the domain of education and
instructional design [15]. Many standards groups are in the process of addressing
these and other issues. However, no current group are dedicated to the creation
of information security educational ontologies.

5 Conclusion

There is a need for information security education beyond the confines of modern
organizations. Individuals from all walks of life are using the Internet as a tool
for personal business, entertainment, communication, and many other activities.
These individuals need to be educated in order to help protect them from the
dangers posed by engaging in such activities online. Such education should be in
a form that encourage people to engage in it on a voluntary basis. One possibility
to explore is the leveraging of the Web 2.0 philosophy in order to engage such
learners in the participatory creation of learning content. The idea of such an
e-learning 2.0 approach has been suggested by several educational researchers
but its effectiveness has yet to be proved. However, before such an approach
could become a reality subject specific ontologies for the intended subject mat-
ter would be needed. The authors of this paper wish to call on the fraternity
of information security education researchers to start exploring the possibilities
offered by Web 2.0, e-learning 2.0 and Semantic Web technologies. Furthermore



Towards Information Security Education 3.0 187

this paper wishes to call on these, and future, researchers to collaborate, and
contribute, towards the needed shared information security educational ontolo-
gies needed to make Information Security Education 3.0 a reality. It is thus not
the intention of this paper to present completed research, but rather to serve as
a catalyst for future research.
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Abstract. Teaching physical security can be difficult since classes generally do 
not have access to physical structures to assess. The purpose of this study was to 
investigate a new way of teaching physical security using Second Life® and to 
see if there is a difference in performance related to mode of instruction. The 
research question sought to determine whether there was a significant difference 
in student performance based on differences in modes of instruction for students 
evaluating physical security in virtual world environments. Three groups of 
participants situated in three geographic locations in the United States and 
belonging to three different modes of instruction – traditional, online, and 
hybrid were taught using Second Life®. The results were inconclusive in 
determining the best mode of instruction. However, the research suggested that 
Second Life® can be used as a teaching platform to teach physical security. 

Keywords: Second Life®, Virtual Reality, Simulation, Physical Security, 
Avatar, Virtual Learning. 

1 Introduction 

Simulation is a situation where physical models, computer programs, or a 
combination of both offers the opportunity to gain experience and assess skills 
through repeated practice within a safe environment [1]. This study tested the 
potential for using virtual world technologies for teaching physical security in a 
variety of learning contexts: online, classroom, and hybrid. Students use avatars and 
role-play as physical security auditors in a datacenter that is rife with problems and 
then after a debriefing session, proceed to a second datacenter empowered with more 
information. The study focuses on comparing student responses to the first and second 
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scenario to determine if this learning method can create significant improvement in 
response. This study was not able to reach any additional meaningful determination of 
which contextual mode of instruction better supported simulation-based learning. 

2 The Use of Simulation in Teaching and Learning  

Teaching and learning through the use of simulation can be especially effective in 
high risk areas like aviation and medical or surgical training. An important challenge 
for surgical training lies in providing conditions for effective learning without 
endangering the patient’s life [1]. There are several advantages to using simulation in 
a field like surgical training. The training program can be determined based on the 
needs of the learner rather than the patient where learners can focus on complete 
procedures or particular parts depending on their needs. They can practice as often as 
required to meet their educational objective because a simulation environment when 
compared to a real life situation is a safe environment. Simulators provide excellent 
opportunities for formative and summative evaluation of learning through their built-
in tracking and usage recording devices. Moreover, the ability of most simulators of 
providing immediate feedback has the potential to facilitate individual and 
collaborative learning.  

Educational simulations share key characteristics with games including the 
common use of a virtual environment and the focus on a particular goal [2]. However, 
simulations additionally include strategies to guide participants to develop particular 
behaviors and competencies which may be highly desirable in the intended 
professional activities. In this research, the use of virtual world technology to teach 
physical security builds on both of these elements. 

A virtual world of teaching-learning appears to be the ideal bridge between the 
innate interactivity afforded by online courses and the intense absorption offered by 
immersive role-playing video games [3]. Virtual worlds can act as digital learning 
objects and can provide an arena for constructivist learning. It can facilitate more 
student engagement than is possible through simple discussion boards in most online 
courses. The primary difference between games and the Second Life® Grid used in 
this study is that the latter is just the platform for creating objects in a space; the 
educator needs to develop the scenario, plot, motivations, and interactions that engage 
students with game-like narrative, context, and content characteristics. 

A 2009 case study report published on the Linden Lab website mentions how the 
Customs and Immigration students at Loyalist College used Second Life® to 
experience the daily routine of their future job [4]. Worldwide terrorism related 
security issues have made it difficult for the students to get access to sensitive real life 
locations. The virtual border crossing simulation facility in this project replaced real 
life geographic border crossing experiences for the students. There was a significant 
improvement in grades on the students’ critical skills test, raising the scores from a 
56% success rate in 2007 to a 95 % success rate in 2008 after the simulation program 
was used.  
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A central issue of concern amongst those who use simulators for professional 
training is whether the skills learnt in an artificial environment can be translated into 
real life situations [1]. A study conducted to demonstrate the effectiveness of virtual 
reality training in the transference of technical skills to the operating room 
environment demonstrated that while there was no difference in the baseline 
assessment scores between the control and the experimental groups, the latter group 
which  had received Virtual Reality based training as a component of their 
preparation,  were able to perform a gall bladder dissection 29% faster than those who 
did not receive training. Those who did not receive training were found to be 9 times 
more likely to make less progress and five times more likely to injure the gall bladder. 
Hence, it was seen that Virtual Reality surgical simulation training significantly 
improved the performance of the operation room performance of surgical residents.   

Dental education has been using simulation since the 1990’s for training and 
development of psychomotor skills [5]. Activities within Second Life® can provide a 
way to combine new simulation technologies with role-plays which can be used to 
enhance instruction in diagnosis and treatment planning. Case-studies and role plays 
have been used as effective evaluation mechanisms to foster decision making and to 
learn problem-solving strategies. Synchronous distance communication made possible 
through Second Life® can result in resource sharing and collaboration, thus promoting 
the globalization of dental education .  

3 Purpose and Research Design 

The purpose of this study was to investigate the effectiveness of teaching physical 
security using virtual world scenarios. Particularly, the study objective was to 
determine any difference in learning performance in relation to accompanying modes 
of instruction. 

The following research question was the focus of this project:  Is there a significant 
difference in student performance based on differences in accompanying modes of 
instruction for students evaluating physical security in a virtual world?  

A quasi-experimental research design was used for this study because the research 
participants were not randomly assigned to the experimental groups [6]. It was not a 
true experiment because the researchers did not have complete control over all 
experimental conditions. The three group pretest-posttest design used in this study can 
be graphically represented as follows: 

 
Group(s) Pretest Treatment Posttest 

A O1 X O2 
B O3 X O4 
C O5 X O6 

Fig. 1. The Three Group Pretest-Posttest Design 
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The experimental group (A, B & C) participants were asked to visit the Second 
Life® website and to download the program. They created an avatar and spent an hour 
in the Help Island going through the tutorial. In class, they were given a scenario and 
a building to evaluate for physical security issues. The objective of this physical 
security evaluation exercise was to find the maximum number of security flaws 
within the environment. They had to complete the task within one hour. The scores in 
this session were treated as the pretest scores for this study. After this the students 
participated in an hour long debrief session where they shared their experiences. The 
objective of this debriefing session was to share their individual findings as well as to 
learn from each other’s findings. In the next session, the students were assigned a 
different building with similar physical security challenges but in a different layout. 
The objective of this exercise was for the students to find as many security flaws as 
possible within the virtual buildings. They completed this assignment as an 
asynchronous homework assignment, limited to one hour again, to be completed 
within the next one to two weeks. This homework assignment was treated as the 
posttest for this study. 

4 Assumptions, Limitations, and Delimitations 

It was  assumed that the participants in this study already have basic computer skills. 
These skills should include activities like accessing the internet, as well as knowledge 
of how to download and access Second Life®. It was assumed that the participants 
will answer the pre and post test questions honestly and to the best of their ability. It 
was  also assumed that the participants will be interested to participate and complete 
the project. 

The researchers had to work with intact classes in order to comply with research 
site requirements. Hence, it was not possible to randomly assign the participants into 
the experimental groups. Also, instructional differences may have occurred as a result 
of difference in the quality and content of the debriefing sessions at the three different 
sites. 

The study sample consisted of three groups of students participating in three 
different mediums of instruction - traditional face-to-face, completely online, and 
hybrid (with face-to-face as well as online course components). The researchers had 
no control over the prior knowledge, skill, and backgrounds of the students in the 
experimental groups. Depending on individual circumstances, some participants may 
have had more or less background knowledge and skills. 

This study being quasi-experimental, its participants were not randomly selected. 
Hence, its findings may not be generalizable to all students. The pre and post tests 
were developed by the researchers and may not be reliable and valid. 

5 Significance of Study 

Physical security auditing takes a special kind of perspective. The physical security 
auditor tries to find and correct the risks and flaws of an organization’s physical 



192 V. Nestler et al. 

facility, before any untoward event happens. To do this work effectively, auditors 
must develop the skill of walking through a place and seeing what is dangerous, what 
is misplaced, and what things are missing. Some auditors get this by experience 
working with others, but these are rare opportunities. Picking it up from books is hard 
because it is hard to get a sense for “casing a scene.” 

Teaching physical security in any setting can be a tricky thing to do, especially if 
one wishes to allow the students to have a meaningful “hands-on” experience. 
Physical security is one of the most important aspects of the overall security posture 
of an organization. A well configured firewall and locked down workstations are 
insufficient protectors when someone can easily access the network from the inside 
and simply pull cables or attach key loggers. While there are many concepts that can 
be discussed in a course on physical security, developing a spatial appreciation for 
physical security in a three dimensional space should be enhanced by actually 
inspecting a structure. 

Finding a “classic case” is not an easy thing to do in the real world. First, it may 
not be possible to find a single building that contains all the attributes and feature one 
would like ot discuss. This is especially true if what one would like the student to see 
is a building constructed with serious security flaws. Even if one did find a building 
with all the teaching points, and even if the building owner/manager didn’t mind 
exposing vulnerabilities through an educational audit of the space, (semester after 
semester), it may be an impractical idea to accommodate the entire class physically 
into the premises under consideration. Or the weaknesses might be remediated. 

The researchers developed a scene with virtual buildings on which students can 
perform physical security audits. Students were given a scenario that required them to 
identify the features of the building that presented security issues. This included items 
such as, blind spots in surveillance camera coverage, poor lighting, inappropriate fire 
suppression equipment, and poor access controls. 

The project is in the Second Life® Grid, so that it is both accessible to the students 
remotely on their schedule and also has the power to host large events “in-world”. If 
people would like to see the facility they can download the Second Life® browser. 
Initially the facility was on Science Island III, just north of the National Public Radio 
Science Friday radio show set in Second Life®. Currently it is hosted on 3D Learning 
Island by the MASIE Center. Please contact the researchers to obtain appropriate 
permissions to enter the space. 

6 Participants and Procedures 

The total number of participants in this study was 43 (N= 43). The participating 
groups were located in three geographically disparate parts of the United States – 
Idaho (Idaho State University), Maryland (Capitol College), and Colorado (Regis 
University). The hybrid classroom group at Idaho had 17 students, the completely 
online group at Maryland had 19 students, and the traditional group at Colorado had 7 
students. Ten participants from the Maryland group did not submit their posttests. 
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Pretest and posttest data were collected from each group. The results were 
subjected to a descriptive procedure which is used to depict the commonly-used 
statistics that summarize key properties of distributions of quantitative variables [6]. 
Due to the huge difference among the number of students in the three groups, a one-
way ANOVA was not used in this case. Here the “score difference” refers to the score 
differences between the pretest scores and the posttest scores. The dependent variable 
is defined as the posttest score minus the pretest score.  

7 Instrument Development, Reliability, and Treatment 

In order to answer the research question for this study, the researchers constructed 
two scenarios for use during the pre and posttest situations. They further made a list 
of security issues in a template format using Microsoft Word. They derived the   
security issues from security examinations and government documents. The document 
template contained 30 items. The items were not weighted according to their 
difficulty index. The students were required to identify the physical security issues 
they observed in the areas they visited within Second Life® and fill in the template 
based on their observation. 

One of the researchers developed pre and post tests based on each of the scenarios. 
However, the testing instrument was not formally analyzed to determine reliability. 

The treatment was a period of instructional debriefing and discussion of the 
students’ findings on the pretest and was administered prior to the posttest. 

8 Results 

The sample sizes were unequal. Group 1 (a hybrid classroom of 17 students), group 2 
(a traditional classroom of 7 students), and group 3 (an online classroom of 9 
students). The posttest score data was collected after the treatment/instructional 
debriefing session. 

Minimum, maximum, means, and standard deviations of the dependent variable, 
the differences between the pretest scores and the posttest scores, are shown in Table 
1. Of the 33 samples collected, the total score difference (n = 33) averaged to be 13.82 
(SD = 16.46), the mean of score difference in the posttest (M = 49.70) is higher than 
the mean of score difference in the pretest (M = 35.88). 

Table 1. Descriptive Statistics of the security flaw numbers for all samples 

Item N Minimum Maximum Mean Standard 
Deviation 

Pretest 33 8.00 77.00 35.88 15.84 
Posttest 33 14.00 98.00 49.70 18.52 

Difference 33 -19.00 50.00 13.82 16.46 
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Comparing Table 2 to Table 1, it was found that the mean score difference of the 
hybrid group (M = 21.00) is higher than the total mean score difference (M = 13.82). 
In contrast to the hybrid group, the mean score differences of the other two groups, 
the traditional group (M = 9.43) and the online group (M = 3.67) were lower than the 
total mean score difference. 

Table 2. Descriptive statistics of the security flaw number differences for the three groups 

Classroom 
Conditions 

N Minimum Maximum Median Mean Standard 
Deviation 

Hybrid 17 -4 50 15.00 21.00 17.91 
Traditional 7 -7 24 13.00 9.43 11.27 

Online 9 -19 17 6.00 3.67 10.21 
 
Table 3 shows the percentage of students in each classroom condition that made 

progress after the treatment/instruction. There were 94.12% students in the hybrid 
group, 85.71% in the traditional group, and 77.78% in the online group who made 
progress. 

Table 3. The student performance improvement rate for the three groups 

Classroom 
Condition 

N Positive 
Difference 

Number 

Percentage Negative 
Difference 

Number 

Percentage 

Hybrid 17 16 94.12% 1 5.88% 
Traditional 7 6 85.71% 1 14.29% 

Online 9 7 77.78% 2 22.22% 

9 Discussion 

The original intent of the researchers was to identify whether there was an 
improvement in student performance based on the related instructional mode. 
However, the results of this study were inconclusive in determining any difference 
between the modes of instruction. This research might have yielded more 
representative results with better control measures on the online group and if there 
was a larger sample in the traditional group.  

The data from the research also revealed that the participants were able to identify 
more physical security flaws within the Second Life® environment than were 
consciously built in by the creators of the environment. Some of these were related to 
artifacts of the modeling process. Never the less, this encourages the researchers’ 
belief that a 3-D interactive environment has the potential to provide a learning 
environment that allows the opportunity for students to make a comprehensive and 
open-ended evaluation of scenarios. The Second Life® environment allows for a 
greater amount of learning to take place than what was represented in the intended 
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text-based outcomes. The performance of most students improved irrespective of the 
mode of instruction used. The data showed that 87.88 % of the students improved in 
their posttest performance.  

10 Conclusions and Suggested Further Research 

This study suggests that it is difficult to isolate the many factors related to the larger 
learning context that determined student achievement related to virtual world scenario 
learning. Therefore, better onsite control measures as well as larger and equal sample 
sizes are required for more conclusive results. Also, the participants in this research 
study were graduate students. Further research with undergraduate as well as high 
school students may be helpful to establish the generalizability of the findings across 
a broader range of ages and backgrounds. 

An interesting area of further research may be in comparing the number of items 
found in a virtual building with those found in a similar actual physical building. The 
purpose would be to discover meaningful differentials between spatial analysis in 
virtual and real world experiences. This would help clarify the validity of virtual 
world training in preparation for real world security. If so, this platform might 
demonstrate value as an additional feature in information assurance competitions like 
the National Collegiate Cyber Defense Competitions (NCCDC).  

Second Life® has the potential to support the information assurance curriculum. 
While the results of this study were inconclusive in determining a difference in 
performance attributable to modes of instruction, the students’ posttest results show a 
general improvement in performance across all three instructional modes. 
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Abstract. The objective of this paper is to report back on an organizational 
framework, which consisted of human, organization and technology (HOT) 
dimensions in holistically addressing aspects associated with phishing. Most 
anti-phishing literature studied either focused on technical controls or education 
in isolation however; education is core to all aspects in the above-mentioned 
framework. It is evident, from literature, that little work has been conducted on 
anti-phishing preventative measures in the context of organizations but rather 
from a personal user-level. In the framework, the emphasis is placed on the 
human factors in addressing phishing attacks.   

Keywords: Information Security, social engineering, human factors, phishing, 
email scams, spam, spoofed-websites. 

1 Introduction 

It is evident that as more organizations provide greater online access to their 
customers, phishers are successfully using social engineering techniques and 
technology advantageously to steal personal information and conduct identity theft on 
a global scale [20]. Organizations financial information is at risk, because most 
information-workers are vulnerable to social engineering techniques as the 
organizations possess financial information [29]. Fraudulent emails, such as phishing, 
can harm their victims as well as organizations resulting in financial losses, damaged 
reputation [27] and identity theft. Given a predicted increase in the tools available to 
fight phishing, it is expected that future attacks will continue to be more refined in 
targeting users i.e. spear phishing [24] incorporating greater elements of context to 
become more effective and thus more dangerous for society. Hence, by understanding 
the tools and technologies that phishers use, organizations, users and their customers 
can take a proactive approach in defending themselves against future phishing attacks 
[20]. Although this paper presents a holistic framework which requires all dimensions 
to be of key importance however, education is indeed a major component of 
protection against phishing. Thus, the objective of this paper is to emphasis how 
education, awareness and training are required to effectively strengthen the 
dependencies between the dimensions in the framework. The rest of the paper is 
structured as follows: In Section 2, we give a background of phishing and explain its 
effectiveness. In Section 3, we illustrate the need for a holistic framework. In Section 
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4, we demonstrate the anti-phishing framework focusing on human factors. Finally, 
conclusions are drawn in Section 5.  

2 Phishing Explained 

“Phishing” is a hacker’s term that originated from fraudsters whom are “fishing” for 
confidential information, mostly conducted through using fake emails and spoofed 
websites acting as the “bait”, and the victim’s accounts as the netted “phish” [27]. 
Phishing is a component of social engineering through which an individual attempts 
to solicit and steal confidential information from a user or employee by masquerading 
as a legitimate entity, usually from well-known financial or e-commerce institutions 
[27] as the primary of objective is to fraudulently obtain money. PayPal™, eBay™, 
American Online™, ABSA™, Standard Bank™, Google™, Microsoft and the South 
African Revenue Services are a few popular cases of organizations, and its clients, 
that have financially been affected through phishing attacks. Although most cases are 
financial related, phishing includes unauthorized access to all types of data e.g. social 
security number. Besides email, there are a number of other phishing variations such 
as spear phishing, wi-phishing, vishing, baiting, whaling and pharming. Phishing 
techniques have become more sophisticated [27], making use of a range of modern 
technologies such as:  Internet Relay Chat (IRC), instant messengers (IM’s), social 
networking sites (e.g. Facebook, MySpace) [10],[17],[19] and Trojan horse [6],[27]. 
The effectiveness of using social engineering techniques do not require much prior 
technical knowledge or education into hacking information systems; instead human 
emotion, deceit and manipulation are tools used to trick victims into giving up their 
personal information. 
 
From the description of phishing above, typically five main processes are used to 
carry out a phishing attack:  

Planning: Phisher determines who and how to attack and the information to be 
obtained from the victim. According to Orgill [21], social engineering attacks usually 
entail two facets namely: the physical aspect (e.g. workplace, online) and the 
psychological aspect or a combination using both aspects to gain desired information.  

Email Design: The illusion based by email appearance (e.g. email address structure, 
subject header and content), is made to appear more legitimate by using institution 
logos, terminology etc. to create authenticity in the mind of the victim.  

Fabricated Story: Is used to gain the victims attention, supposedly in their best 
interest, that a problem exists e.g. customer accounts has been hijacked. The email 
can also perceive to have a friendly tone e.g. thanking you for your co-operation. 
Using reverse social engineering, before the problem is resolved, the target feels 
indebted to the attacker.  

Threatening Tone or Consequence: The user is lured by the fake warning and 
enticed to click on a hyperlink which is usually disguised as text or an image e.g. 
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Click here for verification. The tone, together with reverse psychology, is used e.g. 
the user fears that if they choose not to verify, consequently result in their account 
being automatically deleted. Ironically, it is “human nature” not to want any further 
undesired consequences or hassles e.g. renewing accounts etc. 

Spoofed-Website: After the user selects/clicks the hyperlink embedded within the 
email message, they are directed to a spoofed-website which also appears authentic 
and legitimate in design, and subsequently the victims personal details are captured 
unsuspectingly.  

3 The Need for a Holistic Anti-phishing Framework 

Organizations are at risk caused through their employees’ actions and behavior [28]. 
If human behavior could be understood, one may suitably address why humans fall 
for victim to phishing emails [1],[5]. According to Hinson [13], it can be argued that 
technical flaws themselves are the product of human errors. Even so, companies 
concerned with information and data security are increasingly dedicating more 
technological resources to evaluate and protect their information systems [13] thus 
ignoring employees as the source of their most prevalent exposure. It is often easier 
for attackers to exploit human and social weaknesses of the defences than to defeat 
the technological countermeasures [18]. This is also evident in anti-phishing literature 
as most research focused on technical solutions such as: developing browser 
toolbars/plug-ins [23] preventative measures, characteristics and email structure 
[6],[20],[22], algorithms for detecting, identifying and measuring phishing emails and 
sites [8],[11],[32] and evaluating the effectiveness of web browser toolbar 
warnings/indicators [4],[7],[12],[31]. Many employees cannot identify the difference 
between a genuine and a spoofed website [4],[21]. Furthermore, many users are too 
preoccupied with their primary work duties that they hardly remember to pay 
attention for web browser security indicators [19]. Information security is far more 
than applying a range of physical and technical controls [13] and technically 
knowledgeable specialists often make the mistake of believing that technical 
measures succeed in protecting them and average consumers [14]. Social engineering 
attacks and lack of compliance of organizational security policies are increasingly 
cited as security concerns. Technical solutions are only as good as the people that use 
and operate them because information security is a multi-dimensional issue and only 
be achieved if a holistic approach is taken [3]. 

Generally information security threats exploit human behavior and thus, in an 
organizational context, require a framework consisting of human, organizational and 
technological dimensions (HOT) to address against such threats [9]. Illustrated in Fig 
1, HOT dimensions are operating in isolation of one another (dotted lines), caused 
from limited communication and interaction between each of them thus forming only 
a ‘single layer’ oriented defense. As a result, if one of the dimensions is weakened, 
phishing attacks may proliferate compromising the other dimensions respectively. 
Ideally, it is suitable to move towards an ‘in-depth’ defense oriented model (see Fig. 
2), thus allowing several barriers to serve a defense.  
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Fig. 1. Organizational dimensions targeted by phishing 

4 Anti-phishing Framework: Phishing for a Solution 

Technology controls have proven to be inadequate in protecting against phishing 
especially when applied in isolation of other organizational aspects. While technology 
is important, organizational and human factors also form a crucial role in achieving 
information security [1]. Understanding of how different human, organizational, and 
technological elements interplay could explain how different factors lead to sources of 
security breaches and vulnerabilities within organizations [15],[30]. Since each 
dimension has human involvement, even if the organizational dimension is added, 
protection may not be sufficient as both the organizational and technology dimensions 
depend on the H dimension. In the organizational dimension, best practices, policies, 
procedures and international standards (e.g. ISO 27002, King III, COBIT 4.0); fully 
depend on humans obeying them. Furthermore, they need to be in place to guide the 
other dimensions. Technology dimensions would typically involve any technical 
controls such as: anti-phishing browser plug-ins, anti-virus software, spam filters, web 
browsers, network firewalls, etc. and is dependent on humans to follow the 
procedures to ensure the technical controls are functioning and applied correctly.  The 
human dimension calls for effective awareness, education and training to assist in 
strengthening the ‘human firewall’ and to ideally cultivate information security 
behavior in the organization. Of these dimensions, the human dimension is the area 
that phishing exposes the most and as a result, compromises the technology and 
organizational dimensions. Thus, there is a need for the education element to be 
present in all of the above-mentioned dimensions to ensure that all HOT dimensions 
are functioning optimally. In doing so, this should provide for adequate overall risk 
mitigation against phishing attacks (see Fig.2). Further research will validate these 
findings through an expert review. 
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Fig. 2. Aspects in an organization, holistically related to an anti-phishing framework 

Illustrated in Fig 2, continual communication (concentric circles & arrows) 
between the HOT dimensions serves a stronger defense. The human dimension is the 
entry point for phishing attacks and the common link (the glue) which influences all 
the other dimensions. It requires education to strengthen the interdependencies 
between the other areas e.g. staff must be knowledgeable enough of policies and 
technical aspects to ensure that operational procedures are obeyed and implemented 
correctly. The following section focuses on the components required to address the 
human factor dimension. 

Information Security Management & Culture: Information security management 
requires, as a minimum, participation by all employees, shareholders, suppliers, third 
parties, customers or other external parties [25]. It is the responsibility of all 
employees to protect information thus defending the reputation and financial well-
being of the business [2]. Effective interactions and communications are required to 
reach a mutual understanding about security risks among different stakeholders [30]. 
An information security culture needs to be adopted to ensure that information 
security becomes a natural aspect in the daily practice of every employee. 

Educate Staff in Recognizing Phishing Emails and other Online Threats: Staff 
security education and training is one of the most important aspects of an 
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organizations security posture and perhaps the greatest non-technical measure 
available and cost-effective solution for human factors and security [2]. Security 
topics and requirements need to be integrated into normal business behaviour, through 
clear policy and staff education [2]. Through a regular and comprehensive user 
education programme, staff can resist and be made more aware of the design (e.g. the 
address bar, SSL icon, web browser warning indicators, fake websites), activities and 
dangers involved in a phishing attack [14],[16],[26] and to report such attacks. This is 
substantiated by Ohaya [19] that many users do not have the underlying knowledge of 
how operating systems, e-mails and websites work as employees cannot tell the 
difference between a genuine and spoofed-website. In some cases, users frequently 
ignore phishing warning messages from anti-phishing tools [7],[19],[31]. For 
effectiveness, the training could have some incentive, fun (e.g. gameplay [26]) or 
humour to gain participation from staff. An added benefit, through training, allows 
employees to also learn other current and future threats of information security 
aspects e.g. scams, viruses instead of phishing attacks alone especially since attack 
methods are evolving. Third parties may also require education equivalent with full 
time employees however, effective education may prove difficult in outsourced 
environments where providers are growing rapidly [2]. It is essential for all 
employees to be an above-average computer user, especially in using email and 
internet, as it exposes the user and organisation to other potential threats. This 
requirement can be enforced in the recruitment policy (Organisation Aspects). 

Awareness Programmes: According to ISO/IEC 27002 [25], critical success factors, 
based on experience, have shown that information security awareness is important. 
Awareness programmes should aim to enhance levels of trust between employer and 
employee by developing an understanding of the reasons for the security policies and 
controls that have been applied, as it will help staff be more aware of the issues [3] 
thus reducing the likelihood of accidental breaches and increase the probability of 
malicious activity being detected and reported. Staff needs to understand the 
implications of not obeying such policies. 

Staff Lack in Security Behaviour: Unacceptable, non-malicious behaviour by staff 
should be taken seriously. Organisation policies can ensure that employees cannot 
plead ignorance to the rules as many insider problems stem from ignorance rather 
than malicious motivation [2]. However, mere accidents can potentially cause large 
implications e.g. social networking sites are a playground for social engineers [10] 
thus, if staff are spending excessive time on social network sites during office hours, 
this may put the organisations reputation and financial well-being at risk.  

Technical staff must be educated in their duties and define proper technical 
procedures and apply the relevant technological controls to implement those 
procedures e.g. prevent users from accessing risky sites.  

Monitoring: Some organisations emphasise that monitoring can benefit staff where 
employees are reassured that the organisation is safeguarded against confidential 
leaks and hence possible damage to its reputation or financial loss. 
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5 Conclusion 

It has been established that HOT dimensions in an organization require strengthening 
to address phishing [9]. Human factors have been mentioned to be the greatest risk 
and as such require the most focus. Much research has been placed either on 
education, training and awareness [14],[16],[21],[26] or technical controls. Although 
each HOT dimension has its own weaknesses or vulnerabilities, as all encompass 
some human involvement, education can close the gap between all the dimensions 
(e.g. should the technical controls fail; humans can be aware and knowledgeable in 
addressing a phishing attack) thus resulting in a multi-level defense model. 
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Abstract. To address national needs for computer security education, many 
universities have incorporated computer and security courses into their 
undergraduate and graduate curricula. Our department has introduced computer 
security courses at both the undergraduate and the graduate level. This paper 
describes our approach, our experiences, and lessons learned in teaching a 
Computer Security Overview course. 

There are two key elements in the course: Studying computer security topics 
from a current textbook and online and experimenting with security tools. 
While the textbook and online material expose students to current security 
topics, projects that involve experimenting with security tools motivate students 
to explore computer-security techniques, providing a framework for a better 
understanding of the security topics and strengthening students’ ability to put 
what they learnt in the classroom into practice in their organizations tomorrow. 

1 Introduction 

We all have seen the dramatic development of new and improved technologies. In 
July 2010, Facebook reached over 500 million active users, there were 85,500 iPhone 
apps, and 2 billion downloads occurred. Fifty-six percent of Americans say that they 
have at some point used wireless devices such as laptops, cell phones, and game 
consoles for online access. 

There has also been an increase in the number, and sophistication, of Internet 
threats being produced by cyber criminals. According to an Internet security software 
and service provider Trend Micro study on Threat Predictions for 2011, threat 
researchers have found that more than 80% of the top malware uses the web to arrive 
on users' systems, and every second, 3.5 new threats are released by cyber criminals 
[8]. The Verizon Business website gives an excellent list of recent data breach 
statistics [9]. 

The annual CSI/FBI computer crime and security survey has shown that 
information security has continuously been a top priority in many organizations. This 
trend brings a great demand for qualified Information Assurance (IA) professionals 
[4]. 

In the field of computer security, malicious actors seem to outsmart the good guys. 
The offenders always seem to be one step ahead of the defenders. We believe that 
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students have to learn defensive techniques by learning how the offense works. 
Learning successful defensive techniques in sports means observing the offensive 
tactics of the opponent. On the same lines, students should first be made to appreciate 
hacking techniques before moving on to defensive roles. 

Our Overview of Computer Security course has been developed with this 
philosophy in mind. The purpose of this paper is to provide our experience in 
designing information assurance courseware that combines theory with practice. 
Using well-designed hands-on laboratory exercises, we allow students to experience 
the technical details of what they have learned [3]. There are two key elements in the 
course: studying computer security topics from a current textbook and online and 
experimenting with security tools. In addition to learning pedagogies and theories 
from the textbook, the course will focus on the use of technology to help students gain 
insight into the usefulness of what they have learned from the textbook. 

Each lesson includes both lecture and hands-on labs to reinforce concepts. Students 
practice their craft either on their own machines or on the university machines in a 
controlled real-world environment. The university security lab is a local area 
networked lab, which is an isolated environment without any connection to the 
outside world. This isolation enables us to provide an increased level of threat. 
Students conduct both defensive and offensive experiments in this lab.  

Some people argue that labs are so much more engaging than reading and study 
that they tend to drive out the latter. Given that a course such as this one requires a 
huge amount of reading and understanding topics such as encryption algorithms, 
network protocols, software security, and so on, such people say that this course 
should be light on the labs and strong on essential theory. 

We believe that this argument is valid for students with math and programming 
backgrounds. By definition, the course in question is open to non-computer science 
majors. We strongly believe that computer security is too important to make this 
program available only to computer science majors. 

2 Our Institution 

For more than 100 years, Pace University has been preparing students to become 
leaders in their fields by providing an education that combines exceptional academics 
with professional experience and the New York advantage. Pace has three campuses 
in New York City, Westchester, and White Plains. A private metropolitan university, 
Pace enrolls approximately 13,500 students in bachelor’s, master’s, and doctoral 
programs in the Dyson College of Arts and Sciences, Lienhard School of Nursing, 
Lubin School of Business, School of Education, Seidenberg School of Computer 
Science and Information Systems, and School of Law. 

Pace University, through the efforts of the Seidenberg School, was redesignated a 
National Center of Academic Excellence in Information Assurance Education for the 
academic years between 2007 and 2012. The original designation was awarded in 
2004. The National Centers of Academic Excellence in Information Assurance 
Education (CAEIAE) Program is an outreach program designed and operated by the 
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National Security Agency (NSA) and the Department of Homeland Security (DHS) 
[5]. The goal of the program is to reduce vulnerability in our national information 
infrastructure by promoting higher education in information assurance (IA) and 
graduating a growing number of professionals with IA expertise in various 
disciplines.  

To attain certification, an institution must demonstrate commitment to academic 
excellence in IA by meeting rigorous requirements in areas such as curriculum, 
faculty qualifications, research efforts, laboratory and library resources, and 
partnerships. Pace is currently one of only about 120 institutions nationwide to be 
recognized as a Center.  

Students attending these designated schools are eligible to apply for scholarships 
and grants through the Department of Defense Information Assurance Scholarship 
Program and the Federal Cyber Service Scholarship for Service Program. Designation 
as a Center does not carry a commitment for funding from NSA or DHS. 

3 Our Programs 

IA academic programs have faced several challenges recently. As a way to broaden 
the appeal of their graduates as well as expand the scope of their computing programs, 
many computing programs have either integrated the IA curriculum into existing 
information technology, information systems, or computer science programs or have 
at least designed a single course to cover IA topics [3]. However, educators have 
proposed changes in the IA curriculum to cover both technical and nontechnical 
aspects of information security in order to keep up with the fast-changing security 
requirements for the public, industry, and the government [3].  

At the undergraduate level, our department offers an interdisciplinary minor in 
collaboration with the Department of Criminal Justice.   

At the graduate level, we offer a concentration in information assurance in a 
master’s in information systems program. 

The programs are by design not programming focused (we don’t offer a software 
security course) so that it is open to non-CS majors.   

3.1 Undergraduate Minor: Information Assurance in the Criminal Justice 
System 

This minor was developed in response to faculty in the Criminal Justice Department 
who maintained that their students would benefit from information security courses. 
They might not necessarily plan to work as security professionals but need to deal 
with security problems in their own field. 

 
The Minor Consists of the Following Six Courses: 
 

CRJ 150 Introduction to Criminal Justice  
CRJ 247 Introduction to Private Security  



 Teaching Computer Security with a Hands-On Component 207 

CRJ 346 Terrorism and Society  
IT 300 Computer Security Overview  
IT 304 Network and Internet Security 
IT 308 Computer Forensics 
 

Of these six courses, the first three (with the CRJ prefix) are offered by the Criminal 
Justice Department, and the last three (with IT) are offered by the Computer Science 
Department. 

All three IT courses are a combination of textbook study and hands-on lab work. 
The course this paper is discussing is IT 300.  

3.2 Graduate Concentration: Security and Information Assurance 

This is one of the concentrations available to students in the MS in Information Systems 
program. Here is a description of the concentration: As organizations become more 
aware of computer and information security requirements, there is a growing need for 
IT professionals who understand the technologies and concepts of information 
assurance, including encryption, threat analysis, access control, and social engineering.  

 
Concentration Courses: 
IT 603 Overview of Information Security 
IT 660 Network Security 
IT 662 Web and Internet Security  
IT 664 Computer and Internet Forensics  
IT 666 Information Security Management 
The course discussed in the paper is IT 603. 

3.3 Topics in IT 603 Overview of Information Security 

The textbook used is Corporate Computer and Network Security By Raymond R. 
Panko. 

Topics covered (from the book) are Access Control and Site Security; Review of 
TCP/IP Internetworking; Attack Methods; Firewalls; Host Security; The Elements of 
Cryptography; Cryptographic Systems: SSL/TLS, VPNs, and Kerberos; Application 
Security: Electronic Commerce and E-mail; and Incident and Disaster Response. 

3.4 Hands-On Security Experiments 

For each of the hands-on experiments, the instructor provides a document with 
background material on the experiment to be done. 

• Steganography 

Students learn various steganography techniques, including the LSB method. They 
work on three careers (an image file, a sound file, and an HTML file) to retrieve 
hidden messages using a standard steganography tool.  
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• Windows password hashes 

Students learn about the following topics: how Windows stores passwords—LAN 
Manager hash and NTLM hash; SAM file; and how password hacking programs 
work—dictionary method, brute force method, and hybrid method. Students use one 
of LC4, a combination of Proactive System and ophcrack or LCP by LCPSoft 
v5.04, to extract several passwords of various complexities (very simple to very 
complex). 

• MBSA 

Students learn to use Microsoft Baseline Security Analyzer (MBSA), an easy-to-use 
tool designed for the IT professional that helps small- and medium-sized businesses 
determine their security state in accordance with Microsoft security recommendations 
and offers specific remediation guidance. It is possible to improve the security 
management process by using MBSA to detect common security misconfigurations 
and missing security updates on computer systems. For the sake of experimenting, 
students introduce several loopholes and run MBSA. Students fix all the loopholes 
identified by MBSA and run MBSA again to make sure everything is fixed. 

• PGP 

Students learn about key ideas of encryption. They gain a detailed understanding of 
symmetric key encryption and public-key (asymmetric-key) encryption. 

Students download and install PGP on their computers, generate a key pair, publish 
their public key on the PGP Global Directory, take the instructor’s PGP public key 
from the PGP Global Directory, and create a small text file (making sure to include 
their full names in it). They save the file as their last name, encrypt the file using 
instructor’s  public key, and submit the encrypted file as an email attachment. 

• Nessus 

Nessus is a free (distributed by GNU), powerful, and easy-to-use remote security 
scanner developed and maintained by Tenable Network Security. Nessus is a 
vulnerability scanner that scans a target network to seek vulnerabilities in the network 
such as software bugs, backdoors, and so forth. The program is developed by Renaud 
Deraison. This is a very useful tool for network and system administrators to identify 
problems and security loopholes in their systems.  

Students install Nessus and experiment with it. They run Nessus against any server 
and generate a report. 

• Nikto 

Nikto is an Open Source (GPL) web server scanner that performs comprehensive tests 
against web servers for multiple items, including over 3,200 potentially dangerous 
files/CGIs, versions on over 625 servers, and version-specific problems on over 230 
servers. Scan items and plugins are frequently updated and can be automatically 
updated if desired (see http://www.cirt.net/code/nikto.shtml).  
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Students install Nikto, run it against a server, and submit a report of vulnerabilities on 
the server. 

• Web: Security, Cookies and History 

Students learn about web insecurity on various levels, addressing digital certificates, 
browsers’ encryption strength, application security, cookies, index.dat file, and 
browser history. Web Historian is a program that is used to analyze browser history. 
Students download and install Web Historian and analyze browser history. 

• Phishing 

Students learn about identity theft and phishing. They see several examples of 
phishing emails. They learn to analyze phishing emails. They also learn email 
spoofing using port 25. 

4 Conclusion 

We administer course evaluations by students at the end of the semester. Judging 
from these evaluations, it is clear that the students enjoyed the hands-on component of 
the course. 

 
The following is a sample of comments by students on the evaluation forms: 
“The weekly lab assignments were extremely relevant and current. I learned a great 
deal by working through the labs.” 
“The lab assignments were great. Learned new techniques.” 
“Lab assignments gave exposure to the tools used to scan for vulnerabilities.” 
“The lab assignments helped to understand the material better.” 
Most valuable: “… having us work hands-on with different software.” 
Most valuable: “Lab assignments.” 
“The labs made me understand the material.” 
“All lab assignments were very helpful to understand the objective of this course.” 
Most valuable: “The hands on projects.” 
 

I believe that the hands-on component helped students appreciate and understand 
computer security. 

References 

1. Jeff, B., Schweitzer, D.: A Hands-on Approach to Information Operations Education and 
Training. In: 14th Colloquium for Information Systems Security Education. Baltimore, MD, 
June 7-9 (2010) 

2. Centers of Academic Excellence—Institutions. National Security Agency (February 3, 
2011), 
http://www.nsa.gov/ia/academic_outreach/nat_cae/ 
institutions.shtml  



210 N. Murthy 

3. Chen, L.-C., Lin, C.: Combining Theory with Practice in Information Security Education. 
In: 11th Colloquium for Information Systems Security Education, June 4-7. Boston 
University, Boston (2007) 

4. Lin, C., Chen, L.-C.: Development of an Interdisciplinary Information Technology Auditing 
Program. In: 13th Colloquium for Information Systems Security Education, Seattle, WA, 
June 1-3 (2009) 

5. National Centers of Academic Excellence. National Security Agency (February 3, 2011), 
http://www.nsa.gov/ia/academic_outreach/nat_cae/index.shtml  

6. Riabov, V.V., Higgs, B.J.: Running a Computer Security Course: Challenges, Tools and 
Projects. River Academic Journal 6(1) (2010) 

7. Sharma, S.K., Sefchek, J.: Teaching Information Systems Security Courses: A Hands-On 
Approach. Computers & Security 26, 290–299 (2007) 

8. Trend Micro Threat Predictions for 2011 (February 3, 2011), 
http://affinitypartner.trendmicro.com/announcements/ 
trend-micro-threat-predictions-for-2011.aspx 

9. Verizon Business. Anatomy of a Data Breach (February 3, 2011) , 
http://www.govinfosecurity.com/external/rp_2009-data-breach-
investigations-supplemental-report_en_xg.pdf 



R.C. Dodge Jr. and L. Futcher (Eds.): WISE 6, 7, and 8, IFIP AICT 406, pp. 211–217, 2013. 
© IFIP International Federation for Information Processing 2013 

The Strengths and Challenges of Analogical Approaches 
to Computer Security Education 

Matt Bishop1 and Kara Nance2 

1 University of California Davis, Davis, CA, USA 
bishop@cs.ucdavis.edu 

2 University of Alaska Fairbanks, Fairbanks, AK, USA 
klnance@alaska.edu 

Abstract. When teaching concepts such as computer security, with which 
students cannot easily identify, it is frequently helpful to use analogies to 
attempt to map a complex concept to an idea with which the student can 
identify. While this method works particularly well in the computer security 
domain, there are associated challenges and limits that must be considered 
when creating appropriate analogies. This paper defines analogies, provides 
some specific examples in the computer security realm, and discusses the 
challenges and limits associated with this approach. 

Keywords: Computer Education, Computer Security Education, Analogies. 

1 Introduction 

Computer security is a complex subject, one requiring both an understanding of broad 
concepts and an attention to fine detail. Students of computer science understand this, 
because much of systems work in computer science has the same properties. One 
must understand the concepts, and then design and implement systems with great 
attention to detail; to be sure they perform at the requisite level. But this complexity 
can be very difficult to convey to non-computer scientists and new computer 
scientists. 

Even more difficult to convey are certain basic ideas that, while clear to 
practitioners, are counter-intuitive to most people. As an example, consider the 
definition of “security” itself. The dictionary definition is “the state of being free from 
danger or threat”[1]. Some people feel secure in their homes, because their sanctuary 
has never been invaded by malicious people. Others feel differently, especially 
victims of home invasion crimes. Some people feel secure giving merchant web sites 
their credit card information, to make shopping easier (and to avoid re-entering the 
credit card information each time); others want the security of not leaving that 
sensitive data in the hands of another. In life, security is largely a matter of 
perception, culture, environment, individual desire, and can vary from moment to 
moment. Thus, the notion of security varies among people, and varies in ways that 
people seldom investigate, realize, or appreciate. 
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This paper discusses an approach to conveying computer security concepts to non-
technical audiences through the use of analogies. We provide some background in the 
next section, and then present some example analogies. A discussion of the challenges 
associated with finding good analogies, and teaching students how far analogies can 
be taken, make up the fourth section. We conclude by suggesting other techniques 
based on analogies that may prove useful. 

2 Background 

Educators, political organizers, marketing personnel, and parents are well aware of 
the importance of communicating in the language of the audience. Saul Alinsky 
wrote, “People only understand things in terms of their experience, which means you 
must get within their experience” [2, p. 81]. As an example, consider the number of 
stars in the universe. Presenting the concept mathematically by telling an audience 
there are 9,000,000,000,000,000,000,000,000 stars in the observable universe conveys 
little meaningful information about the magnitude of the number of stars, because 
most people cannot think of anything within their own experience to associate that 
number with. Alternatively, when the audience hears there are more stars in the 
observable universe than there are grains of sand on all the beaches of the world, their 
eyes light up. They have been to a beach, and probably to many beaches. They know 
how much sand is on those beaches. Now, they have a better understanding of the 
number of stars in the universe because the concept has been mapped to something 
with which they can identify.  

This is particularly important when students are thrust into environments with 
which they are unfamiliar—such as using a computer. In order to bridge the distance 
between the instructor and the student, the instructor needs to find a way to help the 
students to identify with the concept. An identification of common ground between 
the instructor and student can be used to introduce a seemingly unrelated concept that 
is easy for the student to understand or identify with. This idea can then be 
transformed or bridged into the specialized realm that the instructor is teaching to 
share the idea with the students. An effective tool for accomplishing this bridging 
activity is an analogy. 

3 Analogies 

An analogy presents a concept or idea in the language of the target audience. It maps 
a concept from one world-view into the experience with which the audience can 
identify. Once a connection is made between the audience and the presenter, follow-
on concepts are much easier to present as the audience has a vested interest in and 
relationship with the idea being presented. The following two analogies relate 
computer security issues to concepts in which new students are more likely to be 
comfortable. Most individuals understand, use and rely on vehicles to meet their 
transportation needs. While they are likely not auto mechanics or engineers, they all 
recognize the need for and potential use of vehicles. The same is true with locks.  
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People interact with locks, choose when to use them, and recognize that different 
locks are appropriate to protect different assets. They do not need to be expert 
locksmiths to understand the basics of how a lock functions and how it should be 
used. The use of these analogies is to bring each student’s level of comfort with the 
new concepts to be consistent with the analogical equivalent. The analogies allow this 
progression as a sequence of steps, rather than as a new concept. 

3.1 Security Is Like a Vehicle 

Suppose we must communicate the basic notion of “security” to the average person. 
The definition of “security” depends upon a security policy, and so differs from site to 
site. We can use an analogy to demonstrate that different sites have different security 
needs. 

Consider someone who needs to buy a new car. What is the best car to buy? The 
answer depends on the purchaser’s needs. If the purchaser is a gardener who needs to 
haul a lawn mower, wheelbarrow, rakes, shovels, and other gardening tools as well as 
plants, he will need a pickup truck. A car for a family with five children, on the other 
hand, needs to hold more people than a pickup truck—perhaps a minivan or station 
wagon would work. An adventurous soul who enjoys driving off trails in the 
mountains would get an all-terrain vehicle. So “the best car to buy” is not the same for 
everyone. It depends upon the intended use. 

Even when the purchaser decides upon the type of vehicle, he must select options. 
Which minivan should the family get? The expensive one has air conditioning; none 
of the others do. A manual transmission saves $1,000 over an automatic transmission. 
The Wobbler is very expensive to repair, unlike the Poodle; but the Wobbler’s safety 
record is considerably better than that of the Poodle. All these differences must be 
considered. 

Computer security is like that vehicle. There is no definition that applies to 
everyone, or every place. Just as different people interpret the idea of “best car”, 
different people and sites interpret “secure” differently. 

A writer may consider a computer to be secure if, when the computer crashes, he 
restarts it and is able to recover what he typed. The writer doesn’t connect to the 
Internet, and never receives electronic mail. So he doesn’t worry about people 
breaking in. But if he loses 10 pages of his latest novel, he will have to reconstruct it, 
and the result may be substantially less electrifying than the original effort.  

A law firm probably defines “secure” along the lines of keeping information secret. 
The lawyer does not want her clients’ secrets available to anyone on the Internet. She 
wants her clients to be able to talk to her in confidence, so they can be sure the 
information will remain confidential. Without that confidence, people will stop 
coming to her firm, and her practice will fail. So this is a good definition of security 
from her point of view. 

But a university has different goals, and so may define “secure” as “only 
authorized people can change the data on the system”. As a university disseminates 
research results publicly, it doesn’t keep its ideas and results secret. But if anyone can 
change the results of research that the university posts on the web, the research (and 
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the university) will lose credibility. Thus, this too is an environmentally appropriate 
definition of “secure”. 

Further, if the university adopted the writer’s definition of “secure”, the research 
results would be inaccessible because the systems would not be connected to the 
Internet. Similarly, if the lawyer adopted the definition that the university uses, she 
would lose her livelihood because the client’s information would be visible—but only 
the lawyer can change it. Just like the notion of a “best car”, the notion of a “secure 
system” changes with the needs of the user. 

As most people either have bought a car, or know people who have, this analogy 
uses an everyday conundrum (what car to buy?) to illustrate a seemingly unrelated 
point that most people find difficult to grasp. Rather than follow the technical terms, 
by equating security to a security policy and then expounding on that concept, it 
focuses on the heart of the definition: that security is defined differently, for different 
needs. 

3.2 Passwords Are Like Door Locks 

Let’s consider the effort involved in attempting to convince a group of students that 
the strength of their passwords is fundamental to protecting their associated digital 
assets. Many instructors approach the concept of password strength with a discussion 
of combinatorics. As the instructor delves more deeply into the mathematics of a 
strong password, students' eyes begin to glaze over. If the importance of password 
strength has not been presented convincingly, the students are not likely to understand 
the “why” behind the concept. If students don’t understand the “why”, they are not as 
likely to be interested in the “how”. An analogy using locks can guide them towards 
the “why” and increase interest in the “how”. 

Most individuals understand that locks vary greatly. In general, the more secure a 
lock is, the more challenging it is for unauthorized users to gain entry. There is an 
associated tradeoff as there is also increased difficulty in gaining authorized access.  
Home bathroom and bedroom doors frequently use privacy function locks. These 
locks are easy to unlock with a paper clip as they only require pressure applied 
through a hole in the lock in the doorknob. This is an appropriate strength for a lock 
in the interior of many homes, where the intent is to protect privacy rather than to 
protect assets. When choosing a lock for a front door—the main entry to the home—
this sort of lock is rarely considered. Homeowners are likely to choose a lock and 
deadbolt combination that increases the challenge of gaining unauthorized entry. They 
are willing to face the additional challenges (carrying keys, locking the doors when 
leaving, etc.) as an acceptable tradeoff for the increased lock strength and associated 
sense of security. Now we can extend the analogy to an embassy in a hostile area, or a 
bank vault, and discuss what additional locking mechanisms would be appropriate to 
protect assets in these cases. 

Passwords are like door locks. If someone gains access to your NY Times Online 
account, you are unlikely to experience a significant violation. Thus a weak password 
— a privacy lock password — can be appropriate in this case. We can extend the 
analogy to the password used to log into your online banking system. Now you want a 
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stronger password, as the assets you are protecting are more valuable to you, and 
unauthorized access would be viewed as a significant violation. The analogy can even 
be extended to equate using the same password for many accounts to the using the 
same key to open all the outside doors in your house. If someone has a key to just one 
of these doors, then she can open all the doors that use the same lock. 

Most individuals will more readily identify with a lock analogy than with the 
underlying combinatorial mathematics regardless of how nicely is it presented. A 
good analogy creates a relationship between the concept and the learners and can 
quickly guide them towards understanding.  

4 Challenges 

While using analogies provides definite benefits to students, it also poses risks. In 
some sense, the analogy presents a model of a different situation, framed in a 
“language” or using concepts that the student understands. The benefit is that the 
analogy explains the problem in the student’s terms. However, any model has 
discrepancies with the reality it represents, and the student must understand what this 
delineation. Thus, the point of the analogy must be clear, and the teacher must 
identify and clarify aspects of the analogy that are based on assumptions. In other 
words, the teacher must clearly delineate the point at which the analogy (the model) 
deviates significantly enough to no longer be considered an effective analogy.   

Consider the analogy in Section 3.1. The point of the analogy is that the 
requirements that the “best vehicle” must meet are different; one is for ferrying tools, 
another for driving a family, a third for off-road travel. This maps into the point that 
the requirements that the “secure system” are to meet are also different: one preserves 
data across a system crash, another keeps data from public view, a third prevents 
unauthorized changes to publicly available data. So, drawing an inference about 
security from the different needs of the would-be purchasers fits into the model.  
However, drawing inferences such as there being one specific definition for 
transporting programs (the gardener driving tools), one for data (the family driving 
children), and one for miscellaneous uses (the all-terrain vehicles) would be incorrect. 
So the student must be warned that the analogy does not carry through to comparing 
the different types of cars to different uses of computers, and the requirements of the 
purchasers to security requirements. 

A good rule of thumb is that the student should find the theme, or the main point, 
of the analogy and use that, and only that, in the inferences drawn. This emphasizes 
the need for the teacher to make that theme explicitly when presenting the analogy. 

As another example, consider the analogy between locks and passwords in Section 
3.2. That analogy focuses on the relationship between the lock (password) and the 
asset being protected. When the protection is for privacy in a situation where someone 
(a parent) may need to gain access, the lock (password) is weak. When the protection 
is for security, to protect the things guarded by the lock (the password), the lock 
(password) is strong. So the student is made aware of the consequences of choosing 
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weak passwords, and can decide under what circumstances to use strong passwords, 
or to use the same password to protect different things. 

The analogy fails when extended to cover other aspects of protection. For example, 
if the object being protected is a file, the owner of the file can change permissions. 
But in real life, the owner of the lock determines whether access can be changed, by 
changing the lock. Thus, the heart of the analogy—the equating of strength of the 
password with the strength of the lock—does not extend to other parallels. The 
instructor must make this very clear.  

One of the greatest challenges in teaching through the use of analogies is coming 
up with the appropriate analogies that are meaningful to the students and that relate to 
the course concepts being presented. The experiential diversity of the audience can 
greatly complicate this effort. Challenges include cultural differences, language 
barriers, experiential continua, personal biases, and relationship between the 
instructor and the students. 

An example will make this point. On an I.Q. test, students were shown a picture of 
a cup and asked to identify the object, from a set of 5 pictures, that was most closely 
related to the cup. The pictures were of a cat, a table, a chair, a saucer, and a kite. 
Many of the students taking the test selected the table, which was the wrong answer 
(the saucer was correct). The reason was that the students came from poor 
backgrounds, where saucers were never used; so they thought the picture of the saucer 
was a picture of a plate, and chose the table as what they put the cup on. 

A faculty member once taught a course in computer security that required students 
to read Machiavelli’s The Prince, Sun Tzu’s The Art of War, and similar books. The 
point that the faculty member wanted to convey to the students, which he stated 
explicitly and repeatedly, was that these books showed the reader how to think about 
systems (military systems, cultural systems, and other societal systems) in order to 
disrupt, confuse, and ultimately conquer or ruin them. The analogy with how attackers 
look at sites and systems is clear to anyone who has attacked a system or defended a 
system. Some students immediately got the point. But other students were so focused 
on the technical information involved about computer security, they complained that 
the instructor was turning a technical class into a literature class. Generalizing from 
books about cultural conflict and manipulation to social engineering and systems 
analysis was outside their experience. 

Key to the use of analogies is the ability of the instructor to determine what the 
students will relate to. The analogy between the different meanings of security and the 
different types of automobiles in section 3.1 works with adults who know about cars, 
especially those who have purchased vehicles. It would not work with children in 
grade school, though. For them, an analogy involving games or toys would work 
better, because most children have played games; the analogy could relate the 
identification of the “best game” to the requirements of security. 

Analogies also are affected by cultural norms. Even a concept such as privacy 
discussed in the lock analogy could potentially have very different meanings to 
people from Germany (informational self-determination), Japan (constitutional 
guarantee), and the US (no explicit constitutional right of general privacy). Further, 
consider an analogy between a system security officer and a police officer. In the 
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United States, where the power of the police is tied to possible violations of the law, 
the analogy suggests that a system security officer requires some reason to believe 
that a user is violating the site security policy to monitor the user. In a country where 
the power of the police includes the ability to monitor people randomly, the analogy 
suggests something very different. The key to analogy is to map a new concept to a 
concept that one understands. If an instructor attempts to maps a concept to a concept 
that has different meanings for individuals in the class, the understanding of the new 
concept will be mapped to the diverse worldviews of the students in the class. 

5 Conclusion 

While a potentially valuable method for identifying with the collective worldview of 
computer security students, analogies can be tricky. They must be chosen carefully, 
and explained carefully, because of the associated cultural and societal baggage they 
may carry. Largely heterogeneous groups are likely to have heterogeneous 
worldviews. These views are based on assumptions. Likewise, all analogies are 
founded on assumptions. Further, the assumptions involved are generally not 
technical. They are human—cultural and societal—and vary with the students’ 
backgrounds. Thus, even in the same class, the students may draw different lessons 
from the same analogy. This emphasizes the need for the instructor to make explicit 
the point of the analogy, and also the limits of the analogy. Often, the instructor 
making the analogy is unaware of the assumptions that the students will make. As a 
result, the analogy fails to teach the students what the instructor believes it should.  
Thus, there is a failure in the communication network. 

While analogies provide an excellent means to map a new concept to the 
worldview of a learner, this method has some associated challenges. An instructor is a 
sender who wishes to share an educational message with a student receiver. A good 
analogy decrypts the message for the student receiver so that the message makes more 
sense and the student can more easily understand the intent of the message. A poor 
analogy, or one with which the student receiver cannot identify, effectively encrypts 
the educational message, making it even more difficult or impossible for the student 
receiver to understand.   
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Abstract. Classes at university today comprise students from the Baby 
Boomers, Generation X and Y. The different outlooks on life of these 
generations affect their choice of education options and their learning 
preferences. There are numerous ways academics can innovatively deliver 
Information Security learning materials that meet the needs of these 
generations, whilst still achieving the educational goals. This paper discusses 
some observations of students in the different generations in information 
security courses and methods that may be used to ensure a more meaningful 
learning experience for both the teacher and the learner. 

Keywords: information security education, Generation X Y, Net Generation. 

1 Introduction 

Information Security approaches and techniques are constantly shifting and new 
approaches emerge as technology progresses and society changes. It is important to 
continually update information security teaching and learning methods as well as the 
content of education and training in line with these new directions. However, 
education encompasses both teaching and learning and methods of achieving the 
learning objectives must be sufficiently flexible to cope with a changing body of 
learners. We, as information security educators need to be cognizant of the 
characteristics of the students we teach, as well as being aware of the different 
learning styles of different generations. This paper describes the characteristics of our 
current student body and discusses pedagogical requirements to best engage them.  
We then present some methods by which academics teaching information security at 
tertiary level can make the learning experience both meaningful and fun for the 
learner. 

2 Characteristics of the Generations 

Three main generations are represented in our information security student body 
today: Baby Boomers, Generation X and Generation Y. It is very easy to assume that 
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all students born within a particular time frame will exhibit characteristics of their 
stylized generation and the authors are aware that this is not always the case – each 
student is an individual and they cannot all be the same, however they will have 
values and traits in common due to their shared social and historical experiences. The 
characteristics discussed in this paper are general and as such can only be used as a 
guide. It should be noted that the years forming the boundaries of each generation 
differs slightly between authors. It is also important to consider that some students 
will sit on the cusp between generations and may thus exhibit traits of more than one 
generation. 

2.1 Baby Boomers 

Baby Boomers were born during the period 1946-1954, just after WWII. They are 
confident of themselves and distrustful of authority, questioning the relevance of 
social structures. Their numbers are great, due to the increase in births encouraged to 
build the population after the two world wars. Demographics show a greater number 
of women than men, and the emergence of the quest for equality of the two sexes took 
a turn in favor of the females. Most families needed to have two incomes in order to 
survive and progress, initiating the concept of the ‘latch-key child’. Baby boomers 
sought a college education, resulting in a boom in the tertiary education sector. 
Examples are Richard Branson, the entrepreneur who established the Virgin group of 
companies, and Bill Gates of Microsoft. Baby boomers are also familiar and 
comfortable with technology and computers.  

Baby boomers see the instantaneous list of results from an Internet search engine 
an improvement on the extended time previously required to gather and analyze 
information from disparate sources. The lecture was the most efficient and cost 
effective means of getting information to a large number of students. The reading of 
books, analyses of the information gathered and then determination of the relevance 
of the information gathered, were necessary steps in the learning process. These are 
the oldest group of students in our classrooms, now being 55 to 63 years old. In many 
cases these students are attending to gain specialized skills and knowledge, driven by 
the need for qualifications for promotion or new employment. A small number are 
there for just the learning experience. These street-wise students bring a wealth of 
experience and knowledge into the classroom. On the downside, this generation can 
also be staid in their ways, believing that their way is the only way. 

2.2 Generation X and Y 

Generation X was born in the period between about 1965 and 1980. Gen Xers have 
been described by the media as practical skeptics and entrepreneurial free agents who 
fueled the dot-com boom [1]. Xers have also been called the MTV generation due to 
their short attention span. They are emotionally secure, informal, and have distain for 
corporate politics and bureaucracy, and company loyalty holds less importance than 
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to Baby Boomers. Nagle suggests this generation saw their workaholic parents 
downsized and restructured out of their chosen careers [2]. Although Gen Xers view 
work as something they have to do to live (but not to define their life) they will work 
hard for something they believe in, something that challenges them, or something that 
will build new desirable skills. Currently aged between about 30 and 45, Gen Xers 
return to college primarily to complete unfinished business, for career advancement, 
career security, a career change, or to pursue hopes and dreams [3]. Examples of well 
known Gen Xers are Nicole Kidman and Heath Ledger. 

Generation Y students were born between the mid 1970’s and 2001, with Baby 
Boomer and Gen Xer parents. This group is accustomed to constant change. Also 
known as Millennials these students first appeared on campuses near the turn of the 
millennium. They are sometimes called the trophy generation as each one is 
recognized for participating and everyone gets a trophy. They ‘graduate’ from all 
levels of schooling including kindergarten. They are achievement oriented, very 
technically savvy and want to make an immediate impact with little effort. Each child 
is recognized as ‘special’ with individual wants and needs, to which custom-designed 
solutions are applied. They are team players and are socially aware, with a desire to 
solve society’s problems. Millennials see colleagues as a resource for tapping for 
important and influential information rather than investigating and finding out via 
their own research efforts. They harness new social technology to the maximum, 
constantly time sharing across a number of electronic forums such as email, 
FaceBook and MySpace whilst attending to other tasks. They have a fundamental 
need for structure from within and without for guidance [2], preferring small goals 
with tight deadlines and seek to be guided, and advised of, all boundaries so as not to 
waste time. They seek to add as much to their portfolio as they can. Breadth is more 
important than depth and the journey is only a means to get to their destination [4]. 
They move quickly on to the next task. This group expects instant gratification 
because their needs have always been met immediately. Examples of this generation 
are Paris Hilton and Brittany Spears. 

2.3 Post Modern Students 

The majority of American students in Generations X and Y with normal media 
exposure have postmodern social characteristics [5]. These characteristics include: a 
leveled view of authority and the importance of their own opinion, belief that 
experience is more important than knowledge, avoidance of pursuit for deeper 
meanings, preference for passiveness, and a consumer orientation to almost 
everything. Conflict is likely to arise in situations where current teaching methods and 
curricula are predominantly modernist as is the case in many universities [5]. As our 
student body today is comprised of mainly Gen Xers and Yers, academics teaching 
information security courses need to harness postmodern approaches to effectively 
educate students with the characteristics summarized in Table 1. 
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Table 1. Characteristics of Post Modern Students 

General Learning Related 
Short concentration span Desire a challenge 

Desire individual recognition Want to build skills quickly 
View own opinion is important Prefer small goals with tight deadlines 

View the destination as more important 
than journey 

Share information readily and use each other as a 
source of information 

Passive Prefer limits and structure, and need clear guidance 
Desire immediate impact with little 

effort 
Choose breadth rather than depth in researching new 

topics 
Gather trophies and accolades Only retain information deemed relevant 

Use social technology constantly Information needed is gathered just in time 
 

As new students progress through their tertiary education they are required to 
adjust to the different expectations and learning activities associated with a higher 
learning environment. The need to research (rather than Google search) and think 
(rather than having an answer given) are features of higher learning. As the majority 
of tertiary learning environments are still based upon the values and beliefs of the 
Baby Boomer generation many new tertiary students become frustrated and withdraw 
from their courses. It must be borne in mind that university education is not offered to 
solely provide skills and training (which more closely meets the needs and 
expectations of these generations), but an education in its richest sense. An education 
encourages thinking, and research; the building of concepts and theory, and the 
application of such theories into practice. Many current students do not see the value 
in their degree studies as they are not able to convert their learning into immediate 
practical skills. In order to provide such an education academics need to not only 
manage the expectations of new students but also adjust their methods of teaching so 
more value is obtained by the students at the same time deeper learning takes place. 

3 Pedagogy Approaches and Information Security 

Many approaches have been postulated to engage today’s college-aged students, one 
of which is the Postmodern Pedagogy. This approach recognizes that students require 
engaging experiences to fully capture their interest and encourage learning. This is the 
first step in transformational or adult learning models [6]. The description of 
Postmodern Pedagogy in Taylor [7] identifies that the traditional student – instructor 
relationship is significantly different from the generations before Gen X. Students are 
no longer driven by a situation where they are expected to please the instructor; 
instead, instructors are required to compete for student enrollments as a service 
provider. Faculty success is measured by the pass rate of students. When a course has 
an exceedingly low grade average, the thought is not, “why aren’t the students 
learning”, it is “why is the instructor not reaching the students”. In addition to the 
relationship and the faculty role changing, the expectation of students is also different.  
Students are enrolled in Bachelor and Masters programs with a goal of post education 
employment. They demand applicable curriculum that will enable them to be 
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immediately effective in their chosen career field. In the IT field, this typically 
involves the certification preparation where detailed technical, “hands on” skills are 
required.  

Postmodern Pedagogy further defines methods instructors may use to construct 
curriculum to meet the demands of the new teaching environment. We group these 
into two broad categories, assessing the student’s learning paradigm and constructing 
a learning conducive environment. In the former, instructors must identify the goals 
of the students and help the students realize the importance. In the latter, the learning 
environment must use techniques and technologies beyond lecture. Specifically called 
for is an increased activity in learning. Studies have concluded that experiential based 
curriculum strategies result in a higher degree of learning [8,9]. In IT fields, this 
commonly involves hands-on laboratory exercises. Material should be delivered in 
multiple formats and the instructor should be available via several mediums (office 
hours, email, SMS, and the like). Finally, the assessments used must be meaningful.  
For students memorizing principles and theorems holds no importance to them. We 
must find a way to embed them into learning goals where the assessments require the 
student to demonstrate an understanding of the principle – not merely repeat it.  

Information security education requires that students have a fundamental 
understanding of many computer science foundational topics. That, however, is not 
enough. This knowledge must be applied against a constant changing landscape of 
aggressor and technology. The skillful attacker is really the kind of student that we 
would all like to have. He/she is engaged in hacking because they truly are engaged at 
the base level by a desire to assess a technology and predict how it will fail under 
specific circumstances (for a variety of motivations). To create and defend our 
systems against this motivated adversary, our students must be similarly engaged in 
the process. This level of learning is commonly referred to in Bloom’s Taxonomy 
[10] as the Evaluation level. This is in conflict with the general trend of the post 
modern generations to understand only what is needed for short term objectives. The 
good news is that the requirement for information security education at colleges and 
universities is a relatively recent growth. Instructors are more and more coming to the 
task of educating with experience managing the very systems their students will be 
working with upon graduation. This common understanding of the market 
requirements provides a link not shared in other disciplines. Although teachers in 
information security programs are predominantly baby boomers, and some Xers they 
are progressive enough to willingly adapt teaching strategies, however, more than 
likely they still harbor much of the “lecture” mentality they experienced in education. 

4 Closing the Gap 

Experiential learning [11], or learning by doing is very important for this generation. 
Engaging the student in discussions and collaborating in hands-on exercises facilitates 
a better understanding of the concepts and motivates the student by applying 
knowledge in a recognizable manner. This interaction allows them to build the skills 
they pursue. The goal of information security education should be to develop a 
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learning environment where students are required to apply knowledge and seek 
answers from group members or other students rather than relying on teachers for the 
answer. When developing an information security course, faculty should consider 
various ways to engage the student inside and outside of lecture. Several examples 
utilized successfully by the authors for reducing the gap and achieving objectives in 
information security include:  

 
Experiential: Design classes so they are practical in nature and require students to 
actively participate early in each class. Get students actively participating early in 
each session. Introduce the topic through a real world example. For example if the 
topic deals with social engineering use social engineering before class to demonstrate 
the ease at which the student would fall prey to the very topic of the lesson. 
Experiential learning enables students to concrete their learning and gain skills and 
understanding. Their concentration span can be extended as they learn and apply new 
concepts. Walk through practical tasks with them as the theory is being presented. For 
example, when teaching security policy implementation via firewall rules set the 
students an exercise to specify the firewall rules as the table is developed, and 
implement and test it. Another example is giving computer forensics students a set of 
screwdrivers, a couple of surplus hard drives to dismantle, and an hour to explore at 
their own pace provides them with insights about the technology they would not 
achieve by reading a text book or viewing lecture slides.  

Task Size: Break the learning session into small tasks allocating a short burst of time 
for each task. Information security is very open to teaching in smaller sections, with 
each section or task building on previous tasks. For example students could use 
password cracking software to gain access to passwords, and then use more secure 
methods to protect passwords.  

Relevance: Show the relevance of the pedagogical materials to the course objectives 
and subsequent employment. Students respond positively when they can see the 
applicability and relevance of what they are learning. Understanding how security 
concepts apply in differing fields and situations is also helpful for students to see 
relevance in what they are learning. Using technologies the students know to reinforce 
lack of security in their Facebook and MySpace accounts brings home the need for 
certain security measures and an opportunity to explain how these work. Linking 
courses to external certification and standards also reinforces the relevance of the 
knowledge and skills being learned.  

Examples and Instructions: For more complex tasks give unambiguous, concise 
instructions, clearly presenting what is required of the students, and the end product 
they are expected to produce. This links closely to making the material relevant. The 
end product needs to be something where the student can come away with a more 
clear understanding of what the objective was and whether they achieved it. Present 
examples to demonstrate key points. Students should be led through basic examples 
and then challenged to solve more complex ones that build from in-class examples. 

Contemporary Tools: Use interactive media and interaction and provide multiple 
ways to access the material. Rich interactive media engages students and holds their 
interest. This content should be available in multiple formats. For lectures, the 
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material can be recorded for “pod cast” or videotaped. Labs or exercises should be 
accessible from multiple endpoints. Several universities have developed technologies 
to enable student access from almost anywhere. Multiple formats of the learning 
materials also provide access to those students with disabilities. Use new technologies 
as teaching and learning tools, i.e. set assessments and exercises so that students can 
use the technologies they know, i.e. Second Life, games, etc. Use online references 
and sources of information. Students should be able to seek additional information 
when not in class. Instructors can assist by providing links to current additional 
references that students can use to investigate further. 

Groups: Undertake exercises in small groups to encourage confidence. Students are 
comfortable with this approach as they gather in small groups to discuss assessments 
and to study. Network security can be presented in such a way that students establish 
a small network (a virtual environment using tools such as VMWare works really 
well), then attack each other’s networks to test robustness. 

Non-assessment: Set practical exercises that are not assessed. This encourages the 
students to participate and learn without the fear of not succeeding. For example a 
moot court exercise enables computer forensic students to demonstrate concepts and 
processes and thus be able to credit themselves with a specific set of skills without 
undergoing what they see as a formal academic assessment or examination.  

5 Conclusion 

Educating a mix of information security students from different generations means 
teachers and students need to interact in a common space. This requires an 
understanding of the characteristics and learning styles of each generation, plus the 
flexibility to adjust methods to achieve the learning objectives to the benefit of all. 
However, it also requires a full understanding of the learning objectives and their 
relevance to the world the students will enter on completion of their studies. 
Postmodern students respond positively to relevant and practical learning and the 
information security field is well placed to set these students up for success in their 
learning journey. 
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Abstract. Ideally, computer security should be an integral part of all 
programming courses. Beginning programming classes pose a particular 
challenge, because the students are learning basic concepts of programming. Thus, 
teaching them about buffer overflows as security problems, requiring an 
explanation of concepts such as “smashing the stack,” will confuse students more 
than motivate them to check array bounds. Advanced concepts such as race 
conditions require more background than the students have, or will have, when 
taking introductory programming classes. An alternate approach is to teach the 
underlying concepts of robust programming; preventing crashes or errors is 
central to such a course. This paper presents some exercises that illustrate this 
approach, and some thoughts on what constitutes “secure programming”.  

Keywords: secure programming, robust programming, introduction to 
programming.  

1 Introduction  

Secure programming is a misnomer. A program may be secure under one set of 
conditions, and yet be woefully non-secure under a different set of conditions. As an 
example, a program that limits access to a resource to a few specified, authenticated 
users is secure when the goal of the system is confidentiality, but not when the goal is 
accessibility and the resource intended to be publicly available. For this reason, 
introductory programming classes should focus on much more concrete properties of 
programs: robustness and correctness. One can then introduce “security” in a later 
class as a collection of necessary (or desirable) properties for correctness, and the 
students will have the background to be able to focus on the security issues, knowing 
the robustness and correctness issues. 

A second aspect of secure programming lies in design. When presented with a 
problem, students often try to program the most direct solution. Sometimes, a few 
minutes’ thought will lead the student to a much simpler, easier program. The trick is 
learning how to look beyond the statement of the problem to what the problem is 
trying to solve. Like understanding unstated meanings in talking with other humans, 
being able to see the essence of a problem may make the problem much easier—or 
point to a deeper problem that must be solved. 

Section 2 discusses several programming exercises for introductory classes. These 
exercises illustrate various aspects of robust programming. Section 3 presents a 
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problem that appears straightforward, but has an interesting subtlety of design. 
Section 4 discusses some aspects of a programming language suitable for introductory 
programming classes. Section 5 presents some concluding thoughts. 

2 Robustness  

Robust, or bomb-proof, programming is a style that prevents programs from acting 
unexpectedly, for example terminating abnormally.  The basic principles of robust 
programming are: 

• Paranoia. If your program or library doesn’t generate it, don’t trust it. 

• Stupidity. Assume the user or caller won’t understand your interface, and will 
send anything through it. 

• Dangerous implements. If any data structure is visible to the user or caller, 
assume it will change between references. 

• Can’t happen. If you are sure it can’t happen, check for it and return or print an 
error. 

These basic principles underlie a myriad of security problems. As an example, the 
CWE/SANS Top 25 Most Dangerous Programming Errors [1] cites 9 weaknesses that 
arise from insecure interaction between components—in other words, by sending 
incorrect data through the interface, violating the principle of stupidity. The OWASP 
Top Ten project [2], which identifies the most serious web application vulnerabilities, 
cites cross-site scripting as the top problem and injection flaws (such as SQL 
injection) as the second most common problem. Both of these involve ignoring the 
principle of paranoia because it is trusting data that the program did not generate or 
check.  Students who learn these principles and practice them are much less likely to 
create software with these problems. 

The problems below were given to several classes during a first course in C 
programming. They can easily be adapted to work with other languages. 

2.1 Demonstration of the Problem 

One of the ways to impress upon students how important these principles are, and 
how often they are violated, is to give them an exercise that demonstrates problems 
with standard functions and libraries.  

Problem. Please write three programs that use functions from the standard I/O library. 
You are to call the functions in such a way that they cause the program to crash, or 
generate unpredictable results. To demonstrate crashing, use output from gdb(1) to 
show that the crash occurred within the standard I/O library. To demonstrate 
unpredictable results, run your program without changes on at least two different 
types of computers in the student laboratories. Note that you must supply the correct 
type of argument for the function. You may not, for example, pass a character pointer 
when a file pointer is expected. 
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This problem is typically given near the end of the first course in programming, 
when the students have a basic knowledge of debugging, have used gdb to find bugs 
in programs, and have worked with the standard I/O library. 

The (admittedly anecdotal) responses to this question are interesting. At first, the 
students are nervous because they don’t believe they will find anything. Then one or 
two students will find something, and suddenly many of the students will become 
excited, and tackle the problem. It generates quite a bit of discussion, especially about 
the assumptions that the authors of the library made, and the environment for which 
the library was designed. 

About 10 years ago, this problem was surprisingly easy; calls with NULL file 
pointers, or negative numbers, worked like a charm. Recently, though, the robustness 
of many versions of the standard I/O library has improved, increasing the difficulty of 
this problem. Thus, now this problem would probably be more suited for a second 
course in programming. For the introductory course, other libraries provide the (lack 
of) robustness required for this exercise. 

The complement of finding errors is preventing them. This is the topic of the next 
exercise.  

2.2 Handling Procedure and Function Errors 

This problem puts the students in the position of the programmer, and has them 
program defensively. It deals with converting a string to an integer, a topic that causes 
problems because the students must deal with many possible errors. 

Problem. The function atol(3) takes a pointer to a character string as an argument and 
returns the integer value corresponding to that string.  Unfortunately, it has several 
problems: 

• Overflow is not detected; 

• If the string is not a valid integer, it converts as much of the string as it can and 
then stops; and 

• Most implementations do not handle a leading “+” sign. 

Implement a new function called natol (for new atol) that handles all these 
problems.  Your function must have the interface: 

long natol(char *numstr, int *errcode) 
where numstr is a pointer to the string whose integer value is to be returned, and 
errcode is a pointer to an integer variable which, when natol exits, has one of the 
following values: 

0. no error has occurred; or 

1. numstr points to something that is not a valid decimal integer (this includes 
numstr being NULL); or 

2. overflow occurred, and the number being read was positive.  The result of the 
function is undefined (that is, you can make it return anything you like, but it 
must return something); or 

3. overflow occurred, and the number being read was negative.  The result of the 
function is undefined. 
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This problem teaches students how to handle errors within library functions. The 
functions should communicate the error back to the caller, so the caller can handle the 
error appropriately. Having the library write an error message to the standard output 
or error (or some other I/O stream) without documenting that side effect can cause 
serious problems should the caller be producing output in a particular format. 

This problem also has a design aspect to it. Checking for overflow in a language-
independent way is not at all obvious, especially to beginning students. The obvious 
approach, checking succeeding values until the absolute value of one is smaller than 
the absolute value of its predecessor, doesn’t always work. The correct technique uses 
division. As this routine iterates over the characters in numstr, it appends one digit per 
iteration; thus, the check need only confirm that the digit being appended does not 
cause overflow. The key idea is not to append the digit; rather, it is to determine the 
maximum digit that could be appended without causing overflow. The students have 
to be careful programming this to avoid causing overflow when checking for 
overflow. 

2.3 Handling Input Errors 

A third problem extends the idea of checking for errors to user input by building on a 
common exhortation in C programming: avoid the use of gets(3), an input function 
known vulnerable to buffer overflow. Students are taught to use the function fgets(3), 
which requires a parameter indicating the size of the array in which the input line is to 
be stored. The subtlety of fgets is that if the line is too long, only that part of the line 
that fits into the buffer is read. The next invocation of fgets begins reading where the 
previous invocation left off. This exercise provides a more intuitive interface. The 
function either provides the entire line, regardless of length, or (for backwards 
compatibility) can act like fgets. 

Problem. Write a C function called dyngets that reads an input line of arbitrary length 
from a given file descriptor. The interface to dyngets is to be: 

char *dyngets(char *buf, int n, FILE *fp) 
On entry, if buf is not NULL, then this function acts exactly like fgets(3). 
If buf is NULL, then it and the second parameter, n, are ignored.  On exit, 

dyngets returns a pointer to an internal buffer containing the input line. This internal 
buffer is allocated using malloc(3) or realloc(3). If the line is too long to fit in the 
currently allocated internal buffer, the buffer is grown to be long enough to hold the 
full line. The return value is NULL on end of file or error. 

You are to allocate the internal buffer for dyngets, and you must reuse the internal 
buffer whenever dyngets is called. This buffer should be allocated using malloc on the 
first call to dyngets, and as you read longer and longer lines, use malloc to allocate a 
new buffer and free(3) to free the old one, or realloc (with appropriate error checking) 
to change the length of the buffer. 

This exercise requires students to manage memory in a way that is invisible to the 
caller. Common mistakes are to make the internal buffer visible externally, violating 
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the principle of dangerous implements, or not properly handling the internal buffer by 
either deallocating it at the beginning of each invocation, or failing to check the return 
value of realloc. 

 A second subtlety arises from the emulation of fgets. As the second argument is an 
integer, students must check that it is a non-negative integer. Although fgets should 
check this, some versions do not, and this causes unpredictable behavior. 

2.4 Assuming the Obvious: Does 1 == 1 Always? 

Students who first encounter floating point numbers do not realize that they represent 
a subset of the set of real numbers, and that the differences can adversely affect 
calculations. Some real numbers can be expressed exactly (such as 1/2), but others 
have no such floating point representation (such as 1/7). This exercise poses the 
question of “what does a floating point 1 represent on a computer”. 

Problem. Every computer is limited in the amount of precision it can represent for 
floating-point numbers. At some point, where epsilon is very small, the following 
expression will be true: 

1.0 == 1.0 + epsilon 
Write a program to find the largest value of epsilon on your computer for which 

the above is true. Note that the value of epsilon may be different for floats and 
doubles. Find both values (and the value for long doubles if your compiler supports 
them).  

 
This exercise has two effects. The first is to show students why one needs to 

question assumptions. Unless students understand how floating point numbers are 
represented (a topic often omitted in introductory courses), the discovery that epsilon 
can be non-zero helps them understand the need to follow the principle of “can’t 
happen”. Something that appears to be wrong is, in fact, correct! 

The second is an interesting design question. Some students will treat the 
expression as an algebraic expression, and instead attempt to find the smallest value 
for epsilon that is equal to 0.0. That approach fails because very small floating point 
numbers can be distinguished from 0, but when added to 1, the precision of the 
floating point number is reduced considerably. That is, most computers can represent 
the real number 2–63 exactly, but cannot represent the real number 1+2–63 exactly, due 
to limits on the size of the mantissa. So the algorithm the students design must take 
this into account. 

2.5 Summary 

This section presented four problems that require students to take care to avoid non-
robust behavior: incorrect results or program crashes. The first demonstrates that 
system libraries, on which programs rely, may be non-robust. The second and third 
problems encourage the students to apply the principles of robust programming to 
make their library routines “solid”. The fourth challenges a simple yet common idea 
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among students taking an introductory programming class: that computers are precise 
and exact. In fact, they are not, particularly when dealing with floating point numbers. 

Two of these problems had design components. We now focus on that aspect 
exclusively. 

3 Design  

Robust programming favors simplicity and elegance of algorithm. It is much easier to 
avoid unnecessary interfaces and poor coding when the program is simple and 
straightforward. Often, complex or long problems have simple solutions, and when 
they do, spending time to find that solution is well worthwhile.  

The Monty Hall problem is a wonderful problem for teaching principles of robust 
design. It is based on the old TV game show Let’s Make a Deal. In that show, the 
moderator, Monty Hall, would select a member of the audience, and offer them a 
valuable prize. The prize was behind one of three doors. Behind the other two were 
joke prizes, like a goat and a can of paint. The member of the audience would select 
one of the doors (say, door number 2). Monty would then say, “Before I show you 
what’s behind door number 2, let me show you what’s behind door number 1.” Door 
number 1 would open, to show the can of paint. Then Monty would ask if the player 
wanted to change to a different door. The question is, should the player do so? 

The intuitive answer is that it doesn’t matter. As the door Monty opens always has 
a joke prize, one of the two remaining doors has a joke prize, and the other has the 
valuable prize. Hence the valuable prize is equally likely to lie behind either door.1 

 
Problem. Write a program to simulate 100,000 iterations of the Monty Hall problem. 
Use the simulation to demonstrate whether it is to the player’s advantage to change 
doors. Please explain your results. 

 
When given in an introductory programming class at UC Davis, student 

assignments used essentially the following algorithm (iterated the requisite number of 
times): 

choose a random door for the valuable prize 
player chooses a random door 
Monty shows player a door without the valuable prize 
generate a random number between 1 and 2 inclusive 
if that number is 1, player changes door 
if player’s door is same as door with valuable prize, increment counter 

                                                           
1 The correct answer requires the student to remember there are three doors, not two. The 

probability that the initial selection is the door with the valuable prize is 1/3. The probability that 
the valuable prize is behind one of the other two doors is 2/3. When Monty opens a door, that 
door cannot contain the valuable prize. Thus, the probability is 2/3 that the unselected, unopened 
door is the door with the valuable prize. So it is to the player’s advantage to change her selection.  
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At the end, the program divides the counter by the number of iterations for the 
probability that the player will get the valuable prize should she change doors. 

A much simpler solution arises when one notices that the number of the door 
Monty shows is irrelevant. It will never be the one with the valuable prize. So, all that 
matters is whether the player’s initial choice is the door with the valuable prize. If it is 
not, the switch will give the player the valuable prize. If it is, the switch will give the 
player a joke prize. Thus, the following algorithm also solves the exercise: 

choose a random door for the valuable prize 
player chooses a random door 
if player did not choose door with valuable prize, increment counter 

The probability is computed as before. 
The reason this problem is so useful is because the correct answer is 

counterintuitive, unless you look at the problem in the right way; and the simulation 
appears to give the wrong answer. Thus, this problem forces the students to analyze 
their design in detail. 

While this program is not, strictly speaking, security-related, it teaches the students 
skills they need for secure programming. They learn how to ask what the goal of the 
problem is and focus on meeting that goal, rather than simply choosing the obvious 
approach. They also see what happens when the mechanism does not work as 
expected; they learn to question the expected result and analyze it, to see if it is in fact 
correct. This skepticism is critical to being able to determine the assumptions that a 
program relies upon—a key aspect of secure programming. 

4 Conclusion  

The rudiments of secure programming lie in the first programming classes all students 
take. By emphasizing careful design, robustness, and correctness, those courses can 
lay a foundation upon which advanced classes can teach programming that deals with 
specific security problems. Without such a foundation, all the instruction into how to 
code securely will do little to improve the state of software security. 
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Abstract. Work is active in many institutes of higher education on util-
ising virtual computer environments for creating laboratories for practi-
cal course-work. Computer Security education is one area where virtual
environments are proving to be useful, and where several schools have
reported their own schemes for implementing environments for practical
exercises. In this study we attempt to take a somewhat broader look
at what the use of virtualisation technology can imply terms of a num-
ber of factors, i.e. the pedagogy, security, licensing, administration and
cost. A simple analysis of the general strengths, weaknesses, opportu-
nities and threats of virtual security laboratories allows us to motivate
design choices when implementing yet another of these experimental en-
vironments.

1 Introduction

Latest developments in virtual computer environments are encouraging a spate
of experiments with building virtual laboratories for use in education. Many of
the advantages are clear and oft cited, such as how virtual machines allow for
efficient use of hardware, and how they can ease system administration.

Courses in ITC security often have special requirements when it comes to their
practical laboratory environments. The tools and environments used many times
require a student to have administrator privileges. This can create problems
if students, either maliciously or by accident, can cause damage to their own
environment or others’. Some educational tools, such as virulent malware, or
techniques, such as sniffing and password cracking, can be dangerous things to
have in a normal working environment. The kind of virtualisation that has been
termed platform virtualisation [1] therefore seems especially applicable in solving
several problematic issues that are typical for ICT security courses.

An existing sandbox laboratory run by the SecLab group at the Department
of Computer and Systems Sciences at Stockholm University has previously been
used to allow students a practical test environment. Computers within the sand-
box were are fitted with removable hard drive cassettes for the computers’ oper-
ating systems which allowed students to have administrator privileges for their
system without affecting the computers. They simply kept the removable cas-
settes for the duration of their experiments. The sandbox is segregated from the
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rest of the department’s computer networks with a firewall that allows only out-
going HTTP requests. The firewall machine also implements an operative image
server which allows students to recreate their environments from scratch in case
they should suffer irreversible problems. Various physical devices such as extra
network interfaces, cables and hubs are kept in the laboratory allowing students
to build sub-nets and connections as any exercise might require.

A number of standard practical exercises for differing operating systems have
been devised for execution in the sandbox laboratory. Apart from these we have
had an initiative to allow students themselves to create their own experiments
and pass them on to others [2]. Though this laboratory has been successful the
possible advantages of running an equivalent virtual laboratory have prompted
the authors to investigate further.

Several similar projects to utilise virtualisation for diverse ICT security learn-
ing environments have been documented [3,4,5,6,7,8,9,10]. Such experiments are
encouraging, yet when it comes to implementing our own virtual version of a
laboratory we find that there are several general questions that we can identify
and that we hope to address:

– Pedagogy. What kind of pedagogical issues are there when moving from a
physical environment to a virtual one? Can students learn the same things
in either kind of environment?

– Security. Since we are working with potentially dangerous tools and meth-
ods we need to be sure that they are efficiently contained. What additional
security advantages or problems can one expect with virtual environments?

– Cost. Virtual environments are often touted as being particularly economical.
They allow for maximum use of hardware capacity. But moving to virtuali-
sation will have its own costs, as will running the virtual environment. How
can these costs be kept to a minimum?

– Administration. As with cost, ease of administration is often cited as one of
the major advantages of virtual environments. How true is this in teaching
environments?

– Licensing. Software licenses for physical machines are relatively easy to han-
dle since the number of licenses relates to the number of machines. How
does this situation relate to the licensing of innumerable virtual machines?
Are the opportunities for pirate copying of university licensed software any
different when using virtual machines.

These were the main questions that we bore in mind when studying previous
virtualisation projects and when designing our own.

2 A SWOT Analysis

In order to gain some perspective over the issues we attempt to structure them
according to a simple SWOT analysis, i.e., the strengths, weaknesses, opportu-
nities and threats of virtual environments. We include in the concept of virtual
environments both platform virtualisation and virtual networking. We avoid
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general virtual machine issues in order to concentrate on the implications for a
security laboratory.

2.1 Strengths

Virtual environments allow us the possibility to give students administrator priv-
ileges. This is also possible with the physical laboratory described above. With
hard drive cassettes however, one does have to be physically present in the lab to
run an individual student machine. One could imagine a system of allowing stu-
dents to connect to physical machines through VPN connections, thereby freeing
them from working in the physical environment. However, the combination of
allowing students to control their own image of a system and to be able to work
from a distance is only achievable through virtual machines.

Virtual machine implementations invariably have simple means to save the
state of the system, and allow roll-back to such states. When students work
with administrator privileges and with security tools that manipulate complex
systems the opportunities for misconfiguration and accidental damage are many.
The safety and ease of administration that virtual machines offer is one of their
primary strengths. [8]

It is generally true that virtual machines are scalable for the task at hand. In
a security laboratory there can be several situations where this is particularly
relevant. Take for example a firewalled network experiment with three machines,
a machine representing a network to protect, an attacker machine, and a ded-
icated firewall machine between the two. Though the protected machine may
have a fully fledged operating system, the attacker would only need a minimal
system to run attack tools. The firewall would be a run on an absolute minimal
operating system. Running such an environment on physical machines would be
less than effective use of hardware.

Versatility in networking scenarios and services is a central requirement in
networking security education, and can be supported by virtual environments
[11]. In a physical environment students can reconfigure networks by moving
cables, switches, hubs etc. But this can also be achieved in virtual networks,
and what is more, system images with varieties of services can be kept on cheap
secondary memory ready to be placed in a network at a moment’s notice.

Cost savings are possibly the most commonly cited reason for employing vir-
tual architectures in general. This is a noticeable issue with our physical labora-
tory where security exercises are not run all year round, and because of sensitive
nature of much of the equipment and software that is used in this laboratory,
it is unsuitable to run other courses in parts of this laboratory in the interim.
Machines lie dormant, whereas if the environments were virtual they could be
more easily swapped out to accommodate other laboratory situations. Further-
more, it has been proposed that server based virtual machines can also give a
new lease of life to an old and tired machine park as it can effectively be utilised
as smart terminals to interface with the server [12].
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Cost savings with virtual environments are most often associated with efficient
use of hardware. There are however issues of software costs to consider as well.
Cost could well be counted as a weakness in that commercial virtualisation
solutions come with a commercial price tag. Given that there are a number of
fully workable open source and freeware solutions available such as VirtualBox,
KVM, Qemu, etc. the cost of software is well within the security laboratory’s
typically shoestring budget. What the true cost of free software is may be the
subject of constant debate, but in practise we have found that these “free”
solutions are practically feasible without prohibitive administrative overheads.

2.2 Weaknesses

Virtual machines are good versatile tools in as much as they implement a level of
abstraction above specific hardware. This level of abstraction in turn comes with
the cost of loss of computing power. A number of typical security experiments
such as encryption, key and password cracking, vulnerability scanning, etc. are
demanding on computational resources. We could expect such heavy operations
to be slower. The problem is mitigated by continuing developments in virtual-
isation technology, and modern processors may be expected to have hardware
acceleration for virtual machines.

Computing environments are general, integrated tools where all manner of
uses are concentrated into a single versatile machine. With virtual machines
we are creating segregation within that environment. Where communication be-
tween tasks is simple on an integrated environment, it can be painful across
segregated virtual environments. For the security laboratory this problem is
noticeable in the way that results from an exercise should be included in the
students hand-in documentation. If the documentation is done within the secure
environment then there may be extra effort involved in extracting that docu-
mentation to a normal study environment where hand-ins can be accepted. If
the documentation is done in a study environment then there will be the prob-
lem of extracting result from the secure environment. One might also expect
computer screens to become easily cluttered with windows to virtual machines
overlapping with text editors, email agents, and other such tools necessary for
normal student activities.

Perhaps the trickiest issue is how we with virtual environments are attempting
to imitate real environments, and we are attempting to teach lessons about real
environments. In some cases the difference will no doubt be negligible, such as
if we are only experimenting with the use of a software tool within a single
machine environment. But if we replace building networks with cables, switches
and hubs with building virtual networks through a software interface, how can
we be sure that we are not missing out on vital parts of the learning experience?
Furthermore, there will be an overhead involved in teaching the student how to
cope with virtual environments that may not be as intuitive as interacting with
a physical world.
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2.3 Opportunities

Among the strengths that we noted above is the idea that one can both allow
students to control their own environments, yet not restrict them to a physical
locality. By connecting to a virtual machine server it can be possible to run
exercises within a secure environment from a distance. It may also be possible to
supply students with a secure environment that could be run virtually completely
within their own computers. This would not only free up some of the universities
own computers, but also potentially provide a means to hold distance education
with practical exercises that would previously have been implausible without
requiring the students to occasionally come to the physically secure laboratory.

Some security experiments have been difficult to implement in our physical
laboratory. A case in point is a firewall exercise that was developed for a group
of some 16 students simultaneously using eight computers. Two more computers
in the laboratory were used by staff to act as on the one had the machine under
attack and on the other hand the attacker. The students were in turn required to
configure each of their machines to act as firewalls between the staff machines.
Each attack required constant re-routing of network traffic through each of the
firewalls. With virtual architectures, each students machine can be given their
own internal network of three machines or more, completely and independently
set up to run attacks from one machine to the others, while the student is required
to properly configure the virtual firewall. Virtual environments can therefore be
used to implement experiments that are difficult, if not unfeasible, in a physical
network.

2.4 Threats

The above discussion on the weakness of virtual environments in terms of how
they segregate working environments may have greater implications than just
the practical difficulties. Some kind of connectivity will always be a practical
advantage. In our own physical laboratory we choose to allow limited access to
the outside world by opening port 80 for outgoing HTTP requests. This allows
the student the ready source of information that they have come to expect in all
walks of life, as well as access to security tools, malware and exploits. We find that
this amount of access encourages students’ individual initiative during exercises.
Furthermore we allow students to use removable media to transfer materials to
and from the secure environment, in particular to aid in their documentation of
their work. There are methods to strongly segregate virtual networks [10] while
virtual machines implemented with jails are useful when high level security is
preferred, but it will of course be at the cost of connectivity. The ever present
desire for connectivity is a potential security hazard as the tools and methods
used within the secure environment may be difficult to contain.

We might have included the security of virtual environments as one of the
strengths. It is true that in the laboratory environment the student will presum-
ably be running the virtual machine within an unprivileged account, so even if
the virtual machine itself is running with administrator privileges, it can presum-
ably do little damage to the host environment, beyond the possible containment
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problems discussed above. Nevertheless, the authors believe that the security of
virtual machines is today overstated. It is not uncommon to equate the segre-
gation of virtual environments with strong security but we have found no clear
evidence that security is a goal of modern virtual machines. We must surely
assume that the software that implements virtual machines is not intrinsically
more secure than other general purpose software, which indicates that we should
not assume that containment can be trusted. On the contrary we do see results
that indicate that it is possible to programmatically verify that a process is
being executed within a virtual machine [13]. This is surely a precursor to mal-
ware types that will be able to detect and to break their way out of virtual
environments. We therefore prefer to take a conservative point of view on the
security of virtual machines, and suggest that until the opposite can be shown,
security laboratories run in virtual environments should be regarded with care
and scepticism.

Problems with licensing might also be a reason to hold back on the imple-
mentation of virtual laboratories. The very portability of virtual machines means
that it is simple to move a virtual image from one host to another. Insofar as
licensing agreements that a school enters into require due diligence from the
licensee to avoid spreading copies of the licensed software, this may be very
difficult to uphold. A virtual image that contains licensed software can easily
be copied and used on any number of other hosts. Perhaps the only means of
limiting such use is though the enforcement of local security policies.

Another licensing problem is due to the way software companies specify the
number of licenses. It is common to specify the number of machines that the
software is to be installed upon. With easily copyable virtual environments it
becomes far more difficult to calculate and control the number of machines that
the software is installed upon, and it is a problem that current licenses specify
limits on such numbers [4]. It would surely make better sense to have licenses
that stipulate the number of copies that may be used concurrently [12].

3 Yet Another Virtual Security Laboratory

When implementing our own virtual version of our successful physical laboratory
the above discussions have steered us to a number of design choices.

For reasons of security, administration and pedagogy, we have steered clear of
solutions that involve installing virtual machines on the students own comput-
ers. It would be possible to implement administratively simple solutions such as
providing so called live CDs i.e. bootable systems contained on a CD that could
avoid starting the users own system and instead start a virtual environment.
However, without considerable work on validating the security of such environ-
ments we regard the possibility of accidents that could violate the security of
the students local environment as too high.

Our preferred solution is to have a central server for virtual machines. The
virtual network is interfaced with that of our existing security laboratory, al-
lowing the two environments to mix for seamless experimentation. A separate
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network interface allows the host server itself is to be accessed via department
general purpose network, i.e., students easily access the server from the Internet,
but the virtual machines that they start are automatically linked to the secu-
rity laboratory network. Simple shell scripts allow students to copy, start and
connect to their virtual machines via VPNs. There are two alternative ways to
access the virtual machines: X-forwarding and VNC, both of them encapsulated
in a SSH tunnel. If the user accesses the server from the university’s facilities,
X-forwarding is the preferred method. On the other hand, if the student ac-
cesses the server from a remote location where limited network capacity makes
the X-forwarding impractical, VNC has proven to be a workable alternative.
The server we are using is an IBM System x3450 running the x86-64 version of
Debian GNU/Linux OS.

To avoid licensing difficulties as well as to keep down costs we have chosen
virtual environment software that is open source, i.e. KVM (Kernel-based Vir-
tual Machine) and Virtual Quare’s VDE (Virtual Distributed Ethernet). KVM
provides a core infrastructure for native virtualization and a modified version
of QEMU is used to run the virtual machines themselves. VDE is compatible
with QEMU and supports the creation of a virtual distributed Ethernet based
on virtual switches and virtual crossed cables. The virtual machines themselves
are to the larger part based on and configured to use open source software. The
notable exception here is the use of Microsoft Windows XP, where the relatively
liberal Microsoft educational licensing policy allows us to provide students with
an environment that they generally have better experience in.

Our environment is still under development, and has not yet been subject
to full class deployment. Our ambitions for the near future are to implement
simple web based control interfaces similar to those described in [14] to replace
the control scripts that we have today. We are also developing a java based
interface to the VDE virtual network software that will hopefully help to bridge
the pedagogical gap between handling physical and virtual networks.

We have argued that costs can be kept to a minimum with the use of open
source software for administering virtual environments, yet the work involved in
designing and implementing this environment has been considerable. In our case
we were provided a grant from the Royal Institute of Technology in Stockholm
that was equivalent to some two person-months of paid time, as a project to
further develop our teaching environment. We suspect that without such an
injection of funds it would be very difficult to transition easily to such a solution.
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Abstract. Development and integration of technology give organisations the 
opportunity to be globally competitive. However, the potential misuse of 
Information Technology (IT) is a reality that has to be dealt with by 
management, individuals and information security professionals. Numerous 
threats have emerged over time in the networked world, but so have the ways of 
alleviating these risks. However, security problems are still imminent – as 
highlighted by the plethora of media articles and research efforts. The insider 
risk is stated as being around 80% of security threats [1] in a company. With 
this statistic in mind, management has to plan how to allocate resources to 
counteract the risks. Very often, simple measures such as good password 
behaviour are overlooked or not rated high enough to include in all security 
awareness programmes. This paper will focus on a study that assesses password 
management of future IT professionals. It will be demonstrated how 
management and educators can use these results to focus their efforts in order to 
improve users’ password practices and thereby enhancing overall IT security. 

Keywords: Password management, ICT security awareness, Pareto analysis, 
cause-and-effect diagrams, password strength and confidentiality. 

1 Introduction 

With the increased usage of information systems and e-business, it has become 
important to protect information against a wide variety of threats, such as social 
engineering attacks leading to phishing and identity theft, viruses, spyware, and 
denial-of-service attacks. There are users in the networked world who are adequately 
protected, but many individuals are novice users who are ignorant or simply unaware 
of these vulnerabilities. They spend hours online on social network groups, online 
banking applications and other systems. Businesses have also changed work practices. 
Many e-applications are currently in use, such as e-commerce, e-government and e-
health. With the use of these and other applications, the previously mentioned risks 
also pose challenges to the management of organisations that need to allocate budgets 
to every aspect of business – including the protection of information resources. 
Information security includes not only technology solutions but also people [2]. One 
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of the most basic and important aspects of protecting access to applications and 
information is authentication. Users, employees, and management are all subjected to 
authentication processes to restrict access to authorised persons only. There are 
different ways to authenticate users, such as the use of a physical token (e.g. 
something you have), secret knowledge (e.g. something you know), or biometrics 
(e.g. something you are) [3]. Commonly used is the mechanism of passwords. Studies 
have shown that the behaviour of users in this regard is not always of a high standard; 
therefore, the quality of password security is impeded [4], [5]. Users should be made 
aware of what good password behaviour entails, how to manage their passwords and 
what the related risks are. 

One could argue that the last word has been said about password management, as 
much has been published on password usage and behaviour. However, it remains 
highly topical, as can be seen in recent research publications. Examples include 
graphical passwords [5], social practice of passwords [6] and improvement of 
passwords through persuasion [7]. 

Bearing in mind the increase in the number of information users and online 
applications and the resulting risks, a study was undertaken to provide some insight 
into the determinants that may impact the standard of password management and 
behaviour of users. In this study, a measuring instrument was developed and certain 
techniques applied in order to identify and prioritise important factors when assessing 
future IT users’ perspectives on password usage.  

The important password management determinants that emerge from this study 
will allow management and educators to expend their efforts in order to improve 
password practices. The remainder of the paper is organised as follows: In section 2, 
the background to the exercise is given. Section 3 discusses the methodology used. 
Section 4 details the results of the study, and section 5 presents some concluding 
remarks. 

2 Background 

This study stems from a framework developed during 2006 to evaluate ICT security 
awareness levels [8]. One of the key areas identified in this framework was the 
acquiring of appropriate data that could be useful to evaluate knowledge and 
behaviour of users. Password-related information was part of the required data. It was 
decided to focus this study on evaluating password management and behaviour of 
students who are the future IT users and IT business leaders. 

The literature gives numerous examples of good password practices [4], [3], [9]. 
Studies to improve authentication through the use of passwords are also in abundance 
and guidelines are given to address password insecurities [10], [5], [6]. 

Users from all backgrounds and educational levels use IT and online applications; 
therefore, the advice given in literature on how to increase password efficiency can be 
applied by all. As mentioned, this study focuses on students in a university 
environment and on the assessment of their password practices. Universities are 
managed and operated these days in much the same way as other businesses, although 
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their main activities are education and research. They also rely heavily on ICT 
resources and should therefore be secured so as to adhere to the confidentiality, 
integrity and availability principles. Student users are given access to systems and 
applications mainly via user accounts and passwords. They are restricted to their own 
systems and networked areas and should not have access to university systems 
containing marks, examination papers, financial data, etc. Failing to keep passwords 
confidential and making use of passwords that can easily be guessed could result in 
considerable financial losses and/or examination irregularities. Apart from the usual 
dishonest behaviour that should be avoided, it seems appropriate to assess the 
password behaviour and attitudes of young people. They are the IT users and ICT 
professionals of tomorrow and should be educated about threats and consequences of 
inadequate password practices. 

We viewed effective password management in terms of two categories – strong or 
secure passwords and confidentiality of passwords. It is assumed that these two 
aspects define “good” and “poor” password practices. The two categories were 
derived from existing literature that provides guidelines on the use of passwords [4], 
[12].  

Strong or secure passwords include principles such as: 

• Choose long passwords 
• Change passwords often 
• Avoid names or dictionary words 

Confidentiality of passwords includes principles such as: 
• Do not write them down 
• Do not use the same password for all applications 
• Do not tell anyone your passwords 

 
To comprehend ineffective password management of users, cause-and-effect 
diagrams were constructed. Also known as an Ishikawa diagram or a fishbone 
diagram, a cause-and-effect diagram can be used to represent the relationship between 
some effect that could be measured and the set of possible causes that produce the 
effect [11]. The effect or problem is shown on the right-hand side of the diagram and 
the main causes are listed on the left. The causes can be further divided into a few 
major categories, depending on the problem at hand. Within each major category, 
specific causes can be listed as branches or sub-branches. These diagrams are useful 
when it is necessary to understand processes or to identify core causes of problems. 
The construction of the cause-and-effect diagrams was guided by the following two 
questions: 

• “What is causing the ineffective password management of students?” 
• “What factors affect the ineffective password management of students?”  

The next section describes the methodology used, i.e. how the cause-and-effect 
diagram and the measuring instrument were developed. 
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3 Methodology Used 

3.1 Cause-and-Effect Diagram 

It was assumed that the effectiveness of password management is influenced by two 
main factors, namely strong passwords and confidentiality of passwords. Two cause-
and-effect diagrams were constructed for these two factors, using the following two 
problem statements: “Strong passwords are not used” and “Passwords are not kept 
confidential”. 

In order to establish the causes of the problems, the argument of Dark [2] was 
used, where human performance is described as a function of ability and motivation. 
This assumption provided a framework of categories that was used in the diagrams. 
The final cause-and-effect diagrams were developed using research strategies such as 
brainstorming sessions by the research team, validation against appropriate literature 
[4], [3], [12] and the use of pilot studies. Figure 1 shows the final cause-and-effect 
diagram for the confidential password problem [13]. 

3.2 Development and Validation of the Instrument 

The construction of the cause-and-effect diagrams was followed by a data gathering 
process to determine the significant causes that impact the problem. This was done by 
converting causes identified on the two diagrams into a questionnaire. The objective 
was to test and empirically validate the factors that may influence the effectiveness of 
password management. A list of 23 causes was identified as relevant to secure 
passwords and the confidentiality of passwords. These causes were then grouped into 
main categories with the help of validation techniques such as content validation, 
reliability tests and construct validation. The final result was a 5-factor instrument 
(questionnaire) consisting of 23 items [13]. The secure/strong aspect was tested by 12 
items, and the confidentiality dimension by 11 items. 

In order to distribute the questionnaire, a web application was used to reach the 
students and to capture responses. The next section presents the results. 

4 Results 

The experiment was conducted at a South African university with three campuses 
located in three different cities – one of which was selected for the exercise. The 
campus has a well equipped ICT infrastructure and the students are linked to a central 
network that gives access to all the necessary applications that they need for their 
studies. Apart from a compulsory computer literacy module, no official security 
awareness programme is offered to the students. 
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Fig. 1. – Cause-and-effect diagram for confidential passwords 

Following a number of pilot studies, e-mail messages were sent to 9 different 
selected class groups with students ranging from first to fourth year and from different 
study disciplines. They were requested via e-mail and by their lecturers to complete 
the web-based questionnaire; 395 responses were subsequently received and 
completed.  

The final results were presented as Pareto charts, which are graphical views with 
bars that are used to present information in such a way that priorities and relative 
importance of data can be identified. Pareto charts are often used by managers to 
direct efforts to the biggest improvement opportunity by highlighting the vital few 
causes in contrast to the trivial many [14]. The charts are constructed by arranging the 
bars in decreasing order from left to right along the x-axis, and the cumulative 
percentages are then used to assist with the analysis of the charts.  

Figure 2 contains the Pareto chart for the factors relevant to confidential 
passwords. More Pareto charts were constructed to present the individual items that 
contribute to confidential passwords. A similar chart was constructed for the strong 
password section, which is not presented here.  

From figure 2, we can see that the Expectations and Feedback factor is the most 
significant determinant that needs to be addressed in order to improve the 
confidentiality aspect of password management among students. Two items (“keeping 
passwords confidential is compulsory in my work environment” and “confidentiality 
of passwords is an important issue in my work environment”) were used to measure 
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Fig. 2. – Pareto chart per factor for confidential passwords 

this aspect. Based on the responses, and as shown on the Pareto chart, the perception 
is that the current message (feedback) that students receive from management, 
lecturers, their environment, their peers, etc. is that confidentially of passwords is not 
really important and also not compulsory. It is not really expected of students to keep 
passwords confidential and the practice thereof is not verified. When interpreting the 
Pareto chart for individual items (which is not presented here), the mutual importance 
of each item can also be established to guide educational efforts. In this survey, the 
most important individual item, which explains almost 20% of the confidentiality 
problem, is: “keeping passwords confidential is compulsory in my work environment 
– it is regularly checked to see if people keep their password confidential”. The next 
item, explaining another 18% of the confidentiality problem, is: “I know where to get 
help or information regarding the confidentiality of passwords”. These pieces of 
information determine the important factors, so that management can address specific 
password behaviour and practices instead of implementing a comprehensive 
awareness programme. Each of the factors, as well as their related items, can be 
analysed similarly. 

The most significant results that were revealed from this study when interpreting 
the Pareto charts are as follows: 

• Proper use of passwords, including the use of strong passwords and 
keeping passwords confidential, is compulsory. 
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• Passwords are an extremely important aspect of ICT security and 
improper use will degrade the quality of security and increase the 
probability of a number of security risks. 

• The use of simple passwords that can easily be remembered is not 
acceptable. 

• Users should be made aware of what confidentiality entails and how to 
get help on this aspect of password management. 

• Making passwords available to others is not allowed. 

If the above five principles (relating to specific items) could be addressed in security 
awareness programmes, it would be possible to solve approximately 54% of the 
problems related to effective password behaviour. The remaining factors and their 
linked items can be interpreted in the same way. We could also ascertain with this 
tool that tomorrow’s IT users generally have the necessary skills, e.g. they know 
where and how to change passwords; they generally have a positive attitude or 
viewpoint towards effective password management, e.g. they think that it is 
worthwhile to use strong and confidential passwords, and they do not claim to be too 
busy to concern themselves with strong and confidential passwords.  

The above results indicate that educational efforts could be directed more 
efficiently to focus on problematic aspects of password behaviour. 

The following section concludes the paper. 

5 Summary and Conclusions 

As a result of the increased usage of online applications – where passwords are almost 
always used in the authentication process – and the accompanying threats in the cyber 
world, all users need to be aware of good password practices. 

This paper addressed the password management problem as an essential element in 
the information security education arena. A study was conducted at a university to 
identify the important factors that need to be addressed in order to improve password 
behaviour. Should an organisation be able to identify and prioritise those significant 
factors that have an impact on password behaviour, focused awareness programmes 
can be implemented in such a way that specific issues are addressed. In doing so, 
financial and other resources can be used more effectively and efficiently. It was 
shown that tools such as Pareto charts can be valuable. These charts can help identify 
the important determinants influencing password behaviour among IT users. 
Educational programmes should include these important factors. 1 
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Abstract. Social engineering is a method of attack involving the exploitation of 
human weakness, gullibility and ignorance. Although related techniques have 
existed for some time, current awareness of social engineering and its many 
guises is relatively low and efforts are therefore required to improve the 
protection of the user community. This paper begins by examining the problems 
posed by social engineering, and outlining some of the previous efforts that 
have been made to address the threat. This leads toward the discussion of a new 
awareness-raising website that has been specifically designed to aid users in 
understanding and avoiding the risks. Findings from an experimental trial 
involving 46 participants are used to illustrate that the system served to increase 
users’ understanding of threat concepts, as well as providing an engaging 
environment in which they would be likely to persevere with their learning. 

Keywords: Social Engineering, Awareness Raising, Learning Sciences. 

1 Introduction 

Social engineering relies on techniques such as influence and persuasion to deceive 
victims into breaching security and divulging their most sensitive information [1]. A 
successful social engineer is extremely adept at convincing people that he/she is 
someone he/she is not. Through this method of manipulation, unauthorised entities 
can gain access to personal information or secured systems that, by rights, they should 
never have access to. This makes the social engineer an extremely dangerous 
adversary, who is often able to take advantage of people to obtain information, 
without the use of technology [2]. 

The SANS institute, over the last several years has publicised a worrying statistic 
within the trends of social engineering, the results from several surveys reveal that 
these techniques at bypassing security measures are on the increase. In most high 
profile organisations around the world, more and more elaborate security systems are 
being implemented to protect the perimeter of their networks, making it increasingly 
more difficult for hackers to gain entry with the traditional technological attacks. 
These systems, although proving very successful at halting the success rate of 
traditional attacks, are forcing the hacking community to develop new ways to gain 
access, thus Paller [3] stated on behalf of the SANS institute, that social engineering 
seems to be a growing technique of choice for the modern hacker. 
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The influx of success by social engineering is in no small part attributed to the lack 
of education amongst users of IT systems. Surveys conducted over the last five years 
have proved that office workers (people who should be trained to understand the 
importance of security) are more than happy to give away personal information and 
security credentials when presented with the right reward or incentive [4]. With this 
being the case for working professionals, it begs the question regarding home and 
general users, who lack any form of technical training, and their ability to identify and 
defend themselves against these growing internet based threats. 

Due to the flexibility of social engineering, it has been branded by many security 
consultants as not unlike a disease, which has the ability to morph and disguise itself 
in new forms every time it is discovered. From this perspective, it shows exactly how 
social engineering can be a difficult threat to defend against, even if you, as a user are 
aware of the potential to this threat. 

Examples of this can be seen in recent times through the introduction of more 
complex spam email messages, designed specifically with wording and structure to 
meet the statistical pass requirements of many spam filters acceptance policies. Even 
after methods such as this have been discovered, social engineers have shown the 
ability to mutate their attempt to include compressed archives, or embedded pictures 
as new techniques to combat the growing success of spam filters. This inability to 
effectively stay ahead of the growing number of methods has lead to an increasing 
success rate of these malicious techniques to commit identity theft, fraud and the 
successful building of botnet farms. 

Even with all the current documentation and research that has been performed, 
social engineering is still not being treated with the respect it deserves. This factor can 
be attributed at least in part to the sheer number of traditional hacking techniques that 
have plagued the IT community for decades. Unfortunately this leaves attacks such as 
phishing, which are growing in number every day, still only being treated as an 
annoyance by many within the community.   

Prevention of social engineering techniques is not only limited by the awareness of 
users to the threat, but also the effort placed by the social engineer, more than not 
users are falling for social engineering attacks due to the sheer level of 
professionalism the effort entails, websites and emails which are so convincing that 
even the most security conscious expert requires time to uncover the underlying 
malicious intent of the scheme. Emerging attacks, such as spear phishing (which are 
individually tailored for specific targets), provide evidence of such trends. 

A great deal of the research encountered, leads to the conclusion that the most 
effective way to prevent successful social engineering attacks, is through the 
education of potentially targeted users. This defence technique, which falls into the 
category of semantic learning, teaches the users not only to be aware of the end 
results or the known attacks, but also to develop a deeper understanding of the 
principals behind them. This leads to users being able to recognise social engineering 
attacks that they may not have been originally educated about by recognising the 
characteristics that are sometimes common to all many techniques.  
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2 Social Engineering Threats 

A review of the literature indicates that a great deal of work has been done by 
previous authors into defining the term social engineering and tracking new 
techniques employed by its users. This includes, but not limited to several well-
known security organisations that are actively tracking the progress of this technique 
and attempting to define the damages caused by it. Unfortunately this seems to be the 
extent of the endeavour, lacking any details regarding progressive defence measures 
that are being developed by the security community.  

Paller [3] has stated that the current levels of awareness amongst home users and 
businesses is insufficient to combat this growing threat; an opinion which seems to be 
supported by work of [5] whose efforts demonstrate users’ frequent inability to 
distinguish social engineering attempts from genuine communications (when 
considered in the context of email and phishing), as well as their tendency to base 
their judgments upon inappropriate criteria. 

Adding to this, research conducted by Greening [6] shows the results of an 
experiment conducted at the University of Sydney aimed at revealing the awareness of 
students to the vulnerabilities of social engineering. In this case, out of 338 students 
targeted using a simplistic email with address spoofing, 138 responded with their correct 
credentials. Although practical instances of such messages have become much more 
widespread since 1996, subsequent experiments of a similar nature do not inspire any 
greater confidence in users’ abilities to identify social engineering attacks [7,8]. 

However, findings results from the Anti-Phishing Working Group show that the 
volume of the problem remains significant, with an average of over 25,600 unique 
phishing scams being identified per month in Q2 of 2008 [9]. As such, from just this 
vector alone, users have a significant potential to encounter social engineering, and a 
chance of falling victim to it if they are not appropriately attuned to the threat. 

3 Promoting Awareness of Social Engineering 

Although some have speculated that user education is a pointless endeavour [10], 
claiming that security is always a secondary concern to end-users and that the true 
response to enhanced security lies with applications developers, there is significant 
evidence to suggest that well-designed security education can be effective [11]. 
Indeed, web-based training, contextual training and embedded training have all been 
shown to increase users ability to accurately identify an attack. 

A study performed by Robila et al. [12] utilised a more direct form of user 
education, with the introduction of a classroom discussion style environment. 
Subjects were included in an interactive group study session which focused on the 
threats of phishing and the attributes to be aware of when dealing with such threat, 
then allowed to take independent quizzes to test this knowledge, results from this 
experiment provided favourable results that users were better suited to deal with the 
illegitimate correspondence after their discussion orientation to the subject material. 

Many of the technical social engineering methods revolve around the same 
techniques of fooling the user into submitting their information, primarily it is only 
the delivery method which changes, via email, Instant Messaging (allowing a more 
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persuasive method to be attempted by the attacker) or through pop-up browser 
windows on legitimate sites (often caused by malware infected servers). Through 
review of these several other established methods of user awareness, it would seem 
conclusive that training of user is the most effective way to reduce (but not 
necessarily eradicate) a users susceptibility to social engineering attacks. 

Following the review of previous works and an analysis of their relative success 
the following elements of content were considered desirable to guide the creation of a 
new social engineering awareness website: 

− Awareness-raising material about a wide range of social engineering techniques 
− Links to supporting material such as news reports regarding social engineering 

trends or techniques 
− Quizzes allowing users to test their own ability to recognise and defend against 

social engineering attacks.  
− Online assistance to users who have difficulty in using the material provided (e.g. 

user guides to explain the general operation of the site) 

While it would be fair to say that the power of interactive learning systems has been 
somewhat doubted in the past, the publication of results from experiments such as the 
Anti-Phishing Phil game (see http://cups.cs.cmu.edu/antiphishing_phil/new/ 
index.html) and endeavors now being attempted by large organizations to create 
interactive education games have meant that the true power of these efforts is now 
becoming evident [13]. As such, some of these concepts were incorporated into this 
attempt at providing an educational tool, and focused on supplying users with an 
educational experience based around learning science principles.  

In order to further support the user, and to enhance the identity of the site, it was 
considered useful to incorporate a character that users can turn to for help, or relate 
the material to. The character in question, named Edward, acts as the user’s teacher 
and mentor during the use of the site, as depicted in Figure 1. 

 

Fig. 1. The main interface of the Social-Ed site 
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Within the context of this design, the Social-Ed website focused on providing a 
conceptual educational experience, whereby users are presented with material in a 
form which they can relate to, adding to this is the availability of interaction through 
the quizzes which can improve the effectiveness of learning skills [11]. 

The system is based upon a modular design, in order to allow content relating to 
additional techniques and trends to be added easily. In the first instance, however, the 
prototype implementation covered phishing, spam, pop-ups and pretexting. These 
topics were selected based upon their severity, and their relevance to end-users in an 
organizational context. For example, phishing is one of the most common online 
forms of social engineering, manifesting itself through emails and fraudulent websites 
aimed at fooling a victim into divulging their personal details [14]. Spam is quite 
possibly one of the original technical social engineering methods, and it is essentially 
unsolicited email that often promises something to the victim that may not always 
have a genuine basis. Pop-ups have similar characteristics, but arrive in a web-
browsing context and very often seek to trick the recipient by claiming to be an offer 
or a warning. Spam and pop-ups can be mostly characterized as annoying rather than 
dangerous to most end users, however they represent threats that are extremely 
common and difficult to avoid, given the sheer number of examples that are 
encountered every day [15]. Finally, pretexting is a very common social engineering 
technique that involves an attacker having a pre-determined target and planning their 
attack methodically to achieve success. The act of inventing a scenario which can be 
used by the social engineer to persuade their victim to release the information they 
require is far more than a simple lie, often background research must take place to 
build up to the final ‘targeted’ information [16]. 

4 Experimental Findings 

Once the implementation of the website was complete, and populated with content 
covering social engineering attacks and defences, an experimental trial was mounted 
in order to assess the usefulness of the approach in practice. A total of 46 subjects 
participated in the experiment, with the participant base largely drawn from students 
and academic staff, and incorporating a mix of technical and non-technical 
backgrounds. 

The website itself was populated with general educational content regarding social 
engineering threats, and techniques for defending against them, based upon 
information gathered during the research phase of this project. Several primary 
quizzes were implemented within the scope of the project using real world examples 
of social engineering attacks. Proven phishing attack sites, which were retrieved from 
the Anti-Phishing Working Group (APWG) website were implemented as screenshot 
questions and annotated for the purposes of these quizzes. Several spam-related 
quizzes were created using tagged spam mail from personal email accounts and also 
further examples from the APWG archive. Further quizzes were also developed on 
the topics of Pop-Ups and Pretexting. However, less emphasis was placed on the 
populating these aspects, as they are less prominent amongst the deceptions that users 
might encounter. 
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Quizzes on the different topics were graded according to the level of assistance 
available from Edward. In phase 1 and 2 quizzes, users were provided with hints 
applicable to the question shown, providing them with the valuable ‘life line’ 
evidenced in the Anti-Phishing Phil game. Phase 3 quizzes were void of this feature, 
and consequently users who reached the final phase of the quiz were alone in their 
efforts to succeed. However, no limit was placed on retakes, allowing subjects to fail 
any phase quiz and retake it at their leisure, introducing a level of motivation to the 
user to progress to the next phase.  

Each of these subjects participated in several of the available quizzes, resulting in 
327 quiz results being logged within the database. This information is presented in 
Table 1, which also indicates how the activities were distributed across the different 
topic areas represented within the site. 

Table 1. Distribution of quizzes taken during the Social-Ed trial 

Quiz category Phase 1 Phase 2 Phase 3 Total quizzes  

Phishing 42 37 34 113 
Spam 39 35 30 104 
Pop-ups 37 35 NA 71 
Pretexting 38 NA NA 38 
Total    327 

 
In terms of the effectiveness, Figure 2 shows a direct correlation between the pass 

rates of users in relation and their reading the provided educational material. Although 
users who did not engage in any prior reading were also had some success, there is a 
noticeable increase between these two sets of results. 

 

Fig. 2. Social-Ed quiz pass results (with and without reading) 

In an effort to determine how successful the goal-oriented design of the quizzes 
section was, an analysis was performed on these results to determine how many of the 
users who performed the available quizzes continued through all phases of testing. As 
can be seen from Figure 3 the overall number completing all the available phases is 
virtually identical to the number who started the quizzes (people who took a phase 1 
quiz), suggesting that the learning sciences principle of goal-oriented design 
encourages users to seek a satisfactory result once started. 
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Fig. 3. Commencement versus completion of Social-Ed quizzes 

5 Conclusions 

A key mechanism for combating social engineering must be the education of potential 
victims, in order to raise their awareness of the techniques and how to spot them. The 
research has demonstrated that a web-based approach utilising a goal-orientated 
system can actively engage users and promote their own desire for success. Further 
assessment would, however, be advantageous in order to determine the extent to 
which increased awareness actually reduces the incidence of related breaches. 
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Abstract. A primary source of information security problems is often an 
excessively complex software design that cannot be easily or correctly 
implemented, maintained nor audited. It is therefore important to establish risk-
based information security requirements that can be converted into information 
security specifications that can be used by programmers to develop security-
relevant code. This paper presents a risk-based approach to formalise 
information security requirements for software development. Based on a 
formal, structured risk management model, it focuses on how to establish 
information security requirements to ensure the protection of the information 
assets implicated. In this way it hopes to provide some educational guidelines 
on how risk assessment can be incorporated in the education of software 
developers. 

Keywords: Information security, security requirements, risk analysis, risk 
assessment, risk treatment, risk-based approach. 

1 Introduction 

Determining the requirements of a software development project is arguably the most 
important stage of the lifecycle. Inaccurate, incomplete or vague requirements will 
result in project failure. In the past, attention was predominantly given to 
understanding and defining the functional requirements of software development 
projects – what the system was intended to do, together with its inputs and outputs. 
Although these functional requirements are still essential for successful software 
development, developers have recently come to realize the importance of non-
functional requirements [1]. 

Non-functional requirements can be defined as the attributes of the system as it 
performs its job, including the required usability, performance, reliability and security 
of the system. Although numerous sources agree that security is a non-functional 
requirement that needs to be considered when defining the requirements of a system, 
very few have been able to provide a formal, usable approach to doing this 
methodically. Various software development methods are typically followed in 
educating software developers. However, none of these methods provide explicit 
guidelines on how to establish security requirements. This paper argues that in order 
to establish these requirements, a risk-based analysis should be performed to 
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determine the risks to the information to be captured, stored, processed and 
communicated by the software being developed.   

The following section describes some important risk concepts, while Section 3 
presents a risk-based approach to formalise the information security requirements for 
a software system. This work is an extension of that published in [2]. Where the focus 
of that paper was on integrating security into the software development life cycle 
(SDLC), this paper focuses on how to establish information security requirements to 
ensure the protection of the information assets implicated. 

2 Risk Concepts 

The various terms relating to risk and risk management are used in many disciplines. 
This paper supports the formal, structured risk management approach as described in 
[3] and depicted in Figure 1.  
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Fig. 1. Risk Management – a formalized, structured approach (adapted from [3]) 

From Figure 1 it is clear that risk management comprises two key processes, 
namely risk assessment and risk treatment.   While risk assessment refers to the 
overall process of risk analysis and risk evaluation, risk treatment is concerned with 
the process of identifying and implementing suitable controls to mitigate risks. 

The main objective of a risk analysis is to identify the risks to which the 
information systems and its associated information assets are exposed. This can be 
achieved both formally and informally. Performing a formal risk analysis is a 
structured process by which the individual information assets, threats and 
vulnerabilities are identified. However, in order to identify specific risks, the 
identified information assets need to be related to relevant threats. Having identified 
all risks by means of a risk analysis exercise, a risk evaluation is required to 
determine the potential ‘size’ of each risk and for each risk to be prioritized 
accordingly. 

The entire risk assessment process leads to the selection and implementation of 
appropriate and justified security controls and safeguards in the risk treatment 
process. It is unwise to implement controls or safeguards simply because they seem to 
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be the right thing to do, since such implementation may result in serious performance 
issues [4]. These controls and safeguards should be relative to the information 
security requirements of the software system in question.  

This paper suggests that by following a formal, structured risk assessment, the 
information security requirements of a software system can be established. The 
following section briefly describes a risk-based approach to determining these 
information security requirements. 

3 The Proposed Risk-Based Approach 

The proposed risk-based approach as described in this section requires that a detailed 
risk analysis is performed to identify the potential adverse business impacts of 
unwanted events, and the likelihood of their occurrence. The likelihood of occurrence 
is dependent on how attractive the information asset is to a potential attacker, the level 
of frequency or probability of the threats occurring, and the ease with which the 
vulnerabilities can be exploited. The results of a detailed risk analysis can lead to the 
identification, assessment and prioritisation of risk that are used to identify and select 
appropriate controls and safeguards. This can then be used to reduce the identified 
risks to an acceptable level [5]. 

3.1 The Identification and Valuation of Information Assets 

In order to perform a risk analysis, the key information assets involved need to be 
identified. These information assets may include, for example, personal information, 
employee salary information, customer contact information or financial information. 
The listing of assets, according to [4], based on checklists and judgment, yields an 
adequate identification of the most important information assets to be considered. 
This can also be achieved by identifying the information assets that pertain to relevant 
data gathering questions. These questions could, for instance, refer to those 
information assets which are the most critical to a company’s success, its profitability 
or its reputation. The aim of this stage is to ensure that the most important information 
assets that require protection from potentially harmful threats are identified. It is 
normally sufficient to identify between five and eight key information assets that 
relate to the software system under development. 

The next step in the process is to assign impact values to each of the key 
information assets identified in Section 3.1. These impact values represent the 
business importance of the information assets. For simplicity it is recommended that a 
5-point Lickert scale, as recommended by [4], be used to establish this impact value.  
This approach requires that an asset impact value between 0 and 4 (where 
0=negligible and 4=critical) is assigned to each of the key information assets, based 
on its financial value or worth to the organisation. Table 1 illustrates a simple way to 
map the most critical information assets (rows) against their envisaged asset impact 
values (columns).  
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Table 1. Information Asset Valuation 

 
Information 

Assets 

Asset Impact Value 
0 

Negligible 
1 

Low 
2 

Medium 
3 

High 
4 

Critical 
Asset A     X 
Asset B     X 
Asset C    X  
Asset D    X  
Asset E   X   

 
The purpose of this stage of the process is to determine the asset impact value and 

sensitivity of the information assets in use, being captured, stored, processed or 
communicated. The next stage requires the identification and assessment of the 
various threats that may cause harm to these information assets. 

3.2 The identification and Assessment of Threats 

[6] defines a threat as an undesirable event that could have an impact on the 
organisation. Software developers therefore need to identify and assess those threats 
which could negatively impact the information assets associated with their software 
systems. In order to simplify this process, a checklist of the most common threats is 
recommended, based on those referred to in [5]. However, since threats are 
continually changing, software developers are encouraged to add any additional 
threats to the standard list provided in Table 2. As part of the threat assessment 
process, it is necessary to determine the level of frequency or probability that a 
specific threat may exploit some vulnerability thereby negatively impacting the 
associated information assets. 

Table 2. Threat Identification and Assessment 

Common Threats 
(ISO/IEC TR 13335-3:1998) 

Level of Frequency/Probability 
LOW MED HIGH N/A 

Theft of information   X  
Use of system by unauthorised users   X   
Use of system in an unauthorised manner   X   
Masquerading of user identity    X  
Malicious software attacks    X  
User errors    X  
Repudiation   X   
Technical software failures or errors    X  
Other      

 
This may be performed, as illustrated in Table 2, by assigning each of the threats 

listed to one of the frequency/probability levels provided, namely low, medium or 
high.  
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3.3 The Identification of Risk 

Risk can be described as a threat that exploits some vulnerability thereby causing 
harm to an asset.  Risk identification therefore requires that the most critical 
asset/threat relationships are identified to ascertain which risks are most likely to have 
a negative impact. This is done by simply considering the most important information 
assets, as identified in Section 3.1., and the most common threats identified in Section 
3.2. Those information assets with high or critical asset impact values (i.e., 3 or 4) and 
those threats recognised to have a potentially medium or high level of frequency or 
probability, will contribute significantly to the criticality of the risk. 

Table 3. Risk Identification 

Common Threats 
(ISO/IEC TR 13335-3:1998) 

 

Information Assets 
Asset 

A 
Asset 

B 
Asset 

C 
Asset  

D 
Asset  

E 
Theft of information  Risk 1 Risk2   Risk 5 
Use of system by unauthorised users   Risk 6   
Use of system in an unauthorised manner      Risk 7 
Masquerading of user identity Risk 3     
Malicious software attacks Risk 4     
User errors  Risk 8    
Repudiation      
Technical software failures or errors      
Other ……………………………………      
Other ……………………………………      

 
Table 3 provides a way to map the most probable threats (rows) against the most 

important information assets (columns), i.e. identify the specific risks to the software 
system. Using this table, software developers are required to determine the most 
critical risks (i.e., asset/threat relationships). It is normally sufficient to identify 
approximately eight key risks. The risk analysis process, however, is only complete 
having carried out a vulnerability assessment, since without a vulnerability there 
would be no risk. 

3.4 The Vulnerability Assessment 

The purpose of a vulnerability assessment is to determine the degree of weakness that 
could be exploited. [7] states that in practice, security is not compromised by breaking 
the dedicated security mechanisms, but by exploiting the weaknesses or 
vulnerabilities in the way they are used. Therefore, as part of the risk analysis process, 
it is important to be able to determine the level of vulnerability for each risk 
(asset/threat relationship) as identified in Section 3.3. 

The level of weakness or vulnerability for each risk can be determined by taking 
the current situation and existing controls into account.  This should provide some 
indication of whether the risk could materialize. Table 4 provides a simple way to 
map each risk (rows) against the appropriate level of vulnerability (columns), namely 
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low, medium or high. This completes the risk analysis process, as referred to in  
Figure 1. Section 3.4 describes the risk evaluation process required to complete the 
risk assessment process. 

Table 4. Vulnerability Assessment 

Risks 
(refer to 

Table 3) 

Level of Vulnerability 

LOW MEDIUM HIGH 

Risk 1 X   
Risk 2  X  
Risk 3 X   
Risk 4 X   
Risk 5  X  
Risk 6   X 
Risk 7   X 
Risk 8  X  

3.5 The Risk Evaluation 

According to [3], the purpose of the risk evaluation process is two-fold. Firstly, it is to 
determine the value or size of risk and secondly to prioritise risks according to their 
risk value.  

In order to determine the risk value of each risk, the asset impact value of the 
associated information asset, the level of frequency or probability of the associated 
threat and the related level of vulnerability must be considered for each risk 
identified. These relationships can be matched in a table to determine the specific 
measure of risk on a scale of 1 (low) to 8 (high). These values are placed in a matrix 
as illustrated in Table 5, according to those recommended by [5]. The appropriate row 
in the table is identified by the asset impact value of the associated information asset 
(0 to 4), as identified in Section 3.1. Similarly, the appropriate column is determined 
by the level of frequency or probability of each associated threat (low, medium or 
high) and the corresponding level of vulnerability (low, medium or high). The 
matching cell in the matrix will determine the risk value of the particular risk 
identified. 

Table 5. Risk Evaluation 

RISK 1 (as per Asset/Threat Relationship in Table 3) 
 Level of Frequency/Probability of Threat 

LOW MEDIUM HIGH 
Level of Vulnerability Level of Vulnerability Level of Vulnerability 

LOW MED HIGH LOW MED HIGH LOW MED HIGH 

A
ss

et
 im

pa
ct

 v
al

ue
 Negligible 

0 
0 1 2 1 2 3 2 3 4 

Low 
1 

1 2 3 2 3 4 3 4 5 

Medium 
2 

2 3 4 3 4 5 4 5 6 

High 
3 

3 4 5 4 5 6 5 6 7 

Critical 
4 

4 5 6 5 6 7 6  7 8 
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The specific risk values, as determined for each risk, are valuable in assessing and 
prioritising those risks that require individual attention throughout the rest of the 
software development lifecycle. Furthermore, having followed a formal, structured 
risk assessment one is able to document appropriate risk-based information security 
requirements through which these risks may be reduced to an acceptable level.  

4 Risk-Based Information Security Requirements 

According to [8], information security requirements are generally defined in terms of 
specific technological mechanisms and tools. However, these can rarely be traced 
back to a recognised risk. In order to arrive at appropriate information security 
requirements, this approach proposes a more formalised process whereby a risk 
assessment is carried out followed by the identification of appropriate security 
services, as referred to by [9], for each risk.  For each key risk, multiple security 
services can be identified, namely: identification and authentication, access control, 
data confidentiality, data integrity and non-repudiation. These security services could 
then be translated into security mechanisms as referred to by [9]. These eight security 
mechanisms include encryption, digital signatures, access control mechanisms, data 
integrity mechanism, authentication exchange mechanisms, traffic padding, routing 
control and notarization mechanisms. This approach should therefore lead to an 
improved risk treatment process whereby the correct controls are selected and 
implemented. 

5 Conclusion and Future Work 

Risk management is an essential tool for the systematic management of information 
security.  It helps identify possible security holes in information systems and assists in 
providing appropriate countermeasures. For software under development, it is 
important to have a clear understanding of the information assets that need to be 
protected, the threats against which those information assets must be protected, the 
vulnerabilities associated with the information assets, and the overall risk to the 
information assets from those threats and vulnerabilities. 

By following a risk-based approach as proposed in this paper, the controls that are 
implemented can easily be traced back to specific risks to the information assets 
implicated in the software under development. It can also assist in motivating which 
controls, and the strength of the controls to be implemented. 

References 

1. Britton, C., Doake, J.: Software System Development. A Gentle Introduction, 4th edn., pp. 
21–35. McGraw-Hill, Berkshire (2006) 



264 L. Futcher and R. von Solms 

2. Futcher, L., von Solms, R.: SecSDM: A Model for Integrating Security into the Software 
Development Life Cycle. In: Futcher, L., Dodge, R. (eds.) Fifth World Conference on 
Information Security Education. IFIP, vol. 237, pp. 41–48. Springer, Heidelberg (2007) 

3. von Solms, S.H., von Solms, R.: Information Security Governance, pp. 87–100. Springer, 
New York (2009) 

4. Landoll, D.J.: The security risk assessment handbook: A complete guide for performing 
security risk assessments. Auerbach Publications, New York (2006) 

5. ISO. ISO/IEC TR 13335-3 : Information Technology – Guidelines for the Management of 
IT Security. Part 3 : Techniques for the management of IT security (1998)  

6. Peltier, T.R.: Information security risk analysis. Auerbach Publications, New York (2005) 
7. Jurjens, J.: Using UMLSec and goal trees for secure systems development. Communications 

of the ACM 48(5), 1026–1030 (2002) 
8. Tirado, I.: Business Oriented Information Security Requirements Development, Ivan 

Tirado, CISSP-ISSAP, Kennesaw State University, 1000 Chastain Road, Kennesaw, GA 
30144 (2006), http://itiradostudents.kennesaw.edu  

9. ISO. ISO 7498-2: Information Processing Systems - Open System Interconnection - Basic 
Reference Model - Part 2: Security Architecture (1989) 



R.C. Dodge Jr. and L. Futcher (Eds.): WISE 6, 7, and 8, IFIP AICT 406, pp. 265–272, 2013. 
© IFIP International Federation for Information Processing 2013 

Two Case Studies in Using Chatbots  
for Security Training 

Stewart Kowalski1, Katarina Pavlovska1 , and Mikael Goldstein2 

1 SecLab, Department of Computer and Systems Sciences,  
Stockholm University/Royal Institute of Technology Stockholm, Sweden 

stewart@fc.dsv.su.se 
2 migoli, Valhallavägen 130, 114 41 Stockholm, Sweden 

Abstract. This paper discusses the result of two case studies performed in a 
large international company to test the use of chatbots for internal security 
training. The first study targeted 26 end users in the company while the second 
study examined 80 security specialists. From a quantitative analytical 
perspective there does not appears to be any significant findings when chatbots 
are used for security training. However there does appear to be qualitative data 
that suggest that the attitudes of the respondents appear to be more positive to 
security when chatbots are used than with the current traditional e-learning 
security training courses at the company. 

Keywords: Security Awareness Training, Chatbots. 

1 Introduction 

At the first WISE conference in 1999 Kowalski et al [1] presented in the paper The 
Manual is the Message observations that employees in a company that received security 
policy and instruction via a paper based medium differed in attitude to security to those 
that received the same security policy and instruction via an internal webpage. Those 
that received the information via a paper medium appeared to have a better security 
attitude than those that received the same information via a web based medium.  

In this paper were discuss two new case studies [2, 3] were the medium of 
communication is the independent variable and the knowledge, attitude and behavior 
the dependent variable. The paper is divided into five sections. After this short 
introduction we discuss the current state of security awareness training in 
corporations. In section two we review the technology of chatbots and how this 
technology was applied in the case studies. The design and result of these two case 
studies are presented in section four. We conclude with a general discussion on the 
potential of chatbots in security education. 

2 Quick Overview of Security Awareness Training 

The European Network and Information Security Agency ENISA report on current 
practices in security awareness initiatives in Europe points out that today most 



266 S. Kowalski, K. Pavlovska, and M. Goldstein 

European companies have information security policies and instructions set on 
intranet sites.  Most companies also  have on-line instruction and 2/3 have some form 
of mandatory on-line training. [4] 

There are those like Nielsen [5] that suggests that awareness and training for 
security are not an effective way to deal with the web based security problem and 
only good user design and solid security architecture is the answer. Srikwand and 
Jakobsson [6] point out often that in an effort to make security messages 
understandable to the common end user the message is simplified to such an extent 
that it loses its meaning. Jagatic et al [7] and Kumaragure et al [8] however have 
performed studies that showed in some case studies that when used in a correct 
context security awareness training can be effective.  

To the authors knowledge no other case studies have been performed to see how 
chatbot technology can be used to enhance security awareness training. 

3 Chatbot Technology 

Weizenbaum created the first chatbot in the MIT Artificial Intelligence Lab and called 
it ELIZA.  ELIZA imitated the "active listening" strategies of a touchy-feely 1960s 
Rogerian therapist [9].  A  chatbot or chatterbot can be defined as  a computer based 
program that imitates human (text-to-voice/text) conversation.  There is a wide 
variety of chatbots in use today. They may be used for entertainment, marketing, 
education and a lists of various chatbots can be found at chatbot.org [10].  These bots 
can range anywhere from talking to William Shakespeare to speaking with ANNA at 
IKEA Inc. While some are designed so they are able to compete in a number of 
different chatbot competitions like the Loebner Prize [11] others are used as a tool for 
entertainment or for information retrieval. For example, chatbot Sofia [12] can assist 
in teaching mathematics, VPbot [13] imitates a patient that medical students can 
interview. 

Some chatbots are used in e-business and as a way to communicate to customers.  
Rita (Real time Internet Technical Assistant) [14] is used in the ABN AMRO Bank to 
assist customers in doing financial tasks, such as a wire money transfer.  In a 
company called GetAbby, Abby[15]  is used to administer customer relationships.  
The chatbot uses voice recognition techniques during real time phone calls to track 
and save information from phone calls including customer name, address, and 
conversations. This allows the company to track customer calls in a cheaper and more 
efficient way. A chatbot named Anna [16] is used to interact with customers on Ikea’s 
website.  It guides and facilitates users in navigation of Ikea’s site by allowing them 
to enter specific questions and then directing them to the appropriate place..  

Chatbot Sofia [12] was part of an experiment conducted at the Harvard 
mathematics department in 2003.  The experiment investigated the process of 
teaching and learning mathematics with the help of a chatbot. Chatbot Sofia has an 
encyclopedic glossary of mathematics definitions and a general knowledge 
background, and is able to solve simple mathematical problems. The tool saves all the 
conversations which can later be analyzed in order to get more information on how 
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students are learning, what questions they ask, and what mistakes they frequently 
make. It was concluded that Sofia contributes to a variety of teaching methods and 
builds an open source knowledge database for different parts of mathematics. In 
addition, by teaching Sofia and watching how it learns, students may gain a better 
understanding regarding the process of teaching mathematics. 

Computer Simulator in Educational Communication (CSIEC) [17] is a web-based 
human-computer communication system that uses natural language. This chatbot may 
be used as a chatting partner for learning the English language. It imitates human 
emotions and personalities. Moreover, conversations are not limited to any specific 
subject. The ideal user’s input should be acoustic and then converted into text but so 
far only keyboard inputs are used since the speech recognition program still needs 
improvement. 

It is important to note that when constructing such various chatbots, the goal of 
what the chatbot should do and the audience to whom the chatbot is for, should be 
considered and analyzed thoroughly. Tailoring the chatbot for the users and also 
addressing the appropriate questions/responses of a typical user will produce a more 
human-like effect. Allowing the chatbot to achieve such an effect may help to 
improve its overall intention as well as the user’s experience of using the chatbot. 

4 Design and Result of the Two Case Studies 

4.1 End User Case Study 

In the first case study [2] selective sampling technique was used to divide the two 
groups. The selections criteria for the grouping were based on the geographical and 
operational organization of the company. All the five global sales regions were 
represented along with two of the three business units in the company were portionaly 
represented in the two groups.  One group was exposed to chatbot (Sally) and e-
learning and the other group to e-learning only. Both telephone interviews and email 
surveys were used to solicit responses from the two groups. The survey consisted of 
35 questions which tested various aspects of knowledge, attitude and behavior to 
security issues. Space does not permit to include the full survey1 in this paper.  

Knowledge questions were concerned with the different information security 
classes at the company along with examples of typical document types and how they 
should be classified. Attitude questions covered such aspects as how important 
information security was over business goals an attitude questions concerning 
individual responsibilities for classification. Behavior questions ranged from asking 
how often they changed passwords to how to collect different access rights in the 
company.  

Following the first survey all the respondents of the two groups were sent web 
links to a training package on Information Security (IS). One group was given an e-
learning package only while the other group was given an e-learning package with a 

                                                           
1 A full copy of the survey and a link to the chatbot can be requested by sending email to the 

author, stewart@dsv.su.se 
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voice and text chatbot (Sally). Figure 1 below shows the e-learning package with a 
chatbot. After about two months a second, identical survey was solicited to the 
respondents of the two groups.  

 

 

Fig. 1. E-learning package with security information on the left and with chatbot Sally on the 
right 

A Wilcoxon matched pair-single-ranks test was used to assess significance of the 
quantitative difference in Information Security related knowledge, attitude and 
behavior between the first and second intervention of the questions for the chatbot and 
non-chatbot group. There were no significant differences in respondents’ responses 
between the first and second intervention in any of the two sample groups (p ≤ 0.05, 
two- tailed test).  

The experience of using the chatbot was measured qualitatively by asking the 
respondents how useful they thought the learning experience had been. As much as 
70% of those that used the chatbot found it useful. Over 70% of the respondents 
agreed that the chatbot had a positive effect on their learning experience and that they 
would use the chatbot in the future. 

To a large extent, the results of this chatbot case study are inconclusive. 
Quantitatively there does not appear to be any significant difference in knowledge, 
behavior and attitude improvement using a chatbot. However, the qualitative analysis 
does indicate positive attitudes by the chatbot users. The restrictive sample size of 16 
users of the chatbot can be a contributing factor and the authors suggest that either a 
large scale analysis be done or a more clinic type of experimental design be used to 
validate the effects on chatbots on security awareness.  

4.2 Security Specialist Case Study 

The population consisted of 80 employees that took part in the Information Security 
Management System (ISMS) Lead Auditor training throughout 2007 [3]. The 
population was randomly divided into two groups; an experiment group (ISO Alan 
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chatbot), containing 42 employees, and a control group, containing 38 employees. 
The experiment group received an e-mail containing a web link to the e-learning 
package with the ISO Alan chatbot, see Figure 2 below.  

 

Fig. 2. ISO/IEC 27001:2005 ISO Alan Chatbot with e-learning package 

 

Fig. 3. ISO/IEC 27001:2005 ISO Alan Chatbot Case Design 
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The employees in the experiment group were asked to spend some time with the e-
learning package during the following two weeks. The e-mail also contained the 
information that when these two weeks had passed they would be asked to participate 
in a web survey about their feelings regarding their current knowledge of ISO 27001 
and ISMS auditing. The control group only received an e-mail with the information 
about the web survey. Figure 3 shows all the steps of the experiment.  

The results from the quantitative analysis show that there was no significant 
difference between the experiment group and the control group regarding knowledge 
and attitude. When asked however how useful they thought the learning experience 
had been, as many as 70% of those that used the Alan chatbot found it useful. Over 
70% of respondents agreed that the chatbot had a positive effect on their learning 
experience and that they would use the chatbot in the future.  A selection of 
comments is presented below;  

ISO Alan chat is good, but his knowledge is a bit limited at present time, so 
when ISO Alan gets more knowledge it will be more useful. The left hand 
information packages were very good.  
 
Chatbot works quite well once you get used to the idea of simply using key 
words to get more information - sentences are not needed  
 
As far as I can conclude, the chatbot does not answer questions other than what 
is. If it is to provide an added value, it must be able to answer questions that 
would come from the target audience, such as how do I, who should be, etc. 

5 Discussion on Way Forward with Security Chatbots 

The two cases studies do not provided clear data to validate or falsify the usefulness 
of using chatbots for security education and training. They do however give some 
qualitative indication that for particular group of users, chatbots can serve as a 
complement to computer based training and online awareness training. As Näckros 
[18] discovered in his work on game based instruction for IT security, different 
learning styles of individuals prefer different methods of learning. As he points out 
the majority of computer based learning use sequential learning styles which are 
designed primarily on serialist learning style. However for those individuals who 
prefer a holistic approach a serial learning style is often ineffective. A chatbot permits 
a less serial learning style by design and allows respondents to move in a non-linear 
fashion in their discovery of knowledge. It is suggested by the authors that if further 
studies are done with chatbots employed in security training, the respondents should 
be first screened for their learning style to see if this can be used to predict their 
appreciation of a chatbot for learning about security issues. 

One of the positive side effects of using a chatbot for security awareness training in 
the organization in the two case studies was a database of questions and issues that 
both the end user and the specialist ask about security. This database can be used as a 
knowledge base for future development in the organization. Methods used for 
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developing, capturing, maintaining and sharing knowledge are usually called 
knowledge management. Ahmed et. al. [19] defines knowledge management as the 
combination of processes, technologies, strategies and culture an organization, used 
together to favor the learning in the organization. The potential of chatbots for 
security knowledge management in an organization is an area that author see as a 
potential of future research. 
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Abstract. Information Security (IS) specialists’ training for all sectors of trade, 
industry and government has never been more important as intellectual property 
and other sensitive or business-critical information becomes the life-blood of 
many companies today. Analysis of the experience collected within training of 
IS specialists at the Moscow Engineering Physics Institute (State University) 
(the MEPhI) at the Information Security Faculty allows forming the basic 
requirements to the level of their preparation. To form such requirements it is 
expedient to take a look at the types and tasks of professional activity of the 
graduates and to formulate their qualification characteristics. This paper 
formulates these characteristics on the basis of ISO/IEC 27002 (former 
ISO/IEC 17799:2005). 

Keywords: Information Security Education, Specialist Training, ISO/IEC 
27002. 

1 ISO/IEC 27002 

A family of Information Security Management System (ISMS) International 
Standards, being developed within Joint Technical Committee ISO/IEC JTC 1/SC 27, 
includes International Standards on ISMS requirements, risk management, metrics 
and measurement, and implementation guidance. The ISO/IEC 27002 Standard 
“Information Technology – Security Techniques – Code of Practice for Information 
Security Management” gives comprehensive guidance on best practice methods for 
implementing ISO/IEC 27001 “Information Security Management Systems 
Specification”, which specifies requirements for establishing, implementing, 
maintaining, improving and documenting ISMS for both public and private sector 
organizations. 

ISO/IEC 27001 is the de-facto international standard. It specifies requirements for 
establishing, implementing, maintaining, improving and documenting ISMS for both 
public and private sector organizations. It specifies security controls to be 
implemented by an organization following a risk assessment to identify the most 
appropriate control objectives and controls applicable to their own needs. This 
standard forms the basis of an assessment of the ISMS of the whole, or part of an 
organization and covers the eleven clauses of good IS practice: Security Policy; 
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Organizing Information Security; Asset Management; Human Resources Security; 
Physical and Environmental Security; Communications and Operations Management; 
Access Control; Information Systems Acquisition, Development and Maintenance; 
Information Security Incident Management; Business Continuity Management; 
Compliance. 

ISO/IEC 27002 [1] as a technology independent standard offers a framework to 
assist any organization to develop a true security minded corporate culture by 
instilling best practice and detailed guidance regarding all manner of security issues. 
The guiding principles cover three main aspects: strategic, operational and 
compliance. ISO/IEC 27002 concentrates on the IS management aspects, defining the 
controls in enough detail to make them applicable across many different applications, 
systems and technology platforms without losing any of the benefits provided by 
standardization. The main characteristics of ISO/IEC 27002 are the following: proven 
value; widely known and accepted; easy to understand; continuous value; market 
driven; flexible; adaptable; scalable and so on. 

Thus ISO/IEC 27002 provides a stable and comprehensive base for formulating the 
qualification characteristics of IS specialists, being capable to design, implement and 
control IS at various types of business organizations. Alignment with the standard 
also offers a high level of standardization in training worldwide with skills and 
knowledge set founded upon a uniform, known and acceptable base. 

2 IS Specialists’ Training and International Standards 

Comprehensive security requires secure technologies, organizational processes and 
people with the necessary background and skills. A large number of certifications are 
found in the field of IS.  

(ISC)² offers the Systems Security Certified Practitioner (SSCP) and the Certified 
Information Systems Security Professional (CISSP) certifications. The Information 
Systems Audit and Control Association (ISACA) has a pair of vendor-neutral 
credentials: the Certified Information Systems Auditor (CISA) and the Certified 
Information Security Manager (CISM). CompTIA Security+ certification exam 
covers communication security, infrastructure security, cryptography, access control, 
authentication, external attack, and operational and organizational security. Software 
provider Check Point offers a range of security and security management 
certifications that deal with both general skills and knowledge as well as the 
company’s specific solutions: the Check Point Certified Security Principles Associate 
(CCSPA), the Check Point Certified Security Expert (CCSE), the Check Point 
Certified Managed Security Expert (CCMSE). In the Cisco qualified specialist 
category, there are a few certifications around specific areas of security, including the 
Cisco Firewall Specialist, the Cisco IDS Specialist and the Cisco Certified Security 
Professional (CCSP) and so on. 

The Global Information Assurance Certification (GIAC) organization, being 
founded in 1999 by the SANS Institute to validate the real-world skills of IT security 
professionals, has the main purpose to provide assurance that a certified individual 
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has practical awareness, knowledge and skills in key areas of computer and network 
and software security.  

The SANS training and GIAC certifications address a range of skill sets and some 
advanced subject areas such as audit, intrusion detection, incident handling, firewalls 
and perimeter protection, forensics, hacker techniques, Windows and Unix operating 
system security.  

GIAC currently offers certifications for over 20 job-specific responsibilities that 
reflect the current practice of IS. At present GIAC certifications cover four IT/IT 
Security job disciplines: Security Administration, Management, Audit, Software 
Security. 

The SANS training course “SANS 17799/27001 Security & Audit Framework, 
Mgt-411” implements step by step pragmatic examples to move quickly into 
compliance with the standard and certification. This track is designed for IS officers 
or other management professionals who are looking for a how-to guide for 
implementing the standard effectively. “GIAC Certified ISO-17799 Specialist” 
(G7799) candidates must demonstrate understanding of the standard and the ability to 
put it into practice. 

Summing up all these certifications it is possible to state that the international 
perspective of IS specialists’ training should be focused on the following international 
standards: ISO/IEC 27002/27001, Common Criteria, ITSEC and IS bodies of 
knowledge recommended by professional computing organizations [2]. 

3 Initial Data for Formulating Qualification Characteristics 

“IS specialist” term applies to many positions, responsible for finding and solving 
security problems in computer systems. What the IS specialist actually does depends 
on many factors ─ the type and size of the employer, information that needs 
protection and computers the organization uses.  

The basic qualification characteristics of a specialist with higher education are 
formulated on the basis of his/her special (professional) competences [3] - abilities to 
solve definite problems and carry out specific work within his/her line. IS specialists 
must be able to do a number of tasks, to think logically, to pay attention to details and 
to make sure their work is exact.  

Formulating the qualification characteristics is possible only when considering 
separate typical objects where IS tasks are being carried out. ISO/IEC 27002 analysis 
shows that there is enough information to formulate the qualification requirements for 
specialists, ensuring functioning of IS systems of any organization. 

The Russian universities allow up to 1 year for practicing and preparing of the 
graduate qualification paper (diploma project) (for example, the MEPhI students have 
10th and 11th semesters). During this period graduates’ activities within a specific 
organization can be divided into three main streams. 

1. Forming the goals of ensuring organization’s IS (is based upon defining assets to 
be protected, all types of vulnerabilities, IS paradigm and basic principles, threats’ 
and IS violators’ models, implementing risk assessment and forming IS policies). 



276 N. Miloslavskaya and A. Tolstoy 

2. Implementation of these goals (via services/systems/personal).  
3. Control of progress in reaching IS goals based upon checks and evaluation of 

organization’s IS (IS monitoring and audit) and defining maturity of organization’s IS 
management processes. 

These graduates act as the assistants for organization staff:  

• privacy officers (develop/implement IS policies and procedures);  
• IS architects (direct organization-wide security technology); 
• IS analysts (conduct IS assessments for an organizations);  
• virus technicians (analyze newly discovered computer viruses and devise ways to 

defend against them);  
• "red team" testers (plan/carry attacks on the computer systems);  
• cryptographers (keep information secure by encrypting it);  
• cryptanalysts (analyze hidden information);  
• security administrators (develop/implement protection systems that detect, 

prevent, contain and deter security risks; update security procedures and establish 
and maintain access rules);  

• IS incident response team members (work together to prepare for and provide 
rapid response to security threats);  

• disaster recovery specialists (design and implement programs to recover data lost 
in a disaster);  

• computer crime specialists/computer forensic investigators (preserve, identify, 
extract and document evidence if IS incident);  

• IS auditors (evaluate IS adequacy, effectiveness and efficiency);  
• chief IS officers (supervise the entire IS department and staff).  

Our experience collected since 1995 and ISO/IEC 27002 content analysis allow 
grouping practice and diploma project topics, incorporating technical, organizational 
and management aspects (with deeper specification than three main streams), as 
follows: 

• risk management (including development of IS threats’ and violators’ models, 
asset management, vulnerabilities assessment); 

• IS policies and procedures development; 
• business continuity planning and management; 
• ISMS design; 
• design/development of information protection technologies, tools, means, 

system/subsystem; 
• IS tools and services support and administering; 
• physical and environmental security;  
• human resources security;  
• IS incident management; 
• computer forensics; 
• IS monitoring and auditing (external, internal, self-assessment against policies, 

procedures, standards). 
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To define functions of IS specialists working within concrete objects it is necessary to 
define IS role for those objects and line of IS specialist activity. Such information 
could be obtained upon analysis of ISO/IEC 27002. 

4 IS Role at Protected Objects 

ISO/IEC 27002 defines IS role for any organization as “…the protection of 
information from a wide range of threats in order to ensure business continuity, 
minimize business risk, and maximize return on investments and business 
opportunities. IS is achieved by implementing a suitable set of controls, including 
policies, processes, procedures, organizational structures and software and hardware 
functions. These controls need to be established, implemented, monitored, reviewed 
and improved, where necessary, to ensure that the specific security and business 
objectives of the organization are met.” [1]. Thus when training IS specialists, 
peculiarities of protected objects should be taken into consideration and they should 
be reflected in their qualification characteristics.  

But it is also important to define subjects that could interact with each other in 
situations when IS risks could appear. The standard defines the following subjects: 
owner of organization’s assets and violator trying to influence those assets. IS role is 
defined by the tasks being carried out within the conditions of opposition of an owner 
and a violator for the control over the assets. 

While indentifying its security requirements an organization should consider three 
main sources. The first one “…is derived from assessing risks to the organization, 
taking into account the organization’s overall business strategy and objectives. 
Through a risk assessment, threats to assets are identified, vulnerability to and 
likelihood of occurrence is evaluated and potential impact is estimated.” The second 
“…is the legal, statutory, regulatory, and contractual requirements that an 
organization, its trading partners, contractors, and service providers have to satisfy, 
and their socio-cultural environment.” And the third “…is the particular set of 
principles, objectives and business requirements for information processing that an 
organization has developed to support its operations.” [1]. 

IS risks, whose essence is natural vagueness of the future, are an objective reality 
and they could be lowered only to the level of vagueness of subjects characterizing 
the nature of business. The remaining part of IS risk defined by the factors of the 
environment of organization’s functioning, for which organization cannot influence at 
all, should be accepted. In that case ensuring IS at an object should lower risks to a 
certain level. 

After that phase an organization should implement the IS goals ─ “appropriate 
controls should be selected and implemented to ensure risks are reduced to an 
acceptable level… The selection of security controls is dependent upon organizational 
decisions based on the criteria for risk acceptance, risk treatment options, and the 
general risk management approach applied to the organization, and should also be 
subject to all relevant national and international legislation and regulations.” [1]. 
The controls can be considered as guiding principles for IS management and 
applicable for most organizations. 
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Ensuring IS for an organization is the process that should be efficiently managed. 
The main IS role is defined by the organization’s IS strategy which lies in ISMS 
deployment, exploitation, check and improve. Along with that IS management is a 
part of the overall corporate organization’s management which is oriented for 
reaching organization’s goals through ensuring protection of its assets. An 
organization’s ISMS is a part of the overall management system based on the business 
risk approach whose goal is to create, implement, operate, monitor, analyze, support 
and rise IS of an organization (ISO/IEC IS 27001). 

5 IS Specialist Line of Activity 

It is possible to formulate the main lines of activity of IS specialist on the basis of the 
section 0.7 of the ISO/IEC 27002 standard: 

“a) IS policy, objectives, and activities that reflect business objectives; 
b) an approach and framework to implementing, maintaining, monitoring, and 

improving IS that is consistent with the organizational culture; 
c) visible support and commitment from all levels of management; 
d) a good understanding of the IS requirements, risk assessment, and risk 

management; 
e) effective marketing of IS to all managers, employees, and other parties to 

achieve awareness; 
f) distribution of guidance on IS policy and standards to all managers, employees 

and other parties; 
g) provision to fund IS management activities; 
h) providing appropriate awareness, training, and education; 
i) establishing an effective IS incident management process; 
j) implementation of a measurement system that is used to evaluate performance in 

IS management and feedback suggestions for improvement.” 

6 Conclusion 

Analysis of the experience collected within training of IS specialists with higher 
education at the MEPhI and of ISO/IEC 27002 allows one to define two types of IS 
specialist professional activity: technological (ensuring functioning of the main IS 
technologies) and organizational and technological (ensuring functioning of ISMS).  

Qualification requirements are defined by the types of tasks being carried out by 
the specialists and requirements to the level of knowledge and skills. Three main 
streams (listed in section 3) define three tasks solved (special competence). The level 
of knowledge and skills is associated with staff functions (section 3).  

IS specialists should – 
know:  

• normative base, related to ensuring IS;  
• the impact which interruptions caused by IS incidents are likely to have on the 

business;  
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• principles of ensuring IS;  
• methods of IS risk assessment and management;  
• IS architectures and infrastructures;  
• basic methods of IS management;  
• IS effectiveness evaluation methods;  
• methods of system IS monitoring and auditing;  
• basic methods of IS incident management process;  
• business continuity planning and management;  
• fundamentals of computer forensics; 

be able:  
• identifying all the assets involved in critical business processes;  
• define models of IS threats and violators;  
• develop, review, implement and improve IS policies and procedures;  
• conduct IS risk assessment and management at the object (including reducing and 

avoiding risks);  
• develop, deploy, check (and test), improve ISMS;  
• administer IS tools (hardware/software) and subsystems of certain information 

technologies and automated systems;  
• review the effectiveness of IS policy and procedures implementation;  
• collect evidence for IS incident handling;  
• providing appropriate IS awareness, training and education; 

have an idea of:  
• methods of building object management systems;  
• peculiarities of psychology and ethics of team relations;  
• defining the resources (financial, organizational, technical and environmental) 

needed for IS. 

These requirements have universality and do not depend upon national and other 
peculiarities of systems being secured. To conclude, future work should be on the 
basis of formulated qualification requirements and details of educational course 
content specified in IS curricula. 
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Abstract. The importance of educating organizational end users about
their roles and responsibilities towards information security is widely ac-
knowledged. However, many current user education programs have been
created by security professionals who do not necessarily have an educa-
tional background. This paper show how the use of learning taxonomies,
specifically Bloom’s taxonomy, can improve such educational programs.
It is the authors belief that proper use of this taxonomy will assist in
ensuring the level of education is correct for the intended target audience.

1 Introduction

The primary aim of corporate information security education is to ensure that
each and every employee is instilled with the requisite knowledge and/or skills
to perform his or her function in a secure way [1]. Most current information
security educational programs are constructed by information security special-
ists who do not necessarily have a strong educational background. Studies have
shown that the vast majority of current awareness approaches lacks theoretical
grounding [2, pp. 33-56]. The nature of security educational or awareness issues
are often not understood, which could lead to programs and guidelines that are
ineffective in practice [3]. This paper shows how the use of Bloom’s revised tax-
onomy [4], as a pedagogical framework, can assist the creators of information
security educational programs in defining more pedagogically sound learning
objectives for the humans involved in information security processes.

The work in this paper is based on qualitative research methods. This paper
should thus be seen as ”an inquiry process of understanding based on distinct
methodological traditions of inquiry that explore a social or human problem”
[5, p. 15]. Since education, as a field of study, is normally seen as a ”human
science” it was deemed fitting to also ”borrow” the research paradigm used in
this paper from the humanities. The research presented here does not attempt
to define new knowledge, but rather to show how an existing taxonomy, Bloom’s
taxonomy, could be used to improve information security educational programs.
This paper is an expansion on ideas previously published by the authors in
[6]. It is the authors’ belief that the use of Bloom’s taxonomy could improve
the understanding of the pedagogical, or learning, objectives that should be
considered in any educational program, amongst information security specialists.
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The rest of this paper will briefly examine this taxonomy, before discussing its
possible use in information security education.

2 Bloom’s Taxonomy of the Cognitive Domain

Bloom’s taxonomy is possibly one of the best known and most widely used
models of human cognitive processes. Bloom’s model was originally developed
in the 1950’s and remained in use more or less unchanged until fairly recently
[7, p. 249]. A revised version of the taxonomy was published in 2001 [4]. This
revised taxonomy has become accepted as more appropriate in terms of current
educational thinking [7, pp. 249-260]. Both versions of Bloom’s taxonomy consist
of six levels which increases in complexity as the learner moves up through these
levels. Figure 1 shows both versions of this taxonomy.

Fig. 1. Blooms Taxonomy, Original and Revised (Adapted from Sousa (2006) pp. 249-
250)

There are two main differences between the original and the revised versions
of the taxonomy. Firstly, the revised version uses descriptive verbs for each level
that more accurately describes the intended meaning of each level. Secondly, the
revised version has swapped the last two levels of the original version around.
This was done because recent studies have suggested that generating, planning,
and producing an original ”product” demands more complex thinking than mak-
ing judgements based on accepted criteria [7, p. 250]. The hierarchy of complexity
in the revised taxonomy is also less rigid than in the original in that it recognizes
that an individual may move among the levels during extended cognitive pro-
cesses. This paper will focus on the revised version of the taxonomy. Wherever
this paper mentions Bloom’s taxonomy, it should be assumed that the revised
version is intended, unless otherwise stated. The following is a brief explanation
of each of the six levels of this revised taxonomy [7, pp. 250-252]:
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– Remember: Remember refers to the rote recall and recognition of previously
learned facts. This level represents the lowest level of learning in the cognitive
domain because there is no presumption that the learner understands what
is being recalled.

– Understand: This level describes the ability to ”make sense” of the material.
In this case the learning goes beyond rote recall. If a learner understands
material it becomes available to that learner for future use in problem solving
and decision making.

– Apply: The third level builds on the second one by adding the ability to
use learned materials in new situations with a minimum of direction. This
includes the application of rules, concepts, methods and theories to solve
problems within the given domain. This level combines the activation of
procedural memory and convergent thinking to correctly select and apply
knowledge to a completely new task. Practice is essential in order to achieve
this level of learning.

– Analyze: This is the ability to break up complex concepts into simpler com-
ponent parts in order to better understand its structure. Analysis skills in-
cludes the ability to recognize underlying parts of a complex system and
examining the relationships between these parts and the whole. This stage
is considered more complex than the third because the learner has to be
aware of the thought process in use and must understand both the content
and the structure of material.

– Evaluate: Evaluation deals with the ability to judge the value of something
based on specified criteria and standards. These criteria and/or standards
might be determined by the learner or might be given to the learner. This
is a high level of cognition because it requires elements from several other
levels to be used in conjunction with conscious judgement based on definite
criteria. To attain this level a learner needs to consolidate their thinking and
should also be more receptive to alternative points of view.

– Create: This is the highest level in the taxonomy and refers to the ability
to put various parts together in order to formulate an idea or plan that is
new to the learner. This level stresses creativity and the ability to form new
patterns or structures by using divergent thinking processes.

In addition to these levels of the cognitive domain [4] also places major emphasis
on the use of the following categorization of the knowledge dimension [4, pp. 45-
62]:

– Factual Knowledge - The most basic elements the learner must know in
order to be familiar with a discipline. I.e. Terminology or specific details and
elements.

– Conceptual Knowledge - The interrelationships among the basic elements of
larger structures that enable these elements to function together. I.e. Clas-
sification, categories, principles, theories, models, etc.

– Procedural Knowledge - How to do something, methods of inquiry, how to
use skills, apply algorithms, techniques and methods. I.e. Subject specific
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skills, algorithms, techniques, and methods as well as knowledge of criteria
for determining when to use appropriate procedures.

– Meta-Cognitive Knowledge - An awareness and knowledge of one’s own cog-
nition. I.e. Strategic knowledge, Self-knowledge, knowledge about cognitive
tasks, including contextual and conditional knowledge.

Activities at these six levels of the cognitive domain are usually combined with
the one or more of the four types of knowledge in a collection of statements
outlining the learning objectives of an educational program. Usually a learning
objective statement will be used to create a set of learning activities. Learning
activities are activities which help learners to attain the learning objectives.
A Learning activity consist of a verb that relates to an activity at one of the
levels of the cognitive domain, and a noun providing additional insight into
the relationship of the specific learning objective to a category of knowledge
[4, pp. 93-109]. The use of a taxonomy often assist educators in gaining better
understanding of learning objectives, and activities. However, it is not always
clear how this increased understanding can help the educators. [4, pp. 6-10]
identifies the following four ”organizing questions” as the most important areas
in which a taxonomy like Bloom’s can assist educators:

– The Learning Question: What is the most important for learners to learn in
the limited time available

– The Instruction Question: How does one plan and deliver instruction that
will result in high levels of learning for large numbers of learners

– The Assessment Question: How does one select or design assessment in-
struments and procedures to provide accurate information about how well
students are learning

– The Alignment Question: How does one ensure that objectives, instruction,
and assessment are consistent with each other.

In most cases, the correct usage of a taxonomy table, like the one given in Table
2, which combines elements from both the cognitive and knowledge dimensions,
will allow educators to answer these question to some extent.

3 Bloom’s Taxonomy for Information Security Education

Learning taxonomies assist the educationalist to describe and categorize the
stages in cognitive, affective and other dimensions, in which an individual oper-
ates as part of the learning process. In simpler terms one could say that learning
taxonomies help us to ”understand about understanding” [8]. It is this level of
meta-cognition that is often missing in information security education. Accord-
ing to Siponen awareness and educational campaigns can be broadly described
by two categories, namely framework and content [3]. The framework category
contains issues that can be approached in a structural and quantitative manner.
These issues constitute the more explicit knowledge. The second category, how-
ever, includes more tacit knowledge of an interdisciplinary nature. Shortcomings
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in this second area usually invalidate awareness frameworks [3]. How to really
motivate users to adhere to security guidelines, for example, is an issue that
would form part of this content category.

Table 1. Abbreviated example of Learning Activities based on Bloom’s Taxonomy for
Information Security, adapted from Anderson et al., 2001

Level Verb Sample Activities

Create design Write a new policy item to prevent users from putting
sensitive information on mobile devices. (A6)

Evaluate critique Critique these two passwords and explain why you
would recommend one over the other in terms
of the security it provides.(A5)

Analyze analyze Which of the following security incidents involving
stolen passwords are more likely in our company?(A4)

Apply execute Use the appropriate application to change your password
for the financial sub-system. (A3)

Understand discuss Why should non alpha-numeric characters be used in a
password? (A2)

Remember define What is the definition of access control? (A1)

In order to ensure successful learning amongst all employees, it is extremely
important to fully understand the educational needs of individual employees.
Managers often attempt to address the security education needs of employees
without adequately studying and understanding the underlying factors that con-
tribute to those needs [9, pp. 27-36]. It has been argued before that educational
material should ideally be tailored to the learning needs and learning styles of in-
dividual learners [10][11, p. 19]. One could also argue that awareness campaigns
that have not been tailored to the specific needs of an individual, or the needs
of a specific target audience, will be ineffective. It is in the understanding of
these needs, that a learning taxonomy can play an important enabling role.

Information security specialists should use a taxonomy, like Bloom’s taxon-
omy, before compiling the content category of the educational campaign. The
use of such a taxonomy could help to understand the learning needs of the target
audience better. It could also reduce the tendency to focus only on the frame-
work category of these campaigns. For example, simply teaching an individual
what a password is, would lie on the remember, and possibly understand level(s)
of Bloom’s taxonomy. However, the necessary information to understand why
their own passwords is also important and should also be properly constructed
and guarded might lie as high as the evaluate level of the taxonomy. An infor-
mation security specialist might think that teaching the users what a password
is, is enough, but research have shown that understanding why is essential to
obtaining buy-in from employees. It is this level of understanding that acts as a
motivating factor and thus enables behaviour change [3][10][9, pp. 78-79].
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The use of an educational taxonomy in the construction of information se-
curity educational programs requires that both the content and the assessment
criteria for this program is evaluated against the taxonomy in order to ensure
that learning takes place at the correct level of the cognitive domain. The ref-
erence point for any educational program should be a set of clearly articulated
”performance objectives” that have been developed based on an assessment of
the target audience’s needs and requirements [9, p. 96]. Correct usage of an edu-
cational taxonomy not only helps to articulate such performance objectives but,
more importantly, helps the educator to correctly gauge the needs and require-
ments of the audience.

An example of how Bloom’s revised taxonomy could be used in an information
security context is supplied in Table 1. This example contains learning activities
for a learning objective (LO1) that can be briefly expressed as: ”Learners should
be able to understand, construct and use passwords in the correct context”.
This example is not intended to be a definitive work, but rather to serve, with
taxonomy table Table 2, towards clarifying the use of Bloom’s taxonomy in an
information security context.

Table 2. Example Taxonomy Table adapted from Anderson et al., 2001

The The Cognitive Process Dimension
Knowledge
Dimension Remember Understand Apply Analyze Evaluate Create

Factual
Knowledge A1 A6

Conceptual Test1A Test1B
Knowledge A2 A4 A6

Procedural LO1
Knowledge A3 A6

Meta-
Cognitive
Knowledge A5

It was mentioned earlier that answering the four ”organizing questions” is
one of the most difficult things for creators of educational matter to do. The
following sub-section will briefly explain how the taxonomy table, Table 2 could
be used to assist in answering these question for the learning activities, as shown
in Table 1.

3.1 Answering the Four ”Organizing Questions”

Each learning activity in Table 1 consist of a verb that relates to one of the
cognitive domain levels in Bloom’s Taxonomy [4, pp 67-68]. Each activity also
has a noun relating to knowledge that could be categorized as one of the four
categories of knowledge. By marking the appropriate spaces in the taxonomy
table for each activity, the educator can derive a lot of useful information about
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the ”coverage” provided by the activities. As an example, the activity marked
A1 Lies at the remember level of the cognitive domain and since it deals with
basic subject terminology it deals with the ”factual” category of knowledge.
This is reflected by its positioning in Table 2. Each of the other activities, A2
to A6, as shown in Table 1 has also been appropriately placed in Table 2. A
complete information security educational program will obviously include many
more activities, which would result in many more entries in the taxonomy table.
Such a table do not always have to deal with an entire program, but could, like
the given example, focus on a single learning objective, or even on a few related
objectives.

By examining the taxonomy table the educator can easily identify areas of
knowledge, or levels of the cognitive domain, that has not been covered by the
learning activities. Similarly, areas where multiple activities covers the same
levels of cognition and categories of knowledge can be identified. This can assist
in answering the so-called ”learning question”, i.e. ”are most important activities
receiving the larger share of the available resources?”. In order to design activities
that will result in maximum learning, thus answering the ”learning question”,
one can look for activities that involves more than just one type of knowledge. For
example, in order to create a new policy item (Activity A6), the learner will need
to know; basic terminology (factual knowledge), how items relate to each other
(conceptual knowledge), and which steps to follow to create a policy (procedural
knowledge). To answer the ”assessment question” the educator could choose to
focus on the learning objective itself, and thus, in the example given, only use
assessment methods that require the learner to apply procedural knowledge. Or
the assessor might decide to focus on one or more learning activities and thus
have a wider range of assessment coverage. By noting assessment activities on
the same taxonomy table, the educator can ensure that the chosen assessments
correspond directly to what he/she intends to assess. For example, that learners
must understand the concept of a password (Test1A) and must be able to
analyze the relative strength of a given password ( Test1B). The table will
also, at a glance, show which areas are not being assessed. Finally, given a
complete taxonomy table, the ”alignment question” should be relatively easy to
answer. In the given example, a clear ”disconnect” between the assessment and
the learning objective itself exist. Instead of focusing on the application, or
use, of passwords the assessments focus on the concept of what a password is,
and how to determine its relative strength. Similarly, other ”miss-alignments”
can be identified with the help of this taxonomy table.

4 Conclusion

This paper suggested that information security educational programs would be
more effective if they adhered to pedagogical principles. It was specifically sug-
gested that an educational taxonomy, like Bloom’s taxonomy should be used to
accurately define the security education needs of organizational users. Through
the use of such a taxonomy certain common weaknesses in current security aware-
ness and educational programs might be addressed.
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An example of how Bloom’s taxonomy might be applied to a learning objec-
tive in an information security educational program was provided. The paper
used this brief example, to show how a taxonomy table based on this example,
could assist educators in addressing the four ”organizing questions” faced by
educators. The primary weakness of this paper is the lack of empirical evidence
to support the suggested use of Bloom’s taxonomy. Due to space limitations,
the examples are also by necessity, very brief. Future research in this regard
should focus on addressing the lack of empirical evidence, and on expanding
the examples to be more comprehensive. It has been argued before that secu-
rity practitioners who engage in research or activities that relate to the human
sciences should not re-invent the wheel, but should rather ”borrow” from the
humanities when appropriate. This paper is one such an attempt, to ”borrow”
from the humanities.
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Abstract. The diversity of computing and communication systems used as well 
as the sheer volume of data processed in all aspects of personal, government, 
and commercial activities poses considerable challenges to law enforcement 
and particularly compliance officers. While commercial tools exist for a number 
of common problems, this is, however, not always sufficient in many more 
complex cases. Moreover, investigators only familiar with such tools may not 
be aware of limits in scope and accuracy, potentially resulting in missing 
evidence or placing unwarranted confidence in it. Moreover, not only is it 
critical to have an in-depth understanding of the underlying operating principles 
of the systems that are analyzed, there will also at times be a need to go beyond 
capabilities of existing tool sets, the enabling knowledge, concepts, and 
analytical skills for which we argue is currently not offered in a concise higher 
education context but rather tends to be acquired in an ad-hoc manner.   

We therefore propose elements of a curriculum for the M.Sc. and 
particularly the Ph.D. level which provide the necessary rigorous theoretical 
foundations and perspectives in mathematics, computer science, and 
engineering combined with a background in forensic sciences which enable 
both a sound appreciation of existing techniques and the development of new 
forensic evidence collection and analysis methods. We argue that these abilities 
are crucial in developing a more rigorous discipline of digital forensics which 
will both be able to address new challenges posed by evolving information 
systems and also to satisfy the stringency expected from it given its increasing 
importance in a broad range of application areas. 

Keywords: Digital Forensics, Curriculum Development. 

1 Introduction 

Digital forensics (also referred to at times as computer forensics) encompasses 
approaches and techniques for gathering and analyzing traces of human and 
computer-generated activity in such a way that it is suitable in a court of law. The 
objective of digital forensics is hence to perform a structured investigation into past 
and ongoing occurrences of data processing and transmission whilst maintaining a 
documented chain of evidence, which can be reproduced unambiguously and 
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validated by competent third parties. Challenges to such investigation, in addition to 
legal issues which are beyond the scope of this paper, are practitioner-driven approach 
currently pursued [1]. 

A number of programs on digital and computer forensics exist both at the B.Sc. 
and M.Sc. levels along with a large number of modules integrated in information 
security and general computer science. The former include offerings by the 
Universities of Bedfordshire, Bradford, Middlesex, Strathclyde, Teesside and 
Westminster, UK as well as the John Jay College of Criminal Justice at the City 
University of New York, Sam Houston State University and the University of Central 
Florida in the U.S., as well as concentration areas embedded in computer science (e.g. 
[2]) or forensic sciences in case of George Washington University, Marshall, Purdue, 
and Stevenson University, the Universities of New Haven and Rhode Island in the 
U.S. and the University of East London in the UK and the University of Western 
Sydney in Australia; details (albeit with a U.S. focus) can be found in a recent survey 
by Taylor et al. [3] as well as earlier work by Yasinsac et al. [4] and Gottschalk et al. 
[5] with examples of undergraduate programs being described e.g. by Bem and 
Huebner [6]. 

Specific offerings at the Ph.D. level are, however, more limited, and although 
advanced research in the area is not limited to the above-mentioned institutions and a 
number of specialized publication outlets such as the IFIP 11.9 conferences and 
SADFE (Systematic Approaches to Digital Forensic Engineering), DFRW (Digital 
Forensics Research), and Computational Forensics (IWCF) workshops along with 
publications such as the IEEE Transactions on Information Forensics and Security, 
the International Journal of Digital Evidence and related research in a number of other 
outlets, it appears that it is often the application of research to forensics that is acting 
as the determinant rather than the subject matter itself. However, it is instructive to 
note that in a recent proposal of a Ph.D. curriculum for digital forensics, Cohen and 
Johnson stated expert knowledge in the application area as the teleology for higher 
education at this level rather than research itself [7]. 

This paper aims to raise three questions with regard to research-oriented higher 
education in digital forensics, which we think should be the rule rather than the 
exception at the Ph.D. and M.Sc. levels as opposed to the more vocationally oriented 
undergraduate and certificate-based offerings. First, we consider it necessary to 
delineate the scope of digital forensics; here, we concentrate on technical aspects as is 
suitable for research. Secondly, based on the preceding analysis we identify the topics 
and areas which we consider unique to digital forensics or at least sufficiently 
specialized to warrant inclusion in a forensics research curriculum according to the 
preceding criteria. Finally, we argue that one of higher education’s and particularly 
research’s roles in digital forensics should be on the enabling or the development of 
forensics-friendly mechanisms and systems as this holds the promise of considerable 
medium- and long-term benefits. 

The remainder of the paper therefore addresses the issue of delineation in section 2 
followed by a discussion of subjects and topics we consider sufficiently unique to 
digital forensics in section 3 followed by our arguments for research on systematically 
enabling forensics in section 4 before a brief summary and conclusions in section 5. 
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2 Delineating Forensics 

While the impetus for digital forensics is originating with legal requirements, we 
focus here primarily on areas amenable to scientific and mathematical inquiry as this 
is more likely to be beneficial for the types of investigations and research found in 
M.Sc. and Ph.D. work. Digital forensics does have an intersection with what may be 
called conventional forensics in that the underlying physics of information processing 
devices rather than the logical abstractions formed by computer science and 
engineering may determine whether evidence can be collected and, if so, how reliable 
the data captured is to be considered. Beyond these foundations, however, 
engineering issues will dominate the accessibility for most types of storage (e.g. 
magnetic, optical, solid-state, and in some cases also considering volatile storage sub-
types). 

As noted in [7], it is hardly possible to provide students of digital forensics with a 
solid grounding in all such foundational aspects, and it will be incumbent on students 
wishing to pursue research in this area to acquire the specialized knowledge and skills 
from physics and electrical or computer engineering required. When using the 
abstraction provided as a metric, the issue of extracting, classifying, and visualizing 
the patterns resulting from the data lies at the other end of the spectrum from device 
physics. One is, however, confronted with a similarly large area of research as in the 
case of the physical sciences, and most research involving these areas is more likely 
to be applied or derivative in nature, although there is clearly considerable room for 
using domain-specific knowledge to enhance general techniques and approaches. One 
key characteristic of both individual data items and particularly of any hypotheses and 
chains of evidence is verifiability, which should become more significant as the field 
matures from relying on individual expert opinion to objective standards. This 
requires a rigor and change of emphasis compared to the typical approaches found in 
information security where the existence of a certain false-positive rate is accepted 
based on the assumption that analysts will discard such indicators in subsequent steps 
(e.g. in case of anomaly-based pattern matching and classification used in intrusion 
detection). Given both the potential adverse consequences of such a false positive 
match for an individual falsely accused and the likely impact that the detection of a 
false positive has on the credibility of the forensic mechanism and the expert giving 
evidence, this clearly provides an impetus for research into verifiable approaches or, 
if that is not feasible in a given area, ones for which error characteristics can be 
determined rigorously. This implies not only a sound understanding of statistics and 
probability as well as of formal models of causality in applying forensic techniques as 
discussed in section 3, but also imposes constraints on the gathering and particularly 
on the processing of evidence in such a way that any probabilistic aspects and errors 
are well understood. This specific aspect of digital forensics is made particularly 
relevant by the volumes of data which may need to be subjected to analysis and 
reconstruction both in compliance processes and in discovery or court cases. 

Moreover, the combination of potentially large volumes of data to be considered 
and the need to present the resulting evidence, hypotheses, and chains of reasoning to 
non-experts in such a way that challenges can still be met rigorously also presents a 
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number of challenges, beginning with requiring an understanding of the human 
perceptual system and particularly of the limitations of intuitive reasoning that may 
bias the perception of evidence by non-experts. In addition — as will also be 
discussed in section 3 — the pervasive character of information processing systems in 
all aspects of life also has implications for the potential sources of data and evidence. 
While traditional information security is often limited to easily accessible and 
commonly used environments, forensics must consider a large number of 
unconventional devices such as embedded systems as data sources. Many such 
embedded systems will be quite limited in their scope and ability, potentially 
requiring the fusion of a number of data sources to obtain the evidence or accuracy 
desired. This, however, requires that the individual sources and evidential data be 
interlinked, which will often be possible only in conjunction with explicit models of 
an overall system or the external (physical) environment, e.g. in case of vehicular 
systems. Such models are not necessarily part of either the curriculum or research 
agenda in information security or, beyond this, computer science and applied 
mathematics. and hence require a solid grounding in the physical sciences beyond the 
immediate needs of gathering the evidence from digital systems themselves 
mentioned above. In delineating digital forensics one must also consider the more 
general case of computational forensics or forensic information technology [8], which 
is more general in nature and employs computational approaches in support of 
forensic investigations such as hypothesis generation and validation. However, given 
that in this case the bounds of the field are determined more by the application area 
rather than inherent in the field itself, we consider only the immediate intersection 
with digital forensics proper as relevant for curriculum development. 

3 Unique Subjects in Forensics and Limitations 

The preceding section has raised the issues of which subject areas are to be part of a 
curriculum for graduate and postgraduate studies in digital forensics, which are not 
studied in sufficient depth in computer science and (applied) mathematics curricula 
[9, 10]. In the following, we therefore describe both supporting curricular elements 
and those of more immediate significance to applications and research, driven in part 
by the results from the CISSE 2008 report by Nance et al. [1]. As noted by several 
authors including [7], the most universal supporting modules are indubitably statistics 
and probability theory, which are also a key element in general forensic science [11]. 
However, given the requirements outlined above, both practitioners and researchers in 
digital forensics will typically require a more solid grounding in the creation of 
models of causality and the limitations of inference models based on incomplete and 
uncertain information. 

[12]. Further, more generally applicable courses and modules will typically 
encompass the areas of pattern classification, recognition, and matching as well as 
machine learning and visualization. All of these, together with the often highly 
optimized algorithms and data structures used will, however, require considerable 
background in these areas of computer science. Beyond this, however, digital 
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forensics proper requires familiarity with several aspects of information systems, 
which are not commonly taught in computer science and engineering or even 
information security programs. Even in case of conventional computer systems and 
network systems, the need to cover broad concepts typically results in only an abstract 
coverage of the principles of operation of digital systems, operating systems, and the 
interaction of components ranging from storage to peripheral and network 
subsystems. Moreover, the same desire for abstraction often results in oversimplified 
models that, while applicable at some point, have long since been superseded; 
students of digital forensics must, however, typically be familiar with specific 
implementation characteristics and thus have at least a conceptual framework for 
studying these rapidly changing models and systems. 

Moreover, as noted in section 2, this also extends to information processing and 
communication systems found in embedded systems that are likely to gain increasing 
importance as sources of evidence, which not only present different operating 
environments and constraints (e.g. real-time as well as computational and memory) 
but also a diversity of capabilities ranging from radio-frequency identification tags via 
sensors to the rich capabilities of smart phones and vehicular systems. Moreover, such 
environments also interact with sensors and the physical environment, requiring 
further consideration. Beyond these topics, however, a review of research activities in 
digital forensics does not allow the conclusive specification of a set syllabus for 
courses or even an entire degree program; while areas such as host and network 
forensics including malicious software mechanisms to be used both for exfiltration of 
forensic data and as attack mechanisms to be discovered are uncontroversial, neither 
the depth of coverage nor the systems to be covered are defined clearly. Similarly, 
while a background in cryptology and particularly cryptanalysis along with ancillary 
areas such as steganography and steganalysis are highly desirable, they will 
necessarily be limited in scope. We therefore find it inevitable to structure modules 
and curricula in such a way that foundational courses described above together with 
surveys of these topics are augmented by directed individual studies in support of 
students’ research activities. 

Finally, another area specific to digital forensics — although similar issues also 
arise in a more general information security context — is clearly the legal domain. 
However, this is problematic particularly for highly international programs in that 
despite recent efforts at harmonization e.g. within the European Union and the EEA, 
legal systems as well as procedures for gathering, processing, and presenting evidence 
are substantially different. As with the areas discussed above, it may therefore be 
more efficient to provide an overview of the legal frameworks in multiple countries, 
leaving specialization to subsequent individual study rather than focusing exclusively 
on a single one; this rationale is particularly supported by the observation that not 
only is research in digital forensics an inherently international endeavor, but also that 
even practitioners are more than likely to be confronted with multinational 
environments whether in criminal proceedings or particularly in compliance or 
discovery procedures. 
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4 Enabling Forensics 

Much as research on intrusion detection and prevention suffers from the limited 
scope, volume, and trustworthiness of sensor data, digital forensics is often 
confronted with sources of evidential data that are barely fit for purpose, incomplete, 
and of questionable reliability [13]. One area of research that holds considerable 
promise is therefore the development of new or retrofitted systems providing reliable 
records suitable for use as evidence, and in many cases, these requirements are 
paralleled by those for auditing found in other areas. However, while auditing is 
mostly concerned with linking events to authenticated entities for attribution, this is 
insufficient for forensics purposes as it is frequently not an individual event but rather 
a sequence of events, potentially originating with multiple event sources, not all of 
which are attributable or at least have differentiated degrees of confidence in 
attribution. This not only requires research on the derivation of appropriate metrics 
and their efficient incorporation into evidential data but also further consideration on 
preservation mechanisms for such data in the presence of tampering and compromise 
on one hand and, moreover, approaches to linking individual items into a more 
comprehensive and coherent whole, often also based on a distributed system lacking a 
common time base. Thus, in addition to the subjects noted in section 3, research in 
this area will typically require familiarity with the relevant abstractions from 
mathematics and computer science such as for distributed algorithms and 
cryptographic primitives, e.g. for secure multiparty computation, frequently already 
found in more general information security curricula, but applied to the rather 
different models of correctness, trust, and reliability than that more commonly found 
in theoretical computer science and particularly in cryptography.  

5 Conclusions 

Digital forensics is enjoying considerable popularity as a subject of studies 
particularly at the undergraduate level owing in no small part to positive employment 
prospects together with positive connotation derived from media exposure. At the 
graduate and postgraduate levels, however, the emphasis of degree programs tends to 
still favor the application of forensics over the generation of new knowledge, also 
reflecting that the research agenda is still largely driven by practitioners. While the 
breadth of the subject area is clearly daunting, we strongly suggest that digital 
forensics professionals will, as in other fields of inquiry, not just require the ability to 
apply knowledge but to critically challenge concepts, approaches, and also evidence 
while at the same time being able to obtain, derive, and analyze digital forensic 
evidence in novel and cogent ways. We consider conducting research (either under 
guidance in case of M.Sc. dissertations, or largely independently in case of doctoral 
studies) to be both a proven pathway as well as a necessity given the — steadily 
growing as technology and its applications move on — number of unsolved research 
problems. In this paper we have therefore outlined what may be considered a core 
area of digital forensics, its interrelationship with information security and the broader 
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context of applying computational methods to forensic science and how these can, at 
the graduate and postgraduate levels be best supported using both course modules and 
alternative forms of study with the former of necessity being devoted mainly to 
theoretical underpinnings from mathematics as well as computer science and 
engineering. While some areas overlap with other specializations in the field such as 
general information security, there is still a considerable area of specialization, which 
must be covered. Moreover, we also assume that the focus of a graduate or 
postgraduate program in the field will inherently focus on the understanding of 
existing and development of new forensic techniques and approaches, requiring 
familiarization with tools and their application through other means. Given the 
international nature of the programs considered here, moreover, only limited attention 
is paid to legal considerations that are specific to a particular country or legal 
tradition; we readily acknowledge that this trade-off clearly requires further 
specialization in most cases. Ongoing developments and further research will 
concentrate on the identification of research-driven curriculum development and the 
trade-offs associated with offering a broader spectrum of specialized elective modules 
compared to combining a compulsory core area with guided individual specialization 
at both the M.Sc. and Ph.D. levels. 
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