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Preface  

Preface

IDT (Intelligent Decision Technologies) seeks an interchange of research on intel-
ligent systems and intelligent technologies which enhance or improve decision 
making in industry, government and academia. The focus is interdisciplinary in 
nature, and includes research on all aspects of intelligent decision technologies, 
from fundamental development to the applied system.  

It constitutes a great honor and pleasure for us to publish the works and new re-
search results of scholars from the First KES International Symposium on Intelli-
gent Decision Technologies (KES IDT’09), hosted and organized by University of 
Hyogo in conjunction with KES International (Himeji, Japan, April, 2009). The 
symposium was concerned with theory, design, development, implementation, 
testing and evaluation of intelligent decision systems. Its topics included intelli-
gent agents, fuzzy logic, multi-agent systems, artificial neural networks, genetic 
algorithms, expert systems, intelligent decision making support systems, informa-
tion retrieval systems, geographic information systems, and knowledge manage-
ment systems. These technologies have the potential to support decision making in 
many areas of management, international business, finance, accounting, market-
ing, healthcare, military applications, production, networks, traffic management, 
crisis response, and human interfaces. 

In addition to this preface, this book contains 62 chapters, each based on a pa-
per selected from a large number submitted for consideration for the symposium, 
from various countries from all over the world.  Each paper was peer reviewed by 
at least two independent referees.  The best were finally accepted based on the 
recommendations of the reviewers, in some cases after required revisions had been 
undertaken by the authors.  

The book is organized as follows. Chapters 1 – 15 are devoted to Engineering 
of IDTs for Knowledge Management Systems, ; Chapters 16 and 17 are devoted to 
Intelligent Data Processing Techniques for Decision Making, ; Chapters 18, 19, 
20, 21, 22, 23, 24 and 60 are devoted to Decision Making in a Dynamic Environ-
ments, ; Chapters 25 and 26 are devoted to Decision and Health, Chapters 27, 28, 
29, 30 and 31 are devoted to Foundations and Applications of Intelligent Sys-
tems, ; Chapters 32, 33, 34 and 35 are devoted to Non-Classical Logics for Intelli-
gent Decision Technologies, ; Chapters 36, 37, 38, 39 and 40 are devoted to 
Knowledge - Based Interface Systems, ; Chapters 41, 42 and 43 are devoted to 
IDT Based Anomaly Detection, ; Chapters 44, 45, 46, 47, 48 and 49 are devoted to 
Knowledge-Based Software Engineering and Medical Decision Support Sys-
tems, ; Chapters 50, 51, 52, 53 and 54 are devoted to Rough Sets and Decision 
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Making, ; Chapters 55, 56, 57, 58, 59, 61 and 62 are devoted to Decision Making 
in a Changing Financial and Social Environment. 

We wish to express our sincere gratitude to the plenary speakers, invited ses-
sion chairs, delegates from all over the world, the authors of various chapters and 
reviewers for their marvelous contributions. For their sponsorship with the sympo-
sium, we express our great thanks to Himeji City and Himeji Convention Bureau. 
We would like to express our sincere thanks to Mr. Peter Cushion of KES Interna-
tional for his help with organizational issues. We would also like to express our 
special thanks to all of the Springer-Verlag editorial team members for their edito-
rial support. Last, we would like to express our gratitude to the Local Organizing 
Committee and students at University of Hyogo for their assist.  

We hope and believe that this volume will contribute to ideas for novel research 
and the advanced in the work of researchers, practitioners, professors and research 
students who are interested in knowledge-based and intelligent engineering  
systems. 

Kazumi Nakamatsu 
Gloria Phillips-Wren 

Lakhmi C. Jain 
Robert J. Howlett 
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Neural Network Inputs Selection for Breast 
Cancer Cells Classification 

Harsa Amylia Mat Sakim1, Nuryanti Mohd. Salleh, and Nor Hayati Othman3 

H.A.M. Sakim et al. 

Abstract.   Neural networks have been employed in many medical applications 
including breast cancer classification. Innovation in diagnostic features of tumours 
may play a central role in development of new treatment methods for earliest stage 
of breast cancer detection. Feature selection of neural network inputs is important 
for an accurate diagnosis application. Therefore, this study proposes elimination 
method for inputs feature selection of neural network to classify breast cancer 
cells. Morphological features were used as the inputs to several neural networks. 
The elimination method was employed on Hybrid Multilayer Perceptron (HMLP) 
network to investigate the diagnostic capability of features in combination and in-
dividually. Based on network performance resulted, the method was found practi-
cal for neural network inputs selection. Training the network with combination of 
dominant morphological features increased diagnosis capabilities and gave highest 
accuracy of 96%. 

1   Introduction 

Neural network methods which have become popular in medical applications  
have enabled diagnosis of breast cancer cells to be automated. Moreover, the abil-
ity of some of the methods has also been reported to be more accurate as com-
pared to conventional method. Feature selection is crucial to achieve an accurate 
diagnosis. The diagnostic feature selection for neural network inputs is the process 
of finding a subset of dominant features from a larger set of overall acquired fea-
tures. The selection is according to some predefined criteria, such as classification 
performance or class separability. During selection, redundant or irrelevant fea-
tures will be removed from database. The proper method of selection may assist in 
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increasing the speed of the learning algorithm, thus reduce running time of system. 
This has led to development of a variety of techniques for selecting an optimal 
subset of features from a larger set of possible features.  

In this paper, the elimination method is proposed for the feature selection of 
neural network inputs in breast cancer cells classification. The selection is based 
on morphological features acquired from fine needle aspirated (FNA) cells of 
breast cancer. In this method, the impact of individual and combination of the fea-
ture is evaluated to determine the best subset of neural networks inputs. 

2   Some Related Works 

There has been a number of published works on feature selection methods. In re-
cent discoveries, several algorithms have been applied for feature selection me-
thod to improve network classification accuracy. Redondo and Espinosa [10] have 
reviewed and compared feature selection procedures that were based on the analy-
sis of trained multilayer feed-forward network.  

Another research regarding the feature selection method using feed-forward 
neural networks was presented by Onnia et. al. [15]. In the paper, the network in-
puts selection are selected and added to the input layer based on the highest classi-
fication accuracy of the test data. The advantage of this feature selection algorithm 
is that it can be used together with other classifier. According to the experimental 
results, most of the classification of Monks problems with selected features gave 
the highest test set average accuracy of 100%. While almost over than 96% of av-
erage accuracy were achieved from the test data sets of real-world problems.    

The feature selection method for artificial neural network inputs also can be 
considered by using genetic algorithms (GA). Researchers from Duke University, 
Durham [5] claimed that genetic algorithm is well-known and effective choice for 
feature selection in computer-aided diagnosis (CAD) applications. However, GA 
algorithms are computationally very demanding as the number of available fea-
tures increases. Thus, in the research, information of theoretic approach for feature 
selection in CAD was investigated based on the mutual information (MI) concept. 
This MI concept focuses only on the linear relationships of variables to select the 
optimal subset of features. Based on the analysis results, the MI concept was 
shown as a promising feature selection criterion for nonlinear CAD models.    

Previous discoveries have reported the successful implementation of feature 
selection methods for network inputs in medical applications. Tsymbal et. al. [2] 
had made comparison from four different search strategies for ensemble feature 
selection in medical diagnostics with a focus on the problems of the classification 
of acute abdominal pain. A research conducted by Hanczar et. al. [3] developed 
feature selection methods to classify lung cancer and leukemia data sets. The me-
thods for cancer classification were applied based on combination of direct statis-
tical gene selection method and ProGene reduction method. Both of the combina-
tion of feature selection methods gave potential results in classifying 
adenocarcinoma from gene expressions. Another method analyzing microarray 
data was using redundancy based feature selection which was reported by Yu and 
Liu [18].     
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Several approaches of feature selection methods have been employed in breast 
cancer diagnosis. In a research by Ghosh et. al. [12], a modular framework method 
was implemented for multi category feature classification in digital mammogra-
phy. The canonical genetic algorithm based on modular feature selection approach 
was combined with Multilayer Perceptron (MLP) network and compared with 
general selection method. It was reported that the total number of feature selected 
by modular selection model is less than general selection model. Thus, the modu-
lar neural network runs almost 1.5 faster than general model. An overall test clas-
sification accuracy of 86.66% was achieved.         

Abbass [1] introduced an evolutionary multi-objective approach for feature se-
lection. The approach was based on pareto differential evolution algorithm which 
was named as memetic pareto artificial neural network (MPANN). Evolutionary 
algorithm was argued to be a better candidate and more efficient than genetic al-
gorithms for evolving neural networks [17].      

Recent studies have emphasized the usefulness of morphological features in 
automated breast cancer detection. Miscellaneous types of morphological features 
selection had been used for classification of breast cancer cells [6, 14, 16]. A re-
search carried out by Tozaki et. al. [13] combined morphological features and  
kinetic information such as visual washout. The combination was very useful in 
differentiating between benign and malignant lesions of high-spatial-resolution 
MR imaging of focal breast masses.     

This paper is an extension of preliminary study of features selection method 
for neural network inputs in breast cancer classification. The basic idea is to pro-
pose an elimination method as another practical technique in selecting the best 
feature subset for neural network inputs application.  

3   Input Features 

A clinical dataset of 804 cases has been provided by the Pathology Department, 
School of Medical Sciences, USM, Kubang Kerian, Kelantan, Malaysia. The data 
employed for this study was extracted from FNA smears of breast cell. The stan-
dard Papanicolou staining method as described by Bancroft and Stevens [4] was 
implemented to the smears before the cell images were viewed using Leica Qwin 
Image Analyser software (Leica, Cambridge, United Kingdom). The software 
was hosted by a computer which was attached to a digital microscope. The 
smears were generally viewed to identify its overall picture and its relative posi-
tion was noted when a region of interest was identified. Magnification was fixed 
at x40 and constant light source was set before measurements were taken. Then, 
calculations were made on all smear slides. Only one experienced cytotechnolo-
gist was involved in capturing the images. This is to eliminate variations in visual 
subjectivity. 

In this study, five morphological features were acquired for evaluation. The 
features chosen were those suggested by pathologists who are involved in breast 
cancer management. They are based on diagnostic features commonly looked for 
during diagnostic procedures. The features were Cellularity of Cells, Cells in 
Cluster, Cells in Discrete, Xlength and Ylength. Cellularity or cell density is a 
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measure of distribution of breast cells on a smear. A smear with poor cell yield 
generally indicates normal breast gland tissue. Cellularity has been divided into 
three categories, ranked between 1 (poor density) up to 3 (highly dense). Cells vi-
sualized on a smear could be in clusters (grouped) or in discrete (individually 
placed, separated from other cells). Irregularity in distribution generally indicates 
abnormality. An estimated count of cells in discrete and cells in clusters are in-
cluded as two separate inputs to the neural network. Xlength refers to the shortest 
while Ylength refers to the longest cells visualized. Both measurements were 
made in micrometers (μm).  

Table 1 shows the features proposed as inputs for classification network. Cor-
responding input values were assigned accordingly. Suggested features were a mix 
between continuous and categorical values which were standardized according to 
respective categories. 

4   Methodology 

In this work, a preliminary investigation on several network types has been carried 
out to obtain the optimum network architecture for classifying breast cancer cells. 
The morphological features data were applied to six types of neural network and 
their performance compared. The trained networks were Multilayer Perceptron 
(MLP), Multilayer Perceptron Sigmoid (MLPSig), Hybrid Multilayer Perceptron 
(HMLP), Radial Basis Function (RBF), Hybrid Radial Basis Function (HRBF) [7] 
and Self-Organizing Maps (SOM). 

Table 1 Proposed features 

Input Marker Categories Neural Network Inputs 

High 3 

Moderate 2 Cellularity 

Poor 1 

>100 3 

50-100 2 Cells in Discrete 

<50 1 

>51 4 

31-50 3 

10-30 2 
Cells in Cluster 

<10 1 

X Length Mean of shortest length of cells in µm 

Y Length Mean of longest length of cells in µm 

Malignant 1 
Output 

Benign 0 
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Different network types have different optimum structure for solving a prob-
lem. To avoid complex network architecture and assure better run-time perform-
ance, each network was constructed based on standard network architecture. 
Therefore, the neural networks established consisted of three layers that were in-
put, hidden and output layer. Only one hidden layer was employed for all network 
types. The output layer has only one node, which corresponds to classification of 
breast cancer cells. The network’s output was graded to range from 0 to 1 and de-
termined due to cut-off point of 0.5. A of high output (≥0.5) is considered to indi-
cate malignancy, while a low output (<0.5) indicates benignity. The input layer 
has five nodes, which corresponds to the five morphological features under study. 

Corresponding diagnostic results given by pathologist were assigned to 1 for 
malignant and 0 for benign. The actual output of neural network is compared to 
these values (0s and 1s) for comparative measurements. The number of training 
epochs and nodes in the hidden layer needs to be investigated to find the optimum 
network structure. Therefore, the trial and error method was carried out. 

In general, each network type was initially trained with a fixed hidden node 
while the epoch was varied. Then, training and testing were repeated for increasing 
numbers of hidden nodes. Determining the optimum number of hidden nodes is 
crucial. In the literature, there is no specific rule on determining the number of 
nodes in the hidden layer. A network with a small number of hidden nodes will not 
have enough capability to represent the input-output mapping. While a network 
with a large number of hidden nodes may lead to overfitting where the network 
simply memorizes the training data [8, 9]. Nevertheless, in a work by Choong et al. 
[11] to predict recurrence of patients with node positive, a neural network with the 
least number of layers and nodes was defined as the optimum network.  

Each of the 804 FNA samples was considered as individual cases. There were 
538 (67%) benign and 266 (33%) malignant cases. For preliminary investigation 
of the suitable network type, the cases were randomly selected and grouped into 
two data sets. The first set was further partitioned into two subsets. The first subset 
was used for estimation of the network parameters (network training) while the 
second subset was used for evaluation of the performance of the model (network 
testing). In other words, the training and testing data sets were used to assess the 
performance of various candidate model structures. The second set is to validate 
(network validating) the resulting of the best network type for breast cells classifi-
cation. When the network with best performing parameter values has been chosen, 
its generalization capability is assessed using the validating set. Division of the  
 

Table 2 Division of data for preliminary investigation 

Total Cases = 804 

Data Set Training Testing Validating 

Benign 352 93 93 

Malignant 152 57 57 

Total 504 150 150 
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data sets is given in Table 2. In the training set, there are 152 (30%) malignant 
cases and 352 (70%) benign cases. In both the testing and validating sets, each has 
57 (38%) malignant cases and 93 (62%) benign cases. 

The best networks’ architecture was determined based on results on testing set 
in terms of: 

1. Classification accuracy, false positive, false negative, sensitivity and specificity 
percentage.  

2. Mean Squared Error (MSE) nearest or equal to 0. For ease of comparison, the 
values of MSE were quoted in the unit of decibel (dB). 

The optimum neural network architecture (and network type) identified is then 
validated and employed to investigate classification capabilities of features using 
the stepwise elimination method. Individual and various combinations of breast 
features were applied to the network to produce classification results. The process 
of finding subset of features using the stepwise elimination method is shown in 
Figure 1. During this process, all 804 data were employed. 

 

Fig. 1 Block diagram of stepwise elimination method 

5   Experimental Results and Discussion 

Results from preliminary investigation are tabulated in Table 3. The table included 
the best number of hidden node (HN) and epoch for each type of network investi-
gated. It can be seen from the table that all the networks investigated were able to 
give more than 90% training and testing data accuracy except for SOM network, 
which achieved 84% for testing data accuracy. During training, HMLP network 
performed the best with classification accuracy of 96% and MSE of -30.81dB. 
During testing, the highest accuracy was 99% with least MSE of -36.66dB. 

Based on this result, HMLP network was presented with the validating data set. 
HMLP network was able to give 96% accuracy, 91% sensitivity, 99% specificity, 
1% false positive and 9% false negative. This shows that HMLP network is capa-
ble of classifying the breast cancer cells. Figure 2 illustrates the output of optimum 
structured HMLP network as compared to actual diagnosis of patients in the vali-
dating data set. 
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Table 3 Performance of all networks trained using morphological features 

Training Testing Network 

Type 
No. of 

HN 
No.of  

Epoch MSE (-dB) ACC (%) MSE (-dB) ACC (%) 

MLP 10 11 27.43 94 33.35 98 

MLPSig 8 6 29.26 95 34.21 98 

HMLP 7 6 30.81 96 36.66 99 

RBF 7 4 23.23 94 26.42 98 

HRBF 13 2 27.84 94 32.58 98 

SOM 10 50 14.09 92 12.05 84 

 
Fig. 2 Actual and neural network 
output of patients in the validating 
data set 

 

The elimination method was employed on HMLP network with 7 hidden nodes 
and trained using 6 epochs. When the input features were omitted one at a time, 
the classification results are as shown in Table 4. FP%, FN%, SN%, SP% and 
ACC% are percentage of False Positive, False Negative, Sensitivity, Specificity 
and Accuracy respectively. From Table 4, some observations could be made. They 
were: 

1. The network specificity and accuracy reduced the most when Ylength was 
omitted (using all features but Ylength). The increased in MSE and false posi-
tive percentage are too large. The network cannot identify benign cases cor-
rectly. Ylength is considered an important diagnostic feature. 

2. Omitting Xlength affects the classification such that only benign cases were 
correctly identified. The network cannot detect any of malignant cases (100% 
false negative), thus reducing overall accuracy. The MSE was increased the 
most. 

3. Omitting Cluster enabled the network to identify all malignant cases. However, 
there was a reduction in benign cases identified, thus reducing overall accuracy. 

4. Omitting Discrete has positive effect on sensitivity but negative effect on speci-
ficity. The overall accuracy was not affected. Discrete can be considered com-
paratively, not to be a significant feature. However, MSE was increased. The 
feature Discrete may be useful for difficult cases. 
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Table 4 Results of classification when input features were omitted one at a time 

Input Nodes FP (%) FN (%) SN (%) SP (%) ACC (%) Final MSE (-dB) 

All features included 3 6 94 97 96 29.52 

Cellularity omitted 3 18 82 97 92 23.9 

Cluster omitted 26 0 100 74 83 18.31 

Discrete omitted 4 3 97 96 96 28.13 

Xlength omitted 0 100 0 100 67 3.94 

Ylength omitted 93 3 97 7 37 9.42 

Table 5 Results of classification when using combination of input features 

Input Nodes FP (%) FN (%) SN (%) SP (%) ACC (%) Final MSE (-dB) 

3 Input Nodes 

Cell,Clust&Discrete 0 100 0 100 67 7.80 

Cell,Clust & XL 85 4 96 15 42 10.80 

Cell,Clust & YL 0 100 0 100 67 4.95 

Cell,Discrete & XL 96 3 97 4 35 8.58 

Cell,Discrete & YL 0 100 0 100 67 6.73 

Cell,XL&YL 34 0 100 66 77 16.18 

Clust,Discrete &XL 47 3 97 53 67 14.43 

Clust,Discrete &YL 26 100 0 74 50 -0.63 

Clust,XL&YL 3 13 87 97 94 24.35 

Discrete,XL&YL 22 2 98 78 85 19.08 

2 Input Nodes 

Cell & Clust 0 100 0 100 67 8.15 

Cell & Discrete 0 100 0 100 67 8.26 

Cell & XL 92 4 96 8 37 9.00 

Cell & YL 0 100 0 100 67 7.39 

Clust & Discrete 0 100 0 100 67 6.58 

Clust & XL 42 3 97 58 71 14.73 

Clust & YL 26 100 0 74 49 -0.07 

Discrete & XL 60 3 97 40 59 13.52 

Discrete & YL 16 100 0 84 56 1.44 

XL & YL 36 0 100 64 76 16.41 

Cell=Cellularity, Clust=Cluster, XL=Xlength, YL=Ylength. 

Various combinations of input markers were then presented to the HMLP net-
work. The classification results on all the data are as shown in Table 5. Applying 
single input at a time to HMLP network gave classification results as shown in 
Table 6. Some observations made were: 
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1. Combination of the features Xlength and Ylength improved classification accu-
racy. The network achieved 100% sensitivity and no false negative presented. 
All malignant cases were correctly identified. 

2. Combination of the features Cluster, Xlength and Ylength were able to cor-
rectly classify most of the patients. Compared to network with Xlength and 
Ylength only, more benign cases were correctly identified, although some ma-
lignant cases were missed. 

3. Network with combination of Discrete, Xlength and Ylength was able to iden-
tify many of the malignant cases. However, many benign cases were missed, 
thus reducing overall accuracy. 

4. Combination of Cellularity and Xlength was identified to be the lowest classifi-
cation accuracy for two input nodes category. While combination of Cellular-
ity, Discrete and Xlength was identified to be the lowest classification accuracy 
for three input nodes category. However, both of the combinations were more 
sensitive towards malignant cases than benign cases. 

5. The feature Xlength on its own has positive effect on sensitivity and negative 
effect on specificity. Combination of this feature with others is important to de-
tect malignancy. 

6. Single input application for instance Cellularity, Cluster, Discrete or Ylength, 
was not sensitive towards malignant cases (only identified benign cases). 

Table 6 Results of classification when using one feature at a time 

Input Nodes FP (%) FN (%) SN (%) SP (%) ACC (%) Final MSE (-dB) 

Cellularity only 0 100 0 100 67 9.05 

Cluster only 0 100 0 100 67 6.13 

Discrete only  0 100 0 100 67 7.02 

Xlength only 53 3 97 47 63 13.87 

Ylength only 0 100 0 100 67 2.17 

6   Conclusion 

Feature selection methods play a significant role for solving network classification 
problems. Proper neural network inputs selection could improve the performance 
of the diagnostic network. In this study, an elimination method was proposed and 
applied to the morphological features selection for breast cancer cells classifica-
tion. In the method, various combinations of input features are presented to the 
neural network. Through this way, individual or combination of features for clas-
sification could be evaluated. Moreover, this feature selection method also enables 
to investigate the impact of features either individually or in combination with 
other features that are being considered. 

The feature selection method began with classifying the breast cells from the 
total combination of acquired morphological features. Then, the feature was omit-
ted or eliminated one by one from the previous combination until only a single 
feature was classified. 
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This study demonstrated that the elimination method is practical for neural 
network inputs selection. 

7   Future Works 

The stepwise elimination method may be useful in development of an expert sys-
tem. The method may also be extended to investigation of optimum number of 
hidden nodes. 
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Cognitive Information Systems for Medical 
Pattern Analysis and Diagnosis Support 
Technologies 
Cognitive Information Systems for Medical Pattern Analysis  

Lidia Ogiela1, Ryszard Tadeusiewicz, and Marek R. Ogiela2 

L. Ogiela et al. 

Abstract. This publication presents a new concept of the intelligent analysis and 
interpretation of image-type data. The concept presented is based on a cognitive-
semantic model of data learning and interpreting. The application of this model 
makes it possible to extract significant semantic information from the set of ana-
lysed data in order to understand it. It is also possible to execute the stage of rea-
soning based on the semantic contents of the analysed data. The proposed model 
for the cognitive analysis and interpretation of data is discussed using the example 
of a selected class of cognitive categorisation systems - UBIAS (Understanding 
Based Image Analysis Systems) analysing image-type data. 

Keywords: cognitive informatics, cognitive image analysis, medical pattern inter-
pretation, UBIAS systems. 

1   Introduction 

Information systems designed for the cognitive interpretation of data are based on 
psychological/cognitive subjects of which the cognitive process itself seems to the 
most important. This process is understood as a certain, rarely encountered ability 
of the IT system to acquire information from its surroundings and receive it from 
the outside. The ability itself to acquire and receive information is not enough to 
talk of intelligent cognitive information systems. This is because an important role 
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is played here by information processing, which is a stage in the effective control 
of the entire cognitive system operation. This is why cognitive information sys-
tems are designed not just to acquire information for its subsequent analysis, but 
their main purpose is the in-depth processing and interpretation of information ac-
quired from the outside. What is also of great significance is acquiring information 
from inside the system - information, which is stored in the system but is fre-
quently not directly disclosed. A cognitive data analysis and interpretation system 
can acquire such information using the processes of learning based on data con-
tained in it.  This type of data acquisition is much more complicated and requires 
an additional element in the system - the system learning stage.  

A new class of systems which conduct meaning-based data analysis has been 
distinguished within the entire set of systems that analyse and interpret data. This 
type of systems belongs to the class of cognitive data interpretation and analysis 
systems. What is novel in the presented approach is using the approach of the 
purely human data analysis to system operation. Such a presentation of the prob-
lem is possible if we claim that the human brain is a system for processing, analys-
ing and interpreting any type of data, and is also an exceptional reasoning system. 
This claim makes it possible to build information processing systems based on the 
human cognitive system.  

The key to the presented approach is to show the similarities between the hu-
man reasoning system and an information system designed for executing the 
analysis and reasoning process. Information processing taking place in the human 
brain is described by all operations due to which the stimuli received by the indi-
vidual are transformed, converted, reduced, amplified, stored (e.g. in memory) and 
recalled. The same stages of information (data) processing can be attributed to in-
formation systems, as every one of them can execute the above activities. Informa-
tion systems which can execute these types of jobs based on activities taking place 
in the human brain are referred to as cognitive data analysis systems. If they can 
additionally conduct reasoning based on the semantic contents of the analysed 
data, they belong to the cognitive categorisation system group. Descriptions of this 
system type are presented in publications [8-13]. 

2   The Essence of In-Depth Data Analysis 

Information systems conducting data analysis are currently described in great  
detail in various scientific publications. However, the processes of data analysis it-
self are so widespread that it is impossible to point out a significant difference be-
tween systems of this type. Consequently, it makes sense to approach the data 
analysis problem from a completely different angle: intelligent information sys-
tems should be built based on the cognitive informatics trend which is currently 
being developed [15, 16].  

The essence of the announced scientific approach is to implement processes 
taking place in the human brain for data analysis and interpretation, as a result of 
which it will be possible to extend the entire analysis process to include the se-
mantic reasoning stage.  
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Semantic data analysis is an extremely important type of analysis, as it is based 
on extracting the meaning contained in the analysed data set. The notion of mean-
ing itself is understood as some cognitive information or data representation which 
can define the characteristics, function or the classification of the analysed data. 
The classification is very frequently the classification to a category which defines 
either some fragment of knowledge applied in the system or a type of knowledge 
referred to with certain notions or definitions.  

What is very important in the reasoning process based on the aspects of seman-
tic data analysis is to indicate the meaning/denotation bases for data analysis. This 
type of reasoning makes use of the knowledge possessed by the information  
system, derived from recognised sources (usually experts) and referring to the 
characteristics possessed and functions fulfilled (by the analysed data). We should 
remember that it would be very difficult to build cognitive data analysis systems 
based on meaning/connotation aspects. This type of meaning interpretation and 
reasoning would have to be based on subjective characteristics of the analysed 
data, and this would be quite complicated for information systems.  

The process of in-depth data analysis itself is aimed at extracting information 
from the data set, which information describes that data in a significant way, has a 
major importance in the process of data characterisation, interpreting and analysis, 
and can also unambiguously indicate changes in the process of reasoning and pro-
jecting into the future.  

3   Cognitive Reasoning for Medical Patterns 

Computer understanding and cognitive analysis used in cognitive systems and 
intelligent information systems is very often based on the syntactic approach [0. In 
cognitive systems: 

• it first uses a pre-processing operation usually composed of image coding 
using terminal symbols, shape approximation, as well as some kind of 
filtration or segmentation 

• as a result of executing these stages it is possible to obtain a new image 
representation in the form of hierarchic semantic tree structures and 
subsequent production steps of this representation from the initial grammar 
symbol. 

An intelligent cognitive system distinguishing image data at the stage of pre-
processing must, in the majority of cases, perform image segmentation, identify 
primitive components and determine spatial as well as semantic relations between 
them. An appropriate classification is based on the recognition of whether a given 
representation of the actual image belongs to a class of images generated by 
languages defined by one of the possible number of grammars. Such grammars 
can be considered to belong to sequential, tree and graph grammars while 
recognition with their application is made in the course of a syntactic analysis 
performed by the system. 
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In cognitive systems intelligence understood is built on many levels 
(intelligence levels) determined by three parameters: the computational power and 
the memory capacity of the system, the automatic searching for data and the 
automatic selection of their processing routines when the system is used to find 
solutions to problems which are not completely known at the time the system is 
built, and the quality and quantity of information collected in the system. 

A cognitive method of interpreting disease units and pathological lesions forms 
the main element of a correctly functioning IT system supporting medical image 
diagnostics. Further down, such an interpretation of changes occurring in foot 
bone pathologies will be presented.  

4   Cognitive Interpretation Systems for Image Analysis 

Cognitive data analysis systems are very often used for the meaning-based inter-
pretation and analysis of image-type data. Medical images, due to their great vari-
ety, provide a very practical approach to the subject of cognitive system operation. 
However, as it is difficult to unambiguously indicate patterns which define se-
lected lesions observed in various types of medical images, this type of data gives 
us very interesting experience with cognitive processes conducted by information 
systems. 

Such difficulties and at the same time challenges mean that the constantly de-
veloped subject of cognitive data analysis yields new results and solutions. A class 
of cognitive categorisation systems, called UBIAS (Understanding Based Image 
Analysis Systems), has been developed for the cognitive analysis and interpretation 
of data which uses semantic data interpretation. 

Cognitive data analysis systems have been used for analysing and interpreting 
medical data showing various types of pathologies and lesions of various organs. 
The most important of those were lesions in the central nervous system, wrist bone 
deformations, fractures of long bones as well as foot bone deformations. 

The essence of this type of analysis is to extract medical content concerning the 
lesions present from the analysed image, which content is then subjected to analy-
sis, interpreting, diagnostics, understanding and reasoning. Medical images very 
often contain various types of information noise, i.e. diverse interference that can 
impact the correct understanding and interpretation of the image. In addition, they 
contain a whole range of various medical information, which may not be signifi-
cant in the process of the semantic analysis conducted. And so a medical image - 
an X-ray - may show not just the organ examined for the presence of a given  
lesion, but also a wider picture containing organs which are not subjected to se-
mantic analysis. Obviously, from the point of view of the cognitive process itself, 
such an image is much more interesting than the classical presentation of the or-
gan examined.  

Semantic analysis conducted by cognitive systems is based on a linguistic  
apparatus very rich in meaning reasoning and meaning interpretation rules. This 
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linguistic apparatus is usually contained in the appropriate grammar proposed for 
the analysis jobs (tree, sequential or graph) [14].  

Cognitive categorisation systems for analysing images of the central nervous 
system and long bone fractures use a sequential grammar, while the grammar ap-
propriate for analysing images showing wrist and foot bone deformations is a 
graph grammar. The right selection of grammatical methods depends on the type 
of organ analysed, its properties and characteristic features.  

The main element of a correctly working information system to support medi-
cal image diagnostics is the development of a method for the cognitive analysis of 
disease entities and types of lesions which may appear in the case of a specific 
disease entity. 

The cognitive analysis contained in a UBIAS system is aimed at proposing an 
automatic method for the correct interpretation of extremely complex medical im-
ages which are generated by imaging e.g. fragments of long bone fractures, wrist 
bone deformations, foot bone deformations or other lesions in other organs.  

To illustrate the whole versatility of the method presented in this publication, 
below we show selected examples of UBIAS systems performing the automatic 
interpretation of image-type data and its meaning analysis. We have selected two 
medical images for this comparison.  

The first represents UBIAS systems conducting cognitive analysis using se-
quential formalisms for images showing long bone fractures.  

The second represents UBIAS systems conducting cognitive data interpretation 
using graph formalisms to analyse images showing foot bone deformations. Both 
results of the automatic analysis of data and reasoning based on it in UBIAS sys-
tems are shown in Fig. 1. 

 

Fig. 1 Image-type data analysis using UBIAS cognitive systems for the semantic interpreta-
tion of data showing the bone fracture at the stage of hard bone matter formation in the  
case of a long bone fracture, and a fracture of os naviculare in the case of a foot bone  
deformation 

The above figure shows the essence of the data analysis conducted by a UBIAS 
system. As mentioned above, a characteristic feature of the cognitive systems dis-
cussed is the correctly selected linguistic apparatus used to describe the data cor-
rectly. In our case, we have analysed two types from very different groups of 
medical images.  
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The first comprises long bone fractures. In this case, the appropriate sequential 

grammar was entered in the UBIAS system and this grammar supported the  
correct image analysis using defined terminal symbols and specific angle values 
expressed in degrees assigned to them. Figure 1 shows a sequence of individual 
terminals characteristic for the lower and upper edges of a long bone. These se-
quences, expressed in visible forms using a set of productions, are converted into 
semantic information, which for both of them is a statement that the analysed frac-
ture type is a fracture at the stage of hard bone matter generation. Reasoning is 
conducted in a similar way for other types of fractures (transverse, longitudinal, 
spiral, bone during remodelling etc.). 

The stage of image data analysis based on a linguistic description of data pre-
sented using a graph has a different form. This analysis type has been proposed for 
interpreting data in the case of foot bone deformation [8, 9]. The results of the 
analysis conducted for a selected foot bone image are also shown in Fig. 1, where 
a graph characterising the lesion being described is presented for a selected image. 

It is worthwhile to emphasise the versatility of the presented method. Regard-
less of what formalism of the linguistic data description is selected, UBIAS sys-
tems perform the data identification, analysis and reasoning taking into account 
the semantic characteristics of this data. This is because all linguistic description 
formalisms can be used correctly and unambiguously to define and correctly iden-
tify the semantic contents of data. 

5   Conclusion 

The approach to the subject of cognitive data analysis systems presented here is  
illustrated with the semantic analysis of image-type data. The essence of the  
presented approach is to apply human data analysis processes and cognitive/ 
interpretation/ reasoning processes to the operation of systems.  

Systems can be built based on human cognitive and decision-making processes 
only if the system will analyse and interpret data as well as conduct the reasoning 
and projecting stages using the semantic characteristics of data. The semantics of 
data supports their in-depth analysis and becomes the starting point for projecting 
changes that may take place in the future. Consequently, this type of system 
analysis makes it possible to at least partly eliminate errors that may occur in the 
future, which could not be identified in traditional data analysis systems.  

So the characteristic feature which also distinguishes cognitive systems is the 
process of reasoning on the basis of analysed data and the process of projecting 
based on the data analysis conducted. 
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Development of an Intelligent Facial Expression 
Recognizer for Mobile Applications 

Siu-Yeung Cho, Teik-Toe Teoh, and Yok-Yen Nguwi1 

S.-Y. Cho et al. 

Abstract. In the light of fast pace smart phone development, increasing numbers of 
applications are being developed to cater for portability. A real-time facial expres-
sion recognition application is develop that was tested in Windows Mobile environ-
ment. The underlying algorithm adopted in this work uses Boosting Naïve Bayesian 
(BNB) approach for recognition. We examine the structure of training data and the 
effect of attributes on the class probabilities through the use of Naïve Bayesian clas-
sifier (NBC). The experiments carried out show that we have achieved the important 
features of mobile application: speed and effi-ciency. This work is believed to be the 
first recorded initiative that de-ploys facial expression recognition into a mobile 
phone. It seeks to pro-vide a launching point for a sound and portable mobile appli-
cation that is capable of recognizing different facial expressions. 

1   Introduction 

To date, facial expression recognition system becomes popular in many applica-
tion domains. It can be applied in, for examples, when a facial expression recogni-
tion system is installed in a robot, it can communicate with human better.  
Robot/Human interaction is gaining focus nowadays. This contributes to the field 
of human computer interaction which will have great impact on the society fol-
lowing the speed advancement of robot. Innovation like household robot which 
can en-courage the owner when he is feeling down, comfort a child when he is 
crying, making a joke when the owner is bored and etc. The same concept can be 
further developed into an intelligent house that understands people’s emotion 
through his face expression and entertain him. On the other hand, another possible 
application can be explored in an intelligent portable device for social communi-
cation. Eight out of ten people in Singapore own a mobile phone, be it a simple 
mobile phone or a high end 3G handheld device. Mobile phone becomes part of 
our lives that most people cannot live without. The development of mobile phone 
                                                           
Siu-Yeung Cho, Teik-Toe Teoh, and Yok-Yen Nguwi 
School of Computer Engineering, 
Nanyang Technological University 
Singapore 639798 
e-mail: davidcho@pmail.ntu.edu.sg 



22 S.-Y. Cho et al.
 

hardware and soft-ware development becomes the hot pies in the commercial 
market. The commonly used smart phones are Windows Mobile Personal Digital 
Assistant (PDA), Black-Berry, Apply iPhone, Palm OS handhelds, Symbian OS 
handhelds and etc. Among the smart handheld devices, Windows Mobile platform 
is the most commonly used one.  

The motivation behind this work is that we aim to develop a sound portable de-
vice that can help autistic children to understand the emotions of surrounding peo-
ple. Emotion is a state of feeling involving thoughts, physiological changes, and 
an outward expression. There are five theories which attempt to understand the 
sequence of processes that we are experiencing when we are feeling a certain type 
of emotion. They are James-Lange theory, Cannon-Bard theory, Lazarus theory, 
Schachter-Singer theory, and Facial Feedback theory [1].  

According to the facial feedback theory [1], emotion is the experience of 
changes in our facial muscles. In other words, when we smile, we experience 
pleasure or happiness. When we frown, we experience sadness. It is the changes in 
our facial muscles that direct our brains and provide the basis for our emotions. As 
there are many possibilities of muscle configurations in our face, there is seem-
ingly unlimited number of emotions. Facial expression recognition is a challeng-
ing task. The challenges of such system are light variation, direction of subject 
face, the quality of image acquisition device, and occlusion problem. Recent re-
search works have been done to contribute in this area, for examples, in [2-5].  

This work attempts to use Naïve Bayes Classifier (NBC) to classify facial emo-
tions. Bayesian classifier is the most popular classifier among the probabilistic 
classifiers used in the machine learning community and is often used for bench-
marking. Naive Bayesian classifier is perhaps one of the simplest yet powerful 
techniques in constructing predictive models from labeled training sets. NBC can 
also provide valuable insights of the training data by exposing the relations be-
tween attribute values and classes. The NBC is robust and often outperform other 
more complex machine learning methods.  

In this paper, we propose an approach to recognize emotion from facial images 
through the use of Boosting Naïve Bayesian (BNB) approach. The observation ob-
tained through the classification process will be discussed. Four classes of facial 
emotion are investigated; they are namely neutral, joy, sad and surprise as shown 
in Fig 1. The focus of this work is to show how the BNB approach can be used to 
segregate the four classes of the facial emotion in a mobile application.  

The paper is organized as follows: Section 2 provides an overview of our pro-
posed system. Section 3 presents the experimental results and analysis. Finally, 
conclusion of this paper is drawn in Section 4. 

 

Fig. 1 Four categories of facial expressions. (a) Neutral, (b) Joy, (c) Sad, and (d) Surprise  
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2   Our System  

In this section, we outline the structure of facial expression recognizer. The pro-
posed model is going to recognize four types of facial expression, namely, neutral, 
joy, sad and surprise. A probabilistic based approach using the Naïve Bayesian 
Boost is adopted to recognize these four types of facial expressions.  

Figure 2 displays the block diagram of the entire system. The system is  
com-posed of three major blocks, the feature locator, the feature extractor, and the 
classifier. The feature locator finds crucial fiducial points for subsequent feature 
ex-traction processing. We adopted Gabor features and Gini extractions which 
will be discussed in the following sub-sections. Finally the meaningful features are 
classified into the corresponding class.  

The fiducial points are located at the eyes, nose, and mouth. The fiducial points 
define the extended feature components. The component-based feature detector 
has two levels, namely, the micro SVM based independent component detector 
and the macro SVM based independent component detector. The micro level uses 
linear SVM based independent component detection. Each component classifier 
was trained on a set of extracted facial components (the 4 key fiducial compo-
nents) and on a set of randomly selected non-face patterns. The macro level uses 
the maximum outputs of the component classifiers within rectangular search re-
gions as inputs to a combination SVM classifier. The macro SVM performs the fi-
nal detection of the face component regions.  

The feature extractor adopted Gabor wavelet feature extraction incorporating 
with Gini-based feature selection. An image is first convoluted with Gabor wave-
let filters so as to extract the facial features. We have chosen 7 orientations and 2 
spatial frequencies; generating a total of 14 Gabor filtered images. The frequency 
selected is from 0.4 to 0.8, whereas the orientations are in the multiples of π/7 
ranging from 0 to π. Gabor wavelet constructed 61 regions of 14 different features 
for each input data. The feature extraction process starts by marking the left eye, 
right eye and mouth positions. With the 854 (61x14) features obtained, we make  

 

 

Fig. 2 The system block diagram  
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use of Gini to shrink down to ten features in which they are the best features to de-
scribe the face. The final stage is the probabilistic-based classification performed 
by the NBC classifier. 

2.1   Gabor Feature Extraction 

Gabor wavelet is a popular choice because of its capability to mimic mammals’ 
visual cortex. The primary cortex of human brain interprets visual signals. It con-
sists of neurons, which respond differently to different stimuli attributes. The re-
ceptive field of cortical cell consists of a central ON region surrounded by 2 OFF 
regions, each region elongated along a preferred orientation [6]. According to 
Jones and Palmer, these receptive fields can be reproduced fairly well using 
Daugman’s Gabor function [7]. There is considerable evidence that the parameter-
ized family of 2-D Gabor filters, proposed by Daugman in 1980, suitably models 
the profile of receptive cells in the primary visual cortex. Gabor filters models the 
properties of spatial localization, orientation selectivity, and spatial frequency se-
lectivity and phase relationship of the receptive cells [8]. 

The Gabor wavelet function can be represented by: 

 
1
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We consider that the receptive field (RF) of each cortical cell consists of a cen-
tral ON region (a region excited by light) surrounded by two lateral OFF regions 
(excited by darkness) [18]. Spatial frequency W  determines the width of the ON 

and OFF regions. 2

x
σ  and 2

y
σ  are spatial variances which establish the dimension 

of the RF in the preferred and non-preferred orientations.  

2.2   Gini Index Feature Reduction and Selection 

Gini Index selects features based on information theories [9, 10]. It measures the 
impurity for a group of labels. Gini Index for a given set s  of points assigned to 

two classes 
1

C  and 
2

C is given below: 
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With ( )|
j

p C s  corresponds to the frequency of class 
j

C  at set S. The maxi-

mum 
1

1
nc

−  occurs when points are equally distributed among all classes, which 

implies less interesting information. On the other hand, the minimum 0.0 occurs 
when all points belong to one class which represents the most interesting informa-
tion. We then sort the n features over different classes of samples in ascending or-
der based on their best Gini index. Low Gini index corresponds to high ranking 
discriminative features. 

2.3   Probabilistic-Based Classification 

A Naive Bayesian (NB) classifier is a simple probabilistic classifier base on Bayes-
ian' theorem with strong (Naive) independence assumptions [11, 12]. The NB clas-
sifiers often work much better in many complex real-world problems. The classifier 
requires only a small amount of training data to estimate the parameters necessary 
for classification. The independence assumption in Naïve Bayesian may lead to 
some unexpected results in the calculation of posteriori probability. The NB classi-
fier has several attractive properties like the decoupling of the class conditional fea-
ture distributions which helps to alleviate problems stemming from the curse of 
dimensionality. The data arrives at the correct classification as long as the correct 
class is more probable than any other class. In overall, the classifier is robust 
enough to ignore serious deficiencies in the underlying Naive probability model.  

 
Boosting Naïve Bayesian Algorithm:  
GINI feature selections:  

1. Assign each training sample with weight=1. 
2. For ten iteration (ten features): 

• Sort features index S. 

• Split S. 

• Break if GINI criterion is satisfied. 
 

BNB classification: 
1. Apply simple Bayesian to weighted data set. 
2. Compute error rate. 
3. Iterate the training examples. 

• Multiply the weight by  
1

e

e−
. 

• Normalize the weight 

4. Add log
1

e

e
−

−
 to weight of class predicted 

5. Return class with highest sum 
 

Fig. 3 The proposed Naïve Bayesian with boosting algorithm  
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The proposed algorithm adopted the Naïve Bayesian with boosting. Each itera-
tion of boosting uses the Gini reduction and selection method and to remove re-
dundant features. The main reason for using boosting NB approach is that the em-
bedded feature selection technique makes the data more suitable for classification. 
The algorithm is summarized as shown in Fig. 3. 

3   Experimental Results and Analysis 

In this section, we will assess the ability of the system to recognize different facial 
expressions. We have adopted the Mind Reading DVD [13], a computer-based 
guide to emotions, developed by a team of psychologists led by Prof. Simon 
Baron-Cohen at the Autism Research Centre, University of Cambridge. The data-
base contains images of approximately 100 subjects. Facial images are of size 
320x240 pixels, 8-bit precision grayscale in PNG format. Subjects’ age ranges 
from 18 to 30. Sixty-five percent were female, 15 percent were African-American, 
and three percent were Asian or Latino. Subjects were instructed by experimenter 
to perform a series of facial displays. Subjects began each display from a neutral 
face. Before performing each display, the experimenter described and modeled the 
desired display. The model recognizes four types of facial expression: neutral, joy, 
sadness and surprise. Twenty images were used for training, 5 images for each 
emotion. 
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Facial Expression Type
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Neutral 76.3% 6.7% 12.0% 6.3%

Joy 5.3% 78.3% 6.7% 10.7%

Sadness 12.0% 4.3% 74.7% 6.7%

Surprise 6.3% 10.7% 6.7% 78.7%

Neutral Joy Sad Surprise

 

 

Fig. 4 Facial Expression Recognition Result of the System  
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The facial expression recognition result is shown in Fig. 4. The confusion ma-
trix is included in the figure as well where the column of the matrix represents the 
instances in a predicted class, in which each row represents the instances in an ac-
tual class. The system correctly recognizes 76.3% of neutral, 78.3% of joy, 74.7% 
of sad and 78.7% of surprise expressions amongst 100 subjects in the database, al-
though some facial expressions do get confused by the wrong class,  however at 
an acceptable range of less than 12%. 

In addition, comparisons with other approaches are necessary for us to investi-
gate how the recognition performance of our approach can be benchmarked with 
others. Table 1 shows the recognition results for facial expression recognition us-
ing T-test, Euclidean, and K-nearest neighbour approaches. Only the average and 
maximum hit rates are included in the table. According to the results in the table, 
our approach achieves the most optimal result. The T-test assesses whether the 
means of different groups are statistically different from each other. K-nearest 
neighbour algorithm is a method for classifying objects based on closest training 
examples in the feature space. These approaches are generally used for bench-
marking. Our approach that combines Gini and Boosting Naïve Bayesian achieves 
average of 75% and highest of 100% outperforms the rest. 

The application is deployed in a Hewlett-Packard’s IPAQ PDA phone with 
Windows Mobile operating system. Fig. 5 shows the screen capture of the system. 
Fig. 5(a) shows the main menu that provides selection for training and testing. The 
training can be done on the smart phone by loading different training images as 
shown in Fig. 4(b). The 4 classes of facial expressions are trained using the GUI 
as shown in Fig. 4(c). Lastly we can load the corresponding image for testing Fig. 
4(d). The average recognition time is about 5 seconds. 

Table 1 Result benchmarking with T-test, Euclidean and KNN approaches 

Feature selection Classifier Average Maximum 

Gini Naïve Bayesian 75% 100% 

Gini Euclidean 63% 83% 

Gini KNN 57% 99% 

T-test Euclidean 59% 69% 

T-test KNN 59% 89% 

T-test Naïve Bayesian 57% 100% 

Euclidean Euclidean 58% 69% 

Euclidean KNN 57% 100% 

Euclidean Naïve Bayesian 53% 99% 
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Fig. 5 Screenshot of facial expression recognizer in PDA. (a) Main menu. (b) Image loader 
(c) Training GUI (d) Test result 

4   Conclusion 

A real-time facial expression recognition system is presented in this paper. The 
system consists of fiduciary points localizer, features extractor, and the classifier. 
The fiduciary points localizer consists of both micro and macro SVM based inde-
pendent component detectors. The feature extractor processes fiduciary points 
with Gabor wavelet convolution and Gini index sorting. The classifier segregates 
the facial expression based on Boosting Naïve Bayesian (BNB) algorithm. 

(a) (b) 

(c) (d) 
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The system is able to recognize four classes of facial expression: neutral, joy 
sad, and surprise. The experimental result shows that Gini indexing to the features 
plays a very important role in recognizing different facial emotion. The experi-
mental result also suggests the combination of Gini and BNB achieves the most 
optimal result. The average hit rate is around 75%. The application is deployed in 
a Hewlett-Packard’s IPAQ PDA phone. Various facial expressions can be trained 
in the smart phones and gets recognition within 5 seconds. 

Currently, we are working on the improvement of the BNB classification in its 
structure and algorithm to obtain better accuracy and reduce the computation time 
for training. We are also looking into further enhance the system to obtain live im-
ages through the built-in camera in smart phones. 
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INTSOM: Gray Image Compression
Using an Intelligent Self-Organizing
Map

Cheng-Fa Tsai and Jiun-Huang Ju

Abstract. The popularity of multimedia on the Internet has created a heavy
load on bandwidth. Consequently, content compression and bandwidth reduc-
tion have become significant topics recently. An appropriate codebook design
is an essential and valuable principle for Vector Quantization (VQ). This
investigation presents a new image compression method called INTSOM,
which relies on Hierarchical Self-Organizing Map (HSOM) and adopts LBG
for speeding up. For a two-layer neural network, INTSOM first employs LBG
to determine the number of first layer neurons, and uses an estimation func-
tion to determine the number of second layer neurons dynamically. A modi-
fied SOM is then performed to compress each sub-map. Experimental results
indicate that INTSOM has better overall capability (time-cost and quality)
than LBG, SOM and HSOM.

Keywords: image compression, vector quantization, LBG, SOM, HSOM.

1 Introduction

The development of information technology in the last few decades has led to
increasing network services and user demands, especially for multimedia. How-
ever, this digital content may raise the need for storage capacity and network
bandwidth. Therefore, data compression is an essential and significant process
for those digital contents due to the smaller data size and transmission.

Image compression schemes can be categorized as lossy or lossless. Lossy
compression approaches decrease redundancy and irrelevancy through a series
of transform in frequency domain to reconstruct the image with the minimum
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of errors. Redundancy reduction eliminates duplication from images, and
irrelevancy reduction removes visually insignificant signals. The quality of
lossy compression methods such as JPEG, JPEG2000, EZW [1] and SPIHT
[2] has been studies. Lossless compression involves compressing an image such
that it can be rebuilt to the original image identically. Lossless compression
methods include PNG, JPEG-LS and LOCO-I [3].

Spatial domain is another model that differs from frequency domain intrin-
sically, and adopts Vector Quantization (VQ) commonly in a lossy compres-
sion. VQ is mainly applied to minimize the number of vectors in the code-
book to approximate the original image. Restated, an image compression is
made by preserving a codebook comprising several representative vectors and
an index-book that records the index-values rather than raw vectors. Some
VQ-based schemes, like LBG, SOM, HSOM and Tsai et al. [4], have been
developed to design a codebook efficiently and appropriately.

LBG (proposed by Linde, Buzo and Gray) is fast and straightforward to
implement, but has inconsistent coding, and is prone to becoming trapped in
local optima. A neural network structure called Self-Organizing Map (SOM)
applied to image compression can attain an excellent result, but it is very
time-consuming. SOM trains the weights of several neurons, which it con-
siders as codebook within specified training times. Since SOM gradually
fine-tunes these neurons to obtain global optima, it is called a full-search
algorithm. Hierarchical Self-Organizing Map (HSOM) has been proposed to
lower the time complexity of SOM. Although HSOM divides the entire com-
pression process into a few stages to simplify the large scale and accelerating
compression, but generally yields slightly worse quality solutions than SOM.

This work presents a two-layer neuron network algorithm called INTSOM,
based on LBG and HSOM. In the first layer, INTSOM adopts LBG to gen-
erate roughly the first layer neurons (the number of these neurons is the
square root of codebook size) that form the representative vectors. In the
second layer, INTSOM utilizes an estimation function to calculate the dis-
tortion degree of each representative vector to derive dynamically the number
of second-layer neurons. Finally, a modified SOM is performed to compress
each sub-map. Experimental results reveal that INTSOM has a higher quality
and lower time-cost with a bigger codebook than other known compression
algorithm.

The remainder of this paper is organized as follows. Section 2 describes
VQ, LBG, SOM, HSOM and objective measures. Section 3 then presents
the proposed algorithm, called INTSOM. Section 4 explains the experiments
and analysis results. Conclusions are finally drawn in Section 5, along with
recommendations for future research.

2 Preliminaries

This section describes in detail the principle of VQ and several VQ-based
algorithms, namely LBG, SOM and HSOM, and presents the pros and cons of
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each of these algorithms. Finally, the measure functions of the image quality
are introduced.

2.1 Vector Quantization

Vector Quantization (VQ), adopts few vectors (codewords) to approximate
the original image, is commonly employed in a lossy compression to preserve
an image with a good quality and few acceptable distortions [5]-[6].

In Fig. 1(a), if two neighboring pixels have similar RGB (a color model
consists of Red, Green and Blue) distributions, then these pixels are classified
into the same group, which has a representative vector C shown in Fig. 1(b).
As listed in Fig. 1(c), the representative vectors of each group then become
the codewords for the codebook.

Fig. 1 The principle of Vector Quantization. (a) The blocked image (b) Codeword
groups of image blocks (c) The codebook consists of n codewords

2.2 LBG

LBG, which was proposed by Linde, Buzo and Gray in 1980 [7], is the best-
known VQ technique for image compression, and is conceptually similar to
the K-means data clustering algorithm. LBG builds a codebook by continu-
ously reassigning codewords until the average distortion is below a specified
threshold (ε). The simple algorithm of LBG means that it can obtain the
codebook promptly. However, the main limitations of LBG are that it may
be apt to get trapped at local optima, or yield an unstable result because of
selecting an initial codebook randomly.

2.3 Self-Organizing Map

Self-Organizing Map (SOM) is an unsupervised neural network algorithm
developed by Kohonen in 1995 [8]-[9]. Applying SOM to image compres-
sion [10], it trains the weights of several neurons, which become the code-
book.Consequently, SOM fine-tunes these neurons very slowly and precisely
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in order to approximate the global optima. Since SOM performs a full-search
to obtain an optimal result, it is very time-consuming.

2.4 Hierarchical SOM

Although SOM has good image compression capability, its time cost is
too high to design a codebook efficiently. Barbalho et al. first presented a
hierarchy-based SOM (HSOM) scheme for image compression [11]. In con-
trast to SOM, HSOM employs a top-down structure to accelerate the conver-
gence. Fig. 2 illustrates the principle of HSOM, which adopts a few neurons
(in layer 1) to obtain the approximate position, and the remaindering neurons
(in layer 2) are assigned to each group.

HSOM has a lower time complexity than SOM, but has two issues when
applied to image compression. First, the number of neurons in each sub-group
is fixed. Therefore, the number of neurons is insufficient to express all vector
distributions appropriately. Second, each sub-group gains its neurons from its
superior neuron, possibly causing those neurons to become trapped at local
optima.

Fig. 2 A 2-layer neural
network structure of
HSOM

2.5 Measure Functions

The variation of a reconstructed image is easy for human to judge. However,
objective measures are stipulated to measure the quality of a reconstructed
image precisely. The Mean Square Error (MSE) and Peak Signal-to-Noise
Ratio (PSNR) are typically used to measure quality efficiently, and are rep-
resented by the following equations:

MSE =
1

M × N

M∑
x=1

N∑
y=1

[i(x, y) − ī(x, y)]2, (1)

where i and ī denote the original and rebuilt pixel values of an image. It
equals to

Codewords∑
g=1

1
GroupSizeg × BlockSize

GroupSizeg∑
n=1

BlockSize∑
d=1

[i(xnd , ynd) − ī(xnd , ynd)]2

(2)
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PSNR = 10 log10
2552

MSE
(3)

The Bits per Pixel (BPP), refers to the number of bit representing each
pixel. The BPP is calculated with Eqn. (4) below, where Codewords de-
notes the codebook size, and BlockSize indicates the dimension size of a
codeword. For example, the BPPs of 16 dimensional images consisting of 1024
and 2048 codewords are 0.625 and 0.6875, respectively.

BPP =
log2 Codewords

BlockSize
(4)

3 The Proposed INTSOM Algorithm

As we discussed earlier, although LBG is fast, it yields unstable clustering
results because it randomly selects the initial codewords. Moreover, although
SOM and HSOM yield excellent result, they are much slower than other
algorithms. Accordingly, this work presents an image compression algorithm
to combine the merits of different algorithms.

This section describes the principle of the proposed image compression
algorithm, namely INTSOM. First, the INTSOM algorithm settles the layer-
1 neurons by “root neuron distribution” where the neurons are determined
using LBG. “sub-group scale estimation” is then adopted to derive the scale
of each group in layer 2. A modified SOM then trains the neurons in the
“neurons training” phase, to fine-tune the neurons of each sub-group. Finally,
“neurons reassigning” is applied to enhance the quality of each sub-group.
The specific implementation of INTSOM has four stages, which are described
as follows:

(1) Root neurons distribution: In this stage, LBG is employed to train
the image with all its vectors to obtain several representative vectors, which
form a rough vector distribution in layer 1. The desired number of repre-
sentative vectors in layer 1 of an image is the square root of the codebook
size. Thus, an image composed of 256 codewords should have 16 vectors in
layer 1.

(2) Sub-group scale estimation: After determining the layer 1 neurons,
INTSOM computes the number of neurons of each sub-group based on a
Total Square Error (TSE) measure as Eqn. (5):

TSE =
GroupSize∑

n=1

BlockSize∑
d=1

[i(xnd
, ynd

) − ī(xnd
, ynd

)]2 (5)

In Fig. 3, the MSE (noted in Eqn. (2)) of group O is given by (L×4)/4/16 =
L/16 and that of group P is (L×8)/8/16 = L/16. Nevertheless, we believe the
degree of distortion of these two groups should be different, since they cannot
both be expressed by only one represented vector (the centered object in each
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Fig. 3 Two 16-
dimensional vector
groups that are with
different degree of distor-
tion. (a) Vector group O
consists of 4 vectors and
the radius is L (b) Vec-
tor group P consists of
8 vectors and the radius
is L

group). Hence, this stage adopts a TSE (observed in Eqn. (5)) function rather
than the original MSE function. In Fig. 3, the TSE of group O is (L×4) = 4L,
and that of group P is (L×8) = 8L. Consequently, group P has a larger TSE
than group O, meaning that group P is assigned more neurons than group
O in order to express vectors as appropriately as possible.

(3) Neurons training: The stopping criterion of a regular SOM is the
fixed training times regardless of the steadiness. Therefore, SOM may spend
an unnecessarily long time training its neurons to obtain an excellent quality.
To accelerate the training process, INTSOM employs a dynamic stopping
criterion like that of LBG. After training all neurons of a group, INTSOM
calculates the current MSE value of that group, and compares it with the
previous MSE value. The stopping criterion of INTSOM is that the variation
of MSE value is below a specified and small threshold (ε). This threshold is
obviously a trade-off between speed and quality. Although INTSOM is far
faster than SOM, its solution quality may be lower. The equation of MSE
variation is given as follows:

ΔD = |MSE(t) − MSE(t − 1)|/MSE(t), (6)

where ΔD represents the variation of MSE; | · | denotes the absolute value
measure, and t indicates the iteration.

(4) Neurons reassigning: The purpose of neuron training is to approxi-
mate all objects by as few neurons as possible. Fig. 4 depicts a trained neural

Fig. 4 A trained neural
network map with an idle
neuron N
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network, where the intersections of lines denote the neurons, and they illus-
trate the approximation of the whole objects. Each neuron represents those
objects that are closest to it. However, probably some idle neurons do not
represent any objects, such as neuron N in Fig. 4.

To overcome this drawback, a reassigning approach is utilized to avoid idle
neurons. For a trained neural network, INTSOM first calculates the numbers
of idle neurons are idle. An LBG clustering operation is then performed on
the raw objects to obtain K clusters, where K indicates the number of the
idle neurons. Eventually, the cores of each cluster are substituted for those
idle neurons. The quality of a reconstructed image is thus reinforced, because
all neurons (codewords) are utilized effectively.

The pseudocode of INTSOM algorithm is given below.

input : Data(Xi), ε, Codebook size

output: Codebook(Clusters)

/*** Root neurons distribution ***/1

rootClusters= LBG(Data, sqrt( Codebook size ));2

/*** Sub-group scale estimation ***/3

for i← 1 to rootClusters size do4

estimate Sub size[i] by Eqn. (5);5

end6

for i← 1 to rootClusters size do7

/*** Neurons training ***/8

while variation[i] > ε do9

SOM(rootClusters[i], Sub size[i]);10

calculate variation[i] by Eqn. (6);11

end12

/*** Neurons reassigning ***/13

find out the idleNeurons in rootClusters[i];14

idleClusters= LBG(rootClusters[i], idleNeurons size);15

for j ← 1 to idleNeurons size do16

replace idleNeurons[j] by idleClusters[j] core;17

end18

end19

Fig. 5 The pseudocode of INTSOM algorithm

4 Experimental Results

To verify the efficiency and quality of INTSOM, a series of 30 independent
runs was undertaken for four well-known images, which are illustrated in Fig.
6. The algorithm was implemented in the Java programming language using
a personal computer with Intel Pentium4 3.2GHz CPU and 1GB RAM. The
images Lena, Airplane, Peppers and Boat were tested at a size of 512×512
pixels and grayscale with 8 bits per pixel (BPP), i.e. 256 levels. The block
size was 4×4, namely 16 dimensions per vector. Significantly, HSOM cannot
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Fig. 6 The 2048-
codebook and 16-
dimensional gray im-
ages reconstructed by
INTSOM. (a) Lena (b)
Airplane (c) Peppers (d)
Boat

Table 1 Comparison of the PSNR (in dB, higher is better) and time-cost (in
second, lower is better) of reconstructed images for the proposed INTSOM and
some existing approaches, and the bold types denote the best results

Codebook Method PSNR Timecost PSNR Timecost PSNR Timecost PSNR Timecost
LBG 29.590 9.91 30.652 15.98 29.681 10.08 29.150 15.00
SOM 29.767 194.06 31.152 199.55 29.886 197.16 29.381 196.71

HSOM N/A N/A N/A N/A N/A N/A N/A N/A
INTSOM 29.171 11.42 30.373 11.83 29.163 13.96 28.566 15.77

LBG 30.479 19.67 31.470 22.41 30.484 17.52 29.957 25.01
SOM 30.780 390.50 32.094 396.06 30.727 392.84 30.343 393.66

HSOM 30.642 67.58 32.150 68.44 30.613 68.95 30.175 67.88
INTSOM 30.265 15.25 31.840 15.92 30.211 18.94 29.760 19.13

LBG 31.286 30.98 32.312 31.16 31.211 25.79 30.766 30.98
SOM 31.603 776.81 33.002 789.05 31.456 793.88 31.225 792.11

HSOM N/A N/A N/A N/A N/A N/A N/A N/A
INTSOM 31.608 20.12 33.104 18.57 31.502 26.13 31.059 26.34

LBG 32.129 45.15 33.291 40.44 31.975 36.82 31.985 36.96
SOM 32.460 1575.06 33.961 1597.33 32.277 1555.05 32.164 1590.68

HSOM 33.022 132.73 34.684 134.65 32.594 142.48 32.475 134.40
INTSOM 33.333 28.72 34.909 28.09 32.729 33.09 32.507 32.58

LBG 33.098 61.06 34.482 57.42 32.948 54.60 32.792 58.17
SOM 33.467 3134.60 35.178 3133.12 33.295 3148.01 33.364 3131.83

HSOM N/A N/A N/A N/A N/A N/A N/A N/A
INTSOM 35.440 39.96 37.157 40.87 34.158 43.25 34.549 44.52

Airplane Boat

256

Image

128

Peppers

512

1024

2048

Lena
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Fig. 7 An integral trend chart for the proposed INTSOM and some existing ap-
proaches

process an image with a codebook size that is not a square number, so its
results were abandoned in some tests, given as N/A (Not Available). The
experimental results are listed below.

As revealed in Table 1, INTSOM has the best compression capability for
images with large codebook sizes. To help understand clearly the performance
of all approaches, the trend charts of PSNR and time-cost for the proposed
INTSOM and some existing approaches are illustrated as follows.
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5 Conclusions

This investigation proposes a superior and efficient grayscale image com-
pression algorithm. The proposed algorithm, named INTSOM, first adopts
LBG to determine the layer 1 neurons, and then employs a modified SOM
to train the dynamic sub-neurons. Finally, a reassigning step is performed
to enhance the quality of the reconstructed image. Interestingly, although
a smaller codebook size yields a higher compression ratio, it is not worth
considering because the resulting quality is too low to preserve the image.
Experimental results depict that the proposed INTSOM performs better and
has a shorter processing time than LBG, SOM and HSOM, particularly with
a large codebook size.
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tract no. NSC 96-2221-E-020-027.
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Learning a Selection Problem of Investment
Projects and Capital Structure through Business
Game

Yasuo Yamashita, Hiroshi Takahashi, and Takao Terano

Abstract. While the importance of financial education increases in recent years,
the technique for deepening an understanding of finance theory is needed. In this
research, we analyize learning method of the finance theory about the investment
project selection and capital structure determination using the business game tech-
nique. As a result of analysis, the participant understood the investment project se-
lection method and interesting phenomena – an understanding progresses about the
method of determining the capital structure which raises capital stock value – were
seen. These results show the effectiveness of the business game technique to study
of finance theory.

1 Introduction

In recent years, as asset management market in Japan is increasing, Japanese asset
management business is developing quickly. In addition to riskless assets, for ex-
ample, cash, on asset management business, it is paid attention to invest to riskier
financial products including an investment fund. In such current to the investment
from the savings, in the asset management business industry, the need for personnel
training is strongly recognized in order to heighten an asset management capabil-
ity. The research [13] which focused on a financial investment theory centering on
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risk return analysis is accomplished in the viewpoint of the personnel training in
asset management business. But, there are not enough researches on learning of a
finance theory. From a money manager’s position, it is hard to notice the problem
from a business administrator’s view because money managers analyze corporate
management from the view with security analysis, such as stocks and a corporate
bond. Although especially known as knowledge by study by books and so on about
the argument in finance theory, it is hard to say that an understanding is deepening
enough to the application to actual decision-making1. It is required to deepen an
understanding of main arguments in finance theory called the investment project se-
lection and capital structure selection, which are the analysis objects of this research
in order to raise management capabilities in severe investment competition.

On the other hand, it is hard to say that the research on finance with business game
is done enough[4], and application of business game to finance research is expected.
Business game is one field of gaming simulation[5], which is used to the research
on management or marketing[12][11][10]. It is meaningful to do research on study
of the finance using the business game technique for these reasons. In this research,
it aims at showing the technique of learning the investment project selection and
capital structure selection about finance theory using the framework of business
game . Firstly, the model of the business game based on finance theory was built,
and subsequently it experimented by using an actual human being as a player. In the
following section, after explaining the model used for analysis, a result is shown in
Section 3. Section 4 is a conclusion.

2 Method

2.1 System of Business Game

Environment required for development of the system in this research, and execution
of an experiment is constituted by business model descriptive language (BMDL)
and business model development system (BMDS)[9]. BMDL is the programming
descriptive language of a short form. HTML files, CGI files, and so on can be cre-
ated in BMDS2 by describing BMDL for game managers (facilitator) and for game
users (player). Fig. 1 shows development and execution environment of an experi-
ment. Players input decision-making in each round through WWW browsers, and a
facilitator also advances a game through a WWW browser.

2.2 Model of Business Game

Corporate management could be asked for various decision-making. In this re-
search, the business game is built, which focused on the investment project selection

1 About the argument in finance theory, it is referring to the reference[8][1].
2 BMDL is changed and used in part so that the experiment of this research may be possible.
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Fig. 1 Conceptual dia-
gram of development and
execution environment of
experiment
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and capital structure selection of the company which are the main problems of fi-
nance theory.

According to finance theory, it is known that the project selection method which
makes stock value the maximum should just choose the project which makes the
maximum the investment-amount weighted average expected return. The certain
investment project exists in the investment project of a company. That investment
project can usually be called main occupation and should be continued and invested.
Therefore, in the model of this research, when choosing an investment project, there
is a certain invested project3, to be considered as a setup near the actual investment
project selection situation.

In finance theory, there is Modigliani-Miller theory (MM theory) as most funda-
mental theory about the capital structure of a company[6][7]. According to MM the-
ory, it is known that stock value will not be based on capital structure in a complete
market. Here, a complete market is the market that does not have the asymmetric
information of a tax, a bankruptcy risk between investors and managers. However,
in an actual market, since there are a tax and a bankruptcy risk, stock value is in-
fluenced by capital structure. When there is a tax to the profits of a company, stock
value can be raised by raising debt ratio. However, since there is bankruptcy cost
in a debt financing, if not much many debts financing are performed, expense will
increase, and on the contrary a result of stock-value reduction is brought4.

According to finance theory, it is known that there is optimal capital structure
which makes stock value the maximum. As decision-making, it carries out by spec-
ifying the amount of money of a debt and stocks. The kind of debt is assumed to be
borrowing which does not specify but makes one round (one period) the due date, or
a thing like a corporate bond. Moreover, in this experiment, there are asummed to be
no transaction cost and no issuance cost for debts or stocks. Also in this experiment,
there is the optimum capital structure which makes stock value the maximum in

3 Although it is common to make decisions investment in the investment project in an actual
company about the project from which an investment period differs, such analysis is a
future subject.

4 I would like to make analysis using the knowledge of behavioral finance[2][3] into a future
subject about the case where there is asymmetric information of an investor and a manager.
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raising the funds for an investment projects. In the business game of this experiment,
closer to such optimal capital structure the player’s one is, more the stock value can
be raised, and made it possible to learn about the capital structure method which
raises stock value. The business game in this experiment specifically advances as
follows.

A player is provided with expected returns, risks and investment amounts and
so on, of 11 investment projects. Those investment projects include an initial in-
vestment project as reference information at the beginning of every round. A player
refers to such reference information and chooses investment projects which make
stock value the maximum. Although the continuation investment project is con-
sidered as the always invested project, selection of the other investment project is
arbitrary. It is also possible to choose all the investment projects or to choose no
investment projects as an extreme example.

Each player decide whether an investment project is ”invested” or ”not invested”.
Next, a player determines the amount of financing according to an investment
project amount as input of the capital structure ”debt amount” and ”stock amount.”
Extra-items are also created as input variables used inside the model of business
game. The purpose is investigating the thinking of a players. A player selects the
top 3 items from the 20 items when a player makes decisions from what has a high
priority. Determination of the investment project of all the players and the input of
capital structure will perform the update process which calculates a stock price, a
debt ratio5 and so on according to internal model.

Output informations are displayed on each player. Output informations are a
stock price, a debt ratio, ranking and so on. Since ranking promotes competition
between players, it is displayed on each player by making ranking based on the
stock return of each round by a stock price, an accumulation stock return, ranking
and so on into output information. Credit rating is estimated by the credit-spread
calculated inside a model. Evaluation of the credit-spread is beforehand given to the
model as exogenous information.

The player is given as a purpose raising the stock price of a company as much
as possible. A stock price is calculated according to the input of a player based on
finance theory inside a model. About selection of an investment project, there is
the optimal solution which makes a stock price the maximum for every round. It
is the structure where a stock price increases, so that selection of the investment
project of a player is close to an optimal solution. In Fig. 2, the investment project
0 is a continuation investment project, and it is considered as the investment project
which can be chosen from the investment project 1 to the investment project 10.
About the 1-10 investment projects, it is assumed that a number is assigned to the
high order of an expected return. It means that the number of the horizontal axis of
Fig. 2 chooses from the investment project 1 to the investment project of the number
in addition to the continuation investment project 0. A vertical axis is an amount-
weighted expected return. In the example of Fig. 2, when the investment projects

5 Debt ratio = Debt amount / Stock amount.
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Fig. 2 Example of optimum
investment project

Fig. 3 Example of optimum
debt ratio

1, 2, and 3 are chosen, a weighted average expected return serves as the maximum,
and serves as an optimal solution.

Moreover, there is the optimal solution to which capital structure selection also
makes a stock price the maximum according to the amount of an investment project.
It is a setup with an increasing stock price, so that capital structure selection of a
player is close to an optimal solution. In Fig. 3, at least 90% of the debt ratio from
which the stock price is the maximum serves as an optimal solution.

All players made decisions under the same parameter conditions, and the param-
eter conditions during a round experimented by setup of being independent. The
present decision-making is a setup which is not influenced by the past decision-
making.

Business game of the above contents was carried out twice. Players are 4 institu-
tional investor’s affiliation members (all the members is financial analyst holder)6.
The time for explanation of introduction and an experiment and decision-making
of a round 1 is taken about 30 minutes. The players repeat decision-making of each
round every about 10 minutes. One experiment took about around 2 hours7. A player
was not told about the number of times of an end of a round, but it was decided to
be an end in about 2 hours. Therefore, it is ended at eight rounds as a result.

6 The experiment by 12 department-of-economics students is conducted twice as prepara-
tory experiments. As for the decision-making item of this research, there were those who
express the comment that it is more difficult than the experiment[13] only for securities
investment theory among participants in order also to have to determine capital structure
in addition to investment.

7 This experiment is conducted as part of operating training, and the incentive to experiment
participation of a player is maintained at the sufficiently high level.
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3 Result

Explanation about an experimental result is given in this chapter. First, it explains
that there was learning effect about investment project selection. Subsequently, it is
explained that there was learning effect also about capital structure selection.

3.1 Investment Project Selection

This section explains that there was learning effect through this experiment about
investment project selection.

Figs. 4 and 5 show transition of ”the stock return by investment project selec-
tion” (it is called this ”p return” hereafter) in experiment 1 and experiment 2. ”The
stock return by investment project selection” is the rate of change of the stock price
evaluated in the market according to selection of the investment project which the
player determined.

”Optim” in a figure is p return at the time of making investment project selection
which makes a stock price the maximum. The investment project selection in this
case is henceforth called an ”optimum investment project”. And ”a” to ”d” is p
return of each player. P return of each player has deviated from p return of ”optim”
in Fig. 4. In Fig. 5, it has overlapped with p return of ”optim” mostly. Although

Fig. 4 p return of experi-
ment 1

Fig. 5 p return of experi-
ment 2
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Table 1 Average of p return rate of deviation

Experiment a b c d median Difference of a median
1 1.51 1.29 2.11 4.47 1.81 –
2 0.00 0.00 0.24 4.81 0.12 1.69*

Unit:%.
*It is significant at a 5% level. median test (one side).

investment project selection to which a player raises a stock price was not made of
experiment 1 as for this, it shows that it was learned in the experiment 2. This is an
interesting result.

Table 1 is the verification that the players learn the investment project selection
method effectively through the experiment 1 and the experiment 2. A significant
difference is observed in the median of all the players of the rate of deviation8 of
p return by the level 5% in experiment 1 and experiment 2. And it shows that the
experience of the investment project selection through business game has an effect
by this experiment.

About the selection method of an investment project, if the player is an institu-
tional investor’s employment section affiliation member, he or she should usually
know the selection method with books and so on as basic knowledge. However, as
checked in the experiment 1 of this research, when it was shown as a problem of
”reality”, there was the phenomenon in which the right investment project could
not immediately be chosen even if the player was knowledgeable. It is surmised by
experiencing quasi-reality through the technique of business game that the player’s
understanding is deepening about the selection method of an investment project so
that it may be suggested in experiment 1 and experiment 2. There is meaning which
just uses the business game technique in such a case.

From the questionnaire after an experiment, we has also actually obtained the
reply that an understanding deepened about the selection method of the investment
project from all the players. It seems to be effective technique by this research to
learn investment project selection through business game.

3.2 Capital Structure Selection

This section explains that there is the learning effect through this experiment about
capital structure selection.

Figs. 6 and 7 show transition of the debt ratio of the player of experiment 1 and
experiment 2, respectively. ”Optim” in a figure is a debt ratio (the optimum debt
ratio) which makes a stock price the maximum. And ”a” to ”d” is a debt ratio of
each player. As compared with Fig. 6, it seems that deviation of the debt ratio of
each player from the optimum debt ratio has decreased in Fig. 7.

8 ”Rate of deviation of p return” =(”p return of optim” - ”p return of player”)/(1+ ”p return
of optim”) defines the rate of deviation of p return.
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Fig. 6 Debt ratio of experi-
ment 1

Fig. 7 Debt ratio of experi-
ment 2

Table 2 Tracking error of debt ratio rate of deviation

Experiment a b c d median Difference of a median
1 61.3 43.2 29.6 94.9 52.2 –
2 29.2 44.3 39.9 35.9 37.9 14.3*

Unit: %.
*It is significant at a 5% level. median test (one side).

Table 2 is the verification that the players learn the capital structure method effec-
tively through the experiment 1 and the experiment 2. The significant difference is
observed in the median of all the players of the tracking error of a debt ratio rate of
deviation9 by the level 5% in the experiment 1 and the experiment 2. And it shows
that the experience of the capital structure selection through business game has an
effect by this experiment.

Although it is known that there is the optimum debt ratio to which a player makes
a stock price the maximum about a capital structure selection method from before
experiment implementation, the concrete determination method cannot have been

9 ”Rate of deviation of debt ratio” = (”debt ratio of player” - ”optimum debt ratio”) / ”opti-
mum debt ratio” defines the rate of deviation of a debt ratio.
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learned. Inside the model of business game, stock price evaluation is performed
based on finance theory. Therefore, if a player gets to know details and there is
sufficient time calculable by self, it will be thought that the optimum debt ratio
was able to be drawn. However, the time given to the player for every round in the
experiment is about 10 minutes. Hence, it is thought that the players use the different
methods of calculating the optimum debt ratio.

Actually, there are some players who answer that they think the past data of
other teams as important as items when players make decisions. It is thought that
the basis of restrictions that it must make decisions for a short time, and the player
learned the decision-making method that the optimum debt ratio was approached
while applying a trial-and-error method for restrictive information. Also in an actual
market, it is common that the quality and quantity of information are restricted,
and referring to indexes , such as a debt ratio of the other company within a same
sector, is often used in business. In this experiment, the interesting result that the
repeatability of a market is realizable, is obtained with the point that the players use
heuristics (which is used in such an actual market).

4 Conclusion

It is shown that the use of the business game technique is effective in study of the
finance theory about investment project selection and capital structure selection.
About investment project selection, the player’s understanding is deepened by expe-
riencing business game, and it is shown that the experience of the investment project
selection through business game is effective. About capital structure selection, it is
shown that the experience of the capital structure selection through business game
is effective.
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Evolution Prospection

Luı́s Moniz Pereira and Han The Anh

Abstract. This work concerns the problem of modelling evolving prospective agent
systems. Inasmuch a prospective agent [1] looks ahead a number of steps into the
future, it is confronted with the problem of having several different possible courses
of evolution, and therefore needs to be able to prefer amongst them to decide the
best to follow as seen from its present state. First it needs a priori preferences for
the generation of likely courses of evolution. Subsequently, this being one main
contribution of this paper, based on the historical information as well as on a mix-
ture of quantitative and qualitative a posteriori evaluation of its possible evolutions,
we equip our agent with so-called evolution-level preferences mechanism, involv-
ing three distinct types of commitment. In addition, one other main contribution,
to enable such a prospective agent to evolve, we provide a way for modelling its
evolving knowledge base, including environment and course of evolution triggering
of all active goals (desires), context-sensitive preferences and integrity constraints.
We exhibit several examples to illustrate the proposed concepts.

1 Introduction

Prospective agent systems [1] address the issue of how to allow evolving agents
to be able to look ahead, prospectively, into their hypothetical futures, in order to
determine the best courses of evolution from their own present, and thence to pre-
fer amongst those futures. In such systems, a priori and a posteriori preferences,
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embedded in the knowledge representation theory, are used for preferring amongst
hypothetical futures, or scenarios. The a priori ones are employed to produce the
most interesting or relevant conjectures about possible future states, while the a
posteriori ones allow the agent to actually make a choice based on the imagined
consequences in each scenario. ACORDA [1] is a prospective logic system that im-
plements these features. It does so by generating scenarios, on the basis only of those
preferred abductions able to satisfy agents’ goals, and further selecting scenarios on
the basis of the immediate side-effects such abductions have within them.

However, the above proposed preferences have only local influence, i.e. for ex-
ample, immediate a posteriori preferences are only used to evaluate the one-state-far
consequences of a single choice. They are not appropriate when evolving prospec-
tive agents want to look ahead a number of steps into the future to determine which
decision to make from any state of their evolution. Such agents need to be able to
evaluate further consequences of their decisions, i.e. the consequences of the hypo-
thetical choices abduced to satisfy their goals. Based on the historical information as
well as quantitative and qualitative a posteriori evaluation of its possible evolutions,
we equip an agent with so-called evolution-level preferences mechanism.

For evolving agents, their knowledge base evolves to adapt to the outside chang-
ing environment. At each state, agents have a set of goals and desires to satisfy.
They also have to be able to update themselves with new information such as new
events, new rules or even change their preferences. To enable a prospective agent
to evolve, we provide a way for modelling its evolving knowledge base, including
the environment and course of evolution triggering of all active goals (desires), of
context-sensitive preferences and of integrity constraints. To further achieve this,
immediate a posteriori preferences are insufficient.

After deciding on which action to take, agents evolve by committing to that
action. Different decision commitments can affect the simulation of the future in
different ways. There are actions that, if committed to, their consequences are nev-
ermore defeated and thus permanently affect the prospective future. There are also
actions that do not have any inescapable influence on the future, i.e. committing
to them does not permanently change the knowledge base, like the previously de-
scribed ”hard” commitments – they are ”ongoing”. They may be taken into account
when, in some following future state, the agents need to consider some evolution-
level preferences trace. Other action commitments are ”temporary”, i.e. merely
momentary.

In addition, we specifically consider so-called inevitable actions that belong to
every possible evolution. By hard committing to them as soon as possible, the agent
can activate preferences that rule out alternative evolutions that are ipso facto made
less relevant.

The rest of the paper is organized as follows. Section 2 discusses prospective
logic programs, describing the constructs involved in their design and implemen-
tation. Section 3 describes evolving prospective agents, including single-step and
multiple-step look-ahead, and exhibits several examples for illustration. The paper
ends with conclusions and directions for the future.
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2 Prospective Logic Programming

Prospective logic programming enables an evolving program to look ahead prospec-
tively into its possible future states, which may include rule updates, and to pre-
fer among them to satisfy goals [1]. This paradigm is particularly beneficial to the
agents community, since it can be used to predict an agent’s future by employing
the methodologies from abductive logic programming [2, 4] in order to synthesize,
prefer and maintain abductive hypotheses. We next describe constructs involved in
our design and implementation of prospective logic agents and their preferred and
partly committed but still open evolution, on top of Abdual [3] - a XSB-Prolog im-
plemented system which allows computing abductive solutions for a given query.

2.1 Language

Let L be a first order language. A domain literal in L is a domain atom A or its
default negation not A. The latter is used to express that the atom is false by default
(Closed World Assumption). A domain rule in L is a rule of the form:

A ← L1, . . . ,Lt (t ≥ 0)

where A is a domain atom and L1, . . . ,Lt are domain literals. An integrity constraint
in L is a rule with an empty head. A (logic) program P over L is a set of domain
rules and integrity constraints, standing for all their ground instances.

2.2 Preferring Abducibles

Every program P is associated with a set of abducibles A ⊆ L . These, and their
default negations, can be seen as hypotheses that provide hypothetical solutions or
possible explanations to given queries. Abducibles can figure only in the body of
program rules.

An abducible A can be assumed only if it is a considered one, i.e. if it is expected
in the given situation, and, moreover, there is no expectation to the contrary [6].

consider(A) ← expect(A),not expect not(A),A

The rules about expectations are domain-specific knowledge contained in the theory
of the program, and effectively constrain the hypotheses available in a situation.
Handling preferences over abductive logic programs has several advantages, and
allows for easier and more concise translation into normal logic programs (NLP)
than those prescribed by more general and complex rule preference frameworks. The
advantages of so proceeding stem largely from avoiding combinatory explosions of
abductive solutions, by filtering irrelevant as well as less preferred abducibles [5].

To express preference criteria among abducibles, we envisage an extended lan-
guage L �. A preference atom in L � is of the form a � b, where a and b are
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abducibles. It means that if b is assumed (i.e. abduced), then a � b forces a to be
assumed too (b can only be abduced if a is as well). A preference rule in L � is of
the form: a�b ← L1, ...,Lt (t ≥ 0) , where L1, ...,Lt are domain literals over L �. A
priori preferences are used to produce the most interesting or relevant conjectures
about possible future states. They are taken into account when generating possible
scenarios (abductive solutions), which will subsequently be preferred amongst each
other a posteriori.

2.3 A Posteriori Preferences

Having computed possible scenarios, represented by abductive solutions, more fa-
vorable scenarios can be preferred a posteriori. Typically, a posteriori preferences
are performed by evaluating consequences of abducibles in abductive solutions. An
a posteriori preference has the form:

Ai � A j ← holds given(Li,Ai), holds given(Lj,A j)

where Ai, A j are abductive solutions and Li, Lj are domain literals. This means that
Ai is preferred to A j a posteriori if Li and Lj are true as the side-effects of abductive
solutions Ai and A j, respectively, without any further abduction. Optionally, in the
body of the preference rule there can be any Prolog predicate used to quantitatively
compare the consequences of the two abductive solutions.

2.4 Active Goals and Context Sensitive Integrity Constraints

In each cycle of its evolution the agent has a set of active goals or desires. We intro-
duce the on observe/1 predicate, which we consider as representing active goals or
desires that, once triggered by the observations figuring in its rule bodies, cause the
agent to attempt their satisfaction by launching the queries standing for them. The
rule for an active goal AG is of the form:

on observe(AG) ← L1, ...,Lt (t ≥ 0)

where L1,...,Lt are domain literals. During evolution, an active goal may be triggered
by some events, previous commitments or some history-related information. We
differentiate events that have temporary influence, i.e. affect only the current cycle
and thus are entered into its knowledge base as facts and removed when the influence
is finished, from ones that have permanent influence, i.e. affect every cycle issuing
from the current one and thus are entered to the knowledge base as facts and stay
there forever. Respectively, we provide two predicates, event/1 and asserts/1.

When starting a cycle, the agent collects its active goals by finding all the
on observe(AG) that hold under the initial theory without performing any abduc-
tion, then finds abductive solutions for their conjunction.
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Context sensitive integrity constraints

When finding abductive solutions, all integrity constraints in the knowledge base
must be satisfied. However, when considering an evolving agent, there is a vital
need to be able to code integrity constraints dependent on time points and exter-
nal changing environment. A context sensitive integrity constraint with the name
icName and a non-empty context is coded by using an active goal as follows:

on observe(not icName) ← L1, ...,Ln (t ≥ 0)

icName ← icBody

where L1,...,Lt are domain literals which represent the triggering context of the in-
tegrity constraint. Whenever the context is true, the active goal not icName must
be satisfied, which implies that the integrity constraint ← icBody must be satis-
fied. When the context is empty (t = 0) the integrity constraint becomes a usual one
which always must be satisfied.

2.5 Levels of Commitment

Each prospective cycle is completed by registering any surviving abductive solu-
tions (represented by their abducibles) into the knowledge base and moving to the
next cycle of evolution. Committing to each alternative abductive solution will cre-
ate a new branch of the so-called evolution tree. The history of the evolution is kept
by setting a time stamp for the abducibles that the agent commits to in each cycle.

As a program is evolving, the commitment can affect the future in different ways.
Based on their influence, we classify commitments in three categories. Firstly, there
are abducibles, representing actions or other options that, after committed to in a
state, will not be subsequently defeated, i.e. a commitment to reverse the committed
to actions is not allowed. This kind of commitment inscribes a permanent conse-
quence on the future and therefore plays the role of a fact in the knowledge base
for all future evolution states issuing from that state. Commitments of this sort are
called hard. In addition, there are commitments that, when committed to in a state,
can nevertheless be defeated by committing to their opposite abducibles at some
future state, but will keep on affecting the future (by inertia) up until then. Com-
mitments of this kind are called ongoing. Lastly, the weakest kind of commitments
are those immediately withdrawn in the following state and so have direct influence
only on the transition from the current state. They can have indirect influence when
in some future state the history of the evolution needs to be taken into account. We
call this kind temporary.

3 Evolving Prospective Agents

Informally, an evolution of a prospective agent is a sequence of time stamped sets of
commitments at each cycle of the evolution. The agent self-commits to abducibles,
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which are used to code available and preferred decision choices on all manner of
options. Depending on the capabilities and need, at each time point in the evolution
the agent acts just to satisfy the active goals and integrity constraints at hand, or
needs to look ahead a number of steps into the future in order to satisfy its long-
term and context triggered goals and constraints in a prospective way, taking into
account its possible futures and evolution-sensitive reachable decision choices.

3.1 Single-Step Prospective Agent

Each cycle ends with the commitment of the agent to an abductive solution. Alter-
native commitments can be explored by searching the space of evolutions.

Example 1. Suppose agent John is going to buy an air ticket for traveling. He has
two choices, either buying a saver or a flexible ticket. He knows the flexible one
is expensive, but, if he has money, he does not wish a saver ticket because, if he
bought it, he would not be able to change or return it in any circumstance. The saver
ticket is one that, when committed to, the reverse action of returning is not allowed
(a hard commitment thus). However, if John does not have much money, he is not
expected to buy something expensive. Later, waiting for the flight, John finds out
that his mother is ill. He wants to stay at home to take care of her, thus needing to
cancel the ticket. This scenario can be coded as in Figure 1.

Line 1 is the declaration of program abducibles, and of which of these are ongo-
ing and hard commitments. The abducibles in the abds/1 predicate not declared as
ongoing or hard are by default temporary. Line 2 says there is unconditional expec-
tation for each abducible declared.

When John wants to travel, specified by entering event(travel), i.e. the fact
travel is temporarily added, which, in turn, triggers the only active goal ticket.
empty pocket is false and have money is true, hence there is expectation to the con-
trary of saver ticket but not of f lexible ticket (lines 5-6). Thus, there is only one
abductive solution: [ f lexible ticket]. The cycle ends by committing to this abduc-
tive solution. Since f lexible ticket is an ongoing commitment, it will be added in
every abductive solution of the following cycles until John knows that his mother
is ill, entering event(mother ill). The only active goal stay home now needs to be
satisfied.

In addition, the event mother being ill triggers saver ticket ic and
cancel ticket ic, context-sensitive integrity constraints in line 10. There is no
expectation to the contrary of cancel ticket and lose money, and the ongoing
commitment f lexible ticket is defeated, there being now three minimal abductive
solutions: [cancel ticket,not f lexible ticket], [lose money,not f lexible ticket],
[lose money,not cancel ticket].

In the next stage, a posteriori preferences are taken into account. Considering
the only a posteriori preference in line 11, the two abductive solutions that include
lose money are ruled out since they lead to the consequence lose money, which is
less preferred than the one that leads to cancel ticket. In short, agent John bought a
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1. abds([saver_ticket/0, flexible_ticket/0,
cancel_ticket/0, lose_money/0]).

ongoing_commitment([flexible_ticket]).
hard_commitment([saver_ticket]).

2. expect(saver_ticket). expect(flexible_ticket).
expect(cancel_ticket). expect(lose_money).

3. on_observe(ticket) <- travel.
ticket <- saver_ticket. ticket <- flexible_ticket.

4. expensive(flexible_ticket).
5. expect_not(saver_ticket) <- have_money.
6. expect_not(X) <- empty_pocket, expensive(X).
7. empty_pocket <- buy_new_car.

have_money <- not empty_pocket.
8. on_observe(stay_home) <- mother_ill.
9. stay_home <- cancel_ticket. stay_home <- lose_money.
10.change_ticket <- mother_ill.

on_observe(not saver_ticket_ic) <- change_ticket.
on_observe(not cancel_ticket_ic) <- change_ticket.
saver_ticket_ic <- saver_ticket, cancel_ticket.
cancel_ticket_ic <- cancel_ticket, ticket.

11.Ai << Aj <- holds_given(cancel_ticket, Ai),
holds_given(lose_money, Aj).

Fig. 1 Ticket example

flexible ticket to travel, but later he can cancel the ticket to stay at home to take care
of his mother because the flexible ticket is a defeasible ongoing commitment.

Next consider the same initial situation but suppose John just bought a new car,
by entering asserts(buy new car). empty pocket becomes true and have money be-
comes false. Hence there is expectation to the contrary for f lexible ticket (line 7)
and no expectation to the contrary for saver ticket (line 6). Therefore, the only
abductive solution is [saver ticket]. Since saver ticket is a hard commitment, it
is not defeated and later on, during evolution, it will always be added to every
abductive solution. Even when the mother is ill, saver ticket ic will prevent hav-
ing cancel ticket (line 10). Thus, the only abductive solution is the one including
lose money.

In short, John made a hard commitment by buying a saver ticket, and later on,
when his mother is ill, he must relinquish the ticket and lose money to stay at home.

Inevitable Actions

There may be abducibles that belong to every initial abductive solution (before con-
sidering a posteriori preferences). These abducibles are called inevitable and will be
committed to whatever the final abductive solution is. Realizing that actually com-
mitting to some abducible changes the knowledge base, and may trigger preferences
that subsequently might help to rule out some irrelevant abductive solutions (or even
to provide the final decision for the current active goals), our agent is equipped with



58 L.M. Pereira and H.T. Anh

the ability to detect the inevitable abducibles, committing to them. Doing the in-
evitable first can lead to further inevitables.

Example 2. Suppose agent John wants to take some money. He can go to one of
three banks: a, b or c. All the banks are at the same distance from his place. In
addition, John needs to find a book for his project work. The only choice for him
is to go to the library. At first, John cannot decide which bank to go to. After a
moment, he realizes that in any case he must go to the library, so does it first.
Arrived there he notices that bank c is now the nearest compared to the others.
So he then decides to go to c. This scenario can be coded with the program in
Figure 2.

1. abds([lib/0, a/0, b/0, c/0]).
2. expect(lib). expect(a). expect(b). expect(c).
3. on_observe(take_money).

take_money <- a, not b, not c.
take_money <- b, not a, not c.
take_money <- c, not b, not a.

4. on_observe(find_book). find_book <- lib.
5. Ai << Aj <- dif_distance, hold(dist(Di), Ai),

hold(dist(Dj), Aj), Di < Dj.
6. dist(10) <- prolog(current_position(lib)), a.

dist(5) <- prolog(current_position(lib)), b.
dist(0) <- prolog(current_position(lib)), c.
beginProlog.

7. dif_distance :- current_position(lib).
8. go_to(lib) :- commit_to(lib).

current_position(C) :- go_to(C).
endProlog.

Fig. 2 Inevitable action example

There are two active goals take money and f ind book, and hence, three strict ab-
ductive solutions (i.e. consider only positive abducibles) that satisfy them: [a, lib],
[b, lib], [c, lib]. Since the abducible lib belongs to all abductive solutions, it is an
inevitable one. Thus, the actual commitment to lib, i.e. the action of going to the
library, is performed. This changes John’s current position (line 8). John’s new po-
sition is at different distances from the banks (line 7) which triggers the a posteriori
preference in line 5. This preference rules out the abductive solutions including a
and b since they lead to the consequences of having further distances in compari-
son with the one including c (line 6). In short, from this example we can see that
actually committing to some inevitable action may help to reach a decision for a
problem that could not determinedly and readily be solved without doing that first,
for there were three equal options competing.
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3.2 Multiple-Step Prospective Agent

While looking ahead a number of steps into the future, the agent is confronted with
the problem of having several different possible courses of evolution. It needs to be
able to prefer amongst them to determine the best courses from its present state (and
any state in general). The (local) preferences, such as the a priori and a posteriori
ones presented above, are no longer appropriate enough, since they can be used to
evaluate only one-step-far consequences of a commitment. The agent should be able
to also declaratively specify preference amongst evolutions through their available
historical information as well as by quantitatively or qualitatively evaluating the
consequences or side-effects of each evolution’s choices.. We equip our agent with
two kinds of evolution-level preferences: evolution result a posteriori pre f erence
and evolution history preference.

3.2.1 Evolution Result a Posteriori Preference

A posteriori preference is generalized to prefer between two evolutions. An evo-
lution result a posteriori preference is performed by evaluating consequences of
following some evolutions. The agent must use the imagination (look-ahead capa-
bility) and present knowledge to evaluate the consequences of evolving according
to a particular course of evolution. An evolution result a posteriori preference rule
has the form:

Ei ≪ E j ← holds in evol(Li,Ei),holds in evol(Lj,E j)

where Ei, E j are evolutions and Li, Lj are domain literals. This preference implies
that Ei is preferred to E j if Li and Lj are true as side-effects of evolving according
to Ei or E j, respectively. Optionally, in the body of the preference rule there can be
recourse to any Prolog predicate, used to quantitatively compare the consequences
of the two evolutions for decision making.

Example 3. During war time agent David, a good general, needs to decide to save
one city, a or b, from an attack. He does not have enough military resources to save
both. If a city is saved, citizens of the city are saved. Normally, a bad general, who
just sees the situations at hand would prefer to save the city with more population,
but a good general would look ahead a number of steps into the future to choose the
best strategy for the war as a larger whole. Having already scheduled for the next
day that it will be a good opportunity to make a counter-attack on one of the two
cities of the enemy, either a small or a big city, the prior action of first saving a city
should take this foreseen future into account. In addition, it is always expected a
successful attack on a small city, but the (harder) successful attack on the big city
would lead to a much better probability of making further wins in the war. It is ex-
pected to successfully attack the big city only if the person who knows the secret
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1. abds([save/1, big_city/0, small_city/0]).
on_going_commitment([save(_)]).

2. expect(save(_)).
3. on_observe(save_place) <- be_attacked.

save_place <- save(a). save_place <- save(b).
4. on_observe(not save_atmost_one_ic) <- lack_of_resources.

save_atmost_one_ic <- save(a), save(b).
5. save_men(P) <- save(City), population(City, P).

alive(X) <- person(X), live_in(X, City), save(City).
6. population(a, 1000). population(b, 2000).

person(john). live_in(john, a). knows(john, secret_inf).
7. Ai << Aj <- holds_given(save_men(Ni), Ai),

holds_given(save_men(Nj),Aj), Ni > Nj.
8. on_observe(attack) <- good_opportunity.

attack <- big_city. attack <- small_city.
9. expect(small_city).

expect(big_city) <- alive(Person),knows(Person, secret_inf).
10.pr(win, 0.9) <- big_city. pr(win, 0.01) <- small_city.
11.Ei <<< Ej <- holds_in_evol(pr(win,Pi), Ei),

holds_in_evol(pr(win,Pj), Ej), Pi > Pj.

Fig. 3 Saving a city example

information about the enemy (John) is alive in the city to be saved beforehand. The
described scenario is coded with the program in Figure 3.

Line 1 is the declaration of abducibles. Save a city is an ongoing commitment
since it has direct influence on the next state, but is defeasible. The context sensi-
tive integrity constraint in line 4 implies that at most one city can be saved since
the lack of resources is a foreseen event. Thus, there are two abductive solutions:
[save(a),not save(b)] and [save(b),not save(a)].

If the general is a bad one, i.e. is a single-step prospective agent, the a posteri-
ori preference in line 7 would be immediately taken into account and rule out the
abductive solution including save(a), since it leads to the saving of 1000 people,
which is less preferred than the one including save(b) which leads to the saving
of 2000 people (lines 5-6). Then, on the next day, he can attack the small city,
but leads to the consequence that the further wining of the whole conflict is very
small.

Fortunately David is a good general, capable of prospectively looking ahead, at
least two steps in the future. David sees three possible evolutions:
E1 = [[save(a),not save(b)], [big city,save(a)]]
E2 = [[save(a),not save(b)], [small city,save(a)]]
E3 = [[save(b),not save(a)], [small city,save(b)]
In the next stage, the evolution result a posteriori pre f erence in line 11 is taken
into account, ruling out E2 and E3 since both lead to the consequence of a smaller
probability to win the whole conflict when compared to E1.

In short, the agent with better capability of looking ahead will provide a more
rational decision for the long term goals.
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3.2.2 Evolution History Preference

This kind of preference takes into account information from the history of evolu-
tions. The information can be quantitative, such as having in the evolution a maximal
or minimal number of some type of commitment, or having the number of commit-
ments greater, equal or smaller than some threshold. It also can be qualitative, such
as time order of commitments along an evolution. Such preferences can be used a
priori upon the process of finding possible evolutions. However, if all preferences
(of every kind) coded in the program have been applied but there is still more than
one possible evolution, an interaction mode with the user is turned on to ask for
user’s additional preferences. Similarly, if no solution can satisfy the preferences,
the user may be queried about which might be relaxed, or which relaxation option
to consider. Now the evolution history preferences are used a posteriori, given by
the user in a list, so as to choose the most cherished evolutions. An evolution history
preference can exhibit one of these forms, where C is an abducible:

1. max(C)/min(C)/greater(C,N): find the evolutions having number of commitments
to C maximal/minimal/greater than N.

2. smaller(C,N)/times(C,N): find the evolutions having number of commitments to
C smaller than/equal to N.

3. prec(C1,C2)/next(C1,C2): find the evolutions with commitment C1 preceding/
next to C2 in time.

Example 4. Agent John must finish a project. He has to schedule his everyday ac-
tions so that he can finish it on time. Everyday he either works or relaxes. He relaxes
by going to the beach, to a movie or watching football. Being a football fan, when-
ever there is a football match on TV, John relaxes by watching it. The described
scenario is coded in Figure 4.

In line 5 we can see how an evolution history preference is used a priori in
the predicate working days/2. There are two reserved predicates plan pre f/1 and
plan ending/1 that allow for asserting a priori evolution history preferences and the
necessary number of look ahead steps. At the beginning, the agent tentatively runs
the active goals to collect all a priori evolution preferences and decide how many
steps are needed to look ahead. In this case, the agent will look ahead five steps
taking into account the a priori evolution history preference times(work,2). There
are six possible evolutions: E1 = [[beach], [ f ootball], [ f ootball], [work], [work]],
E2 = [[movie], [ f ootball], [ f ootball], [work], [work]],
E3 = [[work], [ f ootball], [ f ootball], [beach], [work]],
E4 = [[work], [ f ootball], [ f ootball], [movie], [work]],
E5 = [[work], [ f ootball], [ f ootball], [work], [beach]],
E6 = [[work], [ f ootball], [ f ootball], [work], [movie]]
Since there are several possible evolutions, the interaction mode is turned on for
John to give a list of evolution history preferences. Suppose, he prefers the evolu-
tions with maximal number of goings to the beach, entering the list [max(beach)].
Three possible evolutions E1, E3 and E5 remain. John is asked again for prefer-
ences. Suppose he likes going to the beach after watching football, thereby entering
[next( f ootball,beach)]. Then the only possible evolution is now E3.
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1. abds([beach/0, movie/0, work/0, football/0]).
2. expect(beach). expect(movie). expect(work).
3. on_observe(everyday_act).

everyday_act <- work. everyday_act <- relax.
relax <- beach. relax <- movie. relax <- football.

4. expect(football) <- prolog(have_football).
expect_not(beach) <- prolog(have_football).
expect_not(work) <- prolog(have_football).
expect_not(movie) <- prolog(have_football).

5. on_observe(on_time).
on_time <- deadline(Deadline), project_work(Days),

prolog(working_days(Deadline, Days)).
deadline(5). project_work(2).

6. beginProlog.
:- import member/2 from basics.
have_football :- current_state(S), member(S, [1,2]).
working_days(Deadline, Days) :-

assert(plan_pref(times(work, Days))),
assert(plan_ending(Deadline)).

endProlog.

Fig. 4 Football example

4 Conclusions and Future Work

We have shown how to model evolving prospective logic program agent systems,
including single-step and multiple-step ones. Besides declaratively specifying local
preferences such as a priori and a posteriori ones, in order to let a prospective agent
look ahead a number steps into the future and prefer amongst their hypothetical
evolutions, we provide a new kind of preference, at evolution level, that can evaluate
long-term consequences of a choice as well as analyze different kinds of information
about the evolution history, which is kept by annotating such information with time
stamps for each evolution cycle. In addition, active goals triggered by external events
and context-sensitive integrity constraints provide flexible ways for modelling the
changing knowledge base of an evolving prospective agent. We exhibited several
examples to illustrate all proffered concepts. By means of them, we have, to some
degree, managed to show multiple-step prospective agents are more intelligent than
the single-step ones, in the sense that they are able to give more reasonable decisions
for long-term goals. In addition, the decision making process at each cycle during
an evolution of our agent was, in many cases, enhanced by committing to so-called
inevitable abducibles.

There are currently several possible future directions to explore. First of all, in
each cycle the agent has to satisfy a set of active goals and sometimes he cannot
satisfy them all. There are goals more important than others and it is vital to satisfy
them while keeping the others optional. The agent can be made more focussed by
setting a scale of priorities for the active goals so it can focus on the most important
ones. We can make a scale by using preferences over the on observe/2 predicates
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that are used for modelling active goals. Similarly, since there are integrity con-
straints that must be satisfied and there are also ones that are less important, we can
prefer amongst integrity constraints by making them all context-sensitive and then
prefer amongst the on observe/2 predicates used for modelling them.

When looking ahead, the prospective agent has to search the evolution tree for
the branches that satisfy his goals and preferences. From this perspective we can
improve our system with heuristic search algorithms such as best-first search, i.e. the
most promising nodes will be explored first. We also can improve the performance
of the system by using multi-threading which is very efficient in XSB, from version
3.0 [7]. Independent threads can evolve on their own and they can communicate
with each other to decide whether some thread should be canceled or kept evolving,
based on the search algorithm used.

On a more general note, it appears the practical use and implementation of abduc-
tion in knowledge representation and reasoning, by means of declarative languages
and systems, has reached a point of maturity, and of opportunity for development,
worthy the calling of attention of a wider community of potential practitioners.
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A Proposal of Context-Aware Service
Composition Method Based on Analytic
Hierarchy Process

Yusuke Koumoto, Hidetoshi Nonaka, and Takuto Yanagida

Abstract. We propose a new service composition method with the analytic hierar-
chy process and discuss its availability. The concept of context-aware services has
been attracting attention as an approach to improving the usability of computer-
mediated services. In ubiquitous computing environments, there are several means
to provide services for users, and thus, to select an appropriate mean among them
is a challenge. Our method for context-aware service composition determines ser-
vice behaviors by context data. Through the implementation and examination of the
method, we have found that the method can output reasonable results.

1 Introduction

The concept of context-aware services has been attracting attention as an approach
to improving the usability of computer-mediated services [1]. Especially in ubiq-
uitous computing environments [2], the context-aware services are expected to be-
come more effective and beneficial. The term, context-aware or context awareness
is used for meaning that specific services are provided for users’ desired results ac-
cording to the users’ contexts. For taking the usability of services into account, we
have to consider not only what services are provided, but also how they are provided.

In ubiquitous computing environments, there are several ways to provide services
for users, and thus, to select an appropriate mean among them is a challenge. When
a call is coming in a user’s mobile phone, for example, the phone can notify the
user of the call with several means, such as its vibrator, speaker, or display device
in general. For getting the notification with an appropriate mean, the user needs to
configure which device is to be used in advance. However, in ubiquitous computing
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environment, it is difficult to configure all such means (devices) beforehand, because
there might be too many services and means there. Thus, we have to consider how to
combine previously created service components (service contents and means) auto-
matically depending on user contexts. To achieve this automation, it is necessary to
select most suitable combination of service components in accordance with service
contents and user contexts.

As one of previous studies for the service composition for use in ubiquitous com-
puting environments, Yamato et al. proposed a system named service composition
engine [3, 4, 5]. The system discovers suitable service components from network
based on a user context and binds them dynamically in accordance with a semantic-
level service scenario. In this study, different evaluation functions are assigned to
each evaluation items such as proximity, price , and set evaluation value, and the
total of the functions is addressed as the overall score of the current context. As an
evaluation standard for service composition, the system calculates the overall score
according to service elements or components and user contexts. However, it is diffi-
cult both to evaluate qualitative factor such as taste, feeling, and sensibility; and to
investigate the weight of each evaluation function for the overall score.

In this paper, we propose a new service composition method with the analytic
hierarchy process (AHP) [6] and discuss its availability. With introducing the AHP,
we can deal with qualitative factor and treat wide variety of context entities. More-
over, we can facilitate finding and fixing flaw of evaluation function. In our method,
service-device compositions are considered as hierarchical structures of the AHP,
and their overall score are derived with these hierarchies. We claim that our method
might enable to develop efficient context-aware services.

2 Context-Aware Service

Context-aware services dynamically recombine their components depending on the
surrounding contexts of the services and users. The context used here is some in-
formation that characterizes the situation of an entity, such as a person, an object,
or a place that relevant to the interaction between a user and a service. For offering
context-aware services, a system needs to

1. acquire some sort of data from circumstances with its sensors,
2. abstract the data and interpret its meanings for comprehending the contexts, and
3. determine service compositions and behaviors based on the contexts.

Our method is used at the second and third step, for comprehension of contexts and
composite service components.

The term, service composition means that composing some combinable services,
contents, and devices developed in advance, according to dynamically-changed con-
texts. This enables to utilize dynamically-composed and suitable service provided
in ubiquitous computing environments.
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3 Service Composition Method

Our method for context-aware service composition determines service behaviors
based on context data. The method derives the most suitable mean to provide ser-
vice from context data of services, devices, surroundings, etc. After that, it outputs
derived service composition policy as XML descriptions.

3.1 Analytic Hierarchy Process

The analytic hierarchy process (AHP) is a structured technique for helping people
to deal with complex decisions relative to a wide variety of situation and various cri-
teria. When evaluating alternative solutions, it is not necessarily the case that they
satisfy all criteria. The AHP decompose their decision problem into a hierarchy of
more easily comprehended sub-problems, each of which can be analyzed indepen-
dently. An AHP hierarchy consists of an overall goal, alternatives for reaching the
goal, and criteria that relate the alternatives to the goal. Each alternatives and crite-
ria is compared by means of pairwise comparison method, and the obtained pairwise
comparison matrix is converted to the importance degree of the alternatives and cri-
teria. Next, the importance degree of each element of the hierarchy is calculated
from the pairwise comparison matrix using the eigenvalue calculation. When A is
the obtained pairwise matrix and W is the importance degree of each element, the
eigenvalue expression is given by

AW = λmaxW, (1)

where λmax is maximum eigenvalue. Therefore, W is an eigenvector corresponding
to the maximum eigenvalue of A. This enables to calculate the unknown value of W .
The importance degree of the goal X is derived from applying this calculation for
each element and multiplying mutually. The X , defined by

X = [W T
1 W T

2 . . .W T
n ]W, (2)

is computed by multiplying by importance degrees of alternatives [W T
1 W T

2 . . .W T
n ],

importance degrees of criteria W . In this way, the alternative priorities are calculated
by the method.

3.2 Method Procedure

We accounted for the method procedure with the example of a context-aware service
scenario which is to notify a user of receiving a phone call. We determined this
example’s goal, alternatives and criteria (Table 1).

In accordance with the procedure of the AHP, the user creates a hierarchical
structure of the criteria and the alternatives. Firstly, the user derives the importance
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Table 1 The goal, criteria, and alternatives for the service composition example

Goal To notify a user of receiving a phone call

Criteria User-device distance (far or near)
Awareness of incoming (high or low)
User’s taste

Alternatives Speaker
Display
Vibrator

degrees of criteria by pairwise comparison method. In this case, the user determines
which one of the criteria should be emphasized for notifying the call. Next, the user
derives the importance degrees of alternatives by pairwise comparison method as
well. For example, the user compares alternatives, which one of the alternatives (de-
vices) should be emphasized from the viewpoint of fitting it to the user’s taste. In
this example, the user derives the importance degrees as shown in Fig. 1. In ad-
dition, with introducing dynamically-changed context data, context factors can be
added to the AHP. The dynamically changed context data is converted to the impor-
tance degree of criteria, and introduce into the AHP expression. The expression is
given by

X = [W T
1 W T

2 . . .W T
n ]CW, (3)

where the importance degree of the goal X is computed by multiplying by impor-
tance degrees of alternatives [W T

1 W T
2 . . .W T

n ], importance degrees of criteria W and
dynamically-changed context data C.

Fig. 1 AHP hierarchy for
the sample scenario, with
some associated priorities.
The numbers show impor-
tance degrees of respective
pairs of elements. W T

Distance
= (0.2898, 0.6553, 0.0549)
, W T

Awareness = (0.0719,
0.6491, 0.2790) , W T

Taste
= (0.1781, 0.0705, 0.7514)
and W T = (0.1139, 0.4054,
0.4807) , which are obtained
by respective pairwise ma-
trices ADistance , AAwareness ,
ATaste and A
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4 Experiments and Results

We implemented a prototype system of our service composition method, and had it
calculate a representative service example of notifying a user of receiving a phone
call we mentioned above. We created context data as an input, and examined that
our method can evaluate each devices.

A user determines the importance degrees of alternatives by pairwise compar-
isons in accordance with the service. The system receives a context data as an
input, which is created by various sensors in real time. The importance degrees
of criteria and final evaluation value for an overall goal vary according to the real
time data.

We evaluate the proposed method by examining the result for a sample scenario
and some sample context data. Four sorts of sample data expressed by matrix are
created according to whether user-device distance is far or not, and user awareness
level is high or low (Fig. 2). Each diagonal value represents the weight correspond-
ing to the criteria in the context. In reality, these values are dynamically-changed
in real time. In this instance, four representative values are prepared and calculated.
The device which has the maximum score is the most suitable mean for providing
the service in the context (Fig. 3). Since distance and awareness vary according to
surrounding contexts, the importance degrees also change. The result shows that
when the user-device distance is near and the user can awake easily, the method put
much weight in the taste, while when the user-device distance is far and the user can
hardly awake, the method put much weight in distance and awareness to do reliably.
This relation fits in the way of thinking that a user selects the favorite device when
either notifying device is located near or surroundings are not loud, because which
device can notify user of receiving a phone call.

Fig. 2 Each criterion’s weight calculated by the sample data under each context, and ex-
pressed by matrix C1, . . . ,C4. Diagonal values represent the weights corresponding to the
criteria, such as distance, awareness, taste in the context
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Fig. 3 The Results of the method. X1, . . . ,X4 are calculated from C1, . . . ,C4. Elements of
vector X1, . . . ,X4 represent the importance of degrees of alternatives. The device which has
the maximum score is the most suitable mean

5 Conclusion and Future Work

In this paper, we have presented the method for context-aware service composition
based on AHP for use in ubiquitous computing environments. We have performed
the preliminary experiment and examined the availability of the method using sam-
ple data, and have confirmed that the method can output reasonable results for each
sample context. The advantage of our method is that it can deal with qualitative
factors in consideration of the weight through the pairwise comparison method, and
can interpret each factor’s weight and modify it by reconsidering the evaluation
process. Further work is to apply this method to real-world situations, such as home
network, wireless mesh network, and, intelligent building, to compare it to other
methods, and to evaluate the effectiveness quantitatively.
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Flexible Widget Layout Formulated as Fuzzy
Constraint Satisfaction Problem

Takuto Yanagida and Hidetoshi Nonaka

Abstract. We show an improvement of our previous work, a formulation of the
flexible widget layout (FWL) problem as a fuzzy constraint satisfaction problem
(FCSP) and a method for solving it. The automation of widget layout is one of the
most important challenges for the generation of graphical user interfaces (GUIs). In
the field of model-based user interface design, widget layout is more complicated
because a layout system needs to select widgets. FWL is the automatic GUI gener-
ation requiring (1) deciding which widgets are used and (2) completing the layout
immediately. We formulate the desirability of selection as fuzzy constraints; thus,
we can utilize existing techniques of FCSP without extending its framework. We di-
vide the layout process into three phases, and realize the automatic layout in feasible
time.

1 Introduction

The automation of widget layout is one of the most important challenges [5] in
the context of dynamic generation of graphical user interfaces (GUIs). By widget
layout we mean the process of determining the positions and the sizes of widgets on
a dialog box; it is also used for mentioning the result of the process. The layout has
a significant impact on the usability of applications and services using GUIs, and it
determines the ease of tasks which can be accomplished with them.

In the field of model-based user interface (UI) design [2, 16], widget layout is
more complicated because a layout system needs to select widgets. Many systems in
the field automatically generate GUIs based on logical descriptions through layout
processes. The logical descriptions specify common UI functions independently of
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specific devices and platforms, instead of specifying widgets to be used. Although
that is useful for realizing the diversity of UIs [17, 19], the systems must select
widgets according to the UI functions before they place widgets. In addition, these
widgets are sometimes not uniquely determined.

There are many related studies. As an application of the facility layout problem
[12] for UI, the system of UI components layout was proposed [10], but it handles
the layout of a UI model, not widgets. Many studies for the LSI layout problem have
been reported, but they do not consider the speed of layouts because it is unnecessary
for their purpose [4]. Researches in the field of model-based UI design [7–9] handle
mainly how to realize the use of various devices and platforms rather than how to
select widgets and to perform layouts. Many GUI toolkits [6, 14, 15] offer layout
managers, which decide the positions and sizes of widgets at run time, but they do
not handle the selection of suitable widgets.

Automatic GUI generation from logical descriptions requires both (1) deciding
which widgets are used and (2) completing the layout immediately especially when
a system does this at run time. We call the layout satisfying the conditions, the
flexible widget layout (FWL), and we call the problem of determining a layout which
fulfills conditions of a dialog box and widgets, the FWL problem. By solving this
problem, a system can select small widgets with less usability for small screens, or
large widgets with enough usability for large screens.

In this paper, we show an improvement of our previous work [18, 20], in which
we proposed a formulation of the FWL problem as a fuzzy constraint satisfaction
problem (FCSP) [11] and a method for solving the FWL problem. In our formula-
tion, fuzzy constraints express subjective constraint conditions involved with usabil-
ity, sensitivity, etc. such as desirable widgets and conspicuous layout. Moreover, our
method can realize the layout in a practical time by dividing the layout process into
three phases. In this paper, these basic ideas are the same as the previous ones, but
the formulation is improved so that it coincides more strictly with FCSP.

In the following sections, we define and formulate the FWL problem, show a
layout system, discuss some consideration for it, and conclude our work.

2 Flexible Widget Layout Problem

The flexible widget layout problem is a solution search problem for finding better
combinations of widgets. Each widget is selected from a widget candidate set in-
cluding some widgets, which represent the same UI function, but have different size
and desirability. The sizes of widgets are constraint conditions which decide pos-
sibility of the layout, and their desirabilities are constraint conditions which decide
its suitability. In this paper, UI functions are modeled as selection act model, and
described in the abstract interaction description language (AIDL) [17, 19].

The complexity of the FWL is caused by the tradeoff between widget usability
and the ease of layout. For example, we can use a list box or a drop down list box
for selecting one item from an item list. For usability, since users can view many
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items at once, the former is better, but it needs a larger area and may not be placed
in a small dialog box (or a small screen).

As a UI model, we adopt the selection act model, where UI functions are repre-
sented as selection acts, and which are grouped to make a tree graph. A UI element
set in the model is expressed as S = SS ∪ SG ∪ SD, where SS, SG, and SD are re-
spectively selection, group, and description elements. Selection element si ∈ SS is
represented here as a 5-tuple: si = 〈Li,ei, ti,oi,ri〉, where Li is the list of choices,
and |Li| is the number of choices. ei ∈ {single,multiple} is the selection size,
ti ∈ [1,10] is the importance, and oi ∈ {true,false} is the flag meaning whether
its choices are opposite when they have two choices. ri is a flag which is true if the
type of choice list is Numeric and constrained by Range, and otherwise, it is false.
Relevant UI elements including group elements are grouped by group elements, and
compose a tree graph of UI functions. This tree corresponds to a dialog box to be
generated, and its root element is a group. In addition, each description element can
be attached to the selections and groups for their explanations.

The UI elements of the model are represented as widgets. All widgets used here
W = WN ∪WC are rectangular and have their own presentations; also they are di-
vided into two categories: normal widgets WN for representing selection elements
and container widgets WC for group elements and labeling. As the normal widgets,
since they are adopted by many toolkits, we use the eight widgets for representing
selection elements (Table1). Here, a check box and check boxes are distinguished
because they are used for different functions. In addition, for representing descrip-
tion elements, we use caption label (CL) and abbreviation label (AL) as the normal
widgets. On the other side, as the container widgets, we use vertical array, horizon-
tal array, and tab pages (Fig. 1) for representing group elements; and left labeling
and top labeling (Fig. 2) for representing the positioning of description elements.

We defined the desirability α ∈ [0,1] corresponding to the normal widgets as
follows: αCB for a check box, αRBS for radio buttons, αDLB for a drop-down list box,
αCBS for check boxes, αLB for a list box, αB for a button, αSP for a spinner, and αSL

for slider. The desirability of a list box is defined as mutable according to the rate
of its visible items, and it has the range αLBmin ≤ αLB ≤ αLBmax. The desirability
of container widgets are defined as αVA, αHA, and αTP for vertical array, horizontal

Table 1 Selection widget candidates

Candidate w ∈Wi Selection size ei Item size |Li| Is opposite oi Is ranged ri

Check box single |Li| = 2 true -
Radio buttons single 0 < |Li| < 6 - -
List box - 6 ≤ |Li| - -
Drop-down list box single 0 < |Li| - -
Spinner single 0 < |Li| < 10 - true
Slider single 10 ≤ |Li| - true
Check boxes multiple 0 < |Li| - -
Button - |Li| = 0 - -
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Fig. 1 Three container
widgets for positioning
child widgets of a group
element (CW stands for
child widget)

Fig. 2 Two container wid-
gets for positioning a widget
and its description (CW
stands for child widget)

array, and tab pages; αLL and αTL for left labeling and top labeling. Referring to
[1, 3], in terms of the usability of the widgets, we defined the order of the desirability.

Selection elements and description elements are mapped to the corresponding
sets of normal widget candidates Wi ⊂ WN. Selection element si is expressed with
widget w ∈ Wi chosen from its corresponding widget candidate set (Table 1). We
created the widget candidates table by also referring to [1, 3], but it is possible to
apply users’ preferences there. Based on the table, for example, widget candidates
Wi corresponding to si, where ei = single and |Li| = 5, are determined as a set of
a drop down list box and radio buttons. In the layout process, it is decided which one
of the candidates are used. Each widget candidate w ∈ Wi has uniquely a minimum
size msw = 〈ms.widthw,ms.heightw〉, which is defined by corresponding UI element.

Group elements and positioning of description elements are mapped to a set of
container widget candidates Wi ⊂WC, and they are expressed with widget w ∈Wi. A
group element is represented as a set containing a vertical array, a horizontal array,
and (a container of) tab pages. A positioning of a description is represented as a set
containing a left labeling and a top labeling. Each container widget candidate w ∈
Wi also has a unique minimum size msw = 〈ms.widthw,ms.heightw〉. The minimum
sizes of container widgets are defined by the minimum sizes of its child elements.

Based on the minimum sizes of widgets, a system evaluates whether it is possible
to execute the layout defined by the selections from widget candidates, where the
possibility means that the child elements of a container can be placed in its rectangle.
We mention the condition expression for that possibility in the next section.

3 Formulation

A FCSP consists of a finite set of variables X = {xi}m
i=1, a finite set of domains of

values D = {Di}m
i=1 associated with the each variable, and a finite set of constraints

C = {ck}r
k=1. Constraint ck denotes a fuzzy relation μRk on a subset Sk(Sk ⊂ X) of

X . Sk is called the scope of Rk. We introduce the framework of FCSP to the FWL
problem, and represent the desirability α of widgets with satisfaction degrees of
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fuzzy constraints. After the formulation mentioned below, the FWP is completely
represented as a FCSP. It can be solved with general-purpose FCSP algorithms.

In the formulation, variable xi ∈ X corresponds to widget candidate set Wi and the
value assigned in it expresses a selected candidate from the set. Variables XN and
XC express the set of variables for the normal widget candidates and container wid-
get candidates respectively. For example, UI element si ∈ S corresponds to widget
candidate set Wi ⊂W , and next, it corresponds to variable xi ∈ X . Note that widget
candidate sets of other UI elements, groups, descriptions, and the positioning of the
descriptions, are also expressed with the variables.

The values of domains are tuples, which are calculated form the bottom to the
top of the tree structure of the variables. The domain of normal widget candidates
variable xi ∈ XN is a set of the tuples, which consists of normal widget w and its
minimum size msw = 〈ms.widthw,ms.heightw〉 as follows:

Di (∈ DN) =
{〈w,msw〉 | w ∈Wi ⊂WN

}
. (1)

The minimum width of a normal widget is the sum of the width of the widest one
of its items, and the width of the control parts such as a vertical scroll bar, a radio
button, and a check box. The minimum height is defined by the type of widget, its
item size, and the item height item h (Table 2).

The domain of container widget candidates variable xi ∈ XC is a set of the tu-
ples, which consists of container widget w, a combination of values of child wid-
get candidates M, and its minimum size msw,M = 〈ms.widthw,M,ms.heightw,M〉 as
follows:

Di (∈ DC) =
{〈w,M,msw,M〉 | w ∈Wi ⊂WC,

M ∈ Dchild(i,1) ×·· ·×Dchild(i,cni),checksize(Wi,msw,M)
}
, (2)

where child(i, j) is the function for obtaining the index of jth child of Wi, cni is the
number of children of Wi, and check size(Wi,ms) is the function, which checks that
the combination of its parameters is available or not with estimated minimum size
(ems) (Function 1). This function prunes the domains for container variables when

Table 2 Minimum widget heights

Widget Minimum height (without edges)

Check box item h
Drop-down list box
Spinner
List box min(|L|,4) item h
Radio buttons |L| item h
Check boxes
Slider slider h
Button button h
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Function 1. checksize(Wi, j ,ms)
if Wi is root then

if ms.width ≤ given width and ms.height ≤ given height then
return true

else
return false

end if
else

ms′ ← ems′(Wi,ms)
return checksize(Wi,ms′)

end if.

constructing the problems. In the function, given width and given height are the size
of the client area of the dialog box, and function ems is defined as follows:

Wi ⊂WN, ems′(Wi,msw∈Wi, j ) = min
w∈Wi

(
ms′′w,{ems(Wi,1),...,msw,...,ems(Wi,cn(i))}

)
, (3)

Wi ⊂WN, ems(Wi) = min
w∈Wi

(
ms′w,{ems(Wi,1),...,ems(Wi,cni )}

)
, (4)

Wi ⊂WN, ems(Wi) = min
w∈Wi

(msw) =
〈

min
w∈Wi

(ms.widthw), min
w∈Wi

(ms.heightw)
〉
. (5)

The container widgets have different sizes of child widgets; therefore, the sizes of
tuples of their domains are also different. The minimum size of vertical array (VA),
horizontal array (HA), and tab pages (TP) is calculated based on the minimum sizes
of its child widgets (mswi, j =

〈
ms.widthwi, j ,ms.heightwi, j

〉
) as follows (where gaps

among child widgets and tabs space are omitted):

msVA∈Wi =
〈

max j(ms.widthwi, j), ∑ j ms.heightwi, j

〉
, (6)

msHA∈Wi =
〈
∑ j ms.widthwi, j , max j(ms.heightwi, j

)
〉
, (7)

msTP∈Wi =
〈

max j(ms.widthwi, j), max j(ms.heightwi, j
)
〉
. (8)

The minimum sizes of a left labeling (LL) and a top labeling (TL) are calculated
based on the size of their description widget (mswi,D) and the minimum sizes of their
one child widget (mswi,C) as follows (where gaps are omitted):

msLL∈Wi =
〈
ms.widthwi,D + ms.widthwi,C , max(ms.heightwi,D

,ms.heightwi,C
)
〉
, (9)

msTL∈Wi =
〈

max(ms.widthwi,D ,ms.widthwi,C), ms.heightwi,D
+ ms.heightwi,C

〉
. (10)

When the estimated minimum sizes of container widgets are calculated, the above
equations are also used, but, instead of actual widget sizes, the estimated minimum
sizes of child widgets are used there.

In this formulation, crisp and fuzzy constraints are used accordingly, where crisp
constraints can be handled as particular cases of fuzzy constraints. Each variable
is connected by a unary constraint for expressing the desirability, and arbitrary two
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variables are connected by a binary constraint for expressing a parental relationship.
Unary constraint ck ∈ CD denote the desirability of the value of its scope xk1 as
their satisfaction degrees. If the scope of ck is Sk = {xk1} and the value of xk1 is
v (∈ Dk1) = 〈w, ...〉, w ∈Wk1 , the satisfaction degree of ck is calculated as follows:

ck(v) (∈CD) = des(w), (11)

where des is the projection from the widget candidates to their desirability α . A
binary constraint ck ∈ CP denotes whether the assignments of the variables of its
scope correspond with each other. As mentioned above, each value is a tuple of a
combination of widget and its minimum size, and thus, this constraint accords this
combination with the actual combination of its child widgets. If the scope of ck is
Sk = {xk1 ,xk2}, the value of xk1 is vp (∈ Dk1) = 〈w,M,msw〉, and the value of xk2 is
vc ∈ Dk2 , the satisfaction degree of ck(vp,vc) is calculated as follows:

ck(vp,vc) (∈CP) =

{
1 if vc = M

[
childindex(xk1 ,xk2)

]
0 otherwise

. (12)

where childindex(x1,x2) is the projection from pairs of variables to the index of
the widget candidates (corresponding to x2 ∈ X) as a child of the parent widget
candidates (corresponding to x1 ∈ XC).

4 Layout Method

We developed a layout system, which consists of three phases: (1) creating a FCSP
from an AIDL document, (2) solving the problem, and (3) performing an actual
layout based on the result. The system receives an AIDL document as input and
outputs a dialog box with Swing. The desirability α∗ of the widget candidates are
given empirically assuming typical applications.

In the first phase, a FCSP is generated from a given AIDL document—a tree
structure having one-to-one correspondence to the model of the document. Group,
selection, and description elements in a document are seen as each corresponding
typed variable in a FCSP, and their parental relationships are seen as composition
constraints. All variables have unary constraints for expressing the desirability of
the current assignments of the variables. The minimum sizes of widgets, which are
the values of the domains of the variables, are determined by the parameters of the
corresponding elements. As mentioned above, infeasible elements of the domains
are pruned in parallel with the construction of the FCSP.

In the second phase, for a better assignment of the variables, the system iterates
solving the FCSP generated in the previous phase using the forward checking algo-
rithm, which is extended for improving the worst constraint satisfaction degree. The
system prunes the domains according to a worst satisfaction degree. The process
of solving the FCSP is as the following 4 steps: (Step 1) Before the iteration, the
system prepares satisfaction degree set A by collecting possible satisfaction degrees
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Fig. 3 Results of flexible
widget layout from the same
AIDL document (UI model)
with different dialog sizes

from all unary constraints. Since all unary constraints express the desirability α of
each widget candidates, A is a discrete set. (Step 2) The system chooses and removes
the maximum one a ∈ A as the worst satisfaction degree, and prunes values in the
domains worse than a based on the unary constraints. At this step, the minimum
heights of list boxes in the domains are reset as follows:

ms.heightLB∈Wi
= min(|Li|,4) item h

(
1− αLBmax −a

αLBmax −αLBmin

) 1
ti
. (13)

(Step 3) The system solves the FCSP with the algorithm. (Step 4) If the system can
find an assignment of the variables, it moves to the next phase; otherwise, it moves
back to the step 2. If A is empty, the system stops in failure.

In the last phase, based on the assignments of the variables, the system decides the
positions and the sizes of the selected widgets, and then it places them. In the FWL,
the variables express the selections of widget candidates; therefore, the solution of
a FCSP is not an actual layout yet. The system generates widgets adopted in the
solution, and then it sets their concrete positions (pixels) and sizes (pixels) based on
the selected container widgets. In our implementation, the resize of the dialog box
is reflected in the re-layout of the widgets (Fig. 3).

For solving the problem rapidly, the system prunes the domains based on giving
worst constraint satisfaction degrees before applying the algorithm. The forward
checking algorithm searches systematically through the search space of the possible
combinations of the assignments until it finds a solution. It is guaranteed to find
a solution if one exists but has the disadvantage that it requires large cost of time;
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hence, pruning the domains and reducing the problem scale is effective. We mention
the effect of pruning in the next section.

5 Discussion

In the previous formulation of the FWL problem [18, 20], its domains are not stati-
cally decided, but dynamically change when searching solutions. Therefore, binary
constraints checking these dynamic domains are in fact n-ary constraints under the
influence of more than two variables. To improve this problem, the easiest way is
to introduce n-ary constraints, but, this is difficult because to implement algorithms
accepting n-ary constraints is difficult. In the current formulation, this problem is
resolved using the technique of binarization of n-ary constraints, as well as pruning
in the problem construction phase.

We need to evaluate our system in detail, but for now, we have confirmed that it
can perform the layout of the example (Fig. 3) fast enough for dynamic generation
of GUI; the system can complete the layout example within 650 milliseconds using
Java 6 on a PC (AMD Turion 64 CPU 2.0 GHz, 768 MB main memory, and Win-
dows XP Professional edition). We also executed the system with the same layout
without pruning and found that it takes more than 50000 milliseconds. That shows
that pruning is effective in the system.

6 Conclusion and Future Work

In this paper, we have shown an improved formulation of the flexible widget layout
problem (FWL). The formulation proposed here coincides more strictly with the
FCSP framework, and thus, the possibility of extending this work with other tech-
niques for FCSP is increased. The widget selection before doing layout is general; it
is not specific for model-based GUI generations, because GUI designers also need
to select widgets when they do layouts by hand. The constraints in the problem are
used for only parent-child compositions and desirability of widgets, however, this
limitation is posed just in the current implementation, but not in our approach itself.

For advancing this work, it is necessary to add other layout rules, to evaluate the
relation between problem scales and solving times, and to consider other FCSP al-
gorithms. For example of layout rules, constraints between sibling widgets can be
added for keeping the same types and states among them. For evaluating the avail-
ability of our method, we are considering extracting GUI dialog boxes from existing
applications and reconstructing them with our method. In the current implementa-
tion, we use the forward checking algorithm, but our method is not limited to it.
Formulated as FCSP, the layout problem allows us to use suboptimal results; thus,
we can also consider adopting local search or hybrid algorithms such as SRS [13].
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Modelling Probabilistic Causation in Decision
Making

Luı́s Moniz Pereira and Carroline Kencana Ramli

Abstract. Humans know how to reason based on cause and effect, but cause and ef-
fect is not enough to draw conclusions due to the problem of imperfect information
and uncertainty. To resolve these problems, humans reason combining causal mod-
els with probabilistic information. The theory that attempts to model both causality
and probability is called probabilistic causation, better known as Causal Bayes Nets.

In this work we henceforth adopt a logic programming framework and method-
ology to model our functional description of Causal Bayes Nets, building on its
many strengths and advantages to derive a consistent definition of its semantics.
ACORDA is a declarative prospective logic programming which simulates human
reasoning in multiple steps into the future. ACORDA itself is not equipped to deal
with probabilistic theory. On the other hand, P-log is a declarative logic program-
ming language that can be used to reason with probabilistic models. Integrated with
P-log, ACORDA becomes ready to deal with uncertain problems that we face on
a daily basis. We show how the integration between ACORDA and P-log has been
accomplished, and we present cases of daily life examples that ACORDA can help
people to reason about.

1 Introduction

Humans reason basically based on cause and effect. David Hume described causes
as objects regularly followed by their effects [1]. Hume attempted to analyse
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causation in terms of invariable patterns of succession that are referred to as “reg-
ularity theories” of causation. The difficulty with regularity theories is that most
causes are not invariably followed by their effects. For example, it is widely accept-
able that smoking is a cause of lung cancer, but not all smokers have lung cancer.
By contrast, the central idea behind probabilistic theories of causation is that causes
raise the probability of their effects; an effect may still occur in the absence of a
cause or fail to occur in its presence. The probabilistic theorem of causation helps
in defining a pattern in problems with imperfect regularities [2]. This approach is
called Causal Bayes Nets.

Translation of human reasoning using causal models and Bayes Nets into a com-
putational framework is possible using logic programming. The main argument is
that humans reason using logic. There is an obvious human capacity for under-
standing logic reasoning, one that might even be said to have developed throughout
our evolution. Logic itself can be implemented on top of a symbol processing sys-
tem like a computer. Thus, in this work we henceforth adopt a declarative logic
programming framework and methodology to model our functional description of
causal models and Bayes Nets, building on its many strengths and advantages to
derive both a consistent definition of its semantics and a working implementation
with which to conduct relevant experiments.

The paper is organized as follows: the next Section provides the background
of prospective logic programming and probabilistic logic programming. Section 3
provides the explanation of our implementation and the paper continues with an
example of how our implementation can be used in Sect. 4. The paper finishes with
conclusions and directions for future work in Sect. 5.

2 Prospective and Probabilistic Logic Programming

2.1 Prospective Logic Programming

Prospective logic programming is an instance of an architecture for causal models,
which implies a notion of simulation of causes and effects in order to solve the
choice problem for alternative futures. This entails that the program is capable of
conjuring up hypothetical what-if scenaria and formulating abductive explanations
for both external and internal observations. Since we have multiple possible sce-
naria to choose from, we need some form of preference specification, which can be
either a priori or a posteriori. A priori preferences are embedded in the program’s
own knowledge representation theory and can be used to produce the most relevant
hypothetical abductions for a given state and observations, in order to conjecture
possible future states. A posteriori preferences represent choice mechanisms, which
enable the program to commit to one of the hypothetical scenaria engendered by the
relevant abductive theories. These mechanisms may trigger additional simulations,
by means of the functional connectivity, in order to posit which new information to
acquire, so more informed choices can be enacted, in particular by restricting and
committing to some of the abductive explanations along the way.
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Definition 1 (Language). Let L be a first order language. A domain literal in L is
a domain atom A or its default negation not A, the latter expressing that the atom is
false by default. A domain rule in L is a rule of the form:

A ← L1, . . . , Lt (t ≥ 0)

where A is a domain atom and L1, . . . , Lt are domain literals.

Definition 2 (Integrity Constraint). An integrity constraint in L has a form:

⊥ ← L1, . . . , Lt (t > 0)

where ⊥ is a domain atom denoting falsity, and L1, . . . , Lt are domain literals.

A (logic) program P over L is a set of domain rules and integrity constraints, stand-
ing for all their ground instances.

Each program P is associated with a set of abducibles AP ⊆ L. Abducibles can
be seen as hypotheses that provide hypothetical solutions or possible explanations
of given queries. An abducible a can be assumed in the program only if it is a
considered one, i.e. if it is expected in the given situation, and moreover there is no
expectation to the contrary [3]. The atom consider(a) will be true if and only if the
abducible a is considered. We can define it by the logic programming rule:

consider(A) ← expect(A), not expect not(A)

where A stands for a logic programming variable. The rules about expectations are
domain-specific knowledge contained in the theory of the program, and effectively
constrain available the hypotheses .

To express preference criteria amongst abducibles, we introduce the languageL∗.
Let L∗ be a language consisting of logic program and relevance rules.

Definition 3 (Relevance Rule). Let a and b are abducibles. A relevance atom a � b
means abducible a is more relevant or preferred than abducible b, i.e. one cannot
have b without also having a. A relevance rule is one of the form:

a � b ← L1, . . . , Lt (t ≥ 0)

where a � b is a relevance atom and every Li(1 ≤ i ≤ t) is a domain literal or a
relevance literal.

Example 1 (Tea 1). Consider a situation where an agent Claire drinks either tea or
coffee (but not both). She does not expect to have coffee if she has high blood
pressure. Also suppose that agent Claire prefers coffee over tea when she is sleepy.
This situation can be represented by a program Q with the set of abducibles AQ =
{tea, coffee}:

1 fa lsum ← not d r i n k .
2 d r i n k ← c o n s i d e r ( t e a ) .
3 d r i n k ← c o n s i d e r ( c o f f e e ) .
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4 c o n s t r a i n ( 1 , [ t ea , c o f f e e ] , 1 ) .
5 expect ( t e a ) . expect ( c o f f e e ) .
6 e x p e c t n o t ( c o f f e e ) ← b l o o d p r e s s u r e h i g h .
7 c o f f e e � t e a ← s l e e p y .

The query is triggered by an integrity constraint coded with falsum/0.
ACORDA has to fulfill the integrity constraint by trying to find all the explanations
to the atom drink . We codified the preference using the </2 built–in ACORDA
predicate. The exclusivity of the two abducibles is coded with constrain/3 on
line 4. So there are two abductive solusions: A1 = {coffee}, A2 = {tea}. We
should choose our solution from those two explanations based on our preferences.
If we assert sleepy is true, the only explanation left is A1 because of the preference
rule – in order to have the abducible tea we should have the abducible coffee .
On the other hand, if we assert blood pressure high is true, the only remaining
solution is A2 because the abducible coffee becomes not expected.

Having the notion of expectation allows one to express the preconditions for an
expectation or otherwise about an abducible a, and expresses which possible expec-
tations are confirmed (or assumed) in a given situation. If the preconditions do not
hold, then abducible a cannot be considered, and therefore a will never be assumed.
By means of expect not/1 one can express situations where one does not expect
something. In this case, when blood pressure is high, coffee will not be considered
or assumed because of the contrary expectation arising as well (and therefore tea
will be assumed).

2.2 Probabilistic Logic Programming

Probabilistic logic programming (P-log) was introduced for the first time by Chitta
Baral et.al [4]. P-log is a declarative language that combines logical and probabilistic
reasoning, and uses Answer Set Programming (ASP) as its logical foundation and
Causal Bayes Nets [5] as its probabilistic foundation. P-log can also represent a
mechanism for updating or reassessing probability [6].

The declaration part of a P-log program Π contains sorts and attributes. A sort c
is a set of terms. It can be defined by listing all its elements: c = {x1, x2, . . . , xn}.
Given 2 integers L ≤ U we can also use 2 shortcut notations: c = {L..U} for the
sort c = {L, L + 1, . . . , U} and c = {h(L..U)} for the sort c = {h(L), h(L +
1), . . . , h(U)}. We are also able to define a sort by arbitrarily mixing the previous
constructions, e.g. c = {x1, .., xn, L..U, h(M..N)}. In addition, it is allowed to
declare union as well as intersection of sorts. A union sort is represented by c =
union(c1, ...., cn) while an intersection sort by c = intersection(c1, ..., cn), where
ci, 1 ≤ i ≤ n are declared sorts.

Definition 4 (Sorted Signature). The sorted signature Σ of a program Π contains
a set of constant symbols and term-building function symbols, which are used to
form terms in the usual way. Additionally, the signature contains a collection of
special function symbols called attributes.
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Definition 5 (Attribute). Let c0, c1, . . . , cn be sorts. An attribute a with the domain
c1 × ... × cn and the range c0 is represented as follows:

a : c1 × ... × cn → c0

If attribute a has no domain parameter, we simply write a : c0. The range of attribute
a is denoted by range(a). Attribute terms are expressions of the form a(t̄), where
a is an attribute and t̄ is a vector of terms of the sorts required by a.

The regular part of a P-log program Π consists of a collection of rules, facts and
integrity constraints formed using literals of Σ.

Definition 6 (Random Selection Rule). A random selection rule has a form:

random(RandomName, a(t̄), DynamicRange) :- Condition

This means that the attribute instance a(t̄) is random if the conditions in Condition
are satisfied. The DynamicRange allows to restrict the default range for ran-
dom attributes. The RandomName is a syntactic mechanism used to link ran-
dom attributes to the corresponding probabilities. The constant full is used in
DynamicRange to signal that the dynamic domain is equal to range(a).

Definition 7 (Probabilistic Information). Information about probabilities of ran-
dom attribute instances a(t̄) taking particular value y is given by probability atoms
(or simply pa-atoms) which have the following form:

pa(RandomName, a(t̄, y), d (A, B)):- Condition

It means if Condition were to be true, and the value of a(t̄) were selected by a rule
named RandomName, then a(t̄) = y with probability A

B .

Definition 8 (Observations and Actions). Observations and actions are, respec-
tively, statements of the forms obs(l) and do(l), where l is a literal. Observations are
used to record the outcomes of random events, i.e. random attributes and attributes
dependent on them.

Example 2 (Tea 2). (Continuation of Example 1) Suppose if we know that the avail-
ability of tea for agent Claire is around 60%.

8 beginPr .
9 b e v e r a g e = { t ea , c o f f e e } .

10 a v a i l a b l e : b e v e r a g e .
11 random ( rd , a v a i l a b l e , f u l l ) .
12 pa ( rd , a v a i l a b l e ( t e a ) , d ( 6 0 , 1 0 0 ) ) .
13 endPr .

The probabilistic part is coded in between beginPr/0 and endPr/0.
There are two kinds of beverage: tea and coffee and both are randomly
available. We get the information the availability of tea is 60%, coded by
pa(rd, available(tea), d (60, 100)).
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3 Implementation

ACORDA [7, 8]1 is a system that implements prospective logic programming.
ACORDA is the main component of our system with P-log used as probabilistic
support in the background. Computation in each component is done independently
but they can cooperate in providing the information needed. Both ACORDA and P-
log rely on the well-known Stable Model semantics to provide meaning to programs
(see their references for details).

The system architecture follows this separation in a very explicit way. There
is indeed a necessary separation between producer and consumer of information.
ACORDA and P-log can both act as a producer or consumer of information. The
interfaces between the various components of the integration of ACORDA with P-
log are made explicit in Fig. 12. Each agent is equipped with a Knowledge Base and
a Bayes Net as its initial theory. The first time around, ACORDA sends Bayes Net
information to P-log and later P-log translates all the information sent by ACORDA
and keeps it for future computation. The problem of prospection is then that of find-
ing abductive extensions to this initial theory which are both relevant (under the
agent’s current goals) and preferred (w.r.t. the preference rules in its initial theory).
The first step is to select the goals that the agent will possibly attend to during the
prospective cycle. Integrity constraints are also considered to ensure the agent al-
ways performs transitions into valid evolution states.

Once the set of active goals for the current state is known, the next step is to
find out which are the relevant abductive hypotheses. At this step, P-log uses the
abductive hypothesis for computing probabilistic information to help ACORDA do
a priori preferences. Forward reasoning can then be applied to abducibles in those
scenaria to obtain relevant side-effect consequences, which can then be used to en-
act a posteriori preferences. These preferences can be enforced by employing utility
theory that can be combined with probabilistic theory in P-log. In case additional
information is needed to enact preferences, the agent may consult external oracles.
This greatly benefits agents in giving them the ability to probe the outside envi-
ronment, thus providing better informed choices, including the making of experi-
ments. Each oracle mechanism may have certain conditions specifying whether it is
available for questioning. Whenever the agent acquires additional information, it is
possible that ensuing side-effects affect its original search, e.g. some already consid-
ered abducibles may now be disconfirmed and some new abducibles are triggered.
To account for all possible side-effects, a second round of prospection takes place.

If everything goes well and only a single model emerges from computation of the
abductive stable models, the ACORDA cycle terminates and the resulting abducibles
are added to the next state of the knowledge base. In most cases, however, we cannot
guarantee the emergence of a single model, since the active preferences may not be
sufficient to defeat enough abducibles. In these situations, the ACORDA system has

1 The integration of ACORDA with P-log can be accessed at http://sites.google.
com/site/acordaplog/Home

2 Please note the dashed lines represent communication between ACORDA and P-log.

http://sites.google.com/site/acordaplog/Home
http://sites.google.com/site/acordaplog/Home
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Fig. 1 Integration Architec-
ture

to resort on additional information for making further choices. If no model emerges,
relaxation of constraints and preferences may be in order.

Indeed, a given abducible can be defeated in any one of two cases: either by
satisfaction of an expect not/1 rule for that abducible, or by satisfaction of a
preference rule that prefers another abducible instead. However, the current knowl-
edge state may be insufficient to satisfy any of these cases for all abducibles except
one, or else a single model would have already been abduced. It is then necessary
that the system obtains the answers it needs from somewhere else, namely from
making experiments on the environment or from querying an outside entity.

ACORDA consequently activates its a posteriori choice mechanisms by attempt-
ing to satisfy additional selecting preferences. There are two steps: first ACORDA
computes the utility value for each abducible. ACORDA selects amongst them based
on the preference function defined. This step is coded below in the meta predicate
select/2.

1 s e l e c t (M, NewM) :− s e l e c t 1 (M, M1) , s e l e c t 2 (M1, NewM ) .
2 s e l e c t 1 (M, M1) :− a d d U t i l i t y V a l u e (M, M1 ) .
3 s e l e c t 2 (M1, NewM) :−%use preference function to select the model.

Example 3 (Tea 3). (Continuation of Example 2) Consider now we introduce the
utility rate for coffee and tea for agent Claire based on her preference. What do we
suggest for agent Claire’s beverage when the utility probability value is taken into
account?

14 beg inP ro log .
15 s e l e c t (M, Mnew) :−
16 u t i l i t y R a t e ( tea , 0 . 8 ) , u t i l i t y R a t e ( c o f f e e , 0 . 7 ) ,
17 s e l e c t 1 (M, M2) ,
18 s e l e c t 2 (M2, 0 , [ ] , Mnew ) .
19 % Add utility value to each model
20 s e l e c t 1 ( [ ] , [ ] ) .
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21 s e l e c t 1 ( [X |Xs ] , [Y |Ys ] ) :−
22 a d d U t i l i t y V a l u e (X, Y) , s e l e c t 1 ( Xs , Ys ) .
23 % A posteriori preference models
24 s e l e c t 2 ( [ ] , , M, M) .
25 s e l e c t 2 ( [M|Ms ] , Acc , OldM , NewM) :−
26 member ( u t i l i t y M o d e l (U) , M) ,
27 U > Acc → s e l e c t 2 (Ms , U,M,NewM) ; s e l e c t 2 (Ms , Acc , OldM ,NewM ) .
28 a d d U t i l i t y V a l u e ( [X] , [ u t i l i t y M o d e l ( UModel ) | [ X ] ] ) :−
29 h o l d s u t i l i t y R a t e (X, R) ,
30 p r ( a v a i l a b l e (X) , P ) , UModel i s R ∗ P .
31 a d d U t i l i t y V a l u e ( , [ ] ) .
32 endProlog .

First, ACORDA launches oracles to acquire information about Claire’s condition
– whether she is sleepy and whether she has high blood pressure. If there is no
contrary expectation for any of the beverages, i.e. agent Claire is not sleepy and
also does not have high blood pressure, we will have two different abductive solu-
tions: M1 = {coffee}, M2 = {tea}. Next, ACORDA performs a posteriori selec-
tion. Our selecting preference amongst abducibles is codified on lines 14-32. First
we initialize the utility rate for both beverages. In the addUtilityValue/2
predicate, we define our utility function. In this example, we define the utility
value for each beverage as its probability of availability times its utility rate. Af-
ter the computation we get the result: M1 = {utilityModel(0.2800), coffee},
M2 = {utilityModel(0.4800), tea}. Predicate select2/2 will select the high-
est utility model and the final result is M2 = {utilityModel(0.4800), tea} which
means that based on the a posteriori preference using our utility function, agent
Claire is encouraged to have tea.

4 Example: Risk Analysis

The economics of risk[9] has been a fascinating area of inquiry for at least two rea-
sons. First, there is hardly any situation where economic decisions are made with
perfect certainty. The sources of uncertainty are multiple and pervasive. They in-
clude price risk, income risk, weather risk, health risk, etc. As a result, both private
and public decisions under risk are of considerable interest. This is true in positive
analysis (where we want to understand human behaviour), as well as in normative
analysis (where we want to make recommendations about particular management or
policy decisions). Second, over the last few decades, significant progress has been
made in understanding human behaviour under uncertainty. As a result, we have
now a somewhat refined framework to analyse decision-making under risk.

In a sense, the economics of risk is a difficult subject; it involves understanding
human decisions in the absence of perfect information. In addition, we do not un-
derstand well how the human brain processes information. As a result, proposing an
analytical framework to represent what we do not know seems to be an impossible
task. In spite of these difficulties, much progress has been made. First, probability
theory is the cornerstone of risk assessment. This allows us to measure risk in a fash-
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ion that can be communicated amongst decision makers or researchers. Second, risk
preferences are better understood. This provides useful insights into the economic
rationality of decision-making under uncertainty. Third, over the last decades, good
insights have been developed about the value of information. This helps us to better
understand the role of information and risk in private as well as public decision-
making.

We define risk as representing any situation where some events are not known
with certainty. This means that one cannot influence the prospects for the risk. It can
also relate to events that are relatively rare. The list of risky events is thus extremely
long. First, this creates a significant challenge to measure risky events. Indeed, how
can we measure what we do not know for sure? Second, given that the number of
risky events is very large, is it realistic to think that risk can be measured? We will
present a simple example about decision–making in a restaurant where risk is taken
into account.

Example 4 (Mamamia). The owner of the Restaurant “Mamamia” wants to offer
a new menu. Before the launch of the new menu, he performed some research.
Based on it, 75% of teenagers prefer the new menu and 80% of adults prefer the
original menu. Around 40% of his costumers are teenagers. If he offers the new
menu, each new menu will return 5 Euros. The basic cost that he should spend
for 100 new menus is 200 Euros. What is your suggestion for the owner of the
Restaurant “Mamamia”? The owner’s utility function is approximately represented
by U(X) = 2 ∗ X − 0.01X2, (X ≤ 100), X being his income.

1 expect ( d e c i d e ( launch new menu ) ) . expect ( d e c i d e ( n o t l a u n c h ) ) .
2 c o n s t r a i n ( 1 , [ d e c i d e ( launch new menu ) , d e c i d e ( n o t l a u n c h ) ] , 1 ) .
3 d e c i s i o n ← c o n s i d e r ( d e c i d e (X ) ) .
4 d e c i d e ( launch new menu ) � d e c i d e ( n o t l a u n c h ) ← n o t t a k e r i s k ,
5 p r o l o g ( pr ( menu ( new ) , PN ) ) , p r o l o g ( pr ( menu ( o r i g i n a l ) , PO ) ) ,
6 p r o l o g (PN > PO ) .
7 d e c i d e ( n o t l a u n c h ) � d e c i d e ( launch new menu ) ← n o t t a k e r i s k ,
8 p r o l o g ( pr ( menu ( o r i g i n a l ) , PO ) ) , p r o l o g ( pr ( menu ( new ) , PN ) ) ,
9 p r o l o g (PO > PN ) .

10 n o t t a k e r i s k ← not t a k e r i s k .
11 fa lsum ← not d e c i s i o n .
12 beginPr .
13 age = { t e e n a g e r , a d u l t } . o f f e r = { o r i g i n a l , new } .
14 cus tom er : age .
15 random ( rc , cus tom er , f u l l ) .
16 pa ( rc , cus tom er ( t e e n a g e r ) , d ( 6 0 , 1 0 0 ) ) .
17 menu : o f f e r .
18 random ( ro , menu , f u l l ) .
19 pa ( ro , menu ( new ) , d ( 7 5 , 1 0 0 ) ) :− cus tom er ( t e e n a g e r ) .
20 pa ( ro , menu ( o r i g i n a l ) , d ( 8 0 , 1 0 0 ) ) :− cus tom er ( a d u l t ) .
21 endPr .
22 beg inP ro log .
23 :− import member / 2 , l e n g t h / 2 from b a s i c s .
24 s e l e c t (M, Mnew) :− s e l e c t 1 (M, Mnew ) , s e l e c t 2 ( , 0 , [ ] , ) .
25 s e l e c t 1 ( [ ] , [ ] ) .
26 s e l e c t 1 ( [X |Xs ] , [Y |Ys ] ) :−
27 a d d U t i l i t y V a l u e (X,Y) , s e l e c t 1 ( Xs , Ys ) .
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28 s e l e c t 2 ( [ ] , ,M,M) .
29 s e l e c t 2 ( [M|Ms ] , Acc , OldM ,NewM):−
30 member ( u t i l i t y M o d e l (U) , M) ,
31 U > Acc → s e l e c t 2 (Ms , U,M,NewM) ; s e l e c t 2 (Ms , Acc , OldM ,NewM ) .
32 a d d U t i l i t y V a l u e ( [ d e c i d e (X) ] ,
33 [ u t i l i t y M o d e l (EU) , e x p e c t e d P r o f i t ( P r o f i t ) , d e c i d e (X ) ] ) :−
34 e x p e c t e d P r o f i t (X, P r o f i t ) , e x p e c t e d U t i l i t y (X, EU ) .
35 e x p e c t e d P r o f i t ( Action , P ) :−
36 r e t u r n ( Action , R ) , c o s t ( Act ion , C) , P i s R − C .
37 e x p e c t e d U t i l i t y ( Action , EU) :−
38 p r ( menu ( new ) , PrN ) , e x p e c t e d P r o f i t ( Action , Pf ) ,
39 EU i s (2∗ Pf∗PrN − 0 . 01∗ Pf∗Pf∗PrN ) .
40 r e t u r n ( launch new menu , 5 ) . r e t u r n ( n o t l a u n c h , 0 ) .
41 c o s t ( launch new menu , 2 ) . c o s t ( n o t l a u n c h , 0 ) .
42 endProlog .

In Example 4, the expected return value depends on the probability of the number
of new menu offers. Given probability information about the age of customers and
their behaviour in choosing a menu offer, we compute the expected probability of
new menu choices. In this case, the probabilty of new menu choices is 0.42 an
the probability of original menu choices is 0.58. The probability of original menu
choices is higher than the probability of new menu choices. Furthermore, if we
compute the expected return more comprehensively, we will get the result:
M1 = {utilityModel(3 .1323 ), expectedProfit(3 ), decide(launch new menu)},
M2 = {utilityModel(0 .0000 ), expectedProfit(0 ), decide(not launch)}
Based on the computation, it is better if he launches a new menu even though it is
risky.

5 Conclusion and Future Work

Humans reason using cause and effect models with the combination of probabilis-
tic models such as Bayes Nets. Unfortunately, the theory of Bayes Nets does not
provide tools for generating a scenario that is needed for generating several possible
worlds. Those are important in order to simulate human reasoning not only about the
present but also about the future. On the other hand, ACORDA is a prospective logic
programming language that is able to prospect possible future worlds based on ab-
duction, preference and expectation specifications. But ACORDA itself cannot han-
dle probabilistic information. To deal with this problem, we integrated ACORDA
with P-log, a declarative logic programming language based on probability theory
and Causal Bayes Nets. Now, using our new system, it is easy to create models
using both causal models and Bayes Nets. The resulting declarative system can ben-
efit from the capabilities of the original ACORDA for generating scenaria, and is
equipped with probabilistic theory as a medium to handle uncertain events. Using
probability theory and utility functions, the new ACORDA is now more powerful in
managing quantitative as well as qualitative a priori and a posteriori preferences.

Often we face situations when new information is available that can be added to
our model in order to perform our reasoning better. Our new ACORDA also makes
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it possible to perform a simulation and afterwards add more information directly to
the agent. It can also perform several steps of prospection in order to predict the
future better. For illustrative understanding, we presented taking a risk example in
which the system can help people to reason and rationally decide.

Applying utility functions to decision-making under uncertainty requires having
good information about the measurement of the probability disribution and the risk
preferences of the decision-maker. It is possible to conduct risk analysis without pre-
cise information about risk preferences using stochastic dominance. The latter sees
the elimination of “inferior choices” without strong a priori information about risk
preferences. For future work, we can extend P-log to handle stochastic processes.
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A Library Marketing System for Decision 
Making 

Toshiro Minami1 

T. Minami 

Abstract. The major aim of library marketing system is to help the library and its 
patrons with providing useful information and various kinds of knowledge, which 
are extracted from the data that are collected by the library system. In this paper 
we lay heavy stress on the use of such information and knowledge for assisting 
decision making of the library and of its patrons. Furthermore our main concern is 
to investigate how much we can utilize the usage data of materials obtained in the 
intelligent bookshelves (IBSs), i.e. the bookshelves equipped with RFID antennas 
and their reader/writer controllers (R/Ws). In this paper we propose some analysis 
methods of these usage data, alone and combining with other library data, and 
demonstrate their potential importance for library marketing.  

Keywords: Library Marketing, Data Analysis, Data Mining, RFID (Radio Fre-
quency Identification), Intelligent Bookshelf. 

1   Introduction 

The most important mission of libraries is to provide services to their users, or 
patrons, so that they are very helpful and meet the patrons’ needs in our knowl-
edge society. Patron orientedness is well expressed in “The five laws of library 
science” advocated by the famous Indian library scientist S. R. Ranganathan [13], 
which was published way back in 1960s. They are: (1) Books are for use, (2) 
Every reader his book, (3) Every book his reader, (4) Save the time of the reader, 
(5) The library is a growing organism. Our surrounding society has changed vig-
orously in these several decades. However, these phrases are still true as we re-
phrase them by replacing “book” with “information,” “material,” or “service.” 
They are still the central dogma for libraries and will keep being the same in the 
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future. In order to fulfill the patrons’ needs, libraries have been trying to change 
themselves and to provide better services; based on their intuition.  

In a decade or two we have experienced a rapid advance in technology; espe-
cially in information and communication technology (ICT). Internet should be the 
most prominent ICT technology that gives big influence to our society and our 
everyday life. Marketing methods by collecting and analysing data from the Inter-
net services, mostly with Web-based mechanisms, are very popular now.  

Now is a high time for libraries to introduce such methodology to their ser-
vices. By collecting and analysing the data created in the library services, libraries 
can get useful tips for them. Such technology and methodologies would change 
the ways the libraries have been taking so that many decisions made in library jobs 
are done based not on the subjective intuition but on the objective data. Not only 
for libraries but also for their patrons such methodologies give much benefits by 
getting new services from their libraries.  

In this paper we describe the concept of library marketing and library market-
ing system, and we also demonstrate its usefulness by taking some examples sup-
porting functions for decision making by the libraries and their patrons.  

The rest of this paper is organized as follows: First of all in Section 2, we ex-
plain the concept of library marketing. We note that it has a self-growing nature so 
that it will solve the cold start, or the free-riding, problem. Then we show a model 
of library marketing system with RFID (Radio Frequency Identification) technol-
ogy [5]. The library materials can be classified into two types; physical media and 
net media. The former ones are printed books, magazines, casette tapes, CDs, 
DVDs, and so on, which are the major materials used in library services so far, 
and will be so in the near future. The latter one is the materials used in network 
services such as e-journals, e-books, and so on. The log data, or usage data, are 
collected as the libraries provide services. RFID is useful for collecting log data of 
physical media. For net media, the service log data are collected automatically. 
We show an experimental library marketing system with RFID and explain how to 
extract the data that are used in data analysis, or data mining, which is the most 
important and essential part for library marketing system. In Section 3, we would 
like to demonstrate the importance and usefulness of the library marketing system 
by showing examples of information or knowledge that are extracted by analysing 
the usage data. Lastly in Section 4, we conclude our discussions and present some 
of our future plans.  

2   Library Marketing System 

This section starts with describing the concept of library marketing [7, 8]. We em-
phasize the utilization of the usage data of library materials. Intelligent bookshelf, 
or IBS in short, is a key tool for library marketing for physical media. RFID is an 
AIDC (Automatic Identification and Data Capture) technology [1] so that the data 
collection is performed automatically and therefore saves the librarians’ time.  

Then we describe a model of library marketing system, which we use in an ex-
periment. The original log data is converted to the event data, which is more suit-
able for analysis. We define some terms such as a session, session (duration) time, 
which are extracted from the event data.  
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2.1   Library Marketing and Library Marketing System 

Figure 1 illustrates the concept of the library marketing. It is the mutual depending 
structure between databases and services. In the right part of the figure are library 
services provided by the library.  

OPAC (Online Public Access Catalog) is a search engine for library materials. 
Reference service is a consulting service to the patrons who want to know how to 
find appropriate material, or need some advices. These days many libraries  
provide this service online, which is often called “Ask a Librarian” service. “My 
Library” is a relatively new service that provides patrons with personalized infor-
mation such as which books they are borrowing and have been borrowed, a list of 
books the patrons might like to read, and so on.  

These services depend on the databases that consist of catalog data, circulation 
data, patrons’ profile data, etc. These data are collected at a circulation counter, at 
a self checkout machine, and in other ways. The log data, which are collected for 
recording how the system provides services to patrons, are stored in the service 
log database and used for various services.  

The collected data are supposed to be analyzed, or data mined. The results ob-
tained by analysis should be reflected to the services in order to improve the qual-
ity of patron services. If the quality of services gets higher, then more patrons will 
use the library and the system. If many patrons use them, then the system gets 
more service log data. If the system is able to get more data, then they can be used 
for better services. Then the customer satisfaction (or rather patron satisfaction) 
will rise. Such a natural self-growing mechanism is very important for library 
marketing with databases and services as has been pointed out.  

Data Mining 
& Utilization 

Services Databases 

Catalog 

Circulation 

Service Log 

OPAC

My Library
Reference

Patron Info.  

Self-Growing Nature of Data  

Fig. 1 Library Marketing with Databases and Services 

2.2   Library Marketing System with RFID  

For the services using the net media, it is easy to collect not only provinding  
materials for the patrons but also to collect log data. Everything can be done  
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Fig. 2 (a) Principle of RFID  (b) RFID Tag Attachment on a Book 

automatically. For physical media such as printed books, magazines, audio visual 
materials like CDs and DVDs, it is a difficult task to do the job and collect the 
usage data, bacause these jobs are supposed to be done by the library staff.  

AIDC technology [1] is a great help in such jobs. So far the barcode system has 
been used in libraries. RFID is getting to be more and more popularly used by 
libraries in these years because it is faster and easier to be used for doing library 
jobs [6, 11, 15]. Furthermore there are more advantages in RFID such as the  
circulation processing becomes faster and easier, the patrons are happy to use self-
checkout machines and do the processing themselves, inventory of library materi-
als becomes faster. Considering these benefits it is worth putting the costs on 
equipments and RFID tags.  

The principles of RFID tag system is illustrated in Figure 2(a). The RFID tag 
system consists of two major components; tags and reader/writers (R/Ws). A tag is 
able to communicate with an R/W when they are located sufficiently close to each 
other. Figure 2(b) shows a tag put on a book.  

From the library marketing standpoint intelligent bookshelf (IBS) (Figure 3) [3] 
is a very useful tool for collecting data. An IBS is a bookshelf which is equipped 
with RFID antennas so that the book IDs shelved in it are detected and recorded  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3 Intelligent Bookshelf: A Tool for 
Library Marketing  
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Fig. 4 An Experimental Library Marketing System with RFID 

automatically. The antennas and their controller, i.e. R/W in all, transmit the data 
to the controller PC and the data will be analyzed either real time or later on.  

Figure 4 illustrates a model for library marketing system with RFID, which is 
developed for a feasibility study of IBS systems [9, 10, 16]. Original log data ob-
tained from the IBS are transmitted to the controller PC and are saved as log data. 
The log data consist of the fields of data type, timestamp (yymmdd and hhmmss), 
shelf ID, the number of detected tag IDs, followed with the list of tag IDs. A tag 
ID looks like “E00401000314E148” and “E004010003150040.”  

The log data are redundant because the status will not change for a long time 
and thus the detected tag IDs are the same ones in a long line of data. So it is more 
convenient to transform this log data format into the format that is easy to deal 
with. We call the transformed data the event data. The transformation program 
converts the original log data into the event data.  

The event data can be represented as a list of events. They consist of the time-
stamp data, shelf ID, i.e. tier ID and shelf ID, one column of tag ID, and the type of 
event, or the change of status, which is either IN or OUT. The status IN means that 
the book is put on the denoted shelf and OUT means it is taken out from the shelf.  

Data analysis modules use the event data as input and extract information and 
knowledge. They analyse the data in statistical and/or data mining methods.  

Lastly the extracted information is presented to the librarians and users accord-
ing to the situation.  

2.3   Data in Library Marketing System 

The original log data from an R/W are the list of a line in the following format: 
O = (Time, ShelfID, Number of Tags, List of TagIDs) where Time is a time-

stamp, ShelfID consists of tier ID and the shelf ID in the tier.  
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From these data we get event data set, which is a list of event data, where i-th 
event data collected in this IBS are represented in the following format:  

di  =  (InOut, ShelfID, TagID, Time) where InOut specifies if the book is stored 
in a bookshelf or removed from a bookshelf, ShelfID and TagID specify which 
shelf the book is stored to or removed from and which book is the one, respec-
tively. The Time is the timestamp which specifies date and time of this status 
change.  

By specifying a book, or its corresponding tag, with its ID, we can define a ses-
sion of usage of the book. A session starts when the book is taken out from a 
bookshelf and ends when it is returned to a bookshelf, which may be the same one 
or a different one.  

Let TID be a book ID. The event data of the book is defined:  
Event(TID)  =  {(InOut, ShelfID, Time) | di=(InOut,ShelfID, TID, Time) for 

some InOut, ShelfID, and Time where di is an event data } 
We can define a session of the book with TID as follows:  
Session(TID) = {(OutTime, InTime, OutShelf, InShelf) | there exist e1=(InOut1, 

OutShelf, OutTime) and e2=(InOut2, InShelf, InTime) in Event(ID) such that In-
Out1=”OUT”, InOut2=”IN”, OutTime<InTime, and there is no data 
e3=(InOut3, ShelfID3, Time3) in Event(TID) that satisfies Out-
Time<Time3<InTime } 

The duration time of a session is defined as follows: 
Duration((OutTime, InTime, OutShelf, InShelf)) = InTime – OutTime  
If OutShelf = InShelf, it means that a patron has put the book back in the same 

shelf and if not, he or she has put it in a different shelf, probably erroneously.  
Suppose we set a time period p=(StartTime, EndTime), where the start and end 

times may be in a same day or in different days, weeks, or months. We would de-
fine that a session s=(OutTime, InTime, OutShelf, InShelf) of a book is in this time 
period as follows: s is in p  iff  StartTime<=OutTime<InTime<=EndTime  where 
<= means “less than or equals to.” 

In this definition we choose to say that the session occurs in the specified pe-
riod only when it starts and ends in the period. Note that we can define this con-
cept in some different ways.  

3   Library Marketing System as Decision Support System 

As was pointed out, the most important application of library marketing system is 
to help the librarians and their patrons with decision making on collection of 
books, shelving policy, shelf arrangement, planning learning process, and others. 
In this section we investigate several possible applications that should be very 
useful for the library, for librarians, and for library patrons.  

3.1   Decisions of Learning Materials for Patrons  

First of all we investigate how to help patrons with deciding which material to 
read, or study.  
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Statistical Method 
Patrons will be happy if they are able to know what materials are popularly used 
and checked-out. Some of the typical data in this direction, for example, are the 
rankings of the books which are used in the library, which are borrowed from the 
library, which are popular among the patrons in general, and so on.  

From the original usage data obtained from the IBSs, we can extract various 
statistical data on each of the book shelved on the IBSs, such as frequency of ses-
sions, average session time, calculated time of sessions, etc.  

Furthermore, because the library books have their catalog data, each book has 
its classification data; in DDC (Dewey Decimal Classification) or in its modified 
way in most libraries. By summing up the frequencies of the books belonging to  
a classification number, we can get the frequency data of each classification  
area. Not only the frequencies but other number data can also be processed in the 
same way.  

In such a way, we can obtain many kinds of number data that indicate how the 
books are popularly used in the library. By applying this method to the circulation 
data, where one session starts when a book is borrowed and ends when it is re-
turned to the library, we can obtain similar data about the borrowed materials.  

In addition to them we can combine these data and other data from other  
libraries and from the Internet, we can provide the library patrons with additional 
information. One possible candidate for another data might be the one obtained 
from the blogs, the articles provided by the net people. For example we can obtain 
the popularity data of a book by using a blog search engine and get the number of 
the articles that mention the book as their subjects.  

Even though the statistical methods are simple in one point of view, they are 
very valuable tools in order to extract useful and valuable data and information to 
the library patrons. We have to keep investigating further. 

Collaborative Filtering 
Collaborative filtering (CF), or social filtering, is now well known as the ama-
zon.com’s “Customers Who Bought This Item Also Bought”-type recommenda-
tion function [2]. This function has applied to other fields as well [12]. In library 
marketing we can use it in the format “who borrowed this book also borrowed,” 
“who belong to your same department also borrowed,” and furthe more “who 
come in this time zone of the day prefer to use,” etc.  

3.2   Decisions on Book Selection for Libraries  

The collaborative filtering method can be applied to the selection of library mate-
rials as well. In this section we rather take another method that might be more ap-
propriate in order to demonstrate the usefulness of the usage data obtained from 
the IBSs. It is a method for evaluating the appropriateness of the books for pur-
chasing by combining the usage data from IBSs and the circulation data from the 
counters or from the self-checkout machines.  
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Table 1 Comparing the Frequencies of Usage data and Borrow Data 

                   Usage 

Borrow 
High Middle Low 

High HH  HL 

Middle    

Low LH  LL 

In Table 1, suppose the books ranked in High are those in highest 20% of usage 
frequency and circulation frequency in a specified time interval, respectively and 
those ranked in Low are lowest 20%.  

Then the books labeled HH are popular ones in terms of both usage and bor-
row. They are the first candidates to purchase. On the other hand the library would 
not purchase the books with LL if they have not other reasons to purchase.  

The ones labeled with LH, i.e. low usage and high borrow, might be the books 
that patrons have already decided to borrow when they visit the library, or those 
they have found them already as they used the OPAC (Online Public Access Cata-
log) system and have decided to borrow. These are good candidates for purchase.  

The ones labeled with HL, i.e. high usage and low borrow, are difficult to de-
cide immediately. The books that are prohibited to borrow may be set in this cate-
gory; or HN, high usage and no borrow. Other books that are substantially used as 
reference materials may be in this category.  

Also some books in this category might be something that look like interesting 
but actually they are not so much interesting nor useful as the patrons read some 
part of the book. If we check the average session time of the books in this category 
we may know better about such books. So we need to have more research on this.  

3.3   Decisions of Book/Shelf Arrangement for Libraries  

This is another interesting application of IBS. The system analyzes the usage data 
and extracts the correlation of two books in terms of usage time and others. Firstly 
we define the event time of an OUT event data (OUT, ShelfID, Time) by the time-
stamp Time.  

Suppose TID1 and TID2 are different book IDs. We define the succeeding 
event time of TID2 of TID1 by: 

 SuccEventTime(TID1, TID2)  =  Time2 – Time1 where there exist event data 
e1=(OUT, ShelfID1, Time1) in Event(TID1) and e1=(OUT, ShelfID2, Time2) in 
Event(TID2) so that there does not exist any data e3=(OUT, ShelfID2, Time3) in 
Event(TID2) such that Time1 < Time3 < Time2.  

Let us define the average time of SuccEventTime(TID1, TID2) in a specified 
time interval by the average succeeding event time from TID1 to TID2. Then we 
define the correlation index of two books TID1 and TID2 by adding the average 
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succeeding event times from TID1 to TID2 and the time TID2 to TID1. The corre-
lation index is a measure for closeness of two books in terms of usage pattern.  

Using the correlation indexes we can make a special corner of books that are 
related closely in this sense so that the patrons can access them in one place.  

4   Concluding Remarks 

In this paper we tried to convince the importance of the concept of marketing for 
libraries because library marketing methodologies have essential importance for 
the future libraries. The libraries should have good reputation and they succeed in 
surviving in the competitive society by utilizing them.  

The methodology of utilizing the data is the same one with OLAP (Online Ana-
lytical Processing). However we put more emphasis on the point that the informa-
tion and knowledge are useful not only for the libraries but also for their patrons in 
library marketing. Our approach is different to that of OLAP in this point.  

We have presented a model of library marketing system with intelligent book-
shelves, which utilizes the advantage of RFID technology. With IBS we can au-
tomatically collect the usage data of physical materials in a library. The only usage 
data libraries can get so far are circulation data. So the librarians do not have data 
for materials that are not allowed to borrow, e.g. reference tools. Now it is possi-
ble to obtain those data with IBSs. Also we presented several examples of data 
that might be useful for librarians and patrons. Such services could not be realized 
without library marketing tools. So far almost all libraries with RFID tag system 
use HF (13.56MHz). Chiyoda Library in Tokyo has decided to introduce an UHF 
(950MHz) tag system [4, 14] because it has better potential performance.  

Even with such high potential of the library marketing system, we are in the 
first stage towards the goal. Some of our future plan includes (1) developing a 
library marketing system for experimenting more sophisticated functions, (2) de-
veloping a lot more analysis methods so that they can be applied to a wide variety 
of libraries, and (3) evaluate the usefulness of the concept of library marketing.  

Our eventual goal is to apply such library marketing system to many libraries 
so that the system contributes to the people as they learn and do research works.  

Last of all the author would like to express his gratitude to his daughter, Mariko 
Minami for her valuable comments for the draft of this paper.  
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M.H. Korayem, H.N. Rahimi, and A. Nikoobin1 
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Abstract. Designing optimal motion is critical in several applications for mobile 
robot from payload transport between two given states in a prescribed time such 
that a cost functional is minimized. This paper deals with the problem of path de-
sign of wheeled non-holonomic robots with flexible joints, based on Pontryagin's 
minimum principle. The simplified case study of a Four Wheeled, two-link ma-
nipulator with joint elasticity is considered to study the method in generalized 
model. Nonlinear state and control constraints are treated without any simplifica-
tions or transforming them into sequences of systems with linear equations. By 
these means, the modeling of the complete optimal control problem and the ac-
companying boundary value problem is automated to a great extent. Performance 
of method is illustrated through the computer simulation. 

Keywords: Flexible Joint Robotic Arm, Non-holonomic Constraints, Optimal 
Motion Design, Pontryagin's Minimum Principle. 

1   Introduction 

Mobile robotic arms consist of a mobile platform equipped with mechanical ma-
nipulators. If assumed that the mobile base does not slide then a non-holonomic 
constraint is imposed on the system hence the system is considered as a non-
holonomic platform. Besides, in many industrial applications such as high-speed 
assembly and heavy load carrying, the joint flexibility exists in most manipulators 
in the drive transmission systems (transmission belts, gears, shafts, etc.), that usu-
ally neglected to analysis of such flexible joint systems [1].  

Several research works have been carried out for mobile robot arms. A  
comprehensive literature survey on nonholonomic systems can be found in [2]. 
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However, little work has been reported on a comprehensive model that Encompass 
mobile manipulator with flexible joint. In [3] a computational technique for ob-
taining the maximum load-carrying capacity of robotic manipulators with joint 
elasticity is described while different base positions are considered, so finding the 
optimal path is not considered in it. Another algorithm to the maximum load de-
termination via linearizing the dynamic equation and constraints in [4] is studied 
on the basis of Iterative Linear Programming (ILP) method for flexible mobile 
manipulators. But, because of difficulties of ILP method the flexibilities of joints 
are neglected either in the dynamic equation or simulation procedure. 

Nowadays the advantages of optimal control theory are well established and a 
host of issues related to this technique have been studying specially in the field of 
optimal motion planning of robots [5]. Accordingly indirect solution of open-loop 
optimal control method was proposed to trajectory optimization of flexible link 
mobile manipulator in point-to-point motion [6]. In mentioned work, despite ILP 
based studies, boundary conditions are satisfied exactly, in addition the complete 
form of the obtained nonlinear equation is used. However, the joints are assumed 
rigid in addition to kinematics and dynamics of wheels are not considered in it.  

In this paper with applying the optimal control approach path generating of four 
wheeled mobile manipulators is done by modeling the elasticity at each joint as a 
linear torsinal spring.  The remaining of the paper is organized as follows. The de-
velopment of kinematics and dynamics of wheeled mobile robotic arms for four 
wheels-two links robot is deal with, considering the joint flexibility in each joints 
in section 3. Subsequently, the optimal control problem that with implementing of 
Pontryagin's Minimum Principle supports the execution of the optimization solu-
tion of model is expressed as a brief review in section 4. Simulation is done and 
results are discussed in Section 5. Finally, the concluding remarks by highlighting 
the main advantages of the presented method are expressed in the last section. 

2   Kinematic and Dynamic Analysis of System  

The mobile manipulator consisting of differentially driven vehicle with flexible 
revolute joints robot arms is expressed in this section. With decide on choosing 

00YX  as the inertial co-ordinate frame (CF) and selecting proper subsequent 

frames then writing the transition equation between them, the kinematic equations 
are obtained.  

The nonholonomic constraints states that the robot can only move in the  
direction normal to the axis of the driving wheels, in addition, the acceleration 
constraint should be considered in order to avoid slippage during the robot naviga-
tion. For a mobile robot with four differential wheels move on a planar surface 
these constraints can be derived as: 

0cos)cos()sin(

0)(sin)sin()cos(

=+++++++−
=++++++++

φβθβθαβθα
βθβθβθαβθα
&&&&

&&&&&

rlyx

dlyx
   (1) 
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where θ is the robot’s heading angle, l is the width of the platform, r is the radius 
of the wheels and φ  is   angular displacement of wheels. 

Dynamic equation of rigid mobile manipulator is obtained in compact form as: 

( ) ,)(),( UqGqqHqqM =++ &&&  (2) 

where M is the inertia matrix, H is the vector of Coriolis and centrifugal forces, G 
describes the gravity effects and U is the generalized force inserted into the actua-
tor. Their details are omitted. 

To model a flexible joint manipulator (FJM) the link positions are let to be in 
the state vector as is the case with rigid manipulators. Actuator positions must be 
also considered because in contradiction to rigid robots these are related to the link 
position through the dynamics of the flexible element. By defining the link num-

ber of a flexible joint manipulator is m, position of the thi  link is shown with 

mii ,...,2,1:12 =−θ  and the position of the thi actuator with mii ,...,2,1:2 =θ , it is 

usual in the FJM literature to arrange these angles in a vector as follows: 

[ ] [ ]TTTT
mm qqQ 212421231 ,,...,|,..., == − θθθθθθ  (3) 

So by adding the joint flexibility with considering the elastic mechanical coupling 

between the thi joint and link is modeled as a linear torsional spring with constant 
stiffness coefficient ik , the set of equation of motion comprising mobile base with 

both link and joint flexibility can be rearranged into the following form: 

( )
( ) UqqKqJ

qqKqGqqHqqM

=−+
=−+++

122

2111111 0)(),()(

&&

&&&
   (4) 

where K=diag[ mkkk ,...,, 21 ] is a diagonal stiffness matrix which models the joint 

elasticity, J=diag[ mJJJ ,...,, 21 ] is the diagonal matrix representing motor inertia 

3   Defining of the Optimal Control Problem 

This section identifies the basic content of the optimization problem in order to be 
deal with in path optimization procedure.  In summary the optimal control prob-
lem which that uses for optimization solution has basic statements as: 

• Finding a state function X and actuating inputs, i.e. the control variables U dur-
ing the overall time ft  where the state equation describing the dynamic evolu-

tion of the multibody system over this time interval be specified as:  

))(),(()( tUtXftX =&  (5) 

• Minimizing a performance criterion 

∫=
ft

t

dttUtXLuJ
0

))(),(()(  (6) 
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This can combine, for instance, energy consumption, actuating torques, traveling 
time or bounding the velocity magnitude or maximum payload. 

By defining U as a set of admissible control torque over the time interval the 
imposed bound of torque for each motor can be expressed as: 

}{ +− ≤≤= UUUU  (7) 

The optimization problem is completed by the boundary conditions 

ff XtXXtX == )(,)( 00  (8) 

which represent the characteristics of each joint at initial and final time. 
By implementing Pontryagin's minimum principle for solving optimization 

problems the necessary conditions for optimality are obtained as stated on the ba-
sis of variational calculus. Defining the Hamiltonian function as: 

),,,(),,(),,,,(* tmUXLtUXfYtmYUXH p
T

p +=  (9) 

in addition to costate time vector-function Y(t) that verifying the costate vector-
equation (or adjoint system)  

XHY *T ∂∂−=&  (10) 

and the minimality condition for the Hamiltonian as: 

⎩
⎨
⎧

∂∂=
=∂∂

YHX

,UH
*

*

&
0

 (11) 

leads to transform the problem of optimal control into a non-linear multi-point 
boundary value problem, that it can be solved by numerical techniques. 

4    Simulations 

4.1   Background, Deriving the Equations  

A mobile manipulator as depicted in Fig. 4.1 is considered to simulate the model. 
It consists of a symmetric wheeled mobile platform and a two-link manipulator 
mounted on top of the platform. 

The platform moves by driving four independent wheels. The manipulator is 
constructed as a two-link planar arm with attached at the flexible joints. A concen-
trated payload of mass mp is connected to the second link. 

This nonholonomic robot arm for motion in the plane has nine degrees of free-
dom that are arose from movement of platform- 3 DOFs-, with arms -2 DOFs- and 
wheels -4 DOFs-. Hence the question which naturally arises is: how to guarantee 
soft and well-organized movement encounter of seven redundant DOFs in system? 
A common answer is: by prescribing five kinematical constraints the redundancy 
resolution of system is ensured as well as previously specification of base  
trajectory during the motion. These constraints are consisted of four conditions  
 



Analysis of Four Wheeled Flexible Joint Robotic Arms 111
 

 

X0 

Y0 

3

Base Path

G(xb , yb) 
F(xf , yf) 

E(xe , ye) 

mp 

End Effector Trajectory 
1

2

4

  
 

    
 

  
 

J2 

J1 

θ4

k2 

k1 

θ2

θ1

θ3 r2 

L0 

θ0

r1 

 

Fig. 4.1 Four-wheeled mobile manipulator with two flexible joint 

associated to the avoidance of slippage of wheels during the robot navigation and 
last is related to the rolling without slipping condition Eq. (1).   

The physical parameters of arms are summarized in the Table 4.1. 

Table 4.1 Simulation parameters 

  Parameter Value Unit 

Length of Links L1 = L2 = 0.7 m 

Mass of Links m1 =  m2  = 6 Kg 

Spring constant k1 = k2 = 2000 N/m 
Moment of inertia  J1 = J2 = 2 Kg. m2 

Max. no Load Speed of Actuators 1sw = 2sw = 3 rad/s 

Actuator Stall Torque 1sτ = 2sτ = 70 N.m 

Also each wheel has 0.3 kg mass, 0.3 m length, 0.3 m radius and the mass of 
base is 2 kg. 

By decomposing the system dynamic Eq. (4) into redundant and non-redundant 
parts and   considering components associated with non-redundant ones the resul-
tant equations in state space formed as: 

4,,1;)(, 22212 L&& ===− iifxxx iii   (12) 



112 M.H. Korayem et al.
 

where T
4321  ]XXXX[X = is a state vector as: 

[ ]
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 (13) 

The boundary condition can be expressed as follows: 
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By controlling all active joints so as to achieve the best dynamic coordination of 
joint motions, while minimizing the actuating inputs together bounding the veloci-
ties can ensure soft and efficient functioning while improving the manipulator 
working performances. For this reason the objective function is formed as:  
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Then, by considering the costate vector as [ ]821 ... yyyY = , the Hamiltonian 

function can be expressed from as: 
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where 8,..,.1, =ixi&  can be substituted from Eq. (12).  
In order to derive the equations associated with optimality conditions, penalty 

matrices can be selected as follows: 
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 (17) 

Using Eq. (10), differentiating the Hamiltonian function with respect to the states, 
result in costate equations as follows: 

8,,1, L& =
∂
∂−= i
x

H
y

i
i   (18) 

Control functions are computing by differentiating the Hamiltonian function with 
respect to control and setting the derivative equal to zero. After using the extreme 
bound of control for each motor, by substituting the obtained control equations 
into (12) and (18), obtained 16 nonlinear ordinary differential equations that with  
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16 boundary conditions given in (14), constructs a two point boundary value prob-
lem that can be solved using the BVP4C command in MATLAB®. 

4.2   Path Optimization 

These simulations are carried out at three cases. In the first case, path planning is 
performed for generating the minimum vibration trajectory; second case is deal 
with the designing of minimum effort path, the effect of joint stiffness in perform-
ance characteristics of robot is investigated in last simulation. 

In this simulations the payload is considered to be 3 kg and it must  be carried 
from  an  initial  to  final  point  during  the  overall  time  ft   =  1.5s, while the 

mobile base is initially at point ( 0x = 0.6m, 0y = 0.8m, 0θ  = 0) and moves to final 

position ( fx = 1.4m, fy = 1.2m, 0θ  (end) = 0.44 rad).   

4.3   Minimum Effort Trajectory 

In this case finding the optimal path with minimum effort is considered, therefore, 
because of the matter that increasing W2 decreases the proportion of weighting ma-
trix R and the result of this is increasing the control values, penalty matrices can be 
considered to be R=diag (1), W1=[1] and W2=[0]. End effector trajectories in the XY 
plane are shown in Fig. 4.2. Figs. 4.3 and 4.4 show the angular position and veloc-
ity of joints with respect to time respectively. The computed torque is plotted in 
Fig. 4.5. Angular position and velocity of wheels are shown in figure 4.6. Wheels 1 
with 2 also 3 with 4 have the same figures because of symmetry in system. 

4.4   Minimum Speed Trajectory 

In this case study, the problem of bounding the velocity of joints in minimum 
magnitude is considered and the obtained results are compared with minimum ef-
fort ones. Simulations are performed for selecting weighting factors as: R=diag 
(1), W1 = [1] and W2 = [1000]. The results of these simulations are illustrated in 
same figures of case 1. as shown in figures: a) by increasing the W2 the angular 
position change to approach approximately to a straight line, b) as it can be seen, 
for the minimum speed trajectory, the oscillation amplitudes in velocity curves has 
been reduced considerably, but the magnitude of motor torques has been in-
creased. It means that for achieving a smoother path, more effort must be applied, 
c) it is clearly observed that the minimum speed path is smoother than the mini-
mum effort path, d) As shown in figures, in this method, via changing the penalty 
matrices values, various optimal trajectories with different specifications can be 
obtained, Consequently, this method enables the designer to compromise between 
different objectives by considering the proper penalty matrices. 
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  Fig. 4.2 End effector trajectory in XY plane Fig. 4.3  Angular positions of joints 
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Fig. 4.4 Angular velocities of joints 
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Fig. 4.5  Torque of motor 1  
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4.5   Different Joint Stiffness Trajectory 

In this section, the effect of joint stiffness in performance characteristics of robot 
is investigated. Penalty matrices are considered to be :W1=W2=[1] and R=diag(1). 
The values of K using in simulation are given in Table 4.2.  

Table 4.2 The values of K used in simulation 

3 2 1 case 

Diag(5000) Diag(1000) Diag(500) K  

Fig. 4.7 presents angular velocities of the results. It is observed from figure that 
increasing the joint stiffness caused the reducing oscillatory behavior of system. In 
addition, it can be seen growing the elasticity in joints enlarges bounds of velocity. 
The angular velocities of links and motors in case 2 are given in Fig. 4.8. It shows 
that both the link angular velocities have deviations from their respective motor 
angular velocities. Thus, it is clear that joint flexibility significantly affects the 
link vibrations. 
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Fig. 4.7  Angular velocities of joints 
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Fig. 4.8  Angular velocities of links and motors 
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5   Conclusions 

In this paper, formulation of designing the path for wheeled mobile flexible joints 
manipulator in point-to-point motion is presented based on Pontryagin's minimum 
principle. Therefore, an efficient solution on the basis of TPBVP solution is  
proposed to optimize the path in order to achieve the predefined objective. The 
simulations on path planning of the minimum vibration trajectory, designing of 
minimum effort path and investigate on effect of joint stiffness in performance 
characteristics of robot are performed. Results show by defining the proper objec-
tive function and changing the penalty matrices can be achieve the desired re-
quirements. The obtained results illustrate the power and efficiency of the method 
to overcome the high nonlinearity nature of the optimization problem which with 
other methods, it may be very difficult or impossible. The optimal trajectory and 
corresponding input control obtained using this method can be used as a reference 
signal and feed forward command in control structure of such manipulators. 
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Finite Element Method and Optimal Control 
Theory for Path Planning of Elastic 
Manipulators 

Finite Element Method and Optimal Control Theory  
M.H. Korayem, M. Haghpanahi, H.N. Rahimi, and A. Nikoobin1 

M.H. Korayem 

Abstract. Planning of robot trajectory is a very complex task that plays a crucial 
role in design and application of robots in task space. This paper is concerned with 
path planning of flexible robot arms for a given two-end-point task in point-to-
point motion, based on indirect solution of optimal control problem. We employ 
the finite element method to modeling and deriving the dynamic equations of robot 
manipulator with flexible link, so in the presence of all nonlinear terms in dynamic 
equations open loop optimal control approach is a good candidate for generating 
the path that optimizes the end effector trajectory. Then the Hamiltonian function is 
formed and the necessary conditions for optimality are derived from the Pon-
tryagin's minimum principle. The obtained equations establish a two point bound-
ary value problem which is solved by numerical techniques. Finally, simulations 
for a two-link planar manipulator with flexible links are carried out to investigate 
the efficiency of the presented method. The results illustrate the power and effi-
ciency of the method to overcome the high nonlinearity nature of the problem. 

Keywords: Flexible Manipulator, Finite Element, Optimal Trajectory, Optimal 
Control. 

1   Introduction 

Flexible robot arms have some advantages over rigid ones, such as their capability 
to assure faster motions and a higher ratio of payload to arm weight. However, due 
to the flexible nature of the system, their dynamic equations are highly non-linear 
and complex.  
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Wang et al. have solved the optimal control problem with direct method using 
the B-Spline functions in order to determine the maximum payload of a rigid ma-
nipulator [1]. The assumed mode expansion method is used by Sasiadek and 
Green [2, 3] to derive the dynamic equation of fixed base flexible manipulator. In 
[4, 5] a formulation based on Iterative Linear Programming (ILP) is presented to 
determine the Maximum Allowable Dynamic Load (MADL) of flexible manipula-
tors. Indeed, the linearizing procedure and its convergence to the proper answer is 
a challenging issue, especially when nonlinear terms are large and fluctuating, e.g. 
in problems with consideration of flexibility in links or having high speed motion. 
As a result, in none of the previous mentioned work which is based on the ILP 
method, the link flexibility has not been considered either in the dynamic equation 
or simulation procedure. 

None of these published works have used Finite Element Method (FEM) to 
model and analysis for their systems. One of the main advantages of FEM over the 
most of other approximate solution methods to modeling the flexible links is the 
fact that in FEM the connection are supposed to be clamp-free with minimum two 
mode shape per link. Another significant advantage of FEM, especially over ana-
lytical solution techniques is the ease with which nonlinear conditions can be han-
dled. The finite element method has been used to solve very complex structural 
engineering problems during the past years. The maximum payload of flexible 
mobile manipulator is determined along the given trajectory by using the finite 
element approach in [6], so finding the optimal path is not considered in it. 

Optimal control can be used in both open loop and close-loop strategies. How-
ever, because of the off-line nature of the open loop optimal control in spite of the 
close-loop ones, many difficulties such as system nonlinearities and all types of 
constraints may be catered for and implemented easily, so it generally used in ana-
lyzing nonlinear systems such as trajectory optimization of different types of ro-
bots [7, 8]. It solved by direct and indirect approaches. But, since direct method 
leads to the approximate solution and this approach is time consuming and quite 
ineffective due to the large number of parameters involved [9], indirect methods is 
a good candidate for the cases where the system has a large number of degree of 
freedom or optimization of the various objectives is targeted [10]. 

Open-loop optimal control method is proposed as an approach for trajectory op-
timization of flexible link mobile manipulator for a given two-end-point task in 
point-to-point motion [11]. But in mentioned paper combined Euler–Lagrange for-
mulation and assumed modes method is used for driving the equation of motions 
with considering the simply support mode shape and one mode per link. So beside 
the advantages of this paper over than ILP based ones it can not expressed realisti-
cally the behavior of links besides it connection to the motors.   

In this paper, for path planning of Elastic manipulators, an indirect solution of 
the optimal control problem is employed. Dynamic equations are derived using the 
FEM. Hamiltonian function is formed, and necessary conditions for optimality are 
obtained from the Pontryagin's minimum principle. These equations establish a 
Two Point Boundary Value Problem (TPBVP) solved by MATLAB. In compari-
son with other method the open-loop optimal control method does not require  
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linearizing the equations, differentiating with respect to joint parameters and using 
of a fixed-order polynomial as the solution form. Finally, a two-link elastic ma-
nipulator is simulated to demonstrate the capability of the method. 

2   Modeling of Robot Arms with Multiple Flexible Links 

The finite element method is used to derive dynamic equations of flexible manipu-
lators. The overall approach involves treating each link of the manipulator as an 
assemblage of n elements of length iL . For each of these elements the kinetic en-

ergy ijT  and potential energy ijV , (where i and j are referred to the number of 

links and the number of elements respectively) are computed in terms of a selected 
system of n generalized variables )...,( ,2,1 nqqqq = and their rate of change 

q& . These energies are then combined to obtain the total kinetic energy, T, and po-

tential energy, V, for the entire system. Finally, using Lagrange equations the 
equations can be written in compact form as:  

,)(),()( UqGqqCqqM =++ &&&  (1) 

By defining the state vector as: 

[ ] [ ]TT qqXXX &== 21 , (2) 

Eq. (1) can be rewritten in state space form as: 

[ ] [ ]UXDXNXXXX
T

)()(221 +== &&&
, (3) 

where ))(),(( 121
1 XGXXCMN +−= −  and 1−= MD . Then optimal control prob-

lem is imposed to determine the position and velocity variable )(1 tX and 

)(2 tX and the joint torque U(t) which optimize a well-defined performance meas-

ure when the model is given in Eq. (3) 

3   Formulation of the Optimal Control Problem 

The basic idea to improve the formulation is to find the optimal path for a speci-
fied payload. For the sake of this, the following objective function is considered 

∫=
ft

t
tU

dtUXLJMinimize
0

),(0
)(

, (4) 

where 
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1
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RW
UXUXL += . (5) 

Integrand L(.) is a smooth, differentiable function in the arguments, 

KXXX T
K =
2||||  is the generalized squared norm, W is symmetric, positive  

semi-definite (k×k) weighting matrix and R is symmetric, positive definite (k×k) 
matrix. The objective function specified by Eqs. (4) and (5) is minimized over the 
entire duration of the motion. The designer can decide on the relative importance 
among the angular position, angular velocity and control effort by the numerical 
choice of W and R which can also be used to convert the dimensions of the terms 
to consistent units. According to the Pontryagin's minimum principle, the follow-
ing conditions must be satisfied, 

ψ∂∂= HX&  (6) 

XH ∂∂−=ψ&  
(7) 

UH ∂∂=0  (8) 

where by defining the nonzero costate vector [ ]TTT
21 ψψψ = , the Hamiltonian 

function can be obtained as:  

[ ]UXDXNXUX TT

RW
)()()(5.0)U,Η(X, 221

22

2 ++++= ψψψ .  (9) 

So, according to Eq. (7), the optimality conditions can be obtained by differentiat-
ing the Hamiltonian function with respect to states, costates and control as  
follows: 

[ ] [ ]TT
UXDXNXXX )()(221 +=&&  (10) 

[ ] [ ]TT XHXH 2121 ∂∂∂∂−=ψψ &&  (11) 

02 =+ ψTDRU  (12) 

The control values are limited with upper and lower bounds, so using Eq. (12) the 
optimal control are given by:  
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The actuators which are used for medium and small size manipulators are the 
permanent magnet D.C. motor. The torque speed characteristic of such D.C. mo-
tors may be represented by the following linear equation: 
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221221 , XKKUXKKU −−=−= −+ . (14) 

Where [ ]TsnssK τττ L211 = , [ ]mnsnmsdigK ωτωτ L112 = , [ ]Tnθθθθ &&&& ...21= , 

sτ  is the stall torque and mω  is the maximum no-load speed of the motor. The 

boundary values will be expressed as below:  
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In this formulation, for a specified payload value, 4m differential equations given 
in Eq. (11) are used to determine the 4m state and costate variables. The set of dif-
ferential Eq.(11), the control law Eq. (13), and the boundary conditions construct a 
standard form of TPBVP, which is solvable with available commands in different 
software such as MATLAB or MATEMATHICA. 

4   Simulation for a Flexible Planar Manipulator 

In this Section, simulations are carried out for a two-link planar flexible manipula-
tor as shows in figure 4.1. This manipulator must carry a concentrated payload 
with mass of 1 kg during the overall time 1=ft second.  
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End Effector Path

r1 r2 

 

Fig. 4.1  Two-link manipulator with flexible links 
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The necessary parameters of the flexible manipulator are summarized in the 
Table 4.1. 

Table 4.1 Simulation parameters 

  Parameter Value Unit 

Length of Links L1 = L2 = 1 m 

Mass of Links m1 =  m2= 5 Kg 

Moment of Area of Links I1 = I2 = 5e-9 m4 

Module of Elasticity of Links E1 = E2=2e10 2Kg.m  

Max. no Load Speed of Actuators 1sw = 2sw =3.5 rad/s 

Actuator Stall Torque 1sτ = 2sτ = 30 N.m 

By defining the state vectors as follows:  
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 (16) 

The sate space form of Eq. (16) can be written as: 

6...1;)(, 22212 ===− iiFxxx iii && , (17) 

where F2(i) can be obtained from Eq. (3). And the boundary condition can be ex-
pressed as:  

)0(1x = π /2  rad , )0(3x = 3/2 π× rad   

)(1 ftx = π /6  rad,     )(3 ftx =π /3 rad 
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(18) 

In order to derive the equations associated with optimality conditions, penalty ma-
trices can be selected as: 

So the objective function is obtained by substituting Eq. (19) Into Eq. (5) as below 
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Then, by considering the costate vector as [ ]1221 ... ϕϕϕϕ = , the Hamilto-

nian function can be expressed from as: 
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where 12,..,.1, =ixi&  can be substituted from Eq. (17). Using Eq. (11) differentiat-

ing the Hamiltonian function with respect to the states, result in costate equations 
as follows: 

12,,1, L& =
∂
∂−= i
x

H

i
iϕ    (22) 

The control function in the admissible interval can be computed using Eq. (11), by 
differentiating the Hamiltonian function with respect to the torques ),( 21 ττ  and 

setting the derivative equal to zero.  
Then, by applying motors torque limitation, the optimal control becomes: 
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After that, from Eq. (14) the extrimal bound of control for each motor becomes: 
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 (24) 

Consequently, substituting computed control equations (23) and (24) into Eqs. 
(17) and (22), obtain 16 nonlinear ordinary differential equations that with 16 
boundary conditions given in Eq. (18), constructs a two point boundary value 
problem. A number of methods exist for solving these problems including shoot-
ing, collocation, and finite difference methods. In this study, BVP4C command in 
MATLAB® which is based on the collocation method is used to solve the ob-
tained problem. The details of the numerical technique used in MATLAB to solve 
the TPBVP are given in [12]. This problem can be solved using the BVP4C com-
mand in MATLAB®. 

In this simulation, the payload is considered to be 1 kg and the purpose is to 
find the optimal path between initial and final point of payload in such a way that 
the minimum amount of control value can be applied and the angular velocity val-
ues of motors be bounded in 2. 

By considering the penalty matrices as W= (2, 2, 0, 0, 0, 0) and R=diag (0.1), 
the first path with appropriate amount of control value is determined, but the angu-
lar velocities are greater than 2 rad/s. Therefore for decreasing the velocities, W 
must be increased. A range of values of W= (w, w, 0, 0, 0, 0) used in simulation 
are given in Table 4.2.  
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Table 4.2 The values of w used in simulation 

  3 2 1 Case 

500 50 2 w  

Figs. 4.2 and 4.3 show the angular velocities of the first and second joints. It 
can be found that by increasing the w, maximum values of angular velocity reduce 
from -8.6 rad/s to -1.6 rad/s. 
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Fig. 4.2 Angular velocity-joint 1 Fig. 4.3 Angular velocity-joint 2 
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Computed torqueses of motors are plotted in Figs. 4.4 and 4.5. As it can be 
seen, increasing the w causes to raise the torques. This result is predictable, be-
cause increasing the w, decreases the proportion of R and the result of this is in-
creasing the control values.  
 

0 0.2 0.4 0.6 0.8 1
-60

-40

-20

0

20

40

60

Time (s)

To
rq

ue
 M

ot
or

 1
 (

N
-m

)

Case 1

0 0.2 0.4 0.6 0.8 1
-60

-40

-20

0

20

40

60

80

Time (s)
To

rq
u

e 
M

ot
o

r 
2 

(N
-m

)

Case 1

 

0 0.2 0.4 0.6 0.8 1
-30

-20

-10

0

10

20

30

40

50

Time (s)

To
rq

u
e 

M
ot

o
r 

1 
(N

-m
)

Case 2

0 0.2 0.4 0.6 0.8 1
-30

-20

-10

0

10

20

30

40

50

Time (s)

To
rq

u
e 

M
ot

o
r 

2 
(N

-m
)

Case 2

 

0 0.2 0.4 0.6 0.8 1
-30

-20

-10

0

10

20

30

40

50

Time (s)

To
rq

u
e 

M
ot

o
r 

1 
(N

-m
)

Case 3

0 0.2 0.4 0.6 0.8 1
-30

-20

-10

0

10

20

30

40

50

Time (s)

To
rq

ue
 M

ot
or

 2
 (

N
-m

)

Case 3

 

Fig. 4.4  Torque of motor 1 Fig. 4.5  Torque of motor 2 

As show in figures (4.2- 4.5), there is not the solution that satisfies all the de-
sired objectives simultaneously, e.g. the optimal path with minimum effort has 
maximum velocity and the optimal path with minimum velocity has maximum ef-
fort. Consequently, in this method, designer compromises between different objec-
tives by considering the proper penalty matrices.  
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5   Conclusions 

In this paper, formulation for the path planning of flexible robot arms in point-to-
point motion, based on the open-loop optimal control approach is presented. Dy-
namic equations are derived using finite element method and an efficient solution 
on the basis of TPBVP is proposed. In comparison with other method the open-
loop optimal control method does not require linearizing the equations, differentiat-
ing with respect to joint parameters and using of a fixed-order polynomial as the 
solution form. Moreover via changing the penalty matrices values, various optimal 
trajectories with different specifications can be obtained which able the designer to 
select a suitable path through a set of obtained paths.  By a simulation study the ap-
plication and validity of the algorithm is investigated. Results illustrate the power 
and capability of the method to overcome the high nonlinearity nature of the opti-
mization problem in spite of using complete form of obtained nonlinear equations. 
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Belief-Based Stability in Non-transferable 
Utility Coalition Formation with Uncertainty  

Chi-Kong Chan and Ho-fung Leung1  

C.-K. Chan and H.-f. Leung  
 

 

Abstract. Coalition stability is an important concept in coalition formation. One 
common assumption in many stability criteria in non-transferable utility games is 
that the preference of each agent is publicly known so that a coalition is said to be 
stable if there is no objections by any sub-group of agents according to the pub-
licly known preferences.  However, in many software agent applications, this as-
sumption is not true. Instead, agents are modeled as individuals with private belief 
and decisions are made according to those beliefs instead of common knowledge. 
There are two types of uncertainty here. First, uncertainty in beliefs regarding the 
environment means that agents are also uncertain about their preference. Second, 
an agent’s actions can be influenced by his belief regarding other agents’ prefer-
ences. Such uncertainties have impacts on the coalition’s stability which is not  
reflected in the current stability criteria. In this paper, we extend the classic stabil-
ity concept of the core by proposing new belief based stability criteria under un-
certainty, and illustrate how the new concept can be used to analyze the stability 
of a new type of belief-based coalition formation game.  

Keywords: Coalition Formation, Uncertainty, Private Beliefs. NTU Games. 

1   Introduction 

There are some commonly agreed upon principles of multi-agent systems.  For  
instance, intelligent agents are autonomous, meaning that they can be viewed as 
independent entities that are able to achieve goals with only minimal supervision; 
computations and knowledge in multi-agent systems are typically distributed in 
nature and there are no central-controlling agents, and that the knowledge and be-
liefs of the agents are private and not accessible by other agents; agents are not 
omniscient and their belief depend on their past perception, which is both limited 
                                                           
Chi-Kong Chan and Ho-fung Leung 
Department of Computer Science and Engineering 
The Chinese University of Hong Kong 
Hong Kong 
e-mail: {chanck,lhf}@cse.cuhk.edu.hk 
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and fallible; finally, intelligent agents have social ability and they are able to form 
coalitions in order to achieve tasks that cannot be done alone.  

One important class of agent coalition formation problems are the semi-
competitive systems, where the individual agents cooperate only if it is beneficial 
for them to do so. In these systems, the agents are assumed to be rational and self-
interested.  This means that each agent will act to maximize its own benefit only, 
based on its perceptions, beliefs and goals. An implication of this is that an agent 
can pursue any action to achieve its goals, even if that is achieved at a cost to other 
fellow agents. Such  agents will not care about the overall system efficiency.  

The problem of semi-competitive agent cooperation is studied in both computer 
science and economics. In computer science, protocols and mechanisms are cre-
ated so that interaction and cooperation between agents can be made possible [3, 
4]. However, having proposed the mechanisms, people need a way to measure the 
quality of the produced solutions of these mechanisms. To do this, many research-
ers rely on the stability concepts from game theory [2], such that a mechanism is 
considered to be good if it can produce many stable solutions. Several stability 
concepts exists, with the strictest and most common one being the core[1, 5].  

Game theoretic concepts such as the core can make sure that any solutions pro-
duced by the mechanism satisfying those criteria are indeed stable even if the 
agents are self-interested. However, there is a drawback when they are applied to 
multi-agent coalition formation problems: most of these stability concepts have a 
common knowledge assumption, meaning that various characteristics of the game, 
including each individual agent’s preference, are assumed to be known, with cer-
tainty, to both the agent himself and all other agents. However, this assumption is 
in conflict with the principle that agents’ beliefs are both private and not omnis-
cient. For example, agents in the commercial world may be reluctant to disclose 
their preferences to other agents and there may be uncertainties in their beliefs.  

Such private and fallible beliefs result in two types of uncertainty. First, an 
agent’s preference depends on the agent’s beliefs, but in the real world, beliefs are 
sometimes uncertain, which means an agent is often uncertain about his preference 
as well. As an example, suppose that the preference of a company is to form a 
partnership with another company if they believe the economy will be good in the 
following year. However, they are uncertain about the economy as they are receiv-
ing conflicting forecasts from different experts.  Then in this case, their preference 
regarding the partnership is uncertain also. We label this internal uncertainty.  

Second, an agent’s action depends also on his belief of the other agent’s prefer-
ence. Continuing with the above example, suppose that we have two such compa-
nies, with both of them believing that the economy will be good and hence prefer 
to form a coalition. But even in such a case, one more condition is required before 
the coalition will take place, Otherwise, even if this is the preferred option for  
both agents, as making such a proposal would be inconsistent with his belief re-
garding the other agents. We label this external uncertainty. 

Thus, we see that such uncertainties have effects on the stability of a coalition 
formation game, but they are not modeled in the traditional game stability con-
cepts such as the core and there is actually a discrepancy in assumptions when we 
apply these traditional game stability concepts to multi-agents coalition formation 
problems. Thus, we see that such uncertainties have effects on the stability of a 
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coalition formation game, but they are not modeled in the traditional game stabil-
ity concepts such as the core and there is actually a  discrepancy  in assumptions 
when we apply these traditional game stability concepts to multi-agents coalition 
formation problems.  Instead, what we need for multi-agent applications is a sta-
bility model that is based on private beliefs instead of common knowledge, and 
that agent omniscience is not assumed. We will develop such models in this paper. 
Our contribution in this work is as follows. We extend the classic stability concept 
of the non-transferable utility core by proposing a new stability criterion that are 
based on private beliefs instead of common knowledge and we develop a new sta-
bility concept where possible uncertainty in agents beliefs are accounted for. To 
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do this, we propose a new type of game called belief based non-transferable utility 
games with uncertainty. Because of space limitation, we assume the reader is al-
ready familiar with the basic concepts in non-transferable utility games [1]. 

2   Motivating Example 

Example 1. Three agents a, b, and c, representing three companies, are considering 
to enter the 3G phone market in a country, but they are not sure whether the new 
technology will be well received by the public. For simplicity, we assume there 
are only two possibilities: that the phones are either well-received or not, which 
are represented by environmental states s1 and s2 respectively. The agents have dif-
ferent preferences depending on which state they believe the world is in. The pref-
erences of the agents, as described in figure 1, are totally ordered relations on the 
set of coalitions of which the agents are members. For instance, if agent b believes 
the phones will be well-received, then its first choice is to enter the market on his 
own (represented by the singleton coalition {b}), and his second choice is   team-
ing up with a (represented by {a, b}), followed by teaming up with c (represented 
by {b, c}), and so on. But if he expects them to be badly-received, his first choice 
would be to form a coalition of all three agents for cost-saving purposes.  

We assume that all three agents are unsure whether the phones will be  
well-received or not, which means that they may or may not be certain about their 
preferences.  For example, although agent a certainly knows that he prefers the 
coalition {a, b} to the coalition {a}, as his preference order for these two coali-
tions is the same regardless of the states, he is indecisive regarding the two coali-
tions {a, b} and {a, c}, since that depends on something that he is unsure.   

Apart from their preferences, each agent also maintains partial ordered relations 
representing his belief regarding other agents’ preferences (figure 2), which are 
called the agents’ external beliefs. For example, the second last entry in figure 2 
says that agent c believes agent a certainly prefers the coalition {a} to the three 
agents coalition {a, b, c}, and the coalition {a, b} to {a, c}. However, each agent 
makes no further assumptions regarding the others’ preferences that are not part of 
his external beliefs. For example, agent c has no opinion on whether agent a pre-
fers {a, b, c} to {a, c} or not. External beliefs are not required to be correct.  

We now discuss different types of objections that can arise out of this coalition 
formation game. Refer to figure 3, where all five possible coalition structures are 
shown as nodes, and possible objections indicated by labels on the edges. The 
edges are numbered for ease of description. First, consider edge 2. We see that the 
singleton coalition {b} is certainly an objection to {{a, b}, {c}} since agent b cer-
tainly prefers the coalition {b} to coalition {a, b} no matters what states it is in, 
thus resulting in the coalition structure {{a}, {b}, {c}}. The same can be said 
about edges 3 and 4, since agent c will certainly break away by similar argument, 
and so are edge 1 and 6. We label these definite objections, which are denoted by 
solid lines in figure 3. 

However, edge 5, which represents the case that agent b breaks its partnership 
with agent c and teams up with agent a instead, is more problematic. According to 
the preference of agent b, he will make such a switch only if he believes the world 
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is in state s1, but this is something he is uncertain. Therefore, the validity of this 
objection depends on how agent b handles his internal uncertainty. The same can 
be said about edges 7 to 12. We label such cases potential objections, meaning 
that it is possible for these objections to arise, but conditional on how the internal 
uncertainties are resolved by at least one agent. In figure 3, potential objections 
are denoted by dashed lines.  

So far we have not considered the agents’ external beliefs. In some cases, the 
external beliefs will not affect the validity of the objections. Consider edge 2 
again. Although agent a (incorrectly) believes that agent b prefers to stay in coali-
tion {a, b} instead of deviating and from coalition {b}, agent b will not be affected 
as he will raise an objection to the coalition {a, b} regardless of agent a’s (incor-
rect) beliefs. On the other hand, edge 1 is problematic if the external beliefs are 
taken into accounts. Although all three agents prefer the coalition {a, b, c} to their 
original corresponding coalition in {{a}, {b}, {c}} in one of the states (thus mak-
ing it a potential objection), no agent can realize this because each of them hap-
pens to believe (incorrectly) that one or more of this potential partners will not 
agree to switch. Thus in this case, no agent is likely to raise any objections even 
though the objection is a valid one, because raising such an objection will be in 
conflict with their beliefs. Similar analysis can be applied to edge 6. We call this 
type of objections “non-raisable objections”, and the rest “raisable objections”. 
The raisable objections for this game are shown in figure 5. Again, there are two 
types of raisable objections depending on whether the objecting agents’ preference 
are certain or not, and they are labeled as raisable definite objections if the object-
ing agents’ preferences are certain, and raisable potential objections otherwise. 

The stability of this game can be analyzed as follows. First, in cases where the 
agents do not require the objections to be consistent with the external beliefs, no 
coalition structure is stable if both potential and definite objections are allowed 
(this can be seen by the fact that each node in figure 3 has at least one out-going 
solid or dashed edge). However, there are two stable outcomes, namely {{a, b, c}} 
and {{a}, {b}, {c}} if only definite objections are considered (figure 4).  

 Second, in cases where the agents do not raise any objections that are inconsis-
tent with their external beliefs (figure 5), we see that there is one stable outcome, 
namely  {{a}, {b}, {c}},  if both raisable potential objection and raisable definite 
objections are allowed, and again there are two stable outcomes, namely  {{a}, 
{b}, {c}} and {{a, b, c}} if we limit ourselves to raisable definite objections only 
(figure 6). This is a point worth mentioning as we now see that some “stable” out-
comes are more stable than others: on one hand, we have outcomes such as {{a}, 
{b}, {c}}, which is definitely stable, and on the other hand, we have the definitely 
not stable coalition structure (CS) such as {{a}, {b, c}}, and somewhere in be-
tween, we have the “perhaps stable” outcomes such as {{a}, {b}, {c}}. 

Thus, we see that the traditional stability concepts, which classify each CS as 
either stable (e.g., in the core) or not, are insufficient in describing games such as 
this one. The reason is that we are facing a new type of games, where the agents’ 
decisions are based on private and uncertain beliefs. 

In the coming sections, this idea will be illustrated formally, and their signifi-
cance will be explained. To do this, we will first define a new type of games called 
BNTUU games, and then we will define new stability concepts to capture the idea 
illustrated by the above example. 
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3   BNTUU Games 

In this section we define a new type of coalition formation game called belief 
based non-transferable utility games with uncertainty (BNTUU games) which is 
an extension of the traditional NTU games. A BNTUU game is defined as a tuple 

g = (N, S, ( s
if ), P, B, s*), as follows. {1,..., }N n=  is a set of agents. Any subset 

C N⊆  is called a coalition. The goal of a BNTUU game is to partition the set of 
agents into a coalition structure (CS) of exhaustive and non-overlapping coali-
tions 1{ , , }kCS C C= K .  Given a coalition structure CS , we use coali(CS) to de-

note the coalition in CS where the agent i is a member. There is a set S of envi-
ronmental states and one of which is the prevailing state s*. We assume that the 
outcome of a coalition is decided only by the coalition itself (i.e., who its members 
are) and which state is the current the prevailing state s*. For each state s S∈ , 

each agent i has a strict total ordered true preference relation s
if on the set of coa-

litions of which it is a member of, so that for any two coalitions C1 and C2, 

1 2i C C∈ ∩ , we have C1
s
if C2 if agent i prefers C1 to C2 when the current state is s.  

It is assumed that the prevailing state is not observable by the agents. Instead, 
each agent i is associated with a set of states iS S⊆ , meaning that agent i has rea-

sons to believe the world is in one of the states in Si. Each Si is called the agent i's 
environmental beliefs. The collection of all environmental beliefs of the agent is 
called an environmental belief profile 1{ ,..., }nP S S= . In general, we do not re-

quire s*  to be in Si.  In example 1, we have Si ={s1, s2} for each agent { , , }.i a b c∈  

To capture the uncertainty in an agent’s preference, we define an agent’s cer-
tain preferences and uncertain preferences as follows. For any two coalitions C1 
and C2, we write C1 i> C2 if agent i certainly prefers C1 to C2 without uncertainty, 

and write C1 i<> C2 if the agent may prefer C1 to C2, but this is uncertain and may 

be conditioned on other factors such as the agent’s decision making strategy 
amidst his internal uncertainty, as follows: 
 
Definition 1 (Agent’s Certain Preference). Given an agent i and two coalitions C1 
and C2, 1 2i C C∈ ∩ , we say agent i certainly prefers C1 to C2, written C1 i> C2 , if 

i) there exists  s S∈  such that is S∈  and C1
s
if C2 holds, and ii) there does not ex-

ist any 2s S∈ , 2s s≠ , such that both 2 is S∈  and C2
2s

if C1 hold.                         ■ 

                                                               
Definition 2 (Agent’s Uncertain Preferences). Given an agent i and two coalitions 
C1 and C2, 1 2i C C∈ ∩ , we say agent i is uncertain about his preferences regarding 

C1 and C2, written C1 i<>  C2, if there exists S S′ ⊆ and 1 2,s s S ′∈ , such that 

iS S ′=  and both C1
1s

if C2 and C2
2s

if C1 holds.                                                                    ■ 
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The agents’ external beliefs regarding other agents’ preferences are represented by 
a relation beli, so that for two agents i and j, we write 1 2( )i jbel C C>  if agent i be-

lieves that agent j certainly prefers coalition C1 to coalition C2: 

Definition 3 (Agent’s External Beliefs). Given two agents i and j, and two coalitions 
C1 and C2, 1 2j C C∈ ∩ , we write 1 2( )i jbel C C> if agent i believes agent j cer-

tainly prefers C1 to C2 and we write 1 2( )i jbel C C<>  if agent i believes agent j is 

uncertain regarding C1 and C2.                                                                                                                ■ 

 

The set of external beliefs of all agents is represented by an external belief profile 

1 2{ , ,..., }nB bel bel bel= . 

We assume the following consistency requirements for the agents’ external  
beliefs. First, each of an agent’s certain preferences is represented by a corre-
sponding “external” belief for itself. That is, 1 2 1 2( )i i iC C bel C C⇔> > . Second, 

conflicting external beliefs are not allowed. That is, for any two agents i and j, and 
two coalitions C1 and C2, 1 2( )i jbel C C>   implies that both 2 1( )i jbel C C>  and 

1 2( )i jbel C C<> does not hold. 

We are now ready to define our stability concepts. First, the core of a BNTUU 
game is defined just as its counterpart in NTU game: 

Definition 4 (Core of BNTUU game).  A coalition structure CS={C1,…Ck} is in the  
core of a BNTUU game if there does not exist a coalition , ,C C CS′ ′∉ such that for 

all agents i C′∈ , we have 
*

( )s
i iC coal CS′ f  where s* is the prevailing state.          ■ 

The problem here is that the prevailing state is not observable to the agents, which 
limits the applicability of core in BNTUU games. Moreover, the agents’ beliefs, 
which will affect the decisions of the agents, are not considered by the core, so 
that a CS that is in the core may not be stable in practice, and vice versa.  

So instead, we need to define new belief-based stability concepts as follows. 
First, regarding the more simple case where internal uncertainties are considered 
but not external uncertainties, let us label the objections that involve uncertain 
preference as potential objections, and objections that involve only certain prefer-
ence as definite objections. The idea is that, instead of using the traditional  
approach where every CS is either in the core or not, we now classify a CS as fol-
lows: We say a CS is in the weak core if it has no definite objections. We say it is 
in the strong core if it has no definite or potential objections. More formally: 

Definition 5 (w-core: weak core of BNTUU game).  A coalition structure 
CS={C1,…Ck} is in the weak core (w-core) if there does not exist another coali-
tion ,C CS′∉  such that for all agents i C′∈ , we have ( )i iC coal CS′> .                ■ 
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Fig. 7 The Belief Based Cores 

Definition 6 (s-core: strong core of 
BNTUU game).  A coalition structure 
CS={C1,…Ck} is in the strong core (s-
core) if there does not exist another coali-
tion ,C CS′∉ such that for all agents 

i C′∈ , we have ( )i iC coal CS′>  or 

( )i iC coal CS′<> .                                  ■ 

Example 2.  Continuing with example 
one, the strong core (s-core) is empty, 
and the coalition structures {{a, b, c}} 
and {{a}, {b}, {c}} are in the weak core 
(w-core).                                                 ■ 
 

 

We represent the w-core and s-core of a BNTUU game g as w-core(g) and 
s-core(g) respectively                                                         

Next, we are ready to define the external belief based equivalence of the above 
concepts, namely, the external-belief based weak core (wb-core) and the external-
belief based strong core (sb-core). However, before we present the definitions, we 
first discuss the rationale behind them. The intuitive idea is that, for any objection 
to be considered as valid, in addition to the above conditions given in definition 5 
and 6, we also require the objection to be “consistent” with the belief of at least 
one member of the deviating coalition. Otherwise, if the objection is inconsistent 
with every member’s beliefs, then no agent will realize there is an objection and it 
will never be raised. Now, the remaining problem is that how to define an objec-
tion as being “consistent” with the agents’ beliefs. Before we continue, we have 
the following intuitive assumption.   
 
Assumption 1. In games where the external beliefs of each agent is empty (i.e., 
each agent has no belief on the other agents’ preferences), the external belief 
based weak core (see below) should reduce to the weak core (w-core) and the ex-
ternal belief based strong core (which we are going to define below) should reduce 
to the strong core (s-core)                                                                                         ■ 

This assumption is straightforward enough. If the external belief of an agent is 
empty, then in such a case, we expect the agent to behave just as when external 
beliefs are not considered in the coalition formation process.  

Based on this assumption, we define the wb-core and sb-core as the set of solu-
tions with no conflicting raisable definite objections, meaning that we require that 
for at least one member of the deviating coalition, the objection does not conflict 
with his external beliefs. That is, let CS be a coalition structure and let C CS′∉ be 
a coalition (an objection), we call C′ a raisable objection if there exists agent j in 
C′ such that for all agent k ∈ C′ , ( ( ) C )j k kbel coal CS ′> does not hold. We define 

the following external-belief based core, in accordance to option 3, as follows. 
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Definition 7 (wb-core: external-belief based weak core of BNTUU Game).  A coa-
lition structure CS = {C1,…,Ck} is in the external-belief based weak core (wb-
core) if there does not exist another coalition C CS′∉ that satisfy the following 
two conditions: i) for all agents i C′∈ , we have ( )i iC coal CS′> , and  ii) there ex-

ists an agent j C′∈  such that, for all agents k C′∈ , we do not have   

( ( ) )j k kbel coal CS C ′> .                                                                                            ■ 

Definition 8 (sb-core: external-belief based strong core of BNTUU Game).  A coa-
lition structure CS={C1,…,Ck} is in the external-belief based strong core (sb-core ) 
if there does not exist another coalition ′ ∉C CS  that satisfy the following two con-
ditions: i) for all agents i C′∈ , we have ( )i iC coal CS′ >  or ( )i iC coal CS′<> , 

and ii) there exists an agent j C′∈  such that, for all agents k C′∈ , we do not 

have ( ( ) )j k kbel coal CS C′> .                                                                                 ■ 

The wb-core requires every objection to fulfill two conditions. First, as in w-core, 
every agent in the deviating coalition must prefer the new coalition to the coalition 
of which he is currently a member. Second, the objection must not be in conflict 
with the external-beliefs of all members of the coalition simultaneously. That is, at 
least one agent in the coalition can see that the objection is a viable option and has 
a chance to succeed, and this agent will therefore raise the objection, which will 
then be accepted by all other members because of the first condition. The idea be-
hind the sb-core is similar, except that potential objections are also allowed in the 
first condition. (The second condition, on the other hand, needs not be extended to 
cover potential objections for reasons already discussed above). 

The four proposed concepts (s-core, w-core, sb-core, wb-core) are labeled col-
lectively as the belief based cores. 

4   Properties 

Theorem 1. The wb-core is a superset of the sb-core. Similarly, the w-core is a su-
perset of the s-core. The sb-core is a superset of the s-core whereas the wb-core is 
a superset of the w-core. (Refer to figure 7 for the complete picture).       
                               
The reason that, in general, the w-core of an BNTUU differs from the s-core, and 
the wb-core differs from the sb-core, is that the environmental beliefs of the agents 
are often imprecise, meaning that there are often more than one states that the 
agents consider to be the possible current state, i.e., 1iS >  for some i N∈ .  To 

understand the effects of such imprecision, we have the followings. 
 ` 
Definition 10 (Precision relation of environmental beliefs). Given two environ-
mental beliefs 1 2,S S S⊆ , we say S1 is more precise than S2 if 1 2S S< .              

 



136 C.-K. Chan and H.-f. Leung
 

Definition 11 (Precision relation of environmental belief profiles). Given two en-

vironmental beliefs profiles P = { 1 2, ,..., )nS S S , 1 2{ , ,..., )nP S S S′ ′ ′′ = , we say P is 

more precise than P′  if there exists i N∈ such that iS  is more precise than iS ′ , 

and either j jS S ′≡ or jS  is more precise than jS ′  for all { }j N i∈ − . 

 

Theorem 2. Given two games g = (N, S, ( if ), P, B, s1) and 
1( , , ( ), , , )ig N S P B s′ ′= f , the following holds if P is more precise than P′ : 

w-core( ) w-core( ),         wb-core( ) wb-core( ),
s-core( ) s-core( ),           sb-core( ) eb-core( )

g g g g
g g g g

′ ′⊆ ⊆
′ ′⊇ ⊇                 

 
Definition 12 (Accuracy relation of external beliefs). Given two external belief re-
lations bel1 and bel2, we say bel1 is more accurate than bel2, if for all j∈N, 

,x y N⊆ we have the followings: 

 
i) If be11( jx y> ) holds but be12( jx y> ) does not hold, then jx y>  holds. 
ii) If be12( jx y> ) holds but be11( jx y> ) does not hold, then jx y>  does not 

holds. 
iii) If be11( <> jx y ) holds but be12( <> jx y ) does not hold, then jx y>  holds. 

iv) If be12( <> jx y ) holds but be11( <> jx y ) does not hold, then <> jx y  does 

not holds. 
 

Definition 13 (Accuracy relation of external beliefs profiles). Given two external 

beliefs profiles B= { 1 2, ,..., )nbel bel bel , 1 2{ , ,..., )′ ′ ′′ = nB bel bel bel , we say B is 

more accurate than bel′  if there exists i N∈ such that ibel  is more precise than 

ibel ′ , and either j jbel bel ′≡ or jbel  is more accurate than jbel ′  for all 

{ }∈ −j N i .   
 

Theorem 3. Given two games g = (N, S, ( if ), P, B, s1) and 
1( , , ( ), , , )′ ′= fig N S P B s , if B is more accurate than B′ , 

then wb-core( ) wb-core( )g g ′⊆ and sb-core( ) sb-core( )g g ′⊆ .  

5   Related Works 

A Bayesian-core concept is proposed in [6] and [7] where the agents are assumed 
to belong to various types which are unknown to other agents. The agents are  
required to estimate the value of potential coalitions by maintaining a Bayesian 
belief system regarding the possible types of their potential partners. Our work 
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differs from theirs in that we do not pre-assume any probabilistic models in par-
ticular, and that our model assumes the more general problem of non-transferable 
utilities games, instead of transferable ones.    

A solution concept for coalition game with stochastic payoff is presented in [8]. 
In this approach, the coalitional payoffs are assumed to be stochastic variables, 
and agents preferences over those stochastic variables are used to determine the 
stability. Thus, their work is on stochastic games, whereas our focus is on a more 
general class of non-transferable utility games that are not necessarily probabilistic 
in nature. 

6   Conclusion 

Classical solution concepts in cooperative game theory rely on a common infor-
mation assumption. Multi-agents in a semi-competitive applications, on the other 
hands,  are typically modeled self-interested entities that are far from being om-
niscient: they act according to private beliefs and they have to rely on whatever 
evidences they can perceive during their decision making. The basic assumptions 
of these two disciplines do not match, despite that game theoretical solution con-
cepts have been used to evaluate the qualities of multi-agent coalition formation 
mechanisms. 

In this paper, we propose a new type of game which we label belief based non-
transferable utility games with uncertainty, and provide new solution concepts for 
describing the stability of coalitions these games. First, in order to handle internal 
uncertainties in the agents belief, instead of classifying each coalitions as simply 
“stable” (i.e., in the core) or not, as done in the traditional approaches, we divide 
the obtainable consequences of a coalition into three stability classes: those that 
are certainly stable (s-core), those that may be stable (w-core), depending on the 
agents' conflict resolution strategy, and those that are certainly not stable. We also 
see that how the s-core, and the w-core are affected by the precision of the agents' 
beliefs regarding the environment: the more precise are the beliefs, the smaller are 
the weak-cores and the larger are the strong cores. Later, we expanded the idea to 
include the effect of the agents’ mutual beliefs regarding other agents, and the re-
sult is the concepts of the sb-core and the wb-core. By doing so, we are able to 
provide useful stability concepts for this new type of game which otherwise can-
not be analyzed properly using the traditional approaches. We believe our model 
provide a useful tool in evaluating coalition formation algorithms for agent based 
cooperative games. 
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Side-Effect Inspection for Decision Making

Luís Moniz Pereira and Alexandre Miguel Pinto

Abstract. In order to decide on the course of action to take, one may need to check
for side-effects of the possible available preferred actions. In the context of abduc-
tion in Logic Programs, abducible literals may represent actions and assumptions in
the declarative rules used to represent our knowledge about the world. Besides find-
ing out which alternative sets of actions achieve the desired goals, it may be of inter-
est to identify which of those abductive solutions would also render true side-effect
literals relevant for the decision making process at hand, and which would render
those side-effects false. After collecting all the alternative abductive solutions for
achieving the goals it is possible to identify which particular actions influence in-
spected side-effect literals’ truth-value.

To achieve this, we present the concept of Inspection Point in Abductive Logic
Programs, and show how, by means of examples, one can employ it to investigate
side-effects of interest (the inspection points) in order to help evaluate and decide
among abductive solutions. We show how this type of reasoning requires a new
mechanism, not provided by others already available. We furthermore show how to
implement this new mechanism it on top of an already existing abduction solving
system — ABDUAL — in a way that can be adopted by other systems too.

Keywords: Abduction, Side-Effects, Decision Making, Posteriori Preferences.

1 Introduction

In this paper we present a new decision-making-aid reasoning mechanism for ab-
ductive logic programs — the inspection points (IPs). The IPs permit the declarative
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specification and implementation of more efficient abductive logic programming
based decision-making agents. The efficiency comes from that using IPs allows the
agent to selectively specify the relevant side-effect consequences of abductions in-
stead of computing all possible abductions and all their consequences, only to subse-
quently having to filter out irrelevant abductions and to ignore irrelevant side-effects.

Typically, in a logic programming setting, consequences of abductions are com-
puted by some forward-chaining mechanism. The problem with such an approach is
the waste in time and computing resources that comes from computing all the con-
sequences of the adopted abductions, and not just the consequences relevant for the
task at hand. A kind of “selective forward chaining” is what would be desired. The
IPs we present and implement efficiently exactly enact such forward chaining. This
is accomplished by first selecting, in a top-down fashion, the rules necessary for
forward propagation, from choices made, to the side-effects whose inspection is de-
sired. Posterior preferences among alternative solutions can then take the observed
side-effects into account.

We begin by presenting the motivation, and some background notation and defi-
nitions follow. The general problem of reasoning with logic programs is addressed
in section 2; in particular, we take a look at the nature of backward and forward
chaining and their relationship to query answering in an abductive framework. In
section 3 we very briefly describe our implementation of the IPs.

Further elaboration on possibilities of use of IPs is sketched, and conclusions and
future work close the paper.

1.1 Motivation

When faced with some situation where several alternative courses of actions are
available a rational agent must decide and choose which action to take. A priori pref-
erences can be applied before choosing in order to reduce the number of consider-
able possible actions curtailing the explosion of irrelevant combinations of choices,
but still several (possibly exclusive) may remain available. To make the best possi-
ble informed decision, and commit to a course of action, the agent must be enabled
to foresee the consequences of its actions and then prefer on the basis of those
consequences (with a posteriori preferences). Choosing which set of consequences
is most preferred corresponds to an implicit choice on restricting which course of
action to take. But only the consequences relevant to the a posteriori preferences
should be calculated: there are virtually infinitely many consequences of a given
action, most of which are completely irrelevant to the preference-based decision
making. Other consequences may be just predictions about the present state of the
world, and observing whether they are verified can eliminate hypothetical scenarios
where certain decisions would appear to make sense. Not all consequences are ex-
perimentally observable though, hence IPs may serve to focus on the ones that are,
and thus guide the experimentation required to decide among competing hypothesis,
as in medical diagnosis say. That is, IPs can be put to the service of sifting through
competing explanations, prior to any acting but albeit in preparing and configuring
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the context for it. In science, such decisive consequences are often know as "crucial"
side-effects, because hopefully they can guarantee excluding untoward possibilities.

Computationally too, there are many advantages as well to preferring a poste-
riori, i.e. to enact preferences on the computed models, after the consequences of
opting for one or another abducible are known, by means of inspection points that
examine specific side-effects of abduction. The advantages of so proceeding stem
largely from avoiding combinatory explosions of abductive solutions, by filtering
both irrelevant as well as less preferred abducibles.

We code the agent’s knowledge in the form of a Normal Logic Program (NLP),
and its possible actions or hypotheses as abducibles. When trying to find an ex-
istential answer to a query where some desired goal is achieved, the answers will
include the abductions produced at top-down query-answering time. Instead of com-
puting whole models to find out the side-effect consequences of the abductions, we
introduce — and use — the new mechanism of inspection point whereby we declar-
atively specify which side-effect consequences of the possible answers are of in-
terest. In the usual abductive reasoning setting, normal top-down query answering
resorts to performing abduction to construct hypothetical answers. However, when
using inspection points we just want to check if some literal is a consequence of the
abductions made when finding an answer to the query. Thus, further abduction is
disabled when inspection point checking.

We show how this type of reasoning requires a new mechanism, not provided by
others already available. We furthermore show how to implement this new mecha-
nism on top of an already existing abduction solving system — ABDUAL [3] — in
a way that can be adopted by other systems too.

Example 1. Relevant and irrelevant side-effects. Consider this logic program
where drink_water and drink_beer are abducibles.

← thirsty, not drink. % This is an Integrity Constraint
wet_glass ← use_glass. use_glass ← drink.
drink ← drink_water. drink ← drink_beer.
thirsty. drunk ← drink_beer.
unsafe_drive ← inspect(drunk).

Suppose we want to satisfy the Integrity Constraint, and also to check if we get
drunk or not. However, we do not care about the glass becoming wet — that being
completely irrelevant to our current concern. In this case, full forward-chaining or
computation of whole models is a waste of time, because we are interested only
in a subset of the program’s literals. What we need is a selective ersatz forward
chaining mechanism, an inspection tool which permits to check the truth value of
given literals as a consequence of the abductions made to satisfy a given query plus
any Integrity Constraints.

Moreover, in this example, if we may simply want to know the side-effects of the
possible actions in order to decide (to drive or not to drive) after we know which
side-effects are true. In such case, we do not want to the IC ← not unsafe_drive
because that would always impose not drink_beer. We want to allow all possible
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solutions for the single IC ← thirsty, not drink and then check the side-effects of
each abductive solution.

1.2 Background Notation and Definitions

Definition 1. Logic Rule. A (Normal) Logic Rule has the general form
A ← B1, . . . , Bn, not C1, . . . , not Cm

where A and the Bi and Cj are atoms.

A is the head of the rule, and B1, . . . , Bn, not C1, . . . , not Cm its body. ‘not ’
denotes default negation. When the body of a rule is empty, we say its head is a fact
and write the rule simply as A.

Definition 2. Logic Program. A (Normal) Logic Program (LP for short) P is a
(possibly infinite) set of Logic Rules, standing for all its ground instances.

Definition 3. Integrity Constraint. An Integrity Constraint (IC) is a logic rule,
expressing a denial, whose head is the reserved atom ‘false’.

A simpler way of writing an IC is by omitting the head of its rule. An example is
the first rule of the program in example 1, meaning that ‘thirsty’ cannot be true
whenever ‘drink’ is false, and vice-versa.

In the next sections, we focus on abductive logic programs, i.e., those with ab-
ducibles. Abducibles are literals that are not defined by any rules and correspond
to hypotheses that one can independently assume or not — apart from eventual In-
tegrity Constraints. Abducibles or their default negations can appear in bodies of
rules just like any other literal. They are specified along with the LP.

2 Reasoning with Logic Programs

Recall that when finding an abductive solution for a query, one may want to check
whether some other literals become true or false strictly within the abductive solu-
tion found (i.e., whether they are consequences, or side-effects, of such abductions),
but without performing additional abductions, and without having to produce a com-
plete model to do so. This type of reasoning requires a new mechanism. To achieve
it, we introduce the concept of inspection point, and show how one can employ it
to investigate side-effects of interest. Procedurally, the checking of an inspection
point corresponds to performing a top-down query-proof for the inspected literal,
but with the specific proviso of disabling new abductions during that proof. The
proof for the inspected literal will succeed only if the abducibles needed for it were
already, or will be adopted, in the present ongoing solution search for the top query.
Consequently, this check is performed after a solution for the query has been found.
At inspection-point-top-down-proof-mode, whenever an abducible is encountered,
instead of adopting it, we simply adopt the intention to a posteriori check if the
abducible is part of the answer to the query (unless of course the negation of the
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abducible has already been adopted by then, allowing for immediate failure at that
search node.) That is, one (meta-)abduces the checking of some abducible A, and
the check consists in confirming that A is part of the abductive solution by matching
it with the object of the check. In our method, the side-effects of interest are explic-
itly indicated by the user by wrapping the corresponding goals subject to inspection
mode within a reserved construct inspect/1.

2.1 Backward and Forward Chaining

Query-answering is intrinsically backward-chaining as it is a top-down dependency-
graph oriented proof-procedure. And all the more so of typically by need abductive
query-answering. Finding the side-effects of a set of assumptions is conceptually
envisaged as forward-chaining as it consists of progressively deriving conclusions
from the assumptions until the truth value of the chosen side-effect literals is deter-
mined. The problem with full-fledged forward-chaining is that too many (often ir-
relevant) conclusions are derived. Since efficiency is always a concern, wasting time
and resources on deriving conclusions only to be discarded afterwards, is a flagrant
setback. Even worse, in combinatorial problems, there may be many alternative so-
lutions whose differences repose just on irrelevant conclusions. So, the unnecessary
computation of irrelevant conclusions in full forward-chaining may be multiplied,
leading to immense waste. A more rational solution, when one is focused on some
specific conclusions of a set of premises, is afforded by selective top-down ersatz
forward-chaining. In such a setting, ideally, the user would be allowed to specify the
conclusions she is focused on, and only those would be computed in a backward-
chaining fashion, checking whether they are consequences of desired abductions,
but without abducing — hence their ersatz character. Combining backward-chaining
with forward-chaining (and in particular with (ersatz) selective forward-chaining)
allows for a greater precision in specifying what we wish to know, and altogether
improve efficient use of computational resources.

Significantly, if abduction is enabled, the computation of side-effects should take
place without further abduction, passively (though not destructively) just “consum-
ing” abducibles that are “produced” elsewhere by abduction for the top query.

In the sequel, we shall show how such a selective forward chaining from a set
of hypotheses can actually be prepared by backward chaining from the focused on
conclusions — the inspection points — by virtue of a controlled form of abduction.

2.2 The Use of Stable Models

When we need to know the 2-valued truth value of all the literals in the program for
the problem we are modeling and solving, the only solution is to produce complete
models. In such a case, tools like SModels [13] or DVL [5] are adequate because
they can indeed compute whole and all models for the (finitely grounded) program.
Typically, each abducible is then coded as a pair of rules, that form an even loop over
default negation between the abducible and a representation of its negation. One
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may discuss other alternative semantics (2-valued and 3-valued) that can also be
used in this situation, and compare them with Stable Models (SM) semantics [10].
In an abductive reasoning situation, however, computing the whole model entails
pronouncement about each of the abducibles, whether or not they are relevant to the
problem at hand, and subsequently filtering the irrelevant ones. When we simply
want to find an answer to a query, we either compute a whole model and check if it
entails the query (the way SM semantics does), or, if the underlying semantics we
are using enjoys the relevancy property — which SM semantics do not — we can
simply use a top-down proof-procedure (à la Prolog). In this second case, the user
does not pay the price of computing a whole model, nor the price of abducing all
possible abducibles or their negations, since the only abducibles considered will be
those needed for answering the query.

2.3 Abduction

Abduction ([1, 2, 3, 6, 7, 8, 9, 11, 12]) can naturally be used in a top-down query-
oriented proof-procedure to find an (abductive) answer to a query, where abducibles
are leafs in the call-dependency graph. The Well-Founded Semantics (WFS), which
enjoys relevancy, allows for abductive query answering. We used it in the imple-
mentation briefly described in section 3. Though WFS is 3-valued, the abduction
mechanism it employs can be, and in our case is, 2-valued.

2.4 Inspection Points

From a practical perspective, under the abductive logic programming setting, a typ-
ical query with side-effect checking via IPs could look like
main_query, inspect(checked_side_effect). If there is an answer to such query
then we know that the abductions made to satisfy the main_query are sufficient to
prove also the checked_side_effect.

2.4.1 Meta-abduction

Intuitively, meta-abduction, in this setting, consists in abducing the intention of a
posteriori checking for the abduction of some abducible, i.e. the intention of verify-
ing that the abducible is indeed adopted. In practice, when we want to meta-abduce
some abducible ‘x’, we abduce a literal ‘abduced(x)’, which represents the inten-
tion that ‘x’ is eventually abduced along the process of finding an answer. The check
is performed after a complete abductive answer to the top query is found. Opera-
tionally, ‘x’ has been or will be abduced as part of the ongoing solution to the top
goal. Meta-abduction can be implemented by any abduction capable system.

When using a system that allows only for the top-down dependency-graph-
oriented abductive query-solving we must simulate this selective bottom-up forward
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chaining by means of a top-down query where making actual (non-meta) abductions
is disallowed. In this setting, inspection points are the literals whose truth value we
are interested in.

Example 2. Inspection Points. Consider this NLP, where ‘tear_gas’, ‘fire’, and
‘water_cannon’ are the only abducibles.

← police, riot, not contain. % this is an Integrity Constraint
contain ← tear_gas. contain ← water_cannon.
smoke ← fire. smoke ← inspect(tear_gas).
police. riot.

Notice the two rules for ‘smoke’. The first states that one explanation for smoke is
fire, when assuming the hypothesis ‘fire’. The second states ‘tear_gas’ is also a
possible explanation for smoke. However, the presence of tear gas is a much more
unlikely situation than the presence of fire; after all, tear gas is only used by police to
contain riots and that is truly an exceptional situation. Fires are much more common
and spontaneous than riots. For this reason, ‘fire’ is a much more plausible expla-
nation for ‘smoke’ and, therefore, in order to let the explanation for ‘smoke’ be
‘tear_gas’, there must be a plausible reason — imposed by some other likely phe-
nomenon. This is represented by inspect(tear_gas) instead of simply ‘tear_gas’.
The ‘inspect’ construct disallows regular abduction — only meta-abduction — to
be performed whilst trying to solve ‘tear_gas’. I.e., if we take tear gas as an abduc-
tive solution for smoke, this rule imposes that the step where we abduce ‘tear_gas’
is performed elsewhere, not under the derivation tree for ‘smoke’. Thus, ‘tear_gas’
is an inspection point.

The Integrity Constraint, because there is ‘police’ and a ‘riot’, forces ‘contain’
to be true, and hence, ‘tear_gas’ or ‘water_cannon’ or both, must be abduced.
‘smoke’ is only explained if, at the end of the day, ‘tear_gas’ is abduced to enact
containment.

Abductive solutions should be plausible. ‘smoke’ is plausibly explained by
‘tear_gas’ if there is a reason, a best explanation, that makes the presence of tear
gas plausible; in this case the riot and the police. Plausibility is an important concept
in science which lends credibility to hypotheses. Assigning plausibility measures to
situations is an issue orthogonal to the problem.

Example 3. Nuclear Power Plant Decision Problem. This example was extracted
from [16] and adapted to our current issues. In this example the abducibles do
not represent actions. In a nuclear power plant there is decision problem: clean-
ing staff can clean the power plant on cleaning days, but only if there is no sound
alarm. The alarm sounds when the temperature in the main reactor rises above a
certain threshold, or if the alarm itself is faulty. When the alarm sounds everybody
must evacuate the power plant immediately! Abducible literals are cleaning_day,
temperature_rise and faulty_alarm.



146 L.M. Pereira and A.M. Pinto

dust ← cleaning_day, inspect(not sound_alarm)
sound_alarm ← temperature_rise
sound_alarm ← faulty_alarm
evacuate ← sound_alarm

← not cleaning_day

Satisfying the unique IC imposes cleaning_day true and gives us three minimal
abductive solutions: S1 = {dust, cleaning_day},
S2 = {cleaning_day, sound_alarm, temperature_rise, evacuate}, and S3 =
{cleaning_day, sound_alarm, faulty_alarm, evacuate}. If we pose the query
? − not dust we want to know what could justify to the cleaners dusting not to
occur given that it is a cleaning day (this last is enforced by the IC). However, we
do not want to abduce the rise in temperature of the reactor nor to abduce the alarm
to be faulty in order to prove not dust. Any of these justifying two abductions must
result as a side-effect of the need to explain something else, for instance the ob-
servation of the sounding of the alarm, expressed by the IC ← not sound_alarm,
which would then abduce one or both of those two abducibles as plausible expla-
nations. The inspect/1 in the body of the rule for dust prevents any abduction
below sound_alarm to be made just to make not dust true. One other possi-
bility would be for the observations coded by ICs ← not temperature_rise or
← not faulty_alarm to be present in order for not dust to be true as a side-effect.
A similar argument can be made about evacuating: one thing is to explain why evac-
uation takes place, another altogether is to justify it as necessary side-effect of root
explanations for the alarm to go off. These two pragmatic uses correspond to differ-
ent queries: ? − evacuate and ? − inspect(evacuate), respectively.

A declarative semantics of Inspection Points is presented and detailed in
http://centria.fct.unl.pt/ lmp/publications/online-papers/

IP08.pdf but, due to lack of space, we omit it here.

3 Implementation

We based our practical work on a formally defined, implemented, tried and true
abduction system: Abdual [3]. Meta-abduction is implemented adroitly by means
of a new reserved abducible predicate which engages the abduction mechanism to
try and discharge any meta-abductions by means of the corresponding abducible.
The approach taken can easily be adopted by other abductive systems, as we had the
occasion to check [4].

Abdual is composed of two modules: the preprocessor which transforms the orig-
inal program by adding its dual rules, plus specific abduction-enabling rules; and a
meta-interpreter allowing for top-down abductive query solving. When solving a
query, abducibles are dealt with by means of extra rules the preprocessor added to
that effect. These rules just add the name of the abducible to an ongoing list of cur-
rent abductions, unless the negation of the abducible was added before to the list of
false abducibles in order to ensure abduction consistency.
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3.1 Abdual with Inspection Points

Inspection Points in Abdual function mainly by means of controlling the general
abduction step, which involves very few changes, both in the pre-processor and the
meta-interpreter. Whenever an ‘inspect(X)’ literal is found in the body of a rule,
where ‘X’ is a goal, a meta-abduction-specific counter — the ‘inspect_counter’
— is increased by one, in order to keep track of the allowed character, active or
passive, of performed abductions. The top-down evaluation of the query for ‘X’
then proceeds normally. Actual abductions are only allowed if the counter is set to
zero, otherwise only meta-abductions are allowed. After finding an abductive solu-
tion for the query ‘X’ the counter is decreased by one. Backtracking over counter
assignations is duly accounted for.

Of course, this way of implementing the Inspection Points (with just one
inspect_counter) presupposes the abductive query answering process is carried
out “depth-first”, guaranteeing the order of the literals in the bodies of rules actually
corresponds to the order they are processed.

The present implementation of Abdual with Inspection Points is available on re-
quest and is detailed in http://centria.fct.unl.pt/~lmp/publications/

online-papers/IP08.pdf

In case the “depth-first” discipline is not followed, either because goal delaying is
taking place, or multi-threading, or co-routining, or any other form of parallelism is
being exploited, then each queried literal will need to carry its own list of ancestors
with their individual inspect_counters. This is necessary so as to have a means, in
each literal, to know which and how many inspects there are between the root node
and the literal currently being processed, and which inspect_counter to update;
otherwise there would be no way to determine if abductions or else meta-abductions
should be performed.

An alternative implementation would rely instead not on ABDUAL but on XSB-
prolog’s XASP, to let Smodels produce partial models where abducibles and meta-
abducibles are coded as even loops over default negation, as in ACORDA [14].

3.2 Comparing to Other Systems

We briefly compared our abduction system with inspection points to HyProlog
[4].The HyProlog system supports abduction and additionally a system of assump-
tions, which differs from abducibles in that they are explicitly produced and explic-
itly applied. Creating an assumption in parallel with mentioning an abducible makes
it possible, as Veronica Dahl showed us, to check the state of abducibles and thus
provide a HyProlog implementation of inspection points.

In general, there is not such a big difference between the operational semantics
of HyProlog and the Inspection Points implementation we present; however, there
is a major functionality difference: in HyProlog we can only require consumption
directly on abducibles, and with Inspection Points we can inspect any literal, not just
abducibles. Moreover, the part of HyProlog concerned with abduction has a standard

http://centria.fct.unl.pt/~lmp/publications/online-papers/IP08.pdf
http://centria.fct.unl.pt/~lmp/publications/online-papers/IP08.pdf
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first order semantics, whereas assumptions+expectations rely on a resource-oriented
semantics à la linear logic.

4 Conclusions and Future Work

In the context of abductive logic programs, we have presented a new mechanism of
inspecting literals, which corresponds to a selective forward chaining, that can be
used to check for side-effects. The implementation of side-effects inspection, relying
on the meta-abduction principle, which is at the heart of this contribution, permits
consequence assessment which can be used to identify basic causality relationships
usable for decision making. We have implemented the inspection mechanism within
the Abdual [3] meta-interpreter and checked that it can easily be ported to other sys-
tems [4]. The semantics underlying Abdual (and, therefore, the current implementa-
tion of inspection points) is WFS with abduction. However, in case we need a total
2-valued semantics we need recourse to Layered Models [15] if we want to retain
advantage of relevancy for top-down querying. Hence, our future work directions in-
clude extending the LM semantics with abduction, and, of course, meta-abduction.
An efficient implementation of this semantics is also under way.

Acknowledgements. We thank Robert A. Kowalski and Verónica Dahl and Henning Chris-
tiansen for their insightful discussions and references to related works [4, 16].
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Knowledge Mining with a Higher-Order 
Logic Approach 

Kittisak Kerdprasop and Nittaya Kerdprasop1 

Abstract. Knowledge mining is the process of deriving new and useful knowledge 
from vast volumes of data and patterns previously discovered and stored as back-
ground knowledge. We propose a knowledge-mining system as a repertoire of 
tools for discovering strong and useful patterns. A pattern is strong if it represents 
frequently occurring relationships. Usefulness is achieved through constraints 
guided by users. To be able to derive strong and useful patterns from underlying 
data and background knowledge we consider employing the concept of higher-
order logic as a major approach of our implementation. Higher-order logic can 
greatly reduce the burden of programmers as it is a very high level programming 
scheme suitable for the development of knowledge-intensive tasks. We have 
shown in this paper frequent pattern mining implemented with higher-order logic. 
The implementation is applied to mine breast cancer data. Our design of a logic-
based knowledge-mining system is intended to support higher-order and constraint 
mining which is the next step of our research direction. 

1   Introduction 

Knowledge is a valuable asset to most organizations as a substantial source to 
support better decisions and thus to enhance organizational competency. Re-
searchers and practitioners in the area of knowledge management view knowledge 
in a broad sense as a state of mind, an object, a process, an access to information, 
or a capability [2, 11]. The term knowledge assets [17, 19] is used to refer to any 
organizational intangible assets related to knowledge such as know-how, exper-
tise, intellectual property. In clinical companies and computerized healthcare  
applications knowledge assets include order sets, drug-drug interaction rules, 
guidelines for practitioners, and clinical protocols [10]. 

Knowledge assets can be stored in data repositories either in implicit or explicit 
form. Explicit knowledge can be managed through the existing tools available in 
the current database technology. Implicit knowledge, on the contrary, is harder to 
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achieve and retrieve. Specific tools and suitable environments are needed to ex-
tract such knowledge. 

Implicit knowledge acquisition can be achieved through the availability of the 
knowledge-mining system. Knowledge mining is the discovery of hidden knowl-
edge stored possibly in various forms and places in large data repositories. In 
health and medical domains, knowledge has been discovered in different forms 
such as association rules, classification, clustering, trend or temporal pattern 
analysis [20]. The discovered knowledge facilitates expert decision support, diag-
nosis and prediction.  

In this paper we present the design of a complete knowledge-mining system to 
support a high-level decision not only in medical domains but also in any domain 
that requires a knowledge-based decision support. A rapid prototyping of the pro-
posed system is also provided to highlight the fact that higher-order logic is an ap-
propriate approach to the implementation of a complex knowledge-mining system. 
The intuitive idea of our design and implementation is that for such a complicated 
knowledge-based system program coding should be done declaratively at a high 
level to alleviate the burden of programmers. The declarative style of program-
ming also eases the future extension of our system to cover the concepts of higher-
order mining [16] and constraint programming [6] that should naturally applied to 
the task of knowledge mining. 

The rest of this paper is organized as follows. Section 2 reviews related works. 
Section 3 is the architecture of SUT-Miner, the proposed knowledge-mining sys-
tem. Section 4 shows the implementation of association mining [1] using higher-
order logic programming scheme with some running examples. Section 5 con-
cludes the paper and discusses our future research directions. 

2   Related Works 

In recent years we have witnessed increasing number of applications devising data-
base technology and machine learning techniques to mine knowledge from bio-
medicine, clinical and health data. Roddick et al [15] discussed the two categories 
of mining techniques applied over medical data: explanatory and exploratory. Ex-
planatory mining refers to techniques that are used for the purpose of confirmation 
or making decisions. Exploratory mining is data investigation normally done at an 
early stage of data analysis in which an exact mining objective has not yet been set. 

Explanatory mining in medical data has been extensively studied in the past 
decade employing various learning techniques. Bojarczuk et al [3] applied genetic 
programming method with constrained syntax to discover classification rules from 
medical data sets. Thongkam et al [21] studied breast cancer survivability using 
AdaBoost algorithms. Ghazavi and Liao [7] proposed the idea of fuzzy modeling 
on selected features medical data. Huang et al [9] introduced a system to apply 
mining techniques to discover rules from health examination data. Then they  
employed a case-based reasoning to support the chronic disease diagnosis and 
treatments. The recent work of Zhuang et al [25] also combined mining with case-
based reasoning, but applied a different mining method. They performed data 
clustering based on self-organizing maps in order to facilitate decision support  
on solving new cases of pathology test ordering problem. Biomedical discovery 
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support systems are recently proposed by a number of researchers [4, 5, 8, 23, 24]. 
Some works [14, 18] extended medical databases to the level of data warehouses. 

Exploratory, as oppose to explanatory, is rarely applied to medical domains. 
Among the rare cases, Nguyen and Kawasaki [13] introduced knowledge visuali-
zation in the study of hepatitis patients. Palaniappan and Ling [14] applied the 
functionality of OLAP tools to improve visualization. 

It can be seen from the literature that most medical knowledge discovery  
systems have applied only some mining techniques such as classification rules 
mining, association mining, data clustering to discover hidden patterns and knowl-
edge. We, on the contrary, design a knowledge-mining system aiming at providing 
a suite of tools to facilitate users and medical practitioners on discovering different 
kinds of knowledge from their data and background knowledge repositories. 

3   SUT-Miner: A Knowledge-Mining system 

Knowledge mining is a complex and possibly iterative process that involves many 
different steps. The main input to the process is data from heterogeneous sources, 
and the final output is the useful information desired by the users. For the medical 
domains, we design the system to be composed of two main phases as shown in 
figure 1. Knowledge induction phase is the back-end of the system responsible for 
acquiring and discovering new and useful knowledge. Usefulness is to be vali-
dated at the final step by human experts. Discovered knowledge is stored in the 
knowledge base to be applied to solve new cases in knowledge inferring phase 
which is the front-end of the proposed system. 

SUT-Miner in a knowledge induction phase is comprised of three main mod-
ules: pre-DM, DM, post-DM. The term data mining (DM) means automatic learn-
ing of patterns or models from specific data. Pattern is an expression describing a 
subset of the data, e.g. f(x) = 3x2 + 3 is a pattern induced from a given dataset 
{(0,3), (1,6), (2,15), (3,30)}, whereas the term model refers to a representation of 
the source generating the data, e.g. f(x) = ax2 + b. In his paper we refer to both pat-
terns and models as new knowledge discovered from data sources. 

The pre-DM module performs data preparation tasks such as to locate and ac-
cess relevant data sets, transform the data format, clean the data if there exists 
noise and missing values, reduce the data to a reasonable and sufficient size with 
only relevant attributes. The DM module performs mining tasks including classifi-
cation, prediction, clustering, and association. We adopt the ontology concept at 
this step to guide the mining methodology selection. A simple form of mining 
method ontology is shown in figure 2. The post-DM module is composed of two 
main components: knowledge evaluator and knowledge integrator. These compo-
nents perform major functionalities aiming at a feasible knowledge deployment 
which is important for the applications in medical diagnosis and predicting. 
Knowledge evaluator involves evaluation, based on corresponding measurement 
metrics, of the mining results. Knowledge integrator examines the induced pat-
terns to remove redundant knowledge. Ontology has also been applied at this step 
to provide essential semantics regarding the domain problems. 
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Fig. 1 Architecture of a knowledge-mining system  
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Fig. 2 Ontology for guiding mining method selection at the DM step  

4   Implementation and Running Example 

The SUT-Miner system has been implemented based on the concept of higher-
order logic which is an extension of first-order logic to be more expressive and 
more powerful. First-order logic has been extensively used in intelligent systems 
[22] as an inference mechanism to deduce new facts. A classic example is that 
given a general rule ∀x Man(x) => Mortal(x) and a known fact Man(Socretes), we 
can deduce new fact that Mortal(Socretes).  

Despite its successful application to many computational problems such as 
natural language processing, first-order logic poses a restriction on the type of 
variables appearing in quantifications to exclude predicates. Higher-order logic 
[12], on the other hand, allows variables to quantify over predicates. With such  
relaxation, higher-order logic facilitates the implementation of a knowledge-
intensive system that takes other knowledge as its input in a closed form. An  
exemplar in figure 3 demonstrates a higher-order logic-based implementation of 
frequent pattern mining problem. The coding is based on the syntax of SWI prolog 
(www.swi-prolog.org). 
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frequent_pattern_mining:- 
 min_support(V),   % set minimum support 
 makeC1(C),     % create candidate 1-itemset 
 makeL(C,L),     % compute large itemset 
 apriori_loop(L,1).     % recursively run apriori 
 
apriori_loop(L,N):- length(L) is 1,!.  % base case of recursion 
apriori_loop(L,N):-         % inductive step 
 N1 is N+1, 
 makeC(N1,L,C),  makeL(C,Res), 
 apriori_loop(Res,N1). 
 
makeC1(Ans):- 
 input(D),    % input data as a list, e.g. [[a], [a,b]] 
 allComb(1,ItemList,Ans2),      % make combination of itemset 
 maplist(countSS(D),Ans2,Ans).  % scan database  
                              % countSS is predicate passing as argument 
                              % to a higher-order predicate maplist 
makeC(N,ItemSet,Ans):- 
 input(D), 
 allComb(2,ItemSet,Ans1), 
 maplist(flatten,Ans1,Ans2), 
 maplist(list_to_ord_set,Ans2,Ans3), 
 list_to_set(Ans3,Ans4), 
 include(len(N),Ans4,Ans5),       % include is also a higher-order predicate 
 maplist(countSS(D),Ans5,Ans). % scan database find: List+N 
 
makeL(C,Res):-               %for all L creation 
 include(filter,C,Ans),   % call higher predicates include  
 maplist(head,Ans,Res). %       and maplist 
 
filter(_+N):- input(D),length(D,I),min_support(V), N>=(V/100)*I. 
head(H+_,H).  % filter and head are for pattern matching 
 
% an arbitrary subset of the set containing given number of elements. 
comb(0,_,[]). 
comb(N,[X|T],[X|Comb]):-N>0,N1 is N-1,comb(N1,T,Comb). 
comb(N,[_|T],Comb):-N>0,comb(N,T,Comb). 
 
allComb(N,I,Ans):- 
 setof(L,comb(N,I,L),Ans). % setof  is a second-order predicate  
 
countSubset(A,[],0). 
countSubset(A,[B|X],N):-not(subset(A,B)),countSubset(A,X,N). 
countSubset(A,[B|X],N):-subset(A,B),countSubset(A,X,N1),N is N1+1. 
 
countSS(SL,S,S+N):-countSubset(S,SL,N). 
len(N,X):-length(X,N). 

 

Fig. 3 Frequent-pattern mining implemented with a higher-order logic approach  
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[tumor-size=20-24, inv-nodes=0-2] =>[irradiate=no] conf:(1) 

[age=50-59, inv-nodes=0-2, node-caps=no] =>[irradiate=no] conf:(1) 

[age=50-59, menopause=ge40, node-caps=no] =>[irradiate=no] conf:(1)

[menopause=ge40, inv-nodes=0-2, deg-malig=1]=>[irradiate=no] conf:(1) 

...

[node-caps=yes, breast=left, recurrence=yes]=>[irradiate=yes]      conf:(0.63) 

[breast-quad=left_low, recurrence=yes]=>[irradiate=yes]       conf:(0.5) 

[menopause=premeno, node-caps=yes]=>[irradiate=yes]       conf:(0.5) 

[node-caps=yes, breast=left]=>[irradiate=yes]        conf:(0.5)

...

[tumor-size=10-14, node-caps=no]=>[recurrence=no]       conf:(1) 

[tumor-size=10-14, irradiate=no]=>[recurrence=no]       conf:(1) 

[tumor-size=10-14, inv-nodes=0-2]=>[recurrence=no]           conf:(1) 

...

[node-caps=yes, breast=left, irradiate=yes]=>[recurrence=yes]    conf:(0.91) 

[menopause=premeno, node-caps=yes, irradiate=no]=>[recurrence=yes] conf:(0.83) 

[menopause=premeno, node-caps=yes, breast=left]=>[recurrence=yes] conf:(0.83) 

[menopause=premeno, node-caps=yes, deg-malig=3]=>[recurrence=yes] conf:(0.79) 

[breast=left, breast-quad=left_low, irradiate=yes]=>[recurrence=yes]  conf:(0.77) 

 

Fig. 4 Some part of a breast-cancer frequent pattern mining result  

Frequent pattern mining is the discovery of relationships or correlations be-
tween items in a database. Let I = {i1, i2, i3, ..., i m} be a set of m items and DB =  
{ C1, C2, C3, ..., C n} be a database of n cases or observations and each case con-
tains items in I. A pattern is a set of items that occur in a case. The number of 
items in a pattern is called the length of the pattern. To search for all valid patterns 
of length 1 up to m in large database is computational expensive. For a set I of m 
different items, the search space for all distinct patterns can be as huge as 2m-1. To 
reduce the size of the search space, the support measurement has been introduced 
[1]. The function support(P) of a pattern P is defined as a number of cases in DB  
containing P. Thus, support(P) = |{T | T ∈ DB,  P ⊆ T }|. A pattern P is called  
frequent pattern if the support value of P is not less than a predefined minimum 
support threshold minS. It is the minS constraints that help reducing the computa-
tional complexity of frequent pattern generation. The minS metric has an anti-
monotone property and is applied as a basis for reducing search space of mining 
frequent patterns in algorithm Apriori [1]. 

We have tested our implementation with the breast cancer dataset taken from 
the UCI repository (http://www.ics.uci.edu/~mlearn/MLRepository.html). This 
medical data set is a collection of 191 observations on follow-up patients examin-
ing on a recurrence of breast cancer. Each patient's record contains ten attributes: 
age, menopause, tumor-size, inv-nodes, node-caps, deg-malignant, breast (left, 
right), breast-quad, irradiate (yes, no), recurrence (yes, no). We run frequent-
pattern mining with minimum support 0.001 and show some of the discovered as-
sociation rules in figure 4. Each rule is attached with the confidence value as a 
metric to evaluate accuracy of the induced rule. For the rule A => B, confidence is 
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computed from proportion of support(A&B) to support(A). The confidence value 
1.0 thus implies a 100% accurate association rule. 

The mining results shown in figure 4 are in the form of implication. Rule inter-
pretation is straightforward. Taking the last rule in the figure as an example, it can 
be interpreted as "a patient who has cancer at her left breast in left lower quadrant 
position and had been treated with radiation implies that she will have a 77-
percent chance of cancer recurrence." During the process of searching for frequent 
patterns, the support values of frequently occurred patterns can also be out put to 
quantify supporting evidence of the induced association rules. 

5   Conclusions and Discussion 

We have proposed the design of SUT-Miner, a knowledge-mining system. The 
system is intended to support knowledge acquisition in medical data and other 
domains that require new knowledge to support better decisions. The proposed 
system is an environment for knowledge discovery composing of tools and meth-
ods suitable for various kinds of mining such as data classification, regression, 
clustering, association mining. The intelligence of the system is supported by on-
tology technology to provide semantics for mining technique selection as well as 
for knowledge integration at a post-data mining step.  

The implementation of the proposed system has been done based on the con-
cept of higher-order logic which is an extension of the well-known first-order 
logic. With the expressive power of higher-order logic, program coding of the de-
signed system is very concise as demonstrated in the paper. Program conciseness 
directly contributes to program verification and validation which are important is-
sues in software engineering. The closed form of higher-order logic also supports 
constraint mining and higher-order mining, i.e. mining from previously discovered 
knowledge. Our future research is to extend the design of SUT-Miner to facilitate 
constraint and higher-order mining. Implementing a mechanism for knowledge in-
ferring is also one of our research plans.  
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A New Pruning Technique for the Fuzzy 
ARTMAP Neural Network and Its 
Application to Medical Decision Support  

Shahrul N.Y., Lakhmi Jain, and C.P. Lim1 

Abstract. This paper describes a neural network-based classification tool that can be 
deployed for data-based decision support tasks.  In particular, the Fuzzy ARTMAP 
(FAM) network is investigated, and a new pruning technique is proposed.  The prun-
ing technique is implemented successively to eliminate those rarely activated nodes 
in the category layer of FAM.  Three data sets with different characteristics are used 
to analyze its effectiveness.  In addition, a benchmark medical problem is used to 
evaluate its applicability as a decision support tool for medical diagnosis.  From the 
experiment, the pruning technique is able to improve classification performances, as 
compared with those of to the original FAM network, as well as other machine 
learning methods.  More importantly, the pruning technique yields more stable per-
formances with fewer nodes, and results in a more parsimonious FAM network for 
undertaking data classification and decision support tasks.  

Keywords: Fuzzy ARTMAP, pruning, classification, decision support, medical 
diagnosis. 

1   Introduction   

Advances in computer technologies have opened up the possibility of everyone in 
the use of computerized decision support systems (DSSs) in various activities. 
Traditionally, DSSs are mainly used for supporting decision making in manage-
ment problems.  Currently, they are widely used as a strategic tool by many or-
ganizations in different domains. 

A DSS normally consists of several building components that are integrated  
together.  The model or solver component [7] is one of the important modules of a 
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DSS.  In this component, the decision is generated by the DSS based on the 
knowledge and information gathered a problem domain.  There are various tech-
niques that can be used to develop this component.  This paper focuses on the use 
of neural network to design and develop a data-based classification and decision 
making model for DSSs. There are many types of neural network that have been 
used in many applications especially for recognition and classification purposes.  
One of them is the Fuzzy ARTMAP (FAM) [5] network.  FAM has several salient 
properties as a learning system as compared with other types of neural networks.  
One of the main advantages of FAM is the ability to construct its network struc-
ture automatically with both online and offline learning capabilities.  FAM has 
been known to produce a good classification performance with simpler training 
steps in many applications.  For example, Wee et al. [12] used FAM to classify 
rice grain images.  They demonstrated that the performance of FAM, as compared 
with that of the Multi-Layer Perceptron (MLP) network, with back propagation 
learning, can yield a high classification rate. 

Besides, FAM has been identified as an incremental learning model.  This is 
because FAM has the ability to learn how to learn incoming patterns on a one-by-
one basis as the patterns become available for learning [8].  This feature makes 
FAM suitable for performing data classification tasks in on-line learning environ-
ments.  During on-line learning, new input patterns can be learned by the FAM 
network without re-training using old and new data patterns [13].  In addition, 
FAM is a transparent learning model since it is easy to explain why an input pat-
tern x produces a particular output y [2].  Here, transparency refers to the ability of 
the designer to explain the reason why the network responds to a specific input 
pattern in a particular way.  Despite the advantages, there are issues that must be 
considered during the development and implementation of FAM as a pattern clas-
sification tool.  One of these is that FAM is a growing network, and its keep add-
ing nodes into its structure incrementally. As such, the network complexity in-
creases with time, as more and more nodes are created.  Several researchers have 
proposed methods to remedy this problem.  One approach is by allowing some 
training error for FAM, e.g. Micro ARTMAP (μAM) [9] and Bayesian ARTMAP 
(BAM) [11].  This paper introduces a new pruning technique to reduce the number 
of nodes in FAM, in an attempt to reduce the FAM network complexity. 

The organizations of this paper are as follows: In Section 2, we discuss the dy-
namics of FAM and the problem of excess nodes in FAM.  Section 3 explains the 
data sets used, cross validation, and setting of FAM parameters, as well as the ex-
perimental results and discussion. Section 4 is about an analysis of the effective-
ness of FAM in medical diagnosis application.  Section 5 gives the conclusions 
and suggestions for further work. 

2   Fuzzy ARTMAP (FAM) 

FAM was introduced by Carpenter, G. et al. in 1992 [5].  FAM is a supervised 
version of ART that consists of two blocks of unsupervised Fuzzy ART and a Map 
Field. The map field links ARTa and ARTb together.  Normally, ARTa receives  
the stream of input patterns and ARTb receives the stream of the target outputs  
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associated with the input patterns, and FAM is able to process both the analogue 
and binary input patterns. 

Fig. 1 shows the ART architecture.  It consists of two layers of nodes, i.e. rec-
ognition/category and input layers.  The input layer comprises nodes correspond-
ing to the number of input dimensions with complement coding [5].  The recogni-
tion layer is where all the nodes or categories are created in an incremental 
manner.  These nodes are essential because they represent prototypes of the input 
patterns, and are used to recall a predicted output during the test phase. In the F0 
layer, the original input vector a goes through a normalization technique called 
complement coding [5].  Weights Wji

a represent the weight vector between the F2 
(recognition/category) layer and the F1 layer, with j refers to the number of nodes 
or categories in F2, and i is the number of nodes in F1, while a refers to the vigi-
lance parameter of ARTa. 

Fig. 1 also illustrates the architecture of the map field, i.e., the connection be-
tween F2 of ARTa and F2 of ARTb.  Weights Wjk

ab characterize the weight vectors 
that connect F2 of ARTa with the map field, with k defines the number of catego-
ries in the map field.  The number for categories in the map field and F2 of ARTb 
are same.  The output vector of the map field is Xab. During the training phase, an 
input vector and its desired output vector are presented to ARTa and ARTb, respec-
tively. ARTa and ARTb modules classify the input and desired output vector into 
categories.  Then, the input to the map field module uses a map field vigilance pa-
rameter to determine whether the ARTa winning category is linked to correct tar-
get category in ARTb, and corrections are made accordingly. 

The first step involved in the learning phase is the computation of the category 
choice in the Fuzzy ART module.  The Category Choice Function (CCF), Tj, for 
each input I and F2 node j is defined using Equation (1), where  the fuzzy AND 
operator ^ is defined in Equation (2) and the norm |.| in  Equation (3).  
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The next step is to find the maximum value of Tj, a competitive process, using 
equation (4).  Only one node in F2 with the highest value of Tj is selected. Reso-
nance is said to occur if the vigilance test (Equation (5) and (6)) is satisfied.  
When the Jth category is chosen, yj = 1 and yj = 0 for j ≠ J.  If Vj does not meet the 
vigilance test, choice function Tj is set to zero for the duration of the input presen-
tation, and a new index j is chosen using Equation (4).  All these operations occur 
simultaneously in ARTa and ARTb. 
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Fig. 1 Fuzzy ART architecture (right) and Map Field architecture (left) 
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The next stage is to find the value of abX .  If the thJ of Fa

2 node is active and 
Kth of Fb

2 is active, the value of Xab can be found using Equation (7).  When both 
ARTa and ARTb are active, and Xab ≠ 0, then the weight vector between Fa

2 layer 
and map field Fab  is set according to Equation  (8). If Xab = 0, then the vigilance 
parameter of ARTa is increased such that the competitive process starts again, and 
a new category that satisfies Eq. (5) is found.  If there is no winner, a new node is 
created and the value of input vectors is assigned as its weight.  Learning ensues 
by using Equation (9) whereby the weight vector wj of ARTa is updated to encode 
the input pattern. 
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 Instance/Size Attributes Classes 

Gaussian 2D 1000 2 2 

Concentric 1000 2 2 

Clouds 1000 2 2 

In the test phase, Fuzzy ARTa receives an input vector.  The category choice 
and category match computations are the same as in the training phase. Therefore, 
the output of map field Xab related to the Jth category of ARTa can be defined using 
Equation (10). A link traced from the map filed to ARTb leads to the predicted tar-
get output. 

ab

j
w

ab
X =                (10) 

2.1   The Proposed Pruning Technique  

In the pruning stage, every node j in the recognition layer is assigned with a pa-
rameter, Ωj.  The pruning process only occurs during the training phase of FAM.  
Each time when a new learning epoch begins, the value of Ωj is set to zero.  Dur-
ing the learning epoch, Ωj changes to one when the associated node learns an input 
pattern.  This value remains as one irrespective of the number of times the node 
becomes the winning node whereby its weight is updated.  At the end of each 
learning epoch, any node with Ωj equal to zero is pruned.  These steps are repeated 
for the next learning epoch until the learning phase is completed. 

3   Experiments with Benchmark Problems 

To analyze the effectiveness of the new pruning technique, three artificial data sets 
are used.  They are the Gaussian 2 Dimensional, Concentric, and Clouds data sets 
from the ELENA project databases [10]. Fig. 2 and Fig. 3 are graphical 
illustrations of Gaussian 2-D, Concentric, and Clouds, respectively. The Gaussian 
2-D data set demonstrates a densely overlapped data distribution.  The Concentric 
data set has nested classes without overlapping.  The Clouds data set shows 
intersection of the class distribution, and has a high degree of nonlinearity in the 
class boundaries.  The details of the data sets are summarized in Table 1. 

 
Table 1 Characteristics of ELENA dataset 

 
 
 
 
 
 
 
 

In this work, 10-folds cross validation is used where each data set is divided 
into 10 mutually exclusive subsets, designated as G1, G2, G3,….G10, of equal  
size.  Then, FAM is trained and tested 10 times.  The Percentage of Correct  
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Classification (PCC) is defined as the number of correct classification divided by 
the number of data available in the data set, as in Eq. (11).  Note that (x,y)(x,y)t=1 for 
correct prediction, otherwise (x,y)(x,y)t=0, and  n refers to the number of data sample 
tested. 
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The Standard Deviation Value (STD) is also calculated to reflect the distribution 
of FAM results. Other FAM parameters are set as in Table 2. 

 
Table 2 FAM Parameter setting 
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Fig. 2 The Gaussian 2D data (left) and Concentric data (right) 

3.1   Results and Discussion 

The FAM classification results, both the original and pruned versions, are shown 
in Table 3.  The pruning technique is able to improve accuracy rate by 5.1% to 
6.3%, as compared with those of original FAM.  For example, the classification  
 

Parameter Value 

Baseline Vigilance 0.5 

Vigilance of ARTb 1

Learning,  1

Choice,  0.0001
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    Nodes  Classification Result, PCCb 

Dataset FAM Average STDa Average STD 

GUSSIAN 2-D Original 933.9 3.21 58.60 0.050 

 Pruned 899.4 1.27 63.70 0.042 

CONCENTRIC Original 967.9 79.39 91.30 0.043 

 Pruned 831.8 42.67 97.60 0.011 

CLOUDS Original 960.8 11.47 80.40 0.054 

  Pruned 894.1 4.12 86.20 0.025 

a Standard Deviation   b Percentage Correct Classification 

Fig. 3 The illustration of Clouds data 
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rate of Concentric increased by 6.3% to 97.6%.  More importantly, the pruning 
technique is able to reduce 34 to 136 nodes, as compared with those of original 
FAM.  This shows the effectiveness of the proposed pruning technique in produc-
ing a compact FAM network structure with improved classification performance.   

 
Table 3 Classification results 

 
 
 
 
 
 
 
 
 
 
 
 

 
The lower STD values also suggest the stability of the performance of the 

pruned FAM network. In other words, the pruning technique makes the original 
FAM less sensitive to the order of data presentation. This will make FAM more 
suitable in on-line learning environment [4]. Note that the results of Gaussian 2-D 
are low.  This is caused by the densely overlapped region in data distribution.  As 
illustrated in Fig. 2, there is no clear delineation between the boundaries of the two 
Gaussian 2-D classes.  Nevertheless, the pruning technique is able to increase the 
classification performance with fewer numbers of nodes. 
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4   Application to Medical Diagnosis 

In this work, the Wisconsin Breast Cancer (WBC) [3] data set is used to evaluate 
the applicability of FAM with the proposed pruning technique as a medical deci-
sion support tool.  The WBC data set contained 699 records of virtually assessed 
nuclear features of fine needle aspirates from patients, with 458 benign and 241 
malignant cases of breast cancer.  The same training and test procedures as in Sec-
tion 3 were adopted to assess the FAM performance.  Table 4 shows the classifica-
tion results of FAM (both original and pruned versions).  It can be clearly seen 
that while original FAM produced the lowest classification rate of 91.88%, the 
pruned technique is able to improve its performance to 96.76%, which is the high-
est as compared with those of other machine learning methods (Table 5).  The  
results demonstrate the effectiveness of the pruning technique in producing a par-
simonious FAM network with improved classification performance.   
 
Table 4 The classification of WBC data set  

 
 
 
 
 
 
 
 
 

5   Summary  

In this paper, we have introduced a new pruning technique to reduce the number 
of category nodes in the FAM network.  The results obtained indicate that the 
pruning technique can improve the classification performance result of FAM with 
a more compact network structure.  The results also are more stable (in terms of 
STD) as compared with those from original FAM.  Applicability of the proposed 
approach as a decision support tool to medical diagnosis is also demonstrated us-
ing the WBC problem.  The results, again, positively demonstrate that the pruned 
FAM network, as compared with other machine learning methods, is able to pro-
duce high performance with a less complex network structure. The proposed prun-
ing technique can be incorporated with other FAM-based networks, e.g. Micro 
ARTMAP and Bayesian ARTMAP.  In addition, other pruning strategies can be 
implemented and compared with the proposed technique.  Besides, more bench-
mark and real data sets can be used to further ascertain the performance and stabil-
ity of the pruned network.  All these constitute the direction of further work of this 
research. 

Method Classification Result (%) 

C4.5 [8] 94.74 

Optimized-LVQ [8] 96.70 

Supervised Fuzzy Clustering [1] 95.57 

Perceptron Decision Tree (FAT) [9] 96.45 

Fuzzy ARTMAP (Original) 91.88 

Fuzzy ARTMAP (Pruned) 96.76 
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Image Color Space Transform with 
Enhanced KLT 

Roumen Kountchev and Roumiana Kountcheva1 

Abstract. The use of the Karhunen-Loève Transform (KLT) for the processing of 
the image primary color components gives as a result their decorrelation, which 
ensures the enhancement of such operations as: compression, color-based segmen-
tation, etc. The basic problem is the high computational complexity of the KLT. In 
this paper is offered a simplified algorithm for the calculation of the KL color 
transform matrix. The presented approach is based on non-recursive approach for 
the color covariance matrix eigenvectors detection. The new algorithm surpasses 
the existing similar algorithms in its lower computational complexity, which is a 
prerequisite for fast color segmentation or for adaptive coding of color images 
aimed at real time applications.    

Keywords: Karhunen-Loève transform, color transforms, color space models, 
color covariance matrix, eigenvalues and eigenvectors, angles of Euler rotation, 
color image compression. 

1   Introduction 

The methods for color image space transform recently attract significant interest 
because they influence the efficiency of the processing aimed at the information 
redundancy reduction and color features extraction. Many attempts have been 
made to model the color perception by researchers working in various fields: psy-
chology, computer vision, image processing and retrieval, computer graphics, etc. 
The color spaces used in image processing are derived from visual system models, 
adopted from technical domains or developed especially for image processing. 
The commonly used color space for image representation is based on RGB, XYZ, 
YCbCr, YUV, YCoCg, Lab, HSV/HSL, etc. color models [1-5]. All these color 
transform techniques do not depend on the image content. Unlike them, the Kar-
hunen-Loeve Transform (KLT) [6] highly depends on the image content. The 
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KLT is utilized as a tool to eliminate the image redundancy, because the transfor-
mation components are highly uncorrelated. The KLT has found many applica-
tions in traditional fields such as communications [7-9] and computer vision. In 
computer vision, it is used for a variety of tasks such as image segmentation, face 
and object recognition, motion estimation, object tracking, etc. [10-13]. The KLT 
is however used infrequently as it is dependent on the image statistics, i.e. when 
the statistics change the KLT matrix should be changed as well. Because of this 
signal dependence, general fast algorithm is not developed. Additional disadvan-
tage is its higher computational complexity in comparison with the deterministic 
image color space transforms. Some solutions of the problem have already been 
proposed. The basic methods used for the matrix eigenvectors calculation are 
given in [14]. One or the relatively simple methods is the iterative approach pro-
posed by Jacobi. In accordance with it, the KLT matrix is presented as a product 
of rotation matrices, which consecutively rotate the image vector around the corre-
sponding coordinate axis in the vector space. While this technique is quite simple, 
for big matrices it can take a large number of calculations. A more efficient ap-
proach for larger, symmetric matrices divides the problem into two stages. The 
Householder algorithm can first be applied to reduce a symmetric matrix into a 
tridiagonal form in a finite number of steps. Once the matrix is in this simpler 
form, an iterative method such as QR factorization (the matrix is represented by 
the product of upper triangular and orthogonal matrices) can be used to generate 
the eigenvalues and eigenvectors. The advantage of this approach is that the fac-
torization of the simplified tridiagonal matrix requires fewness iterations than the 
Jacobi method. Significant interest attracted the iterative methods for principal 
components extraction with neural networks which do not require the calculation 
of a covariance matrix [15-17]. These techniques update the estimate of the eigen-
vectors for each input training vector. While these algorithms have some advan-
tages over covariance-based methods, there are still some concerns over stability 
and convergence [18]. In particular, analytical solution for the components of the 
covariance matrix eigenvectors exists for the case when the color vectors depict 
first order stationary Markov process [6].   

The goal of this work is to present a simplified method for the calculation of the 
KLT matrix for the RGB image color space. The paper is arranged as follows: sec-
tion 2 introduces the principle of the direct calculation of the KLT matrix; in sec-
tion 3 is evaluated the computational complexity of the new method and are given 
some results obtained by means of the method modeling and the comparison with 
the determined transform YCbCr; section 4 is the Conclusion. 

2   Direct Calculation of the KLT Matrix 

The color of every pixel in the digital image is represented in the color space by 

the vector [ ] t321 CCCC ,,=
r

, whose coordinates (C1,C2,C3) correspond to the cho-

sen primary colors (for example, RGB, etc.). The general algorithm for efficient 
coding of digital color images based on preliminary color space transform com-
prises the following basic operations: 
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1. Direct (linear or nonlinear) transform of the vector C
r

 into a new color space 
aimed to obtain maximum uncorrelated components. When linear transforms are 

used, the corresponding transformed color vector [ ] t321 LLLL ,,=
r

 is defined by 

the relation [ ]CTL
rr

= , where [T] is the color transform matrix of size 3×3; 

2. Coding of the transformed vector L
r

 components in correspondence with the 

relations )()()( 33
q
322

q
211

q
1 LL  ,LL  ,LL ψψψ ===  were )()()( ∗∗∗ 321   and  , ψψψ  

are functions, which correspond to the selected coding method for every compo-
nent (aimed at the reduction of its psycho-visual and/or statistical redundancy). As 

a result is obtained the coded vector [ ]tq
3

q
2

q
1q LLLLL ,,)( ==

rr
ψ , whose components 

are transferred to the decoder; 
3. Decoding of the vector components in correspondence with the relations 

)()()( q
3

1
33

q
2

1
22

q
1

1
11 LL  ,LL  ,LL −−− =′=′=′ ψψψ , where 

)()()( 1
3

1
2

1
1 ∗∗∗ −−− ψψψ   and  ,  are the inverse transform functions. As a result is 

obtained the vector L′
r

; 

4. Inverse transform of the decoded vector [ ] t321 LLLL ′′′=′ ,,
r

. When orthogonal 

transforms are used, the restored color vector [ ] t321 CCCC ′′′=′ ,,
r

 is defined by the 

relation [ ] LTC ′=′ − rr
1 , where [T]-1 is the inverse transform matrix of size 3×3. 

The choice of the color space transform depends on the primary colors and the 
restored image quality, the compression ratio and the computational complexity re-
quired. In order to obtain high efficiency of the color image coding the components 

of the transformed color vector L
r

 for every pixel should be uncorrelated. This re-
quirement is satisfied by the KLT model only.  

In correspondence with this model the RGB color vector for the sth pixel 

[ ] t
ssss B,G,RC =

r
 is transformed into the vector [ ] t

ssss L,L,LL 321=
r

 using the ma-

trix [Φ] of the linear orthogonal KLT. The elements of the matrix Φij are defined 
by the statistical characteristics of the image pixels colors and could be calculated 
in the way described below. The covariance color matrix [KC] of size 3×3, is calcu-
lated first: 

[ ] ,)(

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=−= ∑

=
333231

232221

131211
t
cc

S

1s

t
ssC

kkk

kkk

kkk

mmCC
S

1
K

rrrr
 (1) 

where t
c BGRm ],,[=
r

is the mean color vector. Let ∑
=

==
S

1s
ss x

S

1
xEx )(  is the 

operator for the calculation of the mean value of xs, for s = 1, 2, . . , S. Then the 
elements of the vector cm

r
 and of the matrix [KC] could be represented as follows:  
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),( sRER =    ),( sREG =      ),( sBEB =  (2)

,)B-BEkk  ,GGEkk  ,RREkk 22
s333

22
s222

22
s111 ()()()()()( ==−==−==  (3)

),)(()(),)(()( BGBGEkkkGRGREkkk ss63223ss42112 −===−===  (4)

).)(()( GRGREkkk ss53113 −===  (5)

Here S = М×N is the number of the pixels in the image with components Rs Gs Bs, 
whose mean values are correspondingly .B  ,G  ,R   

In this work below is presented one new approach for the calculation of the ei-
genvalues and eigenvectors of the covariance matrix [KC]. The eigenvalues 

321 λλλ ,,  of the matrix [KC] are the solution of its characteristic equation: 

,0cba|k|det 23
ijij =+++=− λλλλδ  (6)

where: 

⎩
⎨
⎧

≠
=

=
j.i  ,0

j,i  ,1
ijδ   

),kkk2kk(kkkkkkkc

),kk(kkkkkkk),  bkk(ka

654321
2
43

2
52

2
61

2
6

2
5

2
4323121321

+−++=

++−++=++−=
  (7)

The matrix [KC] is symmetrical and its eigenvalues are always real numbers. They 
can be defined using the Cardano relations [19] for the “casus irreducibilis” (or the 
so-called “trigonometric solution”): 

cos ;cos ;cos
33

p
2

3

a

33

p
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3
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33

p
2 321 −⎟
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⎞
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          for ,0321 ≥≥≥ λλλ  

(8)

)/|(|/arccos b)3/(a-c,  p3/)ab()3(a/2,  q3p2q 233 <+=+−=⎥⎦
⎤

⎢⎣
⎡−=ϕ (9)

The eigenvectors 321 ,, ΦΦΦ
rrr

 of the covariance matrix [KC] are the solution of the 

set of equations: 

[ ] mmmCK ΦλΦ
rr

=   and 1
3

1

22
==∑

=i
mim ΦΦ

r
    for  m = 1, 2, 3.   (10)
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The last equation derives from the conditions for orthogonality and normalization 
of the obtained eigenvectors: 

⎩
⎨
⎧

≠
=

==∑
= . k  sfor  0

; k  sfor  1
ik

3

1i
isk

t
s ΦΦΦΦ
rr

     for  s, k =1,2,3. (11)

Solving Eq. (10) are defined the components of the mth eigenvector 

[ ] ,,, t
3m2m1mm ΦΦΦΦ =

r
which corresponds to the eigenvalue mλ  (Eq. 8). Then: 

mm3mmm2mmm1m PD  ;PB  ;PA /// === ΦΦΦ      for  m=1,2,3 (12)

 ],kkkkkA 64m25m3m −−−= )()[( λλ ],)()[(Bm 54m16m3 kkkkk −−−= λλ  
(13)
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The matrix [ ]Φ  whose rows comprise the components Φms of the eigenvectors 

mΦ
r

 is: 
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The color vector [ ] t
ssss B,G,RC =

r
 is then transformed into the vector 

[ ] t
s3s2s1s LLLL ,,=

r
 using the direct KLT: 
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 for  s = 1, 2,..., S. (16)

The components of the vector [ ] t
ssss L,L,LL 321=

r
 could be coded using various 

methods (decimation and interpolation, filtration, orthogonal transforms, quantiza-

tion, etc.) in correspondence with relations ),L(L s11
q

s1 ψ=  ,)L(L s22
q

s2 ψ=  

)L(L s33
q

s3 ψ=  and then is obtained the coded vec-

tor t
s33s22s11s

q
s )]L(  ,)L( ,)L([)L(L ψψψψ ==

rr
. 
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For the restoration of the vector q
sL
r

components, are applied inverse functions in 

correspondence to relations ,)L(L̂ q
s1

1
1s1
−=ψ  ,)L(L̂ q
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−=ψ  )L(L̂ q
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and is obtained the decoded vector [ ] t
s3s2s1s L̂,L̂,L̂L̂ =

r
. Using the inverse KLT the 

vector sL̂
r

 is transformed into the restored color vector [ ] t
ssss B̂,Ĝ,R̂Ĉ =

r
: 
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where 
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is the matrix of the inverse KLT. 
Unlike the deterministic transforms, the restoration of the primary color vectors 

[ ]tssss B̂,Ĝ,R̂Ĉ =
r

 with the inverse KLT (Eq. 17) needs not only the transformed 

color vectors [ ] t
ssss L,L,LL 321=

r
, but the elements Φij of the matrix [ ]Φ  as well. 

The number of these elements is reduced when the ability of the matrix [ ]Φ  to 
represent the transform of the initial color space in correspondence with Eq. 17 as 
three rotations around each coordinate axis R, G and B, is used. The three angles 
of the Euler rotation (α,β,γ ) define the position of the transform coordinate axes 

),,( 321 LLL  in respect to the original color space. Using this quality of the matrix 

[ ]Φ  it is represented by the product of the following 3 rotation matrices for the 
axes (R, G, B) [19]: 
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.cos33 βΦ =  

(21)

The determinant of the KLT matrix should be checked carefully, since the Euler 
theorem applies only to matrices with a determinant of 1, but the determinant of 
the KLT matrix may be -1 as well. In this case, one of the rows should be inverted 
to produce the matrix of determinant 1 prior to decomposition. The matrix of the 
inverse KLT in this case is defined by the relation: 

[ ] [ ][ ][ ])()()( 323
1 αΦβΦγΦΦ −−−=−  (22) 

Hence, in order to define [ ] 1−Φ  for the decoding are needed the Euler angles α, 

β and γ only. These angles are calculated using Eqs. (19 - 21), when the elements 
of the matrix [ ]Φ  are known: 
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The elements of the matrix [ ] 1−Φ  are then restored using Eqs. (21-23) and 

knowing the angles α, β and γ. As a result to the decoder are transferred the values 

of angles α, β, γ only, instead of the 9 elements of the matrix [ ] 1−Φ , i.e. the num-

ber of needed coefficients is 3 times smaller.  

3   Estimation of the Enhanced KL Color Transform  

On the basis of Eqs. (1-15) used for the direct calculation of the eigenvalues and 
eigenvectors of the color covariance matrix and the Euler angles (Eq. 23), was  
developed the algorithm for enhanced KL image color space transform. It offers 
acceleration of the transform calculations because of the reduced number of 
mathematical operations in comparison with the numerical methods used for the 
general approach with covariance matrix of arbitrary size [6, 19].The computa-
tional complexity of the new algorithm was compared with that of the QR  
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algorithm for calculation of the eigenvalues 321 λλλ ,, . The number of the operation 

needed for their calculation for a square matrix of size n×n when QR decomposi-
tion of the matrix in the step k is used [20] is given in Table 1. 

Table 1 Computational complexity of the QR decomposition in the k-th step 

Operation Number of operations  
multiplications             2(n − k + 1)2  
additions                      (n − k + 1)2 + (n − k + 1)(n − k) + 2 
divisions 1 
square roots                  1 

Summing these numbers over the (n−1) steps for equal weight of the operations in 
Table 1 is obtained: 

))((]))(()([)( 7n
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17
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3

4
1n4kn1kn1kn3nSS 2

1n

1k

2 ++−=+−+−++−=∑
−

=
. 

(24)

Then, for n=3 from Eq. (24) follows that SS(3) = 55.  
For the case with the direct calculation of 321 λλλ ,,  using Eqs. (7-9) is  

obtained: 

SS(3) = 28 multiplications + 19 additions = 47.  (25) 

Hence, the computational complexity for the direct calculation of the matrix 
[KC] eigenvalues in respect of the QR decomposition is 14.5 % lower. Further re-
duction is obtained as a result of the direct calculation of the [KC] eigenvectors in 
accordance with Eqs. (10-14). 

The efficiency of the new method regarding the bit-rate and the restored image 
quality was evaluated for RGB color images (24 bpp) of various sizes. For the 
evaluation was used DCT-based JPEG-like compression algorithm. Some of the 
results obtained are given in Table 2. It is obvious that for same (or very close) 
quality the bit-rate obtained with the KL transform is lower (in average more  
than 10%). 

For the evaluation of the influence of the new approach on the color compo-
nents’ energy distribution was used a database of 4 image groups. Some of the test 
images are shown in Fig.1: deserts and beaches (a, b); forest (c, d); interiors (e, f) 
and city (g, h). The goal of the experiments was to prove the efficiency of the pro-
posed algorithm: the energy concentration mainly in one component, the decorre-
lation of the three components and the MSE minimization. 

The algorithm performance was also compared with that of YCbCr and HSV 
color transforms. For this the relative energy for each color component of the 
transformed image was calculated. The energies concentrated in each of the three 
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Table 2 Comparative results for the bit-rate/PSNR relation for the direct KLT approach 
versus YCbCr (Rec. 601.2) for a group of RGB color test images (24 bpp) 

KLT YCbCr No. Image (pixels) 
Bit-rate 

bpp 
PSNR 

dB 
Bit-rate 

bpp 
PSNR 

dB 
1 Amber (88x128) 1,36 29,06 1,42 29,05 
2 Chris (88x128) 1,46 28,99 1,53 28,98 
3 Canyon (600x480) 1,63 26,37 1,69 26,37 
4 Lena (512x512) 1,11 30,90 1,48 30,85 
5 Myanmar (1024x768) 1,45 26,10 1,50 26,09 
6 Phong (800x608) 0,14 37,36 0,18 37,68 

transformed components were represented as percentage of their sum. The results 
obtained for the energy distribution within individual image groups were very 
close. In each group was observed that the principal eigenvector of each image is 
close to the principal eigenvector of the group. So instead of calculating a KLT for 
each image of each group we could calculate a single transform for all images in 
each group. The energy distribution for one of the tested image groups (forest) is 
given in Table 3. 

The color transforms YCbCr and HSV were performed for same database of 
color images and the relative power for each of the three components of the color 
transforms was calculated. In Fig. 2a is shown the relation of the relative energies 
of the first and the second component and Fig. 2b represents the relation of the 
relative energies of the first and the third component. The graphics show that the 
relationship between the energies of the first and the second component for the 
color transforms YCbCr and HSV is close but this is not the same for the KL color 
transform. As opposed to the other color transforms the energies of the three bands 
are strongly uncorrelated: most energy is concentrated in the first component; the 
energies in the second and third component are much smaller. From the data given 
in Table 2 for the tested image groups is assumed that the relation between the 
components in the K-L color space is roughly 4:2:1, this means that the first com-
ponent can be left untouched, the second is twice as small as the original and the 
third is four times as small as the original.  

a)   b)   c)    d)   

e)   f)   g)   h)  

Fig. 1 Some of the test images used for the experiments 
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Table 3 Energy distribution of the components 321 ,, LLL for each image group  

Group Energy of L1 [%] Energy of L2 [%] Energy of L3 [%] 
Desert/Beach            64.30 18.40 17.30 
Forest 76.99 21.63  1.38 
Indoor 48.66 35.51 15.82 
City 58.53 23.66 17.81 

 

Fig. 2 Distribution of the color compo-
nents’ energies 

 

  

 

4   Conclusion 

The presented algorithm for direct calculation of the KLT matrix for the RGB im-
age color space does not require the use of numerical methods for the calculation 
of the eigenvalues and eigenvectors of the color covariance matrix. Further en-
hancement of the KLT algorithm performance can be achieved if the principles of 
distributed arithmetic are used. More experiments could be performed concerning 
the use of the integer numbers arithmetic for the presented approach. 

The experimental results obtained confirmed the direct KLT efficiency: it of-
fers lower computational complexity and bit rate for same quality. Another advan-
tage is that the algorithm is universal in respect of the initial color space.  
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One more advantage is that the algorithm permits the corresponding transform 
matrices for some large image classes to be calculated in advance. Then, on the 
basis of the color histogram analysis the processed images could be easily classi-
fied and the most suitable matrix to be used.  

The main application areas of the direct KL color transform, presented above, 
are:  

o fast color segmentation for automatic target recognition and image 
classification (image data mining); 

o adaptive and more efficient coding of color images. 
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Interoperable Intelligent Agents in a Dynamic
Environment

Mohammad Khazab, Jeffrey Tweedale, and Lakhmi Jain

Abstract. Current research conducted at the Knowledge-Based Intelligent Infor-
mation and Engineering Systems (KES) Centre aims to improve/develop the com-
munication aspects of an agent-oriented architecture that enables agents to automat-
ically adapt their functionality at runtime based on message flows. Rigid design-
time constraints can be replaced by a flexible plug-and-play componentized capa-
bility. Intelligent Agents (IAs) must possess interoperability and capability to share
knowledge and context in order to achieve their goal(s). A concept demonstrator
is being developed, using a number of dynamic distributed environments, to show
how interoperable Multi-Agent Systems (MASs) can improve data flow in a dis-
tributed environment. The agents in this MAS are equipped with a number of sen-
sors that provide data from the environment, which is fused to produce knowledge.
The fused information is fed into an inference engine which contains the Subject
Mater Expert (SME) knowledge-based required to make decision(s) and/or change
some course of action.

1 Introduction

The area of agent technology is growing rapidly and being used in many areas
such as Information Technology (IT), e-Commerce, and other industries [1]. MASs
consist of IAs that can interact, communication, and cooperate with each other to
achieve their goal(s). Using communication techniques, IA can exchange informa-
tion and knowledge to all components within the environment. In a MAS, IAs can
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break down a task into subtasks and allocate each subtask to an IA that has the re-
quired capabilities. The IAs can also plan a series of tasks and cooperate as a team
to solve a problem. The key to a successful interaction and cooperation between IAs
is a good communication and knowledge sharing.

This research aims to develop an interoperable Multi-Agent System (MAS) and
agent teaming architecture that enables their entities to automatically communicate
and adapt their functionality at runtime. A concept demonstrator is developed using
Java to simulate this scenario and investigate the interaction, communication, and
knowledge-sharing activities among agents within MASs.

The next section covers a literature review on IA and MAS. Section three de-
scribes the concept demonstrator and explains the decision making, dynamic en-
vironment, and communications within the system. The last section discusses the
future of this research.

2 Agent Architectures

Agents can be software or hardware entities that can perceive their environment and
perform operations in order to achieve a goal on behalf of their users [2]. Since
agents are not generally intelligent, they need to possess a capability to interoperate.
For that reason, the area of agent technology has expanded to include the concept of
intelligence, learning and the means to communicate.

IAs are described as autonomous computational entities that can respond to the
changes in their environment, plan a series of tasks accordingly, and interact with
each other to achieve their goals [1]. They generally possess characteristics that
include: autonomy, social ability, reactivity, and pro-activity [3]. Autonomy is the
ability for an agent to control its actions and internal states and operate on its own
without the direct intervention of human or other machines. Social ability of an IA
allows the interaction with other entities via predefined communication languages
that enable them to cooperate in performing a common task [1]. Reactivity refers
to an IA’s ability to react to the changes of the environment. IA can also plan their
activities to achieve their goals and this is referred to as pro-activity.

IAs can have the ability to learn from interactions and the changes in the envi-
ronment by experience in order to improve their performance over time [1]. The
reasoning ability enables IAs to make decisions dynamically based on the environ-
ment situation. Mobile IAs can distribute across a network to perform some of their
task on the client machine and return the result to the host. This feature increases the
processing speed of the system and reduces network traffic. When an agent includes
a combination of these characteristics it is called a hybrid agent.

With intelligence and interaction, IAs act as a bridge between humans and ma-
chines. The development of social intelligent agent is not quite achieved due to the
lack of characteristics like learning and teaming. It is needed to include a human in
the supervisory loop and develop human-centric MAS because the dynamic envi-
ronment has many external and changing constraints [4].
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2.1 Multi-Agent Systems

A MAS is a group of IAs that interact with each other and the environment to achieve
their goal(s) [5]. IAs in a MAS can be competing with each other to achieve their
own goal(s) or cooperating to achieve a common goal. In the latter case, IAs need
to interact, share their knowledge and intelligence, and use each other’s capabilities
to solve problems [6].

Cooperation of IAs enables the establishment of a voluntarily relationship with
each other to adopt each other’s goals or form a team [4]. IAs collaborate with each
other when they have positive motivations and recognize the need for cooperative
actions [7]. The need for cooperation is recognized by an IA when it realizes that
its goal cannot be achieved without another IA’s resources. The IA would search for
other IAs that can assist in accomplishing its goal and form a group with those that
have the required capabilities. IAs would then collaborate and negotiate with each
other within the team to plan and take actions to solve the problem.

The technology of MAS is becoming more popular and is used to tackle difficult
tasks and problems. In MAS, the inter-operability of IAs is an important issue in
establishing multi-agent cooperation and teamwork. A diverse range of knowledge
sharing techniques and communication protocols have been developed to describe
the environment within computer systems and help interchanging knowledge be-
tween agents in order to improve their interoperability. Some of the Agent Com-
munication Languages (ACLs) include: Knowledge Query Manipulation Language
(KQML)1, Foundation of Intelligent Physical Agents (FIPA) ACL2, and Simple Ob-
ject Access Protocol (SOAP)3. IAs require knowledge which is communicated using
a predetermined taxonomy to interact successfully.

The dynamic environment of a MAS changes in time and the IAs influence it and
change its state. In such environments, the interaction among IAs and using each
other’s knowledge is very important and useful to learn more about the environment
in a compressed period [6]. An example of this is an environment where agents are
required to find specific targets or take a predefined route in a region. When a group
of agents are used, the task can be decomposed to produce search plans for different
regions independently and shared via a facilitator agent. By sharing knowledge, the
region can be explored more efficiently. Replacing a single complex unit with a
swarm of units reduces the design complexity of each unit and makes the system
more economical. The system become more scalable and the overall failure rate
decreases because the destruction of single units would not stop the whole system
functioning.

1 KQML is a high-level, message-oriented communication language developed by Knowl-
edge Sharing Effort (KSE) that is based on Speech Act theory [8].

2 FIPA promotes agent-based technology and produce specifications on ACL [8]. FIPA
ACL’s syntax is similar to KQML and its specification is expressed using the Beliefs,
Desires, Intentions (BDI) model.

3 SOAP is a simple and flexible inter-application cross-platform communication protocol
that uses Extensible Markup Language (XML) to package and transmit messages between
applications[9].
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Fig. 1 Developing Distributed System using SOAP as communication protocol

3 Concept Demonstrator

As part of this research, a Concept Demonstrator is being developed simulating the
real world to investigate the interactions between agents and dynamically provide
capabilities. The system consists of three main parts, as shown in Figure 1, 1) a
server, 2) source client(s), and 3) destination client(s).

The source client portrays a MAS with agents that can hold different capabilities
such as navigation in a simulation environment, collision avoidance, and finding op-
timum routes to specific targets. Agents can share knowledge and team up based on
their knowledge and expertise in order to conduct a series of tasks. The capabilities
of agents can be extended by appending other agents’ capabilities until the goal is
achieved through cooperation.

The server is the centre of system that translates and transmits data between the
destination and source client via SOAP messages. The server can also run the source
client on the same machine.

The destination client runs a simulation environment where its entities are guided
by the MAS in the source client to implement a distributed system over network.
The entities in the source client’s simulation environment publish their geographical
location to the destination client’s entities, which move in sympathy with the source
client when connected via the server’s translation component. Every set amount of
time the destination client requests the source client via the server for new position
coordinates to navigate its entities based on agent’s movement in the MAS.

During a recent collaborative research, the system was also tested with a desti-
nation client simulating a virtual sea with fish schools [10]. This simulation imple-
ments the Boid model [11] to add steering behaviour to each individual fish based
on the movement of its nearby fish swarm. One feature of the simulation program
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allows navigating a fish swarm to a target point and getting them to follow a path by
moving the target. The coordination for this target point can be obtained from the
source client via the server’s translation component.

3.1 Dynamic Environment

The dynamic environment consists of an overall root system (Figure 2), which holds
a MAS, Knowledge Based System (KBS), physics engine, navigation tactics, and
mathematics models to enable planing and replanning capabilities. In the simulation
environment the physics engine adds the effects of laws of physics such as mass,
velocity, and the forces applied to the entities, such as gravity and friction, in order
to approximate movements as it happens in real life.

The MAS comprises of different layers that form a hierarchical structure. In the
bottom layers of the hierarchy, entities exist. An entity itself is a subsystem within
the system because it has in-built capabilities to retain its autonomous ability. It is
also equipped with a number of sensors that provide data from the environment.
The entity controller facilitates navigation and calculates the intercept angles and
distance from other entities or objects. The entities with mutual goal(s) can form a
team. In a higher layer, team leader facilitates coordination of team members and
controls them to conduct a task. The team leaders communicate with the supervisor
also referred to as facilitator agent.

3.2 Dynamic Communication

Communication and cooperation is important for teamwork. In this simulation en-
vironment, when agents reach certain distance apart they can start communicating
and sharing their knowledge. The facilitator agent is used to facilitate the commu-
nications and interactions among other agents. The facilitator agent offers various
useful communication and network services such as [12] [13]: registering and iden-
tifying agents, and passing or translating information between agents. When agents
are created at run-time they inform the facilitator agent of their name, address, and
capabilities or services they provide. The facilitator agent then registers the created
agent in its database based on this information, which then can be used to iden-
tify the agent. The facilitator agent can also forward information between agents
and act as a translator between agents with different semantic and ontology in the
knowledge content of their messages. As a result, a better team work is achieved by
the MAS.

KQML messages are used to transmit information among agents. Data was struc-
tured into XML documents and transmitted between server-client applications via
SOAP messages (Figure 1). This information include information transmitted be-
tween agents, data obtained from the simulation environment, and the requests and
replies communicated between the server and client applications. Transmitting this
data at once can exceed the communication channel overhead and cease the sys-
tem from its other operations and networking. Two styles of communication are
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Fig. 2 Hierarchical Structure of the MAS in the Dynamic Environment

considered in simulating this dynamic environment to handle the data load. One
style is used when an event requires immediate attention, e.g. an agent finds a tar-
get. The other style deals with less frequent communication which provides agents
with the slower update about the environment, e.g. an agent is moving from point
A to B. Parsing the information into XML documents enabled client and server
applications to extract and process only the related information that was required.

Dividing the tasks into subtasks also helps with the issue of data management.
For example, few agents are used to listen for network connection and communi-
cation requests from client-side applications. The other agents are decomposed into
subgroups, each conducting a different task such as finding an optimum route to
the target, and sending its coordinates to clients. Supervisor agent also has an im-
portant role in coordinating these teams by annunciating keeping a record of their
capabilities and function status.

3.3 Decision Making

KBS, or in other words Expert System, is a rule-based processing system that con-
sists of a collection of if-then rules and an inference engine for processing the data
based on those rules [14]. All the logics and decision process required for agent’s
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capabilities and actions is decision support. The decision support might be used to
find an optimum path to the target(s).

The concept demonstrator is used to show how interoperable MAS can improve
data flow in a distributed environment. The entities in MAS team gather data from
the environment. The data is fused by the entities and team leader agents to produce
knowledge. The obtained knowledge is fed into an inference engine which possesses
a database of if-then rules. The inference engine processes rules and data to produce
new rules, or make decision and change some course of action.

Agent teaming architecture divides the tasks into subtasks and allocates them
to agents that have the capabilities to solve the problem. Agents in a MAS can be
cooperating or competing with each other to achieve their goal(s). Multi-agent Plan-
ning specifies the actions for agents to perform [15]. Multi-body planning enables
agents to find the possible joint plans to achieve the goal. The cooperation of agents
requires them to agree on the same goal, which can be achieved by communication.

A BDI framework in a MAS architecture that operates in a constrained envi-
ronment is an effective model for this research. Beliefs are the understandings of
the agents from the environment, desires are the goals of the agent to achieve, and
intentions are its plans or actions for achieving the goal [16]. The BDI model orig-
inated from philosophical theory of practical reasoning [17]. Practical reasoning
involves two aspects of deliberation and reasoning (planning) that refer to decisions
of what to be achieved and how to achieve it respectively. Based on the concept of
BDI, agents are assumed to have beliefs and understanding about other agents and
the state of environment. Agents also have plans for taking the required actions to
achieve a particular goal and change the state of environment.

In the scenario of this research, agents are equipped with navigation skills to
be able to patrol the virtual simulation environment and find the path to particular
targets in a certain time while avoiding obstacles. Agents are capable of detecting
objects in certain distance from them and can also realize the type of those objects.
The decision making feature enables agent to use their rule-base to react accordingly
based on the objects they reached to. For example, if the object they hit is an obstacle
like a wall they would using their collision avoidance rule and turn away, or if the
object is the target they are searching for they store its position coordinates and
send the information to the team leader agent. The decision support system is being
extended to enable agents remember the actions they take that lead to achieving
their goal, e.g. the direction they take to reach the target. This information can be
used by the agent or other agents to achieve their goal(s) quicker the next time they
encounter the same situation.

4 Conclusion and Future Research

We managed to maintain the dynamic component of the process by being able to
run and link two separate applications which were written on different programming
languages, and were running on different operating systems, and platform, with dif-
ferent character sets. The server-side application was developed in Java language
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running on Windows XP SP2 with English based character set, and the client-side
application was developed in C language running on Windows Vista with Japanese
based character set.

We are attempting to extend the functionality of system by enabling the creation
and allocation of new tasks to agents at run-time. Future decision support work
might be to enable agents replan their tasks based on the situations occurring at
run-time and perform joint plans. We are looking into refining the communication
between agents, also establishing a communication link between the two applica-
tions via Internet. We are also looking at the dynamic nature of being able to plug
one or more distributed simulations together and then dynamically addressing en-
vironment such that they might rescale in size allowing entities to travel across the
real state available to all simulations.
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Multilingual Agents in a Dynamic Environment

Jeffrey Tweedale and Lakhmi Jain

Abstract. Experiments conducted by the Knowledge-Based Intelligent Informa-
tion and Engineering Systems (KES) Centre use Java to gain its many advantages,
especially in a distributed and dynamically scalable environment. Interoperability
within and across ubiquitous computing operations has evolved to a level where
plug ’n’ play protocols that invoke common interfaces, provide the flexibility re-
quired for effective multi-lingual communications. One example includes: dynamic
agent functionality within simulations that automatically adapt to incoming data
and/or languages via scripts or messaging to achieve data management and infer-
ence. This has been shown using demonstrations at the Centre herein. Many aspects
of the model involve web centric transactions, which involve data mining or the use
of other types of Intelligent Decision Support System (IDSS). Section One of this
paper provides an introduction, Section Two introduces the basic concepts of Deci-
sion Support System (DSS), Section Three discusses Intelligent Decision Support
System (IDSS) enhancements, Section Four explains how agents use a multi-lingual
dynamic environment, while Section Five highlights conclusions and future research
direction.

Keywords: Multi-Agent System, Intelligent Decision Support System, Universal
Plug and Play, XML Object Model.

1 Introduction

As technology advances, humans are increasingly introducing delays and/or er-
rors through the lack of response within prescribed system limits. Natural language
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interfaces are slowly gaining acceptance; however many enhancements are still re-
quired before these become reliable enough for widespread use. Researchers also
need to maintain the support of operators, therefore human involvement must be
integrated to avoid system conflicts and isolate the operators from dirty, dull or
dangerous tasks. Conversely, automation assists humans in becoming more pro-
ductive, increases safety and reduces the cost of manufacturing or equipment op-
eration. This research aims to develop an agent learning and teaming architecture
suitable for controlling distributed systems or systems-of-systems as plug-able com-
ponents in a Service-Oriented Architecture (SOA) using Web Services via common
interfaces.

In 1980 Tim Berners-Lee enabled seamless connectivity using the World Wide
Web (WWW)[1]1, while Marc Andreesen and Eric Bina coded Mosaic in (1992)[3]2

using HyperText Transfer Protocol (HTTP) to facilitate the presentation of re-
quested information [4]. A series of follow-on developments resulted in a logic
based protocol that could be cataloged into libraries and distributed in the for-
mat derived for Web-Services Description Language (WSDL) using an Extensible
Markup Language (XML) protocol over HTTP. “This rich service provides a pow-
erful mechanism of assembling information resources in context that require the
agile construction of virtual organizations [5]”. Many applications now use Web-
Service style components, technology and type safe languages (like SOAP), to pre-
serve the semantics, ontology and intent of the message transaction. AMAZON,
YAHOO and GOOGLE all use electronic kiosk style applications to transform re-
quests from semi-intelligent information retrieval, into information rich responses,
that is tailored using some form of server-side Decision Support System (DSS)
technology.

2 Decision Support System

DSS use “Systems” that value add to the data being collected (using a knowledge-
base to create an inference), prior to promulgating a response. A simple thermo-
stat uses a temperature sensor to extract environmental conditions (precise data),
while a comparator3 sets the threshold used to switch between heating or cool-
ing modes. When not switching, the DSS simply waits for the temperature to
exceed a limit set by the operator (rules). More complex environmental control

1 Tim Berners-Lee is acknowledged as the founder of the public version of the WWW,
however the original architects where a panel of 12 members board called the Internet
Architecture Board (IAB), employed by Defense Advanced Research Projects Agency
(DARPA) and headed by Vince Surf which first convened in 1974. This board created
standards, using instruments called Request For Comments (RFCs). The first topics raised
included: Domain Name Servers (DNSs), Network File Systems (NFSs), email, Universal
Resource Locators (URLs) and a host of subsequent protocols [2].

2 Purchased by Microsoft in 1994 and released as its Internet Explorer.
3 This is the logic center containing actuators and reference limits which are used to decide

to heat or cool.
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systems may be required, where that system controls a building, a complete
facility or even a complex variety of environments that are dispersed geographically.
Regardless of the technology used to generate the decision, the outputs relate to a
predefined set of judgments based upon readings changing in the environment being
controlled.

A DSS uses Computation Intelligence to collect, fuse and analyze data in order
to derive a decision to enhance a human’s ability in a given environment4. An ex-
pansion of research into a variety of DSSs created greater confidence in the decision
being generated by computers [6]. The context could be used to determine the prob-
lem solving technique used. Examples include: communication-driven, data-driven,
document-driven, knowledge-driven and model-driven architectures.

The growing volume of data had an overall effect on the efficiency of these sys-
tems. A series of tools where developed to measure the validity and results of many
DSS. Factors such as; availability, accuracy, user response and operator ability, were
raised as constraints to be considered before specifying courses of action [7]. The
history of these systems has bee well documented. Power (2007) [8] for instance
gives an excellent historical description of DSSs, which discusses many of the fun-
damental issues, however misses the vital human aspects. Keen reports on a study
relating to ”the theoretical aspects of organizational decision making”. A prelimi-
nary study was done at Carnegie in the 1950’s, while a more concise study from
MIT was completed in the early 1960s [9].

3 Intelligent Decision Support System (IDSS)

Intelligent agents are described as computational systems that have properties such
as autonomy, social ability, reactivity, and pro-activity [10]. Agent technology has
expanded to include the concept of IDSS as shown in Figure 1. Intelligence can
be described as a computational process that enables intelligence and interaction.
Agents are increasingly required to bridge the gap between humans and machines
and can be integrated to form social structures, that include teaming and learning.
To support a human in the supervisory loop, a dynamic interface has to constructed
to overcome the external constraints [11]. According to Tweedale et al. (2006) [12],
new research and technologies are beginning to focus on developing human-centric
multi-agent system in order to achieve mutual goals [13]. To accomplish an auto-
mated task effectively computers, hardware, software and even firmware agents are
normally employed [14]. They must react to changes in the environment (reactivity)
and plan activities to solve their goals (pro-activity).

4 McCarthy developed LISP, enabling Bachman to create the first database management
system which was converted into an Intelligent Decision Support (IDS) application called
SAGE, while Feighambaum labeled his expert system DENDRAL.
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Fig. 1 The Principle of MAS within IDSS

4 Demonstration Examples

4.1 Teaming

Teams can be represented in many ways, however, experience from previous experi-
ments indicates that Intelligent Agents using MAS architecture in a Beliefs, Desires,
Intentions (BDI) framework that operates in a constrained environment is an effec-
tive model for this research. Agents have been defined in variety of ways as their
functionalities have grown in different fields [12].

The technology of MAS is becoming more popular because agents can be ig-
nored, informed, or forced to intelligently cooperate with one another, especially in
the field of e-commerce where large-scale data mining is employed [15]. According
to Dudek et al. (1993) [16], using MAS has advantages over a single agent. For ex-
ample, replacing one complex robot with a group of simple robots that effortlessly
explore an unknown area. This reduces the design complexity of each robot, is more
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economical, robust and scalable. The overall rate of failure would also decrease
because if one or more robots fail, the whole system would still be able to function.
The shared knowledge among agents should contain the knowledge of meaningful
words and phrases the contextual information about particular issues or items of
interest to one or more agent [17].

Adaptability refers to the MASs capacity to inter-operate and reorganize to form
a new subgroup or dynamically adopt the functionality required to complete other
tasks. For example, if the environment is small, it would limit the movement of
agents within a specified hierarchy. Dynamic filters or components can be instanti-
ated to achieve specific connectivity or customized configuration(s).

4.2 Component Messaging

Specialized techniques have been developed to enable the communication of agent
based software components and the exchange of information between specific ap-
plications. Agents can communicate by sending messages directly to one and other
using a prescribed format with rigid semantics. Theses messages are accepted
by all the agents within the MAS and actioned as required [18]. Standards are
required in order to establish compatible communication among any agent that
gains access to that distributed MAS environment. Several common standards in-
clude: Agent Communication Languages (ACL), Knowledge Query Manipulation
Language (KQML), Foundation of Intelligent Physical Agents (FIPA) and Simple
Object Access Protocol (SOAP). Communication includes the delivery of complex
attitudes or behaviours [17] through a specified architecture [12]. Therefore there is
a requirement to identify the: syntax, semantics and pragmatism used, especially the
symbols. Agents are able to communicate with other agents, using a specified prece-
dence and hierarchy [16], however the need for immediate and broadcast messaging
is becoming commonplace.

4.3 Decision Support

In some MAS, agents would be able to send direct messages to any individual agent
by knowing their address and Identification [16]. Other topologies include agents
only communicating with agents that are linked to them, for example, through a
graph network or a hierarchy structure. In a hierarchical structure, there might be
some controller agents who command and give tasks to other agents lower the hi-
erarchy where those agents are only able to communicate with the controller agent.
There are advantages and disadvantages to this type of structure. One advantage
is that it reduces and simplifies the interactions between the agents because agents
only interact with certain agents. However, one disadvantage is that communication
among the agents in this type of structure is sensitive to the failure of one or few of
the agents as this could cut the linkage of some group of agents from the rest of the
swarm.
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Fig. 2 The Concept of
Micro-Simulated Decision
Support [19]

4.4 Micro-simulated Decision Support

People rely on automated systems to make decisions, especially when time lines or
expectations are compressed. There level of confidence and expertise in the system
being used will also effect their response to any inference generated. Humans prefer
simplicity and they attempt to streamline most processes to avoid stress, This may
result in them skipping the “cognitive effort required to gather and process informa-
tion [20]”, and rely on intuition [21]. This method of coping often leads to mistakes
via mode confusion, especially during intense periods of mission critical operation.
Automation bias best explains the misuse of automated decision aids, although it
cannot account for the lack of use in cases were it may have assisted [22].

Better training techniques and alternate models are being researched to solve
some of these issues. The concept of using simulation to replicate the outcomes of
a virtual reality is not new. The practice of using simulation to rehearse a number of
possible outcomes, is becoming achievable, although real-time speeds are elusive.
Through a series of sequencing, appending or combining the results of previous sim-
ulation, the system is able to recommend more precise courses action which would
normally enhance the solution being sought. Doing this in parallel, at speeds that
are faster than real-time (micro-simulations), data can be extrapolated to backfill
missing variables or segments of a specific situation in order to gain an advantage in
a variety of situations performed. To achieve this milestone, a combination of care-
fully chosen operator estimates and/or beliefs could be used as stimulants during
specified scenario cycles. Each cycle must conform to a collection of rules, repeat-
able system states and consistent algorithms to stimulate the reality being attempted.

Thus using a combination of data analysis, mining and synthesis techniques in
micro-simulated scenarios, researchers can employ an iterative approach to prob-
lem solving, using a variety of technologies or scenario instantiations that operate
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in parallel across a distributed environment. This promotes the enhanced concept
of IDSS, which was initially described as Micro-Synthesized Simulated or Micro-
Simulated Decision Support [19], however at its latest research day Intel combined a
number of processes adopted above, they now call Model-Based Computing (MBC)
as shown in Figure 2. The technique involves: the analysis of a volume of data to
create a feasible model, use data to test instances of a parameter against a model
and create an instance of a potential model. By increasing the number of processing
elements within a system, analysts will be able to increase the number of parallel
variables or constraints used to solve the problem [23].

5 Distributed Architecture

It is important for agents to gather knowledge about its environment to enable it to
make intelligent decisions and actions [24]. Agents can be equipped with sensors
to collect information. Communication between agents can be conducted directly
between two agents or through a facilitator or interpreter. The exchange of infor-
mation in a particular domain of knowledge that requires each agent to have shared
knowledge of concepts in a particular domain is known as ontology. Each domain
of knowledge would have its own ontology, although this can become flexible using
more modern protocols (like SOAP)5. Figure 3 displays the physical architecture in-
voked in each computer/component to achieve distributed messaging based on this
framework.

SOA models are constructed using loosely coupled components based on Web
Services (Beans, Components or Enterprise Applications). Java classes are deployed
as Web Services to consume targeted objects. Monson-Haefel (2003) postulated that
Web Services, like distributed computing, is: “simply the hardest problem in com-
puter science [28]”. SOA provides an abstracted service at any granularity, which is
great for hiding an entire system or sub-system. It can also become hierarchically
dynamic using web service. Figure 3 displays the physical architecture invoked in
each computer to achieve distributed messaging based on the SOAP framework.
SOAP should have been a simple answer to interoperability, however the lack of
proper standards initially made the job of distributing objects more frustrating than
necessary. XML, SOAP, WSDL and Web Services retain the key topics in making
successful distributed applications, although seamless integration of JAX-WS and
JAXB is required to achieve the low-level functions and interfaces.

The SOA capability was included in Java 5.0 (Mar 2006) and was updated in
Java 6.0 (Dec 2006). These Application Program Interfaces (APIs) reduced the ex-
pertise required by programmers to use Java Web Services in their SOA applications

5 SOAP is an inter-application cross-platform communication mechanism. It defines a sim-
ple and flexible communication format that is based on XML documents passed across
HTTP [25]. XML is used to represent data as an object instead of symbols and is passed in
a standardized text-based format [26]. Using the SOAP protocol, information is packaged
in SOAP messages that consists an envelope and body, with an optional header elements
[27].
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Fig. 3 Application Based on SOA Structure

(Knowledge about Generics and Annotations would aid productivity). Although de-
velopers will need to their update your knowledge on SOA, cross compilation of
WSDL to Java and deployment before launching into creating a distributed appli-
cation. Remote procedure code was includes in Java 4.0 (2002) with Web Services,
Binding, Meta-data and Run-time behavior undergoing significant revision to trig-
ger the tipping point of acceptance and wider spread implication.

6 Conclusion

Automation provides a path to increased productivity of many new machines and
applications. Humans have traditionally been a bottleneck that impedes that goal,
however technology is being used to erode that barrier. Agents, components, teams,
DSS, IDSS, MBC and modern distributed computing techniques are being used to
solve many of the issues encountered by researchers. Web services and SOAP are
elements of that future and have evolved to a point were its evolution is nearing
maturity. SOA makes it easier to product functional designs with limited function-
ality. Future testing and development is required to integrate these concepts with
inter-operable computing technologies before world class applications mature com-
mercially. The research conducted so far by KES has developed a blackboard design
upon which segregated functions can be integrated into an application of aimed at
achieving this goal.
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Defining a Decision-Support Framework in
AC3M

Angela Consoli, Jeff Tweedale, and Lakhmi Jain

Abstract. The prime objective of intelligent agents in Multi-Agent Systems (MAS)
is to act. An effective action results from a solid decision-making process. Decision-
Support Systems (DSS) are used in MASs to assist in the development of a course
of action for an individual or system goal. To ensure decision-making processes be-
tween agents remain objective and coherent, coordination model and cooperative
problem-solving methodologies need to be implemented. Presently, coordination
models have been developed as data-driven, process or control-driven, or hybrid
models. Cooperative problem-solving methodologies have been designed to solely
focus on allowing agents to share their knowledge which assists in achieving an indi-
vidual goal or a course of actions. Although coordination and cooperation has been
successfully implemented as separate frameworks within intelligent MASs, there is
a significant limitation: cognitive modeling within each framework is limited or non-
existent. This is a major obstacle within dynamic or unknown environments, as these
cognitive environments heavily depend on precise information being made available
to make well-informed and instantaneous decisions. This paper shows how the re-
lationship between Belief-Desire-Intention (BDI) and Observe-Orient-Decide-Act
(OODA) architectures, coordination and cooperation can promote decision-making
processes in MASs. The linking of the decision-making process with coordination
and cooperation can ameliorate their lack of cognitive processes. This enhancement
is demonstrated by the decision support framework within the Agent Coordination
and Cooperation Cognitive Model, or AC3M.

1 Introduction

The main objective of an entity within an organisational-type system is to complete
an assigned task. In order to engage in an activity, an entity must act as a result of
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some decision [3], [6], [8]. Saaty (1986) discusses the structure of a decision and its
components, which include: i) details about the goal, ii) actors that are involved, iii)
the objective and finally iv) the contributing influences of the decision. To ensure an
objective decision, individually or as a group, procedures need to be exercised for an
effective outcome [18]. Shim et al. (2002) support the argument that decisions made
from organisational-type systems need to be self-regulating and self-contained with
a task-oriented approach. To guarantee the influences of a group decision are bene-
ficial and the objectives are met, the ‘procedures’ that are required are cooperation
and coordination [19], [21]. Organisational-type systems work in a cooperative man-
ner to assure that the individual entities work in a coherent, connected and common
production process. This cooperative manner promotes the task-oriented approach
for a group decision. To regulate the intercommunication between entities within
these systems, coordination is required [19].

The paper is structured with section 2 discussing current developments in deci-
sion support systems, coordination and cooperation models. Section 3 shows how
BDI and OODA is incorporated into cooperation and coordination and how it can
affect decision-making processes. Section 4 discusses the decision-making frame-
work within AC3M at an entity and system level and illustrates how the decision
framework can assist in implementing cognitive processes within coordination and
cooperation models. This paper concludes with a discussion on future development
on decision-making in AC3M.

2 Background to Decision-Making, Coordination and
Cooperation Models

A course of action is seen as the chosen outcome of a decision-making process.
This outcome is commonly known as a decision. Hollnagel (2007) relates decision-
making as an interface which links the evaluation of a situation and the execution of
actions. To instantiate the decision-making process within this interface, a cycli-
cal set of events, intentions and actions must be provided from the information
gathered [11].

The decision-making process becomes complex in dynamic and unknown envi-
ronments [6]. An agent can alter their perception on the information being presented,
which may simplify the reality of the decision needed to complete their goal. In ad-
dition is the stability of the decision from the time taken to observe and analyse
the information gathered. Hollnagel (2007) and Schwenk (1984) agree with these
complexities and highlights the need for particular mechanisms to be implemented
simultaneously with a decision-making system. These mechanisms are coordination
and cooperation [11], [20]. Noble (2002) articulates that coordination and coopera-
tion promotes an entity’s perspective and ability to reason about their environment,
encourages entities to construct other possible courses of action and shows the con-
sequences on applying alternative decisions for a goal [14].
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2.1 Structure of Decision-Support Systems

Gorry and Morton (1971) define a DSS as a computer program that is capable of
solving a problem that possesses a semi or unstructured component. Furthermore,
they state that a DSS should assist in the efficiency and effectiveness of a deci-
sion [9]. Early DSSs were structured around the concepts of management activities
and decisional types [2], [21], [22]. Anthony (1965) elaborates on the former by
suggesting that these activities involve strategic planning, management and oper-
ational control. In terms of decisional types, Simon (1960) categorises decisions
into programmed, or routine and well-defined decisions and non-programmed, or
novel and ill-structured decisions. Simon (1960) describes that the foundation of
decision-making processes includes intelligence and the ability for alternatives to be
designed. These factors will assist entities to chose and implement the best alterna-
tive. In addition, these foundational concepts show DSSs possessing human-centric
characteristics [21].

By the virtue of being human-centric, DSSs encapsulate cognitive processes and
classifications. Zachary (1986) agrees and defines six classifications. They are i)
process, ii) choice, iii) information-controlled, iv) representational, v) analysis and
vi) reasoning and judgment. For the purpose of this paper, the classification of anal-
ysis and reasoning only will be considered. Zachary (1986) describes this taxon-
omy as computational techniques that support expert reasoning procedures, and
contains two main techniques: numerical and symbolic representation. The advan-
tage of these techniques are their generic analytical methods, which can be applied
to more than a single problem [26]. Symbolic representation technique is suited to
Artificial Intelligence (AI) since it uses inferences that simulate human reasoning
processes. This technique consists of three inferences: goal, data and process. Goal
inferences are where decisions are processed in terms of goals or a set of conditions
and requires knowledge from the decision-maker on how to transform the problem
from the initial state to the goal state. Data-driven inferences make decisions based
on the current set of data available and process-driven inferences are concerned with
the reasoning from a causal or temporal relationship [26].

2.2 Structure of Coordination Models

Coordination in AI is viewed as the process which builds programs that fuse active
components together. To exhibit this behaviour, coordination models are designed
to provide the paradigm where separate activities are bound together [15], [16].
Papadopoulos and Arbab (1998) describe coordination models as possessing three
components: i) the entities, ii) medium being used to coordinate and finally iii) the
semantic framework. In addition is the function of time, as it is needed since the
nature and often the rationale of decisions made by entities are often needed for
further decisions [14]. Coordination models are classified as either data or control-
driven [16]. Data-driven models use values and data that is being received and sent
from the architecture and the configuration of the coordinated components when
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computing the state of coordination. This is seen as where a coordinator is responsi-
ble for examining and using data from the environment and also being coordinated
at the same time. This type of coordination model is heavily dependent on rules and
regulations and thus, does not endorse the implementation of cognitive modeling
[6], [7]. This results in a lack of decision-making in a multi-agent system.

To overcome limitations of data-driven models, control, or process-driven coor-
dination models give coordinated frameworks the means of observing changes in
processes and broadcast these changes to the system [16]. Even though this qual-
ity favours cognitive modeling, the control aspect entrenched is in opposition to
an agent’s autonomy and reactivity. These models are also seen to be heavily de-
pendent of rules and regulations and with the data manipulation being completely
segregated, an agent may not be able to react as the data is not readily available
[7], [13]. This means knowledge between the environment and the agent is ceased,
rendering coordination, and any decision-making, invalid.

Hybrid coordination models have been developed to surmount the limitations of
data-driven and control-driven architectures. These models allow the exchange of
data structures via a shared dataspace that is able to detect communication events
and allowing agents to react. Hybrid models are primarily concerned with how ef-
fectively the data can be manipulated and communicated between coordinables as
well as provide rules and regulations on their autonomy, and reactivity. A major lim-
itation of hybrid models is the lack of human-centric coordinables, which are now
essential in open and dynamic systems [7], [16].

2.3 Structure of Cooperative Models

Unlike coordination models, there are no explicit categorisation of cooperative mod-
els. Instead a cooperative model is described as the cooperative problem-solving
methodology of a multi-agent system [25]. For the purposes of this paper, coopera-
tive problem solving methodology will be known as cooperative modeling.

Jones and Jacobs (2000) outline the functional purpose of cooperative mod-
eling. These models are required to ensure the information between agents is
augmented, integrated and deliberate and allows goal sharing and coordinated activ-
ities within a system. By combining these functions and attributes of a cooperation
model, van Bruggen et al. (2003) show the three main frameworks of a coopera-
tive model consists of orientation (or the perception of the problem), solution (or
the transformation of a problem state into a goal state by knowledge) and evalua-
tion, where the solution is evaluated based on agents’ activities [23]. These frame-
works possess further attributes defined by Wooldridge and Jennings (1999) and
Jones and Jacobs (2000). Jones and Jacobs (2000) believe the method which in-
formation is shared between agents is through three mechanisms: i) Request-Based
where agents communicate their goals with each other, ii) Inference-Based where
agents infer their goals from their behaviours and iii) Structurally-Based where the
structure of the MAS endorses and sustains cooperative behaviours between agents
[12]. These mechanisms promotes the human-centric attributes that agents need to
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possess in a MAS, which include autonomy, reactivity, proactivity and social ability
[12], [25]. By including human-centric factors into a cooperative model shows sig-
nificant problem-solving and decisional-making capabilities which helps in sharing
an agent’s cognitive workload. This is important in dynamic environments since the
beliefs are constantly changing at any given time [12].

3 BDI and OODA in Coordination and Cooperation

Intelligent agents have matured from possessing basic human-centric character-
istics to cognitive agents that incorporate their beliefs, desires, intentions and
goal-oriented behaviours [6]. In order to successfully utilise these behaviours, the
management of their interdependencies within and between the cognitive agents
is required so they can successfully decide on a course of action to satisfy their
coordinated goal [5]. Furthermore, this management of interdependencies must fa-
cilitate the voluntary relationship between agents, where one agent may require the
resources of another to complete their goal [5].

Consoli et al. (2008) not only show this link, but state that the beliefs, desires and
intentions as well as cognitive processes of perception and orientation are linked to
decision making. Therefore, not only is there a link between coordination and coop-
eration, but there exists a link between coordination, cooperation and the decision-
making processes.

3.1 BDI in Coordination and Cooperation

In terms of coordination and cooperation, a BDI system consists of three main
events. They include i) the observation and updating of an agents internal state,
ii) generation of new plans for execution and iii) selecting a plan for execution [1].
Ancona et al. (2003) state that BDI systems and agents do not allow for the ex-
changing of plans between agents, however, do have the ability for cooperation.
Their concept of agent cooperation is the ability to help agents achieve their desires.
A Cooperation-BDI engine takes into account the desires as well as the active and
suspended intentions of the other agents [1]. This is consistent with the description
provide by Consoli et al. (2006), where they state that once the desire and intentions
are equal, cooperation can be realised [5].

BDI in coordination focuses on the beliefs of an agent and the environment.
Wobcke et al. (2005) agree and show that a coordinator must maintain the knowl-
edge of the belief state and identify an agents intentions [24]. Chalmers and Gray
(2001) not only agree, but shows the act of coordination involves informing agents
about changes in the environment (Beliefs), notifying a task’s status and comple-
tions to help scheduling amongst agents (Desires), and delegating tasks to agents
based on their composition (Intentions) [4]. Furthermore, situation awareness is re-
quired as it promotes accurate and up-to-date information so an agent has the ability
to make a well-informed decision prior to engaging in a course of action.
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3.2 OODA in Coordination and Cooperation

Traditionally, OODA was not intended for coordination and cooperation [10].
OODA has now matured to be cognitive, dynamic and integrates coordination, coop-
eration and decision-making processes. Rousseau and Breton (2004) have adjusted
the OODA loop from being static to dynamic by including decision-making [17].
Within their model exists three main modules. Firstly is data gathering or Observe,
where information from the environment of the system is gathered from the enti-
ties within the team. Situation Understanding or the Orientation module, is where
mental models are created from the information gathered. The final module, Action
Selection encompasses a Decision-like component, which evaluates and lists poten-
tial courses of action and their associated risks from the mental models. It is at this
point where coordination and cooperation are needed. Consider a course of action.
Within this list, estimation of gaining a goal and the managing of options needs to
be explicitly defined for an entity [17]. If an entity cannot complete their course
of action, another resource may be needed to complete the task. The former is co-
ordination and the latter is cooperation. Once complete, the final process, Action
Implementation can be executed. With the assistance of decision-making processes,
not only is the action executed, but the link between coordination and cooperation
is further strengthened.

4 Decision-Making Processes in AC3M

The architecture of AC3M uses the theory of hybrid coordination models, coop-
erative problem-solving methodology and the cognitive architectures of BDI and
OODA to support the link between agent coordination and cooperation. AC3M con-
sists of four main frameworks: i) Knowledge, ii) Stimulus/Perceptor, iii) Situational
Assessment and iv) Decisional Support. The Knowledge Framework is where the in-
formation gathered from the environment is stored and analysed. Stimulus/Perceptor
framework is where observations from the Knowledge framework are processed and
where agents will design their beliefs. Situational Assessment framework is where
the orientation from the information from Stimulus/Perceptor framework begins.
Coordination is also initiated within this framework.

The Decisional Support Framework is where coordination and cooperation is ex-
ecuted. In this framework, information gathered from the Knowledge and
Stimulus/Perceptor frameworks, and the cognitive and decision-making processes
discussed previously are used to fire a Coordinative Event to initiate Coordinative
Cooperation. This will ensure informative decisions about the orientation, decision
and execution of actions are produced to successfully complete cooperation. Fur-
thermore, the lead agent uses this framework to coordinate the agents based on new
perceptions, that may have altered their goals and beliefsets.
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4.1 Decisional Support Framework in AC3M

AC3M makes possible the decision-making process at a system and entity level. In
both cases, AC3M begins with perception analysis from new environmental events.
This perception analysis consists of evaluating and assessing the events for new
information they may have altered for any agent or system goals. This is the first
step of each of the decision-making processes and is consistent with the decisional
cycle defined by Hollnagel (2007). AC3M extends on this decisional cycle to include
the renewal of the beliefs of each agent within the perception analysis. It is important
to note that the ‘intention’ component for AC3M is different for the system and the
agent. The ‘intention’ of the lead agent is supervisory and used solely to monitor
and coordinate within AC3M.

4.2 System and Entity-Level Decision-Making in AC3M

As stated previously, the decision-making process in this framework is separated
into two categories. At the system level, upon receiving information gathered from
Evaluate/Assess Situation stage, or Observation, all agents will re-evaluate their
goals and beliefs based on new events and perceptions of the environment. AC3M
allows agents to process these observations and thus, the beliefset, desires and inten-
tions of each agent will be updated. In addition, the acts of coordination, cooperation
and the decision-making and eventual execution of an action are derived the system
level. However, not all of these acts are completed by all agents.

Fig. 1 System and Entity-Level Decision-Making Processes in AC3M
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Fig. 1A and Fig. 1B shows the difference between the decision-making processes
of the subordinate and lead agents. In Fig. 1A, once the re-evaluation of an agent’s
beliefs and goals are complete, the lead agent will also complete their re-evaluation,
but in terms of effectively managing the interdependencies of each agent and the
system as a whole. With the sole intention to coordinate, the lead agent will use
the information to the update an agent’s beliefset. This is orientation since the lead
agent takes the perspectives of each agent and creates mental models from the in-
formation that they had gathered. The decision process is completed in AC3M by
updating their resource allocation or constraints. Once this has occurred, the lead
agent can then coordinate an agent to a new goal or amend their previous goal to
ensure it is up to date with the new environmental events. This decision is actioned
in Decisional Support Framework by a Coordinative Event. This event links and
initiates the decision-process within and between subordinate agents and is seen as
the entity level decision-making processes in AC3M.

Upon receiving a Coordinative Event, an agent’s decision-making process may
be altered, hence modifying how an agent may complete its goal. This modification
can result in an agent requiring the assistance of another with a certain expertise. In
Fig. 1B, the desires and intentions of each agent is updated upon receiving their Co-
ordinative Event. This is the decisional process AC3M uses to assist in deriving the
best possible decision from the event. AC3M requires both the desires and intentions
to initiate not just cooperation, but Coordinative Cooperation between agents. This
differs from the Hollengal (2007) decision cycle, where he shows only intentions
are required for decisions to derive a course of action. This is not the case in AC3M.
In order to cooperate, the desires and intentions must be equal for each agent. If the
desires and intentions are not equal, they must be re-evaluated until this condition is
satisfied. Once equal, Coordinative Cooperation is said to have been completed.

Coordinative Cooperation is viewed as the entity-level execution of an entity-
based action resulting from the decision-making process between agent. This is seen
in Fig. 1C and as the result of Coordinative Cooperation, a system decision can then
be made to outline a course of action for the execution and eventual completion and
success of a system goal.

5 Future Work

The very nature of an unknown and dynamic environment can hinder the decision-
making processes for a group of entities. This impedance can start as early as the
information gathering stage, which then makes the whole decision-making process
ineffective. An inadequate decision made by a human-user within a dynamic envi-
ronment could prove to be fatal.

The importance of BDI, OODA and their link in agent coordination and coopera-
tion, as well as their importance in decision-making within dynamic environments,
has been shown using AC3M. This model illustrates this new generation of cog-
nitive MASs in dynamic environments by successfully demonstrating situational
awareness and assessment, decision-making and coordination and cooperation for
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dynamic environments. Further development of the decision-making framework of
AC3M includes using concepts from blackbox architectures and a ’system of sys-
tems’ approach to complex decision-making. This will promote superior cognitive
problem-solving techniques for dynamic environments and will also enhance the
BDI and OODA architectures and their link with coordination, cooperation and
decision-making.
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An Intelligent Decision Support System
Using Expert Systems in a MAS

Kamal Haider, Jeffrey Tweedale, and Lakhmi Jain

Abstract. Safety onboard airborne platforms rests heavily on the way they are fixed.
This fact includes repairs and testing, to reduce its down time. Maintenance prac-
tices using these components are achieved using generic and specific test equipment
within the existing Maintenance Management System (MMS). This research paper
reports the work performed to improve reliability and maintainability of Avionics
Systems using an Intelligent Decision Support System (IDSS). In order to under-
stand the shortcomings of the existing system, the prevalent practices and method-
ologies are researched. The paper reports the significant improvements made by
integrating autonomous information sources as knowledge into an IDSS. Improve-
ments are made by automating the existing data collection to create an expert system
using intelligent agents. Data Mining techniques and intelligent agents are employed
to create an expert system. Using feedback, the IDSS generates forecasts, alerts and
warnings prior to system availability being compromised. If the data was stored
electronically, Data Mining techniques and intelligent agents could be employed
to create an expert system. Using feedback, an IDSS should generate forecasts or
warnings prior to system availability being compromised. A Knowledge Base of all
aspects of the logistics cycle is created as the system ages, to help make informed
decisions about the platform, the Unit Under Test (UUT) or even the environment
that supports it.
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1 Introduction

The tempo of Defence Operations have grown and increased over the past two
decades. This increases the demand for operational reliability and increased expec-
tations from maintainers or Defence contractors. As a result, to deliver the ex-pected
availability targets, Integrated Logistics Support (ILS) needs to become more so-
phisticated. Decision Support System (DSS) are required to provide adaptive au-
tomated responses for provisioning and maintenance of an increasing number of
Defence Platforms. Many are now being supported by an increasing number of
longterm maintenance contracts from within the private sector. Traditional methods
of repair are already being modified to include automated testing although legacy
platforms which still rely heavily on manual maintenance techniques. Regardless of
the testing regime being employed in defence maintenance, a large volume of paper
based maintenance data has already been and is still being generated. Despite the
availability of such enormous amounts of data, there is very limited access of what
could be treated as valuable and potential information. In this paper we present the
development and implementation of a multi-agent expert system; referred to as an
Intelligent Decision Support System (IDSS). This paper reports the progress made
in the design and development of the agent-based IDSS. The developed IDSS is
capable of providing cognitive feedback to support reliability predictions and in-
formed decision making to proactively minimise the issues of Logistics down time,
obsolescence and any associated risks. The project is undertaken in collaboration of
Industry (Raytheon Australia), Department of Defence (Defence Science and Tech-
nology Organisation) and Academia (University of South Australia). We discuss a
brief history of maintenance methodology and present concepts perceived within
the ILS system followed by a brief discussion on some of the challenges with the
existing system. After summarising our previous related research, we explain the
newly developed system, highlighting some of its salient features and capabilities.
Finally we discuss our future strategy and direction of this research.

2 Maintenance Methodologies

2.1 Standard Maintenance Environment

In the last few years, electronics, and in particular, avionics have experienced
exponential advances in technology. In today’s modern aircraft, avionics equipment
consists of the major part of the platform. With recent advancements in electron-
ics technology an increased number of platforms are fitted with and rely on so-
phisticated avionics equipment. Documented advancements include modular form
factor and circuit design based on solid state electronic, VLSI and tools using
FPGA derived components. Similarly the concept of Modular test equipment like
Automated Test Equipment (ATE) has emerged using extensive Commercial-off-
the-shelf (COTS) equipment which has introduced turnkey solutions that are cost
effective. Some of the older airframes like the Hercules (C-130) and Orion (P3)
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have undergone significant avionics upgrades to enhance the aircraft capabilities.
Although component count has increased significantly, the reliability has also in-
creased due to improved component tolerances, sophistication and manufacturing
techniques. The trend is to install more advanced avionics systems, although the
logistics systems remain unchanged. The survey [1] conducted by Chris Guy of De-
fence Science and Technology Organisation in 1989 clearly shows that the number
of aircraft Combat Systems have tripled during the period from 1940 to 1990. This
is to say that the number of Unit Under Test (UUT) in a mission system grows with
complexity hence statistically, failures increase and the complexity of testing also
increases as new technology is introduced. Host of military and commercial avi-
ation standards are put in place to protect the standardized and robust framework
to ensure avionics equipment reliability and in turn the platform reliability. These
standards include environment, electrical, mechanical and support standards. Some
of the standards are Testability Handbook for Systems and Equipment [2], Avionics
Equipment Maintainability (IEC 60300),Functional safety of electrical / electronic /
programmable electronic safety-related systems-Overview of Techniques and Mea-
sures [3] and IEEE Standard for Signal and Test Definition [4].

2.2 Maintenance and Integrated Logistics Support

Effective and efficient logistics management system plays a vital role in ensuring
availability and maintainability of avionics equipment. Recent maintenance method-
ologies have introduced concepts which aim at the supportability of the product
throughout its anticipated and planned designed life [5]. This gives an incentive
for the system designers to develop more maintainable systems with inherently re-
duced logistics downtime. The ILS paradigm [6] forms an integral part of system
readiness, maintainability and supportability. As a result, to deliver the expected
availability targets, ILS needs to become more sophisticated. The ILS involves the
key concepts of Maintenance management and planning to support the avionics
assemblies and sub-assemblies, Supply support, Technical Data, Design interface,
Database management systems and Support equipment. DSS [7, 8] are required to
provide adaptive automated response for provisioning and maintenance of defence
platforms. Within the Maintenance Management System (MMS), preventive and
corrective types of maintenances are performed on repairable avionics items [6, 9].
This maintenance is either performed through manual testing techniques or through
ATE which is already an established maintenance practice around the world. Re-
gardless to the maintenance technique being used, the maintenance data needs to be
fed back into a central repository to enable MMS to aid future decisions. Legacy
avionics platforms make a large proportion of the inventory employing manual test
equipment. The test results produced are generated manually by technicians or op-
erators. Often due to time or other resource constraints, these results are not gener-
ated and contain insufficient or unreliable information. The importance of avionics
platforms in today’s operational environment highlights this issue which becomes
critical in sustaining military equipment. Sustainment considers the issues of main-
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tainability and availability of logistic support for the life of the product, otherwise
called Through Life Support (TLS). Efficient and effective maintenance become
critical when considering TLS [10].

3 Problem Statement

In the traditional maintenance management approach, there is only a manual paper
trail between the UUT, test results and the LMS unless collected manually through
log books or workflow systems. Regardless of whether maintenance is performed
manually or automatically, the test results have to be collated manually to the Logis-
tics Management System (LMS) or MMS. This activity relies heavily on the avail-
ability of time and resources. Currently most maintenance data is post processed
and subject to very limited analysis. Some of the other issues with this traditional
approach are:

- extensive human-machine interaction;
- non-availability of maintenance data and defect trend data; and
- non-availability of reliability information.

Most legacy platforms constitute a large proportion of repairable avionics inventory
in operations and equipment downtime. Many faults are caused by obsolescence
and attract no support available from the Original Equipment Manufacturer (OEM).
Although some of the existing Maintenance Management Information Systems
(MMIS) retain certain information in one form or another, more often than not,
this information is of no real value as it does not offer any value to the overall deci-
sion making process. The maintenance data in most of the existing MMIS is in the
raw form and is rarely transformed into information or knowledgebase. In absence
of any such knowledgebase, the analysis becomes evermore tedious and practically
impossible. In the current maintenance management approach, there is a manual pa-
per trail of results between the Unit Under Test (UUT) and the LMS. These results
are collected manually through log books or workflow systems. These test results
are then manually collated and fed to the LMS or MMS. This activity relies heav-
ily on the availability of time and resources and is subject to very limited analysis.
Other issues with this traditional approach include access to results, accuracy and
integration.

4 Related Research

The ILS approach, in modern logistic operations, has tried to address the issue
of wasting existing opportunities of collecting the available corporate knowledge.
As discussed in the above paragraphs, the ILS environment provides a single plat-
form to store the related maintenance and logistics information. Modern ILS tools
lack the capability of using existing data to provide the managers with an in-
sight into likely future trends. They fail to embed critical information including



An Intelligent Decision Support System Using Expert Systems in a MAS 217

Interface Data, Technical Drawings, Failure Reporting, Analysis and Corrective Ac-
tion System (FRACAS) [2], Failure Mode Effect Criticality Analysis (FMECA) and
Mean Time Between Failure (MTBF) [5]. Therefore, for the system to work, an au-
tomated method of collating and uploading these missing threads is vital. Until then,
all affected parties will be unable to make informed decisions. Most of the mainte-
nance data in existing systems is in the raw form and is rarely transformed into
information or knowledge. In the absence of a knowledge, the analysis becomes
’man-draulic’ which is unfeasible. Efficient and consistent decision making in to-
day’s complex environment is not an easy task without the decision support tools.
Tools, such as the IDSS, have supported military decision-making in a complex en-
vironment characterised by high uncertainty and rapidly changing conditions. The
architectures have been developed for various military applications to demonstrate
possible advances of such systems. A number of these applications and associated
research has been reported in our earlier papers [11, 12, 13]. Our research is aimed
at enhancing the ILS paradigm and its utilisation for aircraft avionics by developing
an IDSS to improve availability and reliability predictions for aircraft avionics and
potentially other systems. The model developed in this research might help in the
future development and utilisation of decision support systems to predict likelihood
of obsolescence in avionics and other aircraft systems and components.

5 System Development

The IDSS being developed and reported in this paper is a Multi-Agent System
(MAS) [14, 15, 16]. It consists of multiple intelligent software agents that are
loosely coupled to solve problems that are beyond the individual capacities or
knowledge of each individual agent. Each agent in the IDSS possesses diverse
and unique capabilities required for their unique task. In the developed system,
the agents support a modular, extensible approach to design a complex informa-
tion system. Some of the useful behaviours demonstrated by these individual agents
include Inter-agent communication through sharing knowledge, intentions and be-
liefs, Inter-agent collaboration, coordination and cooperation.

6 IDSS Architecture

Within the developed IDSS, the MAS consists of four agents namely MMS, LMS,
EMS and Inference Agent. Three agents (MMS, LMS and EMS) act as information
collection agents which continually observe the environment for a potential change
and report any such change back to the Inference Agent. These collection agents also
process information and convert it into knowledge (as a set of beliefs about their per-
ceived environment). The Inference Agent accesses the expert knowledge in terms
of production rules and continually interprets the knowledge created and updated
by the collection agents. The three collection agents interact with their environment
which, for this demonstration, consists of information stored on various diverse in-



218 K. Haider et al.

dependent information storage platforms and information servers. For the purpose
of this demonstration we have used three information servers, which include: My
SQL, Oracle and ODBC servers [17]. The IDSS also contains a user interface to
enable user-requested analysis. The outputs of the IDSS are the generated reports,
warnings and other relevant feedback about the current state of the system.

7 Implementation

While developing the IDSS, platform independence and reduced development time
were achieved using COTS software. To fulfil these two considerations, two soft-
ware packages were selected to implement the IDSS. Java [18] was chosen as a
development language for following reasons:

- Portability;
- Platform Independence; and
- Extensive development support.

To implement the software agents framework, we have used JACK Intelligent
Agents [19] for the following reasons:

- Extension of Java;
- Graphical representation of agents; and
- Specifically written to implement software intelligent agents.

JACK is an event driven software development platform where software agents are
developed to implement proactive and reactive strategies. In the developed IDSS,
each agent is developed to continually monitor the assigned environment. Each
agent consists of one or more plans to execute certain logical operation based on
particular events or based on its own beliefs. The explanation for these agents is
provided in following paragraphs.

7.1 Intelligent Agents

The developed IDSS constitutes of four intelligent agents developed in JACK soft-
ware development environment. These agents are namely MMS, LMS, EMS and
INF Agent. These agents are programmed to continually monitor their respective
environment. The respective environment for each agent is unique and may vary
significantly from one agent to the other in terms of type and extent of data it
contains. Some of the information held in the environment includes maintenance
history of avionics components, repair venues, avionics components repaired and
replaced, servicing dates, maintenance technician details, inventory, batch num-
bers, receipt and issue, turn-around times, suppliers, lead times, Interface Control
Documents (ICD) and OEM provided information like MTBF and Mean Time To
Repair (MTTR) etc. Being programmed to monitor the environment continually,
the information and facts collected by the agents are kept up to date in form of its
belief-sets which represent agents perceived state about its environment. Figure1
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represents the schematic of all four agents. The pictorial view of these agents high-
lights that each agent contains certain Capabilities, Plans and Events. Every change
in the agents perceived environment is handled by the agent as an Event. For every
event, the agent has a Plan to handle that particular event. The Plan specifies the par-
ticular actions that need to be taken in case of certain Events. A collection of Plans
constitutes a Capability. For example MMS agent has the Maintenance capability
to monitor the maintenance environment and to observe any changes in the envi-
ronment. With in this Capability, the agent has Readbeliefdata Plan and test Plan.
Every time a test is conducted, the test tables are updated reflecting a change in
the environment. These changes may include new entries in any table and addition
or removal of data from any of the observed tables. This change triggers an Event
called Addbelief. This event is handled by test Plan resulting in Agents belief-set
update. These belief-sets, within each agent, represent the knowledge.

Fig. 1 Intelligent Agents Schematics

The MMS, LMS and EMS agents monitor the environment, constantly updating
their belief-sets. As soon as a change in the environments is observed, a trigger is
generated by the agent. This trigger contains the up-to-date knowledge about the
environment. The information is passed to the Inference agent for analysis. Infer-
ence agent contains a set of predefined production rules which represent the expert
knowledge. Inference agent performs a GO-NOGO test on the available information
by comparing it with the stored production rules. Based on the success or failure of
particular tests, it then generates alerts, warnings and recommendations.

8 Preliminary Findings

For the purpose of analysing the efficiency of the developed IDSS, we have used
three separate sets of test databases, stored on the MySQL server. Each database
constitutes of three separate elements being an MMS, LMS and an Engineering
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Management Systems (EMS). Each of these elements includes multiple tables con-
taining vital information about the system. In following paragraphs we discuss the
different scenarios tested with our developed system.

8.1 Interpreted, Alerts, Warnings and Recommendations

In this scenario, we used the test database with parts maintenance and usage his-
tory. The data in the maintenance management system was analysed for the main-
tenance history of all avionics parts within a specified period. For the purpose of
trials, one specific avionics part Front End Receiver (FER) was selected for its sim-
pler built structure and relatively higher usage. The analysis of maintenance history
data, clearly indicated an increase in failures and inturn the repair effort for FER.
This increase however, apparently, could not be attributed to a particular reason by
looking at the MMS data alone. We then analysed the same maintenance history
data using the newly developed IDSS. The MMS agent successfully established the
fact of higher failure rate of these avionics components and triggered an event for
the inference agent to analyse and interpret. Inference agent in turn triggered two
events for LMS and EMS agents respectively to retrieve relevant information about
the specific avionics component being FER. LMS and EMS agents, which are al-
ready observing their respective environment, have accumulated knowledge about
the LMS and EMS in a structured format. The already collated knowledge is re-
turned to Inference agent for interpretation. In this particular scenario, the EMS
agent does not return any information as it does not have any knowledge about the
specific part at this stage. Using the available knowledge provided by LMS agent,
and using the interpretation rules, Inference agent is able to relate the available
knowledge and thus generates an interpreted Alert for the maintainers. The inter-
preted output alert generated by the IDSS, successfully correlated and interpreted
the available information and assisted us in understanding the system performance
and possible shortfalls in time. These warnings could be utilised to initiate inves-
tigations which may improve overall system performance. In another scenario, we
used the test database to analyse the usage of Break-Down Spares (BDS) and pos-
sibly highlight any trends in the usage. The BDS are generally referred to as the
sub-components in an avionics part. An example could be a resistor or a transistor
with in an avionics component. The LMS agent within the developed IDSS contin-
ually monitors the logistics environment and updates its knowledgebase to reflect
the current usage of all sub-components. The Inference agent consistently monitors
the progressive usage history for each individual sub-component and compares this
to previous usage history. To test the effectiveness of the developed IDSS to report
any abnormalities in parts consumptions, we increased the consumption of a par-
ticular transistor in the test database. As anticipated, the Inference agent was able
to instantly recognise this increase. Further analysis was instantiated by the Infer-
ence agent at this point. Additional information regarding the transistor is retrieved
by the Inference agent from the already available and updated knowledgebase with
in LMS and MMS agents. Some of the pertinent information retrieved from the
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knoweledgebase includes target levels, lead times and if the part is discontinued or
not. Using the available knowledge and comparing it with the usage rates, the Infer-
ence agent was able to create an interpreted early warning of a possible shortage of
transistors. This early warning could be employed to place an automated order for
the transistors. Various other warnings and recommendations are successfully being
generated by the developed IDSS. These alerts, warnings and recommendations as-
sist maintainers and managers to enable them in making informed decisions before
the system availability is compromised.

9 Future Research

The initial tests have shown that by applying a systems perspective to available in-
formation, we can greatly improve our ability to understand and interpret the avail-
able information and make informed decisions [20]. At present, we are integrating
the developed system with a real test database EAGLE [21] to test it with a fully
populated set of targeted maintenance data. The developed IDSS design will be
further tested to create additional rules and to enhance its decision making capabili-
ties. These rules will be packaged as capabilities and will become part of the IDSS.
Further testing will be performed to improve the quality and range of reports and
warnings. Ultimately, the developed IDSS may be packaged and integrated within
real MMS and LMS to enhance the ILS operations. We anticipate that the developed
IDSS using MAS will significantly improve the information sharing and introduce
automated efficiencies into the current ILS paradigm.
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Decentralized Real-Time Control Algorithms for
an AGV System

Alexander Klaas, Mark Aufenanger, Nando Ruengener, and Wilhelm Dangelmaier

Abstract. Automated guided vehicles (AGVs) are increasingly being used to trans-
port goods or people. Navigation is a core issue in such a system. The AGVs use
real-time control algorithms to reach their assigned destination autonomously. For
reasons like scalability and flexibility, it is beneficial that the shuttles compute the
necessary calculations decentrally. In this paper, we present such decentralized al-
gorithms for conflict-free routing in a specific AGV system. Based on existing
algorithms for deadlock handling in theory and routing in computer networks, we
implemented three different sets of algorithms of varying sophistication in a logis-
tics simulator. Evaluation reveals their functionality and relative performance.

1 Introduction

Automated Guided Vehicles (AGVs) have been used for cost efficient transporta-
tion of goods or people. One example for an AGV system is the research concept
“RailCab”, which is being developed at the University of Paderborn [7]. In this sce-
nario, small autonomous vehicles (so called shuttles) operate using the existing rail
infrastructure. The shuttles run on demand and work on individual tasks. They must
be able to navigate themselves to an arbitrary target within the network. It is bene-
ficial to let each shuttle compute the route to the destination itself decentrally. This
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would enable the shuttles to spontaneously react to unforeseen changes. Opposed
to a centralized algorithm, the computation costs of such a decentralized approach,
by nature, scale well with the size of the rail network. Conflicts between shuttles
also need to be handled. This paper presents algorithms for online control. We have
developed three sets of algorithms as a first solution of solving the specific problem
of autonomous routing and deadlock handling. The algorithms are experimentally
evaluated in the logistics simulation software d3Fact.

2 Problem Definition

We abstract the rail network as a planar undirected graphVertices of degree 3 rep-
resent switches. The tracks are split into distinct zones and each zone corresponds
to a vertex of degree 2. This ensures that shuttles maintain a certain safety distance,
as each shuttle occupies a vertex but vertices cannot be occupied by more than one
shuttle. Edges in the graph intuitively represent that tracks and switches are con-
nected. The shuttles need to reach a specific vertex (their destination) reliably and
autonomously.

3 Deadlocks

In any system with parallel processes and shared resources, research has shown that
there are four necessary conditions for deadlocks to be possible [2]:

1. mutual exclusion: One process occupies a resource exclusively.
2. no preemption: A process must release resources itself.
3. hold and wait: A process occupies a resource and waits when it has requested

another.
4. circular wait: Two or more processes wait for each other to release a resource.

These conditions are fulfilled by our given AGV system. For example, when two
or more shuttles try to occupy the same vertex, the request is denied for one of them
(mutual exclusion).

There are traditionally three different approaches to deal with deadlocks [8]:
Avoidance, Prevention and Detection with Resolution. When using avoidance, the
state of the system is monitored and no situations are allowed that could potentially
lead to a deadlock. This is not practical in a decentralized system as global infor-
mation is required. Deadlock prevention, for which the system’s general conditions
are altered so that deadlocks cannot occur, can also hardly be realized here due to
physical constraints. Deadlock detection and resolution however is a feasible ap-
proach for decentralized systems. We present an algorithm that guarantees that all
involved shuttles detect when a deadlock occurs and decentrally resolve the situa-
tion. To improve performance, a second algorithm was developed that heuristically
predicts deadlocks. It can be used on top of the first algorithm.
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3.1 Deadlock Detection and Resolution

Shuttles must be able to detect a deadlock situation locally. In a decentralized sys-
tem, that is not a trivial problem. We assume communication between shuttles on
neighboring vertices is possible. A simple form of edge chasing is employed [9].
The idea is that shuttles send messages along the edges of the abstract dependency
graph. Once a message returns to the original shuttle, it can infer that there is a cycle
in the dependency graph, which is equivalent to a deadlock. For our AGV system,

Fig. 1 Case 1: Two shuttles
A und B face each other
heads on

A A

A A B A A

A A

we need to consider only the cases that cycles exist between two neighboring shut-
tles that request each other’s vertex. Whenever a shuttle’s request to lock a vertex is
denied, the shuttle will send a message to the occupying shuttle. Each shuttle main-
tains a list of shuttles it received such a message from. If an occupying shuttle is in
that list, there must be a deadlock.

To resolve the situation, shuttles must consider whether the deadlock occurred at
a switch or at a section of straight tracks. We classify the possible situations into
three cases. In case 1, two shuttles face each other heads on (figure 1). The shuttles
can detect the distance to the two adjacent switches and the shuttle closest to a switch
voluntarily turns around and runs towards that switch. We have reduced case 1 to the
next case: a shuttle A on a switch tries to leave it, but another shuttle B is occupying
the vertex in that direction (see figure 2). The other two neighboring vertices are not
occupied and are used for sidestepping. Again, some communication is required.
Shuttle A needs to receive the direction B will take so it can sidestep using the other
remaining vertex. Assuming there are other shuttles waiting behind B, this sidestep

A

A B A

A

Fig. 2 Case 2: Shuttle A occupies a
switch, while B tries to reserve it. A how-
ever seeks to leave it in B’s direction

C

A B A

D

Fig. 3 Case 3: Shuttle A occupies a
switch und and seeks to leave it in B’s
direction while B, C und D try to reserve
the switch
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process can be repeated until A is able to leave the switch. By induction, this proves
that the deadlock can be resolved.

Even when there are always new shuttles coming from the direction A tries to
leave the switch in, we could still solve the situation. We would introduce a mecha-
nism that over time prioritizes A in the occurring case 1 deadlocks.

Case 3 is the worst case: contrary to the previous situation, all neighboring ver-
tices are occupied and there is no room for shuttle A to step aside (figure 3). We
introduce another type of message: A can send a backoff command to the occupy-
ing shuttles C and D. They may need to forward this message, but eventually they
will leave their vertices and this reduces case 3 to case 2. When many shuttles are
involved in the situation, this method queues them up along the tracks.

As a precondition, we assume that between any two switches there are enough
zones for all shuttles in the system so that no two queues can run into each other.

In summary, the shuttles can locally detect a deadlock and quickly decide their
next action to resolve it. The algorithm has constant complexity regarding shuttles or
vertices in the system as only neighboring, i.e. three vertices, need to be considered.
Obviously, resolving a deadlock is costly in terms of travel duration. In total and
from a global perspective, it takes the n shuttles that are involved in the deadlock
O(n2) steps (moving from one vertex to another) to resolve it.

While we have concluded that we cannot avoid all deadlocks, fewer occurrences
should improve our travel times and therefore, we developed a method to reduce
their probability.

3.2 Deadlock Prediction

This algorithm is run locally at each vertex (switch) within the network. The idea is
that using information from within a local zone around the vertex, we predict that a
deadlock will occur with a certain probability. When a shuttle arrives at a vertex, the
algorithm will determine a risk factor of a deadlock for each of the three possible
paths the shuttle can take.

We consider the shuttles that are within the local zone. Specfically, whenever a
shuttle within the local zone is moving on an arc towards the vertex, it will contribute
1
3n to the risk factor, where n is the number of vertices between the shuttle and the
central vertex. Naively, that is the probability that the shuttle will actually arrive at
the central vertex as at each of the vertices in between, the chance is 1

3 it will continue
travelling towards it. If a shuttle is moving away from the vertex, we add 1

3n+1 .
Additionally, when a shuttle is moving towards the vertex, the switch will com-

municate with it to determine what direction it will take at the next vertex. It requests
its destination and other parameters and transmits them to the next vertex, prompt-
ing the routing result. According to how the shuttle will prospectively move, its
contribution to the risk factor is altered.

Consider the situation illustrated in figure 4. We assume that B will continue mov-
ing towards switch W1 while C will turn around. There will be no switches between
A and B so B adds 1

31−1 = 1 to the risk factor. C adds 1
32+1 as both switches W2 and
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Fig. 4 Example for the deadlock pre-
diction algorithm with a local zone
radius of 3. Shuttle A calculates the
risk factor for moving towards W2.
It must consider the two shuttles B
(n = 1) and C (n = 2) that are
within the local zone

W3 lie in between A and C and additionally, C
will move away from switch W1. The result is
that for A, moving towards switch W2 carries a
deadlock risk of 28

27 .
The resulting factor is a quite rough approxi-

mation and not an expected value in the stochas-
tic sense. However, using only local informa-
tion it is not possible to calculate the probabil-
ity of a deadlock exactly. Shuttles from outside
the local zone could cause a deadlock within it
and unforeseen events like failures could hap-
pen. Thus, the risk factor indicates the likeliness
of a deadlock well enough for our application.

How to use the approximation depends on
the employed routing algorithm. We will reex-
amine the question later.

4 Routing Algorithms

In the well known routing problem, we seek the
optimal path between two vertices in a graph. When the graph is changing however,
it is beneficial to compute the path dynamically in contrast to a one time static
computation. In computer networks, routing is a fundamental issue and therefore
many solutions have been developed and refined over time. Packet based networks,
in which data streams are split up into atomic pieces, use hop-to-hop routing. It is a
form of dynamic route computation as routers forward the packet only to an adjacent
router; the whole route is not precomputed [10].

There are striking similarities between routing in networks and routing in trans-
port systems such as ours. Switches and routers, shuttles and data packets naturally
match. Differences lie in error handling (shuttles cannot be dropped and retransmit-
ted like data packets) and time scales (shuttles move much slower than data packets).
Vertices of degree 2 (safety zones between switches) are not relevant to the problem.

We found two routing algorithms to be especially suited for our application: Ge-
ographic routing and the Enhanced Interior Gateway Routing Protocol.

4.1 Geographic Routing

Geographic routing was initially developed for wireless adhoc networks [1]. Each
switch, which acts as a router, must know its geographic coordinates and the shuttles
must carry the coordinates of their targets.

The algorithm uses a simple greedy strategy, which is to strictly reduce the dis-
tance of the shuttle to the target in each step, as much as possible. The switches can
do this locally using the coordinates of their three neighbors.
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The strategy may fail however, when all of the three adjacent vertices have a
greater or equal distance to the destination. This is a sort of local minimum and a
typical problem for greedy strategies. To overcome the minimum, we use a method
called face routing. Both strategies combined have been proven to guarantee deliv-
ery [4], a crucial requirement for our transport system.

Whenever the greedy strategy fails, the shuttle saves the coordinates of the vertex
where the failure occurred. Face routing moves the shuttles along the edges of so
called faces within the graph, until the shuttle arrives at a switch which is closer to
the destination than the saved vertex. The local minimum is then overcome.

Face routing moves the shuttles along a face using the right hand rule. The name
is derived from an exploring strategy, which is to walk through a maze with the
right hand touching the wall. It can be implemented locally by calculating the angles
between neighboring vertices. The next hop is the first vertex in clockwise direction,
relative to the vertex the shuttle came from. This way, the shuttle will travel to each
vertex in the face.

We need to consider the case that none of the vertices in the face are closer to
the destination than the one where face routing began. The algorithm plots a line
from that vertex to the destination. Should the edge between the current vertex and
the next hop intersect the plotted line, we route the shuttle along the edges of the
adjacent face. In that case, the shuttle should travel through the face in opposite di-
rection and follow the left-hand rule. Intuitively, the routing follows the line towards
the destination. These calculations can also be done using local coordinates.

Fig. 5 The greedy strategy
fails at vertex s, face routing
routes the shuttles along the
edges of the face towards z
using the right hand rule

Av4 Av3

As3 Az3

Av1 Av2

Figure 5 illustrates face routing. At vertex s, the greedy strategy fails to route the
shuttle closer to the destination z. Face routing routes the shuttle along the edge of
the face s,v1 - v4. Note the plotted line from s to z. It is intersected by the edge
{v2,v3}. In this case, the algorithm switches to the adjacent face z,v2,v3 and the
shuttle has already reached its destination z.

To realize face routing, our shuttles merely need to maintain two coordinates:
Those of the switch where the local minimum was first met and the coordinates of
their destination. Additionally, they must know which direction (left hand or right
hand rule) they need to be routed in and transmit this data to the current vertex.

The advantage of geographic routing is that the calculations are very simple and
each vertex only needs to know the coordinates of itself and its neighbors. In our
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application, we also have the benefit that the switches do not move. The run time
and storage requirements of the algorithm are independent of the size of the network
or number of shuttles; it scales very well. Communication between switches is not
required.

The main drawback is that the greedy strategy will not always find the optimal
path and recovering from a local minimum adds to the travel time unnecessarily.
Additionally, it is sensible to dynamic effects like link failure, which it cannot
react to.

4.2 Enhanced Interior Gateway Routing Protocol (EIGRP)

EIGRP is a routing algorithm actually used in computer network devices [6].
Routers store information about the network and exchange these by communicat-
ing with each other. EIGRP is based off the distance vector routing protocol, which
employs the bellman-ford algorithm for calculating shortest paths [6]. Basically,
each router maintains a routing table and for each other router in the network, the
cost of the shortest path and the next hop on that path is stored. Routers are able to
detect changes (i.e., edge weights have been modified) and inform their neighbors
via update messages, which they will also forward. Note that we now view our rail
network as a weighted graph, where the edge weights represent geographic distance
for now.

A lot of attention has to be paid to the communications protocol for updating
graph information however. EIGRP uses the diffusing update algorithm (DUAL)
as it is robust against issues like the count to infinity problem [5]. Every time a
router detects a change, it will broadcast a query message for each affected desti-
nation in the routing table. It will wait until it receives all reply messages with new
shortest paths. Before it receives the replies, all other update messages concern-
ing affected destinations are ignored, which is the main reason why DUAL avoids
inconsistencies.

EIGRP is well suited for our application as it is a genuine decentralized algorithm
and proven to find the shortest path, unlike geographic routing. It can quickly adapt
to changes in the rail network, which propagate rapidly. When a shuttle arrives at a
switch and requests the next hop, a quick look up in the routing table is sufficient.
The protocol creates many messages however. Whenever one edge weight changes,
we have shown that a worst case maximum of 6 × |V |2 messages are exchanged in
total between the |V | switches. Additionally, the algorithm requires O(|V |) space
at each switch, as each vertex in the network has an entry in each routing table. As
hardware requirements should be kept to a minimum, we developed a method to
reduce the space demand.

4.2.1 Subnetting

The idea here is to reduce the number of rows in the routing table by aggregating
a group of vertices to one entry in form of a subnet. This is a common practice
in computer networks [6] and again, we adapt it to our application. Our approach is
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based on the geographical location of the vertices. We define a subnet as the vertices
that lie in a specific rectangular area. Every switch then maintains one entry for each
vertex in its subnet and one for each of the other subnets.

Optimally, we can reduce the space requirements from O(|V |) to O(
√|V |)

if each subnet includes
√|V | vertices. Furthermore, as communication generally

needs to happen only within the subnets, less messages are being sent. The impact
on the travel times is expected to be minimal. Two vertices within the same subnet,
but not close to a switch lie in the same general direction, so the next hops on the
shortest paths to those two vertices are very likely to be the same.

5 Agent Design

Based on the developed algorithms, we specify three different sets of agents. It was
necessary to include the result of the deadlock prediction algorithm in the routing
calculations.

Our first agent system is the most basic type, as it simply realizes geographic
routing with the deadlock detection and resolution algorithm.

The second agent system is utility based. At a switch, geographic routing ordi-
narily computes the distance of the three neighboring vertices to the destination and
compares them. We define a utility function: utility : V → R. The value for each
vertex is defined as the negative sum of distance to destination and result from the
deadlock prediction algorithm. The routing algorithm then chooses the vertex with
the highest utility. If routing to the vertex closest to the destination means a high
risk of deadlock occurrence, the algorithm will select a different vertex. The dead-
lock prediction value must be weighted, how much needs to be determined exper-
imentally. When face routing needs to be employed, we cannot consider deadlock
prediction to ensure delivery.

The third agent system is the most hardware intensive and uses EIGRP. Instead
of using geographic distance for the edge weights, we add the result of a simplified
deadlock prediction algorithm. We simply count the number of shuttles on the tracks
forming an edge. As the edge weights propagate, this approach potentially means
that the shuttles avoid crowded tracks. Additionally, when tracks are closed, due to
e.g. construction work, we can set the edge weight to infinity and shuttles automati-
cally choose alternative routes. As edge weights constantly change, many messages
are being sent. These messages travel a lot faster than the shuttles however.

Again, we must experimentally determine the right weight for the deadlock pre-
diction result. We developed a simple genetic algorithm (not detailed here) to find
the optimal weight automatically.

6 Simulation

6.1 Implementation

We implemented the three types of agent systems in the logistics simulation soft-
ware d3Fact. It provided us with an event discrete simulation kernel [3]. By altering
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the speed of the simulation, we could gather data about the long-term behavior of
the systems. We tested the algorithms on two rail networks that were created using
a separately developed custom editor. The first network contains 40 vertices that
were placed in relation to 40 German cities. The second network is much bigger
and consists of 944 switches that are aligned in a randomized pattern.

6.2 Results

We evaluated the systems by placing a variable amount of shuttles onto the tracks
and continuously assigning them random destinations. After a certain amount of
time (typically after each shuttle finished 1500 tasks), we stop such a simulation run
and compare key metrics such as average travel time and deadlock occurrences.

Figure 6 shows the relative performance of the three agent systems. Using EIGRP
instead of geographic routing reduces the average travel time by 6.3% in this sce-
nario. The main reason for the performance increase is that the geographic rout-
ing algorithm spent 5.8% of the travel time using face routing to overcome local
minima. The simplest agent, which does not use deadlock prediction, lags behind
EIGRP 10.8%, which demonstrates that deadlock prediction is effective.

Fig. 6 Comparison of the
three agent systems with
10 shuttles in the smaller
network

These values were obtained using the optimal weight for the deadlock prediction
result. Figure 7 shows that the higher we factor in the risk of a deadlock, the fewer
deadlocks actually occur - average travel times however do not decrease in the same
manner. Apparently, at some point shuttles spend too much time avoiding each other
where it would be quicker to let the deadlocks happen and then resolve them.

Fig. 7 The weight for the deadlock prediction algorithm is plotted on the horizontal axis. The
blue line shows the average travel time (left scale), the right line shows how many deadlocks
occurred (right scale)
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Fig. 8 The amount of shuttles in the system is
plotted on the horizontal axis. The bars repre-
sent the average travel time, with and without
deadlock prediction

Fig. 9 The average travel times of both
routing algorithms with and without track
breakdowns. The darkened parts of the
bars illustrate how long face routing was
employed

Figure 8 illustrates the impact of deadlocks on the travel times with a varying
amount of shuttles in the system. When there are 16 shuttles, deadlock prediction
yields an 11.6% reduction in travel time - in fact, with the optimal weight, half of
the deadlocks do not occur anymore.

Testing on the larger rail network delivered basically the same results. We varied
the size of the local zone for the deadlock prediction algorithm and found that in-
creasing the size was beneficial. The performance stagnates when considering shut-
tles more than three vertices away however.

We tested how the system deals with changes in the network. We randomly re-
moved arcs from the graph for a certain amount of time to simulate unforeseen
events like accidents on a track. Figure 9 shows the result of the simulation. As
EIGRP propagates the changes through the network instantly, the travel times do
not increase as much as with geographic routing. Analysis shows that face routing
is used a lot more often than without arc removal.

7 Conclusion

We have demonstrated a functional decentralized system for routing AGVs in a rail
network without typical constraints like unidirectional tracks. Our approaches to
improve travel times using an advanced routing algorithm and the deadlock predic-
tion method were successful. Remarkably, we were able to adapt two algorithms
designed for computer networks. Results show that the algorithms solve the specific
problem, assumingly not as well as centralized approaches however.

Our system allows little control over travel times; currently there is no way to pri-
oritize specific shuttles. Interestingly, similar problems have been solved for com-
puter networks with quality of service algorithms, which may be suited for AGV
routing as well.
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Adaptive Decision Support for Dynamic 
Environments 

Gloria Phillips-Wren1 

Abstract.   Decision support systems are designed to assist a user by delivering 
targeted support for a specific decision problem.  The application domain is an 
important consideration in developing the system, and the decision problem defines 
needed data, models and processing.  Dynamic environments offer unique 
challenges to the system designer since the situation can change rapidly, requiring 
modification to the supporting technology.  Modern intelligent techniques make it 
possible to envision a new type of adaptive decision support system (ADSS) that can 
perceive context and associate relevant models and data with the decision problem.  
In this paper we propose a framework for ADSS that utilizes intelligent methods to 
contextualize the decision problem and provide appropriate support to the user. 

Keywords: adaptive system, decision support, decision making, artificial 
intelligence, intelligent agents adaptive system, decision support, decision making, 
artificial intelligence, intelligent agents. 

1   Introduction  

Dynamic environments offer unique challenges to the system designer for decision 
support since the situation can change rapidly.  The user may need to make a 
decision considering variables that were not important in a previous timeframe or 
may need to consider new ways to view the decision choices.  Current systems are 
designed to deliver targeted support for a specific decision problem.  The 
application domain is an important consideration in developing the system, and 
the decision problem defines data, models and processing needs. Although 
intelligent methods can assist with such tasks as updating data in real-time, the 
structure of the decision paradigm in terms of models and data types is defined 
ahead of time. Modern intelligent techniques, however, make it possible to 
envision a new type of adaptive decision support system (ADSS) that can perceive 
context and associate relevant models and data with the decision problem.   
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In addition to dynamic environments, Internet-based, distributed systems make 
more data and information available to businesses and decision makers. The result 
is an increase in complexity.  External variables as well as internal variables need 
to be considered, and dynamism associated with the environment may create an 
environment requiring time-pressured decisions.  Information can be inaccurate or 
obtained from multiple sources that are inconsistent with each other, resulting in 
uncertainty and information overload for the user.  Data can be difficult to access 
or require analysis for interpretation.  ADSS can assist the decision maker by 
filtering and focusing the decision problem and the necessary data. Computational 
techniques such as intelligent agents and neural networks can enable ADSS to 
become powerful aids to decision makers by mimicking human behavior in some 
limited yet meaningful way (Pedrycz et al., 2008).  These systems attempt to assist 
the decision maker overcome cognitive limitations in making a decision while 
possibly creating and learning useful knowledge for the future (Burnstein, 2008).  
The human decision maker can be helped by improving both the outcome from, 
and process of, decision making (Phillips-Wren, Hahn and Forgionne, 2004).   

In this paper we propose a framework for an ADSS that utilizes intelligent 
methods to contextualize the decision problem and provide appropriate support to 
the user.  The paper is organized in the following manner.  We describe data types 
needed for decision making in section 2, and the role of context in section 3.  
Adaptive systems are discussed in section 4 with our proposed framework.  The 
final section gives our conclusions and implications for the practitioner. 

2   Data Types     

ADSS utilize analysis to predict outcomes and optimize solutions for decision 
problems. To develop the analysis, it is convenient to structure information into a 
hierarchy usually ascribed to Ackoff (1989), and sometimes called the knowledge 
hierarchy, with each level having additional characteristics over previous levels.  
The levels are not well-defined, although general characteristics can be given.   

At the lowest level is data, a collection of facts with no meaning in and of 
themselves.  For example, a company may store data about their customers and 
sales in a database.  Data can be inaccurate, invalid, incomplete, and not useful in 
analyzing a particular problem.  The next level is information, obtained by 
converting or relating data and giving it some meaning.  For example, we can 
derive average sales per month of a product.  Information can be inaccurate if it is 
based on faulty data.  Knowledge comes from interpreting and understanding a 
body of information.  For example, by combing information about company sales 
and finances, we know that the company may have future financial problems. 
Knowledge often requires judgment and expertise, and its reliability and validity 
may be questioned.  At the top of the hierarchy is wisdom, a synthesis of 
knowledge from various sources.  Wisdom is often formed by expert judgment, 
and validity is informed by the results.  For example, based on the data, 
information and knowledge we have from a variety of sources, we conclude that 
the company should consider a merger.  Whether this conclusion is in fact wise 
will only be known based on future company health. 
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The data, information, knowledge, wisdom paradigm forms the foundation for 
the field of knowledge management (KM).  KM is a general set of strategies and 
processes that companies use to capture, store, share, disseminate and use 
knowledge internally and/or externally.  Knowledge is a primary asset of any 
company since it encompasses its intellectual property in a manner that can be 
used for competitive advantage (Hedlund, 1994; Hsu, 2008). As companies have 
become global and diverse, individuals within a company increasingly have 
differentiated knowledge, and profitable companies will need to have effective 
knowledge management strategies aided by information technology (Bresman, 
Birkinshaw and Nobel, 1999). Technologies such as discussion boards, peer to 
peer networks, blogs, and wikis have broadened the reach of KM activities to the 
individual level. While sharing knowledge in a one-to-one encounter is 
straightforward, capturing and disseminating to a larger audience is much more 
difficult.  New technologies such as intelligent systems can help reach this goal.    

Table 1 Knowledge hierarchy 

Element Description Example 

Data Collection of facts Number of units sold 

Information Converted or related data that have 
meaning in context 

Average sales per month. 

Knowledge Interpreted information based on 
expertise 

Company may have future financial 
problem. 

Wisdom Knowledge synthesized and applied to 
make a decision 

Company should consider a merger. 

Knowledge is an elusive concept that generally encompasses both explicit 
know-how and tacit know-what (Hedlund, 199; Bresman, Birkinshaw and Nobel, 
1999).  Explicit knowledge can be articulated and codified as, for example, a set 
of rules or guidelines, and it can be captured in KM systems. Tacit knowledge is 
more difficult to quantify.  It is based more on experience, culture and social 
norms.  Some authors have proposed that operations and management activities of 
a company are primarily task-based and knowledge-intensive, and that, in these 
cases, tacit knowledge can be codified if it is extracted from previous tasks (Liua 
and Wu, 2008).  The implication is that under some circumstances tacit knowledge 
as well as explicit knowledge can be stored and used for decision making.    

3   Intelligent KM and DSS     

What is intelligence in the context of KM and DSS?  Characteristics of intelligent 
behaviors are learning, making sense out of ambiguous situations, proactiveness, 
using reasoning, applying knowledge, dealing with complexity, and recognizing 
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the relative importance of different aspects in a situation (Turban and Aronson, 
1998).   

Intelligent behaviors can be delivered in DSS (Phillips-Wren, Ichalkaranje and 
Jain, 2007) and KM systems using artificial intelligence methods, as shown by 
recent examples from the literature (see Table 2).   DSS are based on Simon’s 
(1977) decision-making paradigm of intelligence, design and choice.  During 
intelligence the user collects information and focuses the decision problem with 
the relevant data and models.  The design phase consists of determining the 
decision variables and criteria.  During choice the user explores alternatives and 
makes a selection.  Several of the examples demonstrate that knowledge-based 
DSS are possible that combine KM and DSS capabilities into an integrated system 
(Wen, Chen and Pao, 2007; Xie, 2006; Ho et al., 2006).  However, decision 
support systems are still designed to assist users for a specific decision problem.   

Table 2  Examples of Intelligent KM and DSS Systems 

Author(s) Year Description 

Liu and Wu 2008 Modified relevance feedback technique, integrated with task-
relevance assessment method, to derive the task profile for the 
task-at-hand. 

Wen, Chen and Pao 2008 KM decision support system using multi-agent technology for 
managing an electronic business. 

Castiello, Castellano 
and Fanelli 

2008 Meta-learning framework founded on the integration of 
connectionist paradigms and fuzzy KM, accumulating learning 
experience in cross-task contexts. 

Apostolou et al. 2008 Exchange system couples case-based reasoning with ontologies 
to assist match-making between knowledge offers and 
knowledge demands in an interorganizational context. 

Loia et al. 2007 Experimental agent based framework skilled to help the user 
both in managing achieved information and in personalizing web 
searching activity; proactive support to the searching on the web 
by suggesting pages, which are selected according to the user's 
behavior shown in his navigation activity 

Yang and Reidsema 2007 Knowledge-based intelligent design system using search 
algorithm based on the computation of a similarity index. 

Xie 2006 Knowledge-based DSS to support rapid one-of-a-kind product 
design. 

Ho et al. 2006 Process quality control during production using ANN and fuzzy 
logic to measure, predict, control and act. 

4   Context and Adaptive Decision Support     

Decision makers need relevant data, information and knowledge to make wise 
decisions.  The appropriate mix of information and knowledge depends on the 
characteristics of the decision making context (Zack, 2007), and context 
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particularly affects value-based decisions (Hosack, 2007).  The current approach 
of developing DSS for a specific decision problem and tailoring the information 
available to the system requires the developer to determine à priori the 
information needs and perform the appropriate filtering and focusing of the 
material.  On the other hand, KM systems typically manage large amounts of 
information that may or may not be related.  Users of KM systems are faced with 
the task of digging though massive amount of data to determine the information 
needed for decision making, and the use of context knowledge may provide a 
solution to user’s information overload (Bobillo, Delgado, Gomez-Romero, 2008).   

In dynamic environments, systems need the capability to adapt to changes.  
Michalewicz et al. (2007) give four characteristics of complex problems as: (1) the 
number of possible solutions is so large that all possibilities cannot be examined; (2) 
the environment changes with time; (3) the problem is heavily constrained; and, (4) 
there are many possible conflicting objectives.  Adaptive business intelligence then 
uses prediction and optimization to recommend near-optimal solutions followed by a 
learning adaption module to improve future recommendations. The context of the 
decision problem is known by the system designer. 

Intelligent techniques make it possible to envision a system that can place the 
decision into context.  Some progress toward this goal has been made for applied 
problems.  In dynamic disaster situations such as a pandemic outbreak, people 
need to interact to address the problem.  Fuzzy logic can be used to determine the 
awareness level and subsequently specify the communication requirement for each 
human role involved in the interaction (Ray and Chattopadhyay, 2009). Multi-
agent planning and coordination techniques assist in resource management in 
command and control systems in which several combat ships need to defend 
against incoming threats (Beaumont and Chaib-draa, 2007). 

A system is needed that can integrate DSS and KM by perceiving the context of 
the decision problem for a general class of decision problems and translate from 
the intelligence phase to the design phase of the decision.  Figure 1 shows the 
proposed architecture of such a system.  It combines the KM process of transforming 
data into information into knowledge into wisdom with adapting to a specific decision 
problem defined by the user, and based on general adaptive business systems proposed 
by Michalewicz et al. (2007).  The adaption module is implemented with intelligent 
techniques.  It serves as an interface between the decision maker and the requisite 
model.  The model defines the data and processing needs, providing information.   To 
convert the information into knowledge, the adaptation module compares the proposed 
solution to information in the KM system by mining previous experience.  Knowledge 
is passed to the adaption module to assess and modify it for the specific decision 
problem.  The system provides a proposed decision to the human user, who may 
accept, reject or modify the parameters. The user is central to the system and has the 
final decision on accepting or not accepting the recommended course of action and 
implementing it, as well as interacting with the system to provide user-specific 
domain knowledge or preferences. 
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Intelligent techniques can be used in the adaption module to interact with the 
user to define the decision problem, choose appropriate models, consider previous 
experience, and assess the validity of the proposed solution in terms of the original 
problem. Agents and multi-agent systems are mature enough to make them ideal 
for use in ADSS (Padgham and Winikoff, 2004).   For example, a Belief-Desire-
Intention (BDI) agent system was used to link a diverse set of AI techniques for an 
intelligent personal assistant for time and task management that interacts with the 
user, is responsive to user inputs, and adapts to user working style and preferences 
(Myers et al., 2007). In this mixed-initiative planning system (Cox and Zhang, 
2007), the user and the system are loosely coupled, so that neither needs full 
awareness of what the other is doing.   

In addition to agents, other computational techniques can assist the decision 
maker process in ADSS.  Once models and data produce information, the adaption 
module can be used to identify empirical experience relevant to the decision 
problem.  Empirical data can be mined in the data mining module to suggest 
solutions and to produce knowledge. The adaption module then compares 
suggested solutions from all sources, determines which one is best, and delivers a 
decision to the user, who may accept the decision or modify the problem and 
initiate another interaction with the ADSS.   

In the data mining module, a variety of techniques are possible.  For example, 
Artificial neural networks (ANN) use a framework inspired by human brain 
functioning rooted in learning (Pedrycz et al., 2008).  One of the characteristics of 
ANN is that they can find and represent nonlinear relationships discovered in data 
or information naturally since they do not pre-suppose a particular structure.  
ANN can be trained using a variety of methods that generally can be classified as 
either supervised learning or unsupervised learning (Michalewicz et al., 2007).  
Supervised learning gives the ANN both input and output values which are used to 
correct errors.  Unsupervised learning is applied when there are data without 
output values, and correction is based on clustering and data analysis.  In this way, 
ANN can learn from empirical data.   

Genetic algorithms and other evolutionary computing start with a population of 
possible solutions and evolve new solutions based on a measure of quality (Chien, 
Tseng and Chen, 2008).  Fuzzy logic provides a way to represent imprecise and 
uncertain knowledge, and it can be combined with other methods such as crisp 
values to improve accuracy (Petrovic, Ying and Burnham, 2006). Spatial methods 
such as self organized feature maps are able to represent dimensionality 
(Ceglowski and Churilov, 2008).  Case-based reasoning can be used to process 
experience in the presence of incomplete knowledge (Jahnke, Chwolka and Simons, 
2005).  Methods can be combined by applying first one, and then another, or combing 
the results from different methods (Phillips-Wren, Sharkey and Dy, 2008).  In 
dynamic situations, data can be modified rapidly so that the results reflect the most 
recent data. 
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Fig. 1 Architecture of an adaptive decision support system (ADSS) 

The ADSS would either select the data analysis technique or assist the user with a 
selection.  The resulting knowledge would consist of the results from different 
algorithms.  In the adaption module potential solutions to the decision problem can be 
updated to reflect the most recent data in dynamic environments and assessed to 
determine the best solution.  Various methods have been developed for assessment 
such as ROC curves (Phillips-Wren, Sharkey and Dy, 2008). Historical data can be 
used as a benchmark for validation. 

5   Future Trends     

This paper has presented a conceptual ADSS.  Future research needs to focus on 
instantiating the architecture and applying it to specific complex decision 
situations.  In particular, measurement criteria for good decisions needs to be 
researched so that decisions are well-framed by context, and so that decisions are 
responsive to changes in the decision environment. 

We expect partnerships to continue to develop between humans and computers 
as complementors of each other; humans are strong in areas such as 
communication and learning, and computers bring strength in areas such as 
memory and computational reasoning (Pohl, 2008).  Computers are parallel 
processors that are fast, accurate and unemotional.  By contrast, human decision 
makers can be slow, inaccurate, emotional, and single-focused, especially in 
stressful situations that can occur in dynamic situations.   In intelligent agent 
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research, some researchers use the term human-centric to describe teaming 
between humans and computers (Tweedale et al., 2007).  Adaptive decision 
support systems that personalize for different users, recognize context, identify 
and update data, utilize various analysis techniques, perceive user intention, and 
assist the user in identifying a desirable solution to a decision problem are on the 
horizon. 
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Evaluation of the Continuous Wavelet
Transform for Feature Extraction of Metal
Detector Signals in Automated Target Detection

Minh Dao-Johnson Tran and Canicious Abeynayake

Abstract. Landmines pose a significant problem in many countries around the
world. Although technological systems such as metal detectors have been employed
to combat these threats, many of these still require significant human interaction es-
pecially in the area of target and clutter discrimination. The aim of this research is
to develop an automated decision making system for landmine detection. The initial
stages of the research involves comparing various techniques for feature extraction
to determine which methods provide the best representation for metal detector data
to achieve improved target discrimination from background noise. This paper will
focus on evaluating a technique utilizing the Continuous Wavelet Transform with
false alarm rate and probability of detection used as performance measures.

Keywords: Continuous Wavelet Transform, feature extraction, metal detector,
landmines.

1 Introduction

Landmines pose a significant problem in many countries around the world. Many of
these threats have no means of self-neutralization or self-destruction and hence can
remain active long after the conflicts have ceased. As a result an estimated 26,000
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people are maimed and killed each year, many of whom are civilians [1]. They also
deny entire regions of basic services by impeding infrastructure repairs, disrupting
humanitarian aid shipments, and prohibiting civilians from possible land for agri-
culture and housing. Many mine-plagued countries with fragile economies cannot
support the cost of either mine clearance or victim rehabilitation.

Although systems such as metal detectors have been employed to combat these
threats, many of these still require significant human interaction especially in the
area of target and clutter discrimination. The aim of this research is to develop an
automated Decision Making System (DMS) for landmine detection.

A DMS is usually composed of many individual processes such as ‘Region Of
Interest’ (ROI) detection, feature extraction, classification and decision fusion. Fig-
ure 1 depicts a simplistic form of a generic DMS. ROI detection involves processing
the input signal data and isolating suspicious areas that may indicate the presence of
a target. Data from these ROI are fed into the feature extraction stage that extracts
information that can be used to identify any target objects within that region. Fi-
nally the classification stage processes the extracted features to determine the class
of objects within an ROI. This determination is essentially a method to distinguish
the ROI that correspond to either targets (i.e. landmines) or clutter (natural and
artificial).

Fig. 1 Simplistic Decision Making System

This paper focuses on the feature extraction stage. However, the purpose of this
paper is not to present a fully functioning feature extractor, but to evaluate the poten-
tial of the feature extraction technique used. In other words, the aim is to determine
if the chosen technique produces features suitable for target detection, and its po-
tential effectiveness in performing this task (i.e. proof of concept).

The input data used for the experiments was obtained from a metal detector (MD)
which produces a time series of sampled data. Due to the behavioral nature of the
data, inspiration was drawn from electrocardiogram (ECG) signal representation for
possible feature extraction methods. A literature review revealed wavelet transforms
(WT) are a successful method of signal representation of time series data such as
ECG waveforms [2, 3, 4, 5, 6]. Other researchers have incorporated the discrete
WT (DWT) in their feature extractors [2, 4, 5, 6], but this current research utilizes the
continuous WT (CWT). This approach was chosen to enable the use of the wavelet
coefficient power spectrum. The motivation behind this is explained in Section 2.
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The organization of this paper is as follows: Section 2 provides brief background
information of the WT and the motivation behind its use in this research. Section 3
describes the data set used, the implementation of key modules, and the simulation
procedure adopted. Section 4 discusses the results obtained from the simulations.
Finally, Section 5 summaries the paper and poses suggestions for further research.

2 Wavelet Transform

The origins of wavelet analysis dates back to the mid-eighties and was originally
driven by application needs to analyze seismic signals more sensitively than with
Fourier techniques [7]. The WT can be thought of as an extension of the classic
Fourier transform except operating on a multi-resolution basis [2]. The multi-
resolution feature of the WT enables a signal to be decomposed into a number of res-
olutions or ’scales’ via dilation and translation of a specified analyzing or ’mother’
wavelet. Each resolution represents a particular coarseness of the signal. A feature
of the WT is its ability to preserve spatial information after the transformation [7],
which is essential for locating landmine threats. Equation 1 represents the WT of a
signal f(x) whereΨ (x) is the dilation of a wavelet function by the scale factor s. Due
to the nature of the WT equation, the WT can also be seen mathematically as the
convolution of the wavelet function with the signal f(x) [4, 8].

Ws f (x) = f (x)∗ψs (x) =
1
s

∫ +∞

−∞
f (t)ψ

(
x− t

s

)
dt (1)

Fig. 2 (a)Original Target Signal (b)Target Signal Wavelet Coefficients (c)Power Spectrum of
Target Signal Wavelet Coefficients
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Fig. 3 (a)Original Background Noise Signal (b)Background Noise Wavelet Coefficients
(c)Power Spectrum of Background Noise Signal Wavelet Coefficients

The core motivation behind the use of the CWT in this research arose from the
analysis of the power spectrum of the wavelet coefficients decomposed across mul-
tiple scales. It was found that at certain scales the areas associated with the target
signals were distinctively emphasized in the power spectrum while areas associated
with background noise were significantly attenuated. This attenuation lead to the
idea that emphasized areas in the power spectrum could contain data that uniquely
distinguished the target signals from the background clutter. Hence it was decided
that this motivation would be utilized in the construction of the feature extractor.
Figures 2 and 3 depict the original signal against its generated wavelet coefficients
and power spectrum for a target and background noise signal respectively. Note that
the lack of symmetry in the power spectrum for the target signal is due to the original
signal not being perfectly symmetrical about its maximum.

3 Simulation Procedure

Prior to performing any simulations, the raw MD data was analyzed visually to lo-
cate areas of known target and background noise occurrence for each signal channel
(refer to section 3.1). Once located, these areas were manually extracted from each
raw data file to form the input data sets of target and background noise regions. The
target data set was then randomly divided into two groups. One group was used as
the training set and the other, together with the background noise set, used as the
testing set.
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One reason for only training with target related data was the lack of artificial
clutter signals in the available data. Another reason was related to the fact that clutter
encompasses a wide variety of objects. Thus the aim was to achieve a DMS trained
to detect most types of targets, while assuming everything else not conforming to
the system’s target criteria as non-targets (i.e. clutter and background noise).

The following subsections describe in more detail the input data set used and the
implementation of the feature extractor and target detector.

3.1 Metal Detector Data

The MD used was a Minelab Generation 1 (G1) array. The array is composed of 16
coils arranged in a linear fashion (i.e. straight line) with each coil operating three
channels labeled ‘1’, ‘2’, and ‘ground’. The array was arranged in the cross-track
direction to the test lane and used to scan at relatively constant speed along an area
of laterite soil containing a number of flush and depth buried metallic targets. These
targets were buried in the down-track direction. Figure 4 gives a pictorial description
of the operating environment.

Fig. 4 Operating Environ-
ment of MD Array

Using the described operating configuration a number of trials were executed
with the MD array traveling at two different speeds. As a result two sets of data for
the same test lane were acquired. Since all the targets were located in the centre of
the scan lane, only the data obtained from the central four coils (i.e. coils ‘7 through
to 10’) were used in the simulations.

3.2 Feature Extractor

The feature extractor based on the CWT was implemented in MATLAB using the
Wavelet toolbox. Selecting a wavelet function that closely matches the signal to be
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processed is of utmost importance in wavelet applications [4]. For this particular
extractor the inbuilt Daubechies wavelet (see [8]) of order ‘4’ was chosen due to
its resemblance to the target signals. This wavelet was used to decompose the ROIs
from scales ‘1 through to 128’. By analyzing the generated wavelet coefficients, the
maximum coefficient across all scales was located and a narrow down-track zone
surrounding the peak value was isolated. The means of the coefficients for each
scale within this area were then calculated and used as the extracted features. This
resulted in each ROI being represented by a vector composed of 128 elements.

3.3 Target Detector

Ideally the features extracted uniquely represent each ROI. Hence in order to eval-
uate the feature extractor, a basic target detector was implemented. The detector
is essentially the initial phase of the classification stage where the DMS decides
whether the ROI contains a possible target.

The target detector was based on a simple thresholding method. This technique
was chosen for its simplicity and to maintain a level of conformity in the compara-
tive analysis between this and possible future feature extraction methods. The target
detector was implemented in MATLAB.

The detector is composed of a training phase and a detection phase. During the
training phase the detector is presented with the feature vectors generated from the
training set (i.e. training vectors). It then determines the minimum value obtained
by individual features across all training vectors and stores this information in mem-
ory for future use. This information will be referred to as the threshold vector (see
equations 2 and 3 where equation 2 represents the training set with each row corre-
sponding to one training vector and equation 3 represents the threshold vector with
each value corresponding to the minimum value for each feature).⎡

⎢⎣
f11 . . . f1n
...

. . .
...

fk1 . . . fkn

⎤
⎥⎦ (2)

⇓
[
min( f11 : f1n) . . .min( fk1 : fkn)

]
(3)

During the detection phase, the detector is individually presented with the fea-
ture vectors generated from the testing set (i.e. testing vectors). It then performs a
threshold operation with each feature value against its corresponding value within
the threshold vector. If the feature value is greater than or equal to its corresponding
threshold value, a ‘1’ is generated or a ‘0’ otherwise. The pseudo code below gives
an algorithmic description of the threshold procedure.
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let threshold_vector = [tv_1 , ... , tv_n]
let feature_vector = [fv_1 , ... , fv_n]
for(i = (1 : n))

if(fv_i >= tv_i)
return 1

else
return 0

end
end

Once the initial threshold operations are completed, the total number of ‘1’s pro-
duced are summated. This value then undergoes another threshold operation with a
different predefined threshold to determine whether a target is present. This prede-
fined threshold value will be referred to as the final threshold. The final threshold
represents the number of features that must pass their initial individual thresholds
before a target is declared. Hence the maximum that this value can attain is equiva-
lent to the total number of features generated (i.e. 128).

4 Results and Discussion

To analyze the potential of the CWT method as a feature extraction method, the
probabilities of detection (PD) and false alarm rate (FAR) were calculated and used

Fig. 5 PD against Final Threshold for (a)First Data Set and (b)Second Data Set
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as the performance measures. These were calculated separately and averaged across
each data set for the target detector operating at final threshold values between ‘0
and 128’.

Figure 5 displays the PDs achieved at each final threshold for the data sets ac-
quired from the MD operating at two different speeds. The graphs clearly show that
by utilizing the extracted features generated by the CWT method, the target detector
was able to achieve PDs of approximately 100% for almost all final thresholds used
for both data sets. Although there is a slight decline after the final threshold of 90,
these are still relatively high and above 98%.

Figure 6 displays the corresponding FARs achieved at each final threshold for
both data sets. The graphs clearly show that the target detector is able to achieve
FARs of approximately ‘1’ false alarm per correct detection (FA/CD) for the ma-
jority of the final thresholds and for both data sets. As the final threshold increases
the FARs also begin to decrease below ‘1’ FA/CD, and all channels appear to at-
tain a minimum within the range of 0.6 and 0.8 FA/CD. One case in particular is
‘channel 1’ for the first data set which was able to achieve a minimum FAR below
0.2 FA/CD.

The results confirm that the CWT technique has the potential to produce fea-
tures suitable for the detection of Minelab G1 MD metallic target signals in laterite
soils. Although the false alarms were not completely removed even at the highest
final threshold, it is likely that this can be significantly improved by incorporating
additional features to the current feature set. Possible additional features that may
contribute to minimizing the false alarms include the morphological properties of
either the wavelet coefficient power spectrum, or the original data signal, or a com-
bination of properties from both signals.

Fig. 6 FAR against Final Threshold for (a)First Data Set and (b)Second Data Set
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5 Summary and Future Research

In this paper the evaluation of a feature exaction technique based on CWT has been
presented. The purpose of the assessment was to determine whether this method
produced suitable features for target detection, and its potential effectiveness in exe-
cuting this task. The results obtained verify that the CWT based technique produces
features that are suitable for target detection. These findings apply to signal data
obtained using the Minelab G1 MD of metallic targets in laterite soil environments.

The CWT based feature extractor may possibly be further improved by incor-
porating the morphological properties of the wavelet coefficient power spectrum
and/or the original data signal as additional features.

The logical direction of future work in this research would be to test the technique
with data sets containing targets with both artificial and natural clutter. The results
could then be evaluated against the earlier incarnations of the system and/or systems
utilizing other feature extraction techniques for comparative analysis.

Acknowledgements. Gratitude goes to the reviewers, and Prof. Lakhmi Jain and Prof. C.P.
Lim from The University of South Australia, for their invaluable advice in the production of
this paper.
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Hypertension Detection Using a Case-Based    
Reasoning Approach 

Kuang-Hung Hsu, Chaochang Chiu, Nan-Hsing Chiu, Po-Chi Lee, Wen-Ko Chiu, 
Thu-Hua Liu, Yi-Chou Juang, Chorng-Jer Hwang, and Chi-I Hsu1 

Abstract. The exploration of three-dimensional (3D) anthropometry scanning data 
along with other existing subject medical profiles using data mining techniques 
becomes an important research issue for medical decision support. This research 
attempts to construct a classification approach based on the hybrid of the case-
based reasoning (CBR) and genetic algorithms (GAs) approach for hypertension 
detection using anthropometric body surface scanning data. The experiment 
showed that our proposed approach is able to improve the effectiveness of case 
matching of hypertension disease.  

1   Introduction 

Hypertension may lead to some major causes of death such as cardiovascular dis-
eases and is deemed as factors for Syndrome X that has been investigated for 
years in epidemiologic studies [3],[4]. Earlier identification of this disease is gain-
ing concerns for issues in clinical research. As the recent development of a new 
3D scanning technology that has many advantages over the old system of anthro-
pometric measurements [5], the Department of Health Management of Chang 
Gung Medical Center (CGMC) at Taiwan is able to collect 3D anthropometric 
body surface scanning data [7]. The exploration of these 3D data along with  
other existing subject medical profiles using data mining techniques becomes an 
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important research issue for medical decision support [8]. CBR is one of the most 
common approaches of knowledge discovery. GA is a searching technique based 
on the mechanism of natural evolution of species. It has been increasingly aware 
for its searching ability for many optimization problems [1],[6]. In the present pa-
per, GA is adapted in CBR learning processes to derive suitable feature weights of 
similarity measures. Two differently weighted CBR approaches are applied to de-
rive the feature weights for similarity measure in CBR classification approaches 
for predicting hypertension disease. 

2   Literature Review 

Classification by CBR is a technique that has been proposed for a long time as a 
valid alternative to expert judgment. The uses of CBR classification approaches 
have been evaluated and confirmed in many studies [11],[12]. A distance measure 
in the CBR approach is the degree of dissimilarity between two cases in terms of 
their features. Generally, the performance of the similarity measure and the 
weighting of features are keys to this reasoning process [13]. The Euclidean  
distance, as one type of distance measure, assumes that all features are equally 
relevant. Appropriately setting the feature weights in the similarity measure can 
improve the estimate performance [13]. Essentially, more important features 
should be assigned with larger weights than less important features. Other, the de-
termination of feature weights depended largely on the subjective opinions of ex-
perts. To effectively determine the feature weights of similarity measure is not 
easy because it is difficult to give the appropriate values. 

GA is a fast search algorithm that uses an adaptive approach for solving prob-
lems [14]. Recently, several studies showed that one could set feature weights in 
CBR classification approaches using GA. In Liao et al. [15], the GA selected im-
portant features and subsequently determined their weights. Chiu et al. [16] em-
ployed GA to enhance dynamic weight and the design of non-similarity functions. 
Beddoe and Petrovic [10] presented a feature selection and weighting approach 
that a GA is developed for capturing nurse rostering decisions.   

3   The Weighted CBR 

3.1   Equally Weighted CBR  

Traditionally, equally weighted CBR (EWCBR) approach applies an equal weight 
to distance measure for each feature in classification approaches. Equally 
weighted Euclidean distance is adapted to measure the dissimilarity between two 
features in the EWCBR approach. EWCBR measures the straight-line distance be-
tween two features using the values of features normalized between 0 and 1. The 
sum of the squares of the distance for each feature is the square of distance be-
tween two cases. Consequently, the closest analogue to a case x is the case with 
the minimum Euclidian distance. Eq. (1) shows the overall distance between two 
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cases of the EWCBR approach for continuous data type, where n is the number of 
features. Px is case x to be estimated and Py is case y in the historical case base. Pxi 
is the value of feature i in case x and Pyi is the value of feature i in case y. The  
distance increases as similarity decreases; the distance metric measures the dis-
similarity between two cases in terms of their features. For category data type, the 
distance between two features Pxi and Pyi is 0, if feature values of two features are 
the same; otherwise, it is 1. 

∑
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2)(),(                                          (1) 

Where W is the feature weight and Wi = Wj (i, j = 1 to n) 

3.2   Differently Weighted CBR 

Differently weighted CBR are adapted when features are weighted to reflect the 
relative importance of each feature. GA is adapted to search for the suitable fea-
ture weights for distance measures in CBR approaches. The weight of distance 
measure for each feature is encoded in genes. Each chromosome is composed of a 
set of genes, and collections of chromosomes make up a population. GA can be 
thought of as an evolutionary process, where a population of weights evolves over 
a sequence of generations. During each generation, the fitness of each weight is 
calculated, and weights are selected for reproduction on the basis of their fitness. 
The probability of survival of a weight is proportional to its fitness values. Then 
the reproduced weights undergo recombination, which consists of crossover and 
mutation. These iterative processes optimize the weights of distance measures for 
each feature. The fitness function is shown in Eq. (2). The weights of distance 
measures of each feature are treated as inputs, and the fitness function is defined 
as minimum of the total number of misclassification (MIC). For the jth examples, 
the misclassification result is 1 if the actual category for dependent variable is 
equal to the predicted category; otherwise, 0. Among m examples, the fitness 
function is to minimize the total misclassification results.  
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According to Eq. (1), a weighted equation of the UWCBR approach is shown in 
Eq. (3). The value of variable Wi depends on the searching results of GA after sev-
eral learning cycles. Consequently, each feature has a different weight obtained 
with respective distance measure. 

∑
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Where Wi is a variable weight of feature i. 
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NWCBR utilizes a separate nonlinear equation as the weight of distance meas-
ure for each feature. A nonlinear equation of NWCBR approach is shown in Eq. 
(4), where coefficient ai, exponent bi and constant ci are for the feature i. The val-
ues of ai, bi and ci are confirmed using GA after several learning cycles. The com-
puted outcome of the nonlinear equation, Wi, is the feature weight of distance 
measure for feature i. Therefore, each feature has a different nonlinear equation as 
its feature weight obtained from the corresponding distance measure that varies 
depending on the feature value Pxi of the case x to be classified. 

∑
=

−×=
n

i
yixiiyx PPWPPD

1

2)(),(                                       (4) 

Where 
i

bi
xiii cPaW +×=    

4   Dataset Description 

This study has collected 1152 subjects from Department of Health Examination of 
CGMC. BMI [weight (kg)/height (m)2] was used as an indicator of obesity.  Hy-
pertension was defined as a systolic blood pressure (SBP) of 140 mmHg or greater 
and/or a diastolic blood pressure (DBP) of 90 mmHg or greater. The Whole Body 
3D Laser Scanner scans a cylindrical volume 1.9 meters high and 1.0 meter in di-
ameter in CGMC. Those 3D factors included in this research are body mass index 
(BMI), left arm volume (LAV), trunk surface area (TSA), weight (W), waist cir-
cumference (WC), waist-hip ratio (WHR), and waist width (WW). In Table 1 each 
data record contains 5 categorical attributes and 11 continuous attributes for the 
input part. The output part is one categorical attribute whose value is either normal 
or abnormal. 489 subjects have hypertension (abnormal); 663 are without hyper-
tension (normal).  

5   The Experiments and Results 

For the comparing purpose, artificial neural networks (ANN) [18], C5.0 [20] and 
classification tree and regression trees (CART) [19] were applied to all the data 
sets. The evaluation of EWCBR, UWCBR, NWCBR, ANN, C5.0 and CART ap-
proaches were based on a 3-fold cross validation. We aggregated the accuracy 
across all testing datasets as test result and the accuracy across all training datasets 
as training results. Table 2 summarized the GA parameter settings in this study. 
The GA parameters chosen for UWCBR and NWCBR approaches were 10*V or-
ganisms in the population. V is the number of variables (problem size) to be ex-
plored for GA. The entire learning process stopped after 1000*V trials or when the 
best result did not change in the last 1000*V trials. 
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Table 1 The Features for Hypertension Detection Model 

Feature Type Description Abbreviation Data Type 
Body Mass Index BMI 
Left Arm Volume LAV 
Trunk Surface Area TSA 
Weight W 
Waist Circumference WC 
Waist-Hip Ratio WHR 

Three Dimension An-
thropometry 

Waist Width WW 
Number of Cigarettes/per day   SMOK 

Number of Cups in Drinking Wine/per day WINE  

Continuous  

Risk Factors 

Dietary Pattern (Yes/No) Diet  
Family Hypertension History (Yes/No) FHHT Family History of Dis-

ease Family Paralysis History (Yes/No) FHSK 
Urine Turbidity (Level 1,2, or 3) UT  

Category  

Biochemical Tests 
Total Cholesterol TC 
Age Age 

Continuous 
Demographic Data 

Sex (Male/Female) Sex Category 

Table 2 The GA Parameter 

GA Parameter Value 

Population Size  10*V 

Selection Method Roulette Wheel 

Rate 0.6 
Crossover 

Method Uniform 
Basic Generic Operators 

Mutation Rate 0.06 

 
Table 3 shows the accuracy rate at both the training and testing stages of these 

six hypertension classification approaches based on the 3-fold cross validation. 
Among these three CBR approaches (EWCBR, UWCBR and NWCBR), applying 
GA to explore the suitable weight for CBR (i.e. UWCBR and NWCBR) produced 
better accuracy rate than the CBR with equal weights (i.e. EWCBR) at both  
training and test stages. These two differently weighted CBR approaches also  
 

Table 3 Accuracy Rates of Different Approaches 

Approach Stage Dataset 
C5.0 ANN CART EWCBR UWCBR NWCBR 

Dataset-1 96.1  83.6  89.8  79.8  93.6  95.6  

Dataset-2 97.4  87.8  91.0  79.2  93.9  93.4  

Dataset-3 96.2  88.9  88.9  79.2  91.1  92.4  
Training (%) 

Average 96.6  86.8  89.9  79.4  92.9  93.8  

Dataset-1 88.3  81.5  83.6  77.3  94.8  93.5  

Dataset-2 85.2  84.1  83.3  76.3  87.0  94.5  

Dataset-3 84.6  87.0  85.9  79.4  94.0  90.4  
Test (%) 

Average 86.0  84.2  84.3  77.7  91.9  92.8  
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outperformed the C5.0, ANN and CART approaches at test stage for each fold 
(i.e. Dataset-1, Dataset-2 and Dataset-3). For these two differently weighted CBR 
approaches, the accuracy rate revealed a slight difference for each fold at both 
training and test stages. However, applying GA for exploring feature weights en-
hanced the classification performance of the equally weighted CBR approach. 

The average accuracy rate (i.e. the mean of Dataset-1, Dataset-2 and Dataset-3) 
at the training and testing stages for each approach are shown in Figure 1. Apply-
ing different weighted mechanisms to the CBR, i.e., unequal weight and nonlinear 
weight, presents a slight difference for hypertension classification at both training 
and test stages. It also reveals a trivial divergence between the two differently 
weighted CBR approaches (UWCBR and NWCBR). However, applying GA to 
investigating the feature weights of CBR enhanced the classification performance 
as compared to the CBR with equal weight, i.e., EWCBR. These differently 
weighted CBR approaches are also superior to the CART, ANN and C5.0 at the 
test stage. In general, applying GA to search feature weights for CBR enhanced 
the classification performance as compared to CBR with equal weight at both the 
training and test stages for hypertension classification with the data sets used in 
this research. It is also better than those widely used hypertension classification 
approaches, i.e., ANN, CART and C5.0.   
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Fig. 1 Classification Results from the Mean of Different Datasets 

Table 4 shows the improvement of differently weighted CBR approaches be-
tween the training and the test stages. For the improvement from the equally 
weighted CBR to the unequally weighted CBR, the UWCBR approach produces 
the highest improvement by 18.3% at training stage and 22.6% at test stage. The 
UWCBR approach demonstrates the mean improvement by 17% at training stage 
and 18.4% at test stage. For the improvement from the equally weighted CBR to 
the nonlinearly weighted CBR, the NWCBR approach displays the highest im-
provement by 19.7% at training stage and 23.9% at test stage. The NWCBR ap-
proach shows the mean improvement by 18.1% at training stage and 19.5% at test 
stage. Each differently weighted CBR approach provides improvement based on 
the equally weighted CBR approach at both training and testing stage. For the  
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Table 4 The Improvement of the Weighted CBR Approaches 

Equal vs. Unequal Equal vs. Nonlinear Unequal vs. Nonlinear 
Stage Dataset 

EWCBR UWCBR IMP* EWCBR NWCBR IMP* UWCBR NWCBR IMP* 

Dataset-1 79.8  93.6  17.3  79.8  95.6  19.7  93.6  95.6  2.1  
Dataset-2 79.2  93.9  18.6  79.2  93.4  17.9  93.9  93.4  -0.6  
Dataset-3 79.2  91.1  15.1  79.2  92.4  16.7  91.1  92.4  1.4  

Training 
(%) 

Average 79.4  92.9  17.0  79.4  93.8  18.1  92.9  93.8  1.0  
Dataset-1 77.3  94.8  22.6  77.3  93.5  20.9  94.8  93.5  -1.4  

Dataset-2 76.3  87.0  14.0  76.3  94.5  23.9  87.0  94.5  8.7  
Dataset-3 79.4  94.0  18.3  79.4  90.4  13.8  94.0  90.4  -3.9  

Test (%) 

Average 77.7  91.9  18.4  77.7  92.8  19.5  91.9  92.8  0.9  

*: IMP denotes Improvement  

improvement from the unequally weighted CBR to the nonlinearly weighted CBR,  
the NWCBR approach reveals the mean improvement by 1% at training stage and 
0.9% at test stage. The NWCBR presents a slight improvement from the UWCBR 
approach for the hypertension classification with the data sets used in this research. 

6   Conclusions 

Predicting a subject’s hypertension disease from the 3D anthropometry data and 
other related profile information is a novel way for medical decision support. The 
present paper investigates the impacts of differently weighted CBR similarity 
measures for deciding the appropriate feature weights on the accuracy improve-
ment in the classification of hypertension disease approaches. Experimental results 
were encouraging when GA was applied on CBR to improve the accuracy rate by 
the data sets used in this research. Differently weighted CBR approaches have 
generated better accuracy rate of hypertension disease in comparison with the 
equally weighted approach and widely used classification approaches. The above-
mentioned results demonstrate that applying GA to CBR is a feasible approach 
that can provide objective weights for features rather than the subjective weights 
assigned by experts. It also reveals that the CBR approach with nonlinear weight 
presents slightly better accuracy rate over the results from the unequally weighted 
CBR. Classification results from the integration GA with CBR are also promising 
and innovative in field of biomedical sciences. CBR classification approaches are 
intolerant of noise and of irrelevant features. We are encouraged by the results of 
the present study and are interested in investigating whether further improvements 
can be made by another design of the CBR classification approaches. In addition 
to the hypertension disease classification, the proposed approaches in the present 
paper could also be further employed in different disease for medical decision 
support in the future.  
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Improving Medical Database Consistency 
with Induced Trigger Rules 

Nittaya Kerdprasop, Sirikanjana Pilabutr, and Kittisak Kerdprasop1 

Abstract.   The concept of triggers has been around for more than two decades. 
Despite their diverse potential usages, trigger rules are difficult to define correctly 
and have to be carefully hand-coded by database programmers. We suggest an 
automatic way of trigger rule creation by the advanced technology of data mining. 
We propose a framework of trigger rule induction as well as a method for trigger 
conflict resolution. On trigger firing the problem may arise if several trigger rules 
are eligible for execution. We propose a conflict resolution scheme that incorpo-
rates derived knowledge as a major part of the trigger rule prioritization. By means 
of trigger scheduling, deterministic behavior of the trigger processing can be guar-
anteed. We demonstrate the utilization of our proposed method on enhancing 
medical database consistency. 

1   Introduction 

A database is a collection of objects such as patient records together with a set of 
integrity constraints on these objects. Integrity constraints are predicates defined 
by the database designer as a requirement for database to be true on any database 
state. The values of objects in the database at any given time determine the state of 
the database. The state changes if there is a modification in the value of a database 
object. A database state is consistent if the values of the objects satisfy the speci-
fied integrity constraints. Database consistency is an important property to guaran-
tee its reliability on any application.  

To prevent the database from being inconsistent, data objects have to be ac-
cessed and modified only through the transactions. A transaction is a set of opera-
tions such as INSERT, DELETE, UPDATE that causes the database to change from 
one consistent state to another. On transaction processing, integrity constraints 
pertaining to the transaction are evaluated. If the constraints evaluate to false, 
called constraint violation, then the transaction that causes this event is undone. 
Integrity constraints are, however, capable of ensuring simple events such as  
domain integrity, referential integrity. To impose complex enforcement such as 

                                                           
Nittaya Kerdprasop, Sirikanjana Pilabutr, and Kittisak Kerdprasop 
Data Engineering and Knowledge Discovery (DEKD) Research Unit, 
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business rules or complicated update constraints across applications, trigger rules 
are deployed as a powerful and expressive tool to enforce integrity checking and 
thus enabling the filtering of state changes that violate database consistency. 

Triggers, also known as event-condition-action (ECA) rules [26], are one major 
concept of active databases which extend traditional database systems with the 
mechanism to respond automatically to some specific events. The events may take 
place either inside or outside the database system. Upon the occurrence of the 
specified event, the rule condition is evaluated. If the condition is satisfied, then 
some actions are performed. 

Although triggers are regarded as an important database feature on consistency 
monitoring, their deployment is still limited. This is due to the fact that creating 
complex trigger rules is not an easy task [9, 17, 19]. Tools and environments to aid 
users and database programmers are certainly needed. It is thus our aim to provide 
a method to automatically generating trigger rules from current database contents 
by means of data mining techniques. The induced trigger rules can be viewed as 
supplementary constraints to help increasing database consistency. 

This paper is organized as follows. After the introduction section, we review 
some background on triggers and their related issues. Section 3 is the proposed 
framework of inducing trigger rules from database contents and its application to 
medical database. We also provide an algorithm to solve trigger conflict problem 
together with detailed explanation of the algorithm in section 4. Section 5 dis-
cusses other work related to ours. Section 6 concludes the paper. 

2   Triggers and Related Issues 

In SQL standard [11, 14], triggers are expressed by means of event-condition-
action rules, as presented in figure 1. Each trigger is identified by a name. It is 
possible to specify whether a trigger must be executed BEFORE or AFTER its trig-
gering event. SQL triggers allow only the INSERT, DELETE, and UPDATE as trig-
gering event, and limit to a single event be monitored per single trigger rule.  

<trigger definition>  ::=  CREATE TRIGGER <trigger name>  
                                        { BEFORE | AFTER } <trigger event> ON  <table>  
                                        [ REFERENCING <tran_table or var_list> ] 
                                        <triggered action>  
<trigger event>    ::=   INSERT | DELETE | UPDATE [ OF < column list> ]  
<triggered action>  ::= [ FOR EACH { ROW | STATEMENT } ] 
                [ WHEN ( <condition> ) ] <triggered SQL statement>  

Fig. 1 Definition of SQL triggers  

The WHEN clause specifies an additional condition to be checked once the trig-
ger rule is fired and before the action is executed. Conditions are predicates over 
the database state. If the WHEN clause is missing, the condition is supposed to be 
true and the trigger action is executed as soon as the trigger event occurs. The ac-
tion is executed when the rule is triggered and its condition is true. Actions are 
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stored procedures and may include SQL statements, control constructs, and calls 
to user-defined functions. The following example shows a trigger rule to impose a 
constraint on the database that the age of any person may never decrease. 

Example 1: Trigger rule to guarantee no decrease on age value. 

CREATE TRIGGER age-no-decrease BEFORE UPDATE OF Patient 
FOR EACH ROW 
    WHEN (new.Age < old.Age) begin log the event; signal error condition; end 

 
The potential applications of triggers are significant [9, 19, 23]: signal integrity 
constraint violation and force rollbacks of the violating transactions, maintain con-
sistency across system catalogs or other metadata, notify users in the form of mes-
sages, implement business rules or workflow management, and many more. 

The behavior of triggers is defined as the “execution model.” It specifies how 
trigger rules are evaluated and treated at runtime. Figure 2 illustrates the steps in 
processing triggers [22]. The signaling phase detects and signals the occurrence of 
an event. The event activates the corresponding trigger rules in the triggering 
phase, and the condition parts of the triggered rules are evaluated in the evaluation 
phase. The trigger conflict problem occurs when the conditions of more than one 
trigger rules are evaluated to be true. The scheduling phase indicates the order to 
process conflict triggers. The execution phase processes the scheduled trigger 
rules. On processing rule’s action, the change in a database state may trigger an-
other or even the same set of rules.  

                     signal                                          
                                                                                                
 
                                                           trigger 

 
                                                                   
                                                          

                                                           evaluate rule condition 
                                                                                                 

                                                          
                                                  schedule 
                                                                   
                                                                                                 

 
                                                           execute 
                                         Rule processing 

Fig. 2 Trigger rule execution steps  

After the evaluation phase, more than one rule may be eligible for execution. 
This problem is known as trigger rule conflict [4, 22]. To solve the problem, the 
database management system must provide a conflict resolution policy to select a 
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trigger rule for execution. The common conflict resolution policy adopted by most 
systems is assigning rule priority [21, 26]. The rule prioritization is either assign-
ing a high priority to the rule that is most recently fired, or setting priority on the 
specificity of the rule. The two approaches are dynamic, thus less practical in the 
system with large and complex trigger rule set. When deterministic behavior is 
highly desirable, the scheme to associate rules with priority statically is more ap-
propriate. Static priority mechanism determines order of trigger rules either by the 
system (e.g., based on rule creation time) or by the user (e.g., explicitly associate 
each rule with a numeric value).  We propose a conflict resolution mechanism (in 
section 4) to incorporate derived knowledge (i.e., the knowledge obtained from the 
database content) into the rule prioritization scheme.  

3   The Trigger Induction Framework and Its Application 

We design the framework to add active behavior to the medical database through 
the induced trigger rules and rule processing module as shown in figure 3. There 
are three major components in our model: mining, trigger generation and conflict 
resolution components. Mining component induces knowledge in form of rules, 
association and classification, from the database contents. The data repository con-
tains both base data and trigger rules. Trigger generation component is responsible 
for converting induced classification/association rules into trigger format then 
stores generated triggers in the repository. In case of trigger rule application and 
rule conflict occurs, conflict resolution component will handle the situation. We 
demonstrate the application of our proposed framework towards database consis-
tency enforcement through example 2. 

                                                        induced knowledge 
                             
                                                                                               induced rules 
    Conflict Resolution                  Trigger generation                          Mining  
        Component                                Component                              Component 
 
  
Rule processing module          triggers                  aggregated data 
 
  
                                                    Trigger rules                               Data 
                                                                                             Data Repository 

Fig. 3 A framework of active medical database containing trigger rule induction and trigger 
conflict resolution components  
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Example 2: Trigger induction on Diabetes database. 

For a given medical database containing base tables related to patient personal  
information and treatment records, the aggregated information collected from re-
lated base tables with selected features suitable for mining component is shown 
schematically as follows. 

Diabetes ( Patient_ID, Name, Sex, Age, Temperature, Blood_Pressure_Upper,   
Blood_Pressure_Low, Diabetes_family, Weight, Height, BMI, 
Blood_Sugar, Diabetes, Insulin_level)  

These data are input to the mining component to induce the following classifi-
cation rules:  

1. If Diabetes_family=yes and BMI>24.9   Then Diabetes=yes 
2. If Diabetes_family=no and blood_sugar>128  Then Diabetes=yes 

The trigger generation component then converts these rules into SQL triggers. 

CREATE TRIGGER  rule_1  ON diabetes FOR UPDATE, INSERT 
AS IF (SELECT COUNT(*) FROM diabetes 

WHERE (diabetes_family = ‘yes’) and (BMI > 24.9) and (diabetes <> ‘yes’) ) > 0 
BEGIN ROLLBACK TRAN; RAISERROR (‘diagnose error’); END 

 
CREATE TRIGGER  rule_2  ON diabetes FOR UPDATE, INSERT 

AS IF (SELECT COUNT(*) FROM diabetes 
WHERE (diabetes_family = ‘no’) and (blood_sugar > 128) and (diabetes <> ‘yes’)) > 0 
BEGIN ROLLBACK TRAN; RAISERROR (‘diagnose error’); END 
 

Suppose there is an attempt to insert the following information into the data-
base. 

INSERT INTO Diabetics (Patient_ID, Name, Sex, Age, Temperature, 
Blood_Pressure_Upper, Blood_Pressure_Low, Diabetes_family, Weight, 
Height, BMI, Blood_Sugar, Diabetes, Insulin_level)  

Values(P021, Amitta, Female, 33, 37.6, 130, 80, no, 72, 1.62, 27.4, 130, no, 0) 
 
This new information violates Trigger rule_2 since Diabetes_family = 'no' and 

Blood_Sugar = 130, but the diagnosed Diabetes = 'no'. Therefore, this transaction 
has to be undone and the database remains in a consistent state. 

The proposed framework is semi-automatic in that the trigger induction process 
has to be invoked by the database administrator. After database contents have 
been created and modified and numerous new contents might have been inserted 
into the database, the administrator may consider activating the trigger induction 
process. Upon activation the previous induced trigger rules are removed as they 
may not be relevant to the current database state. The mining component has  
been set to induce only rules with 100% accuracy rate since precision is critical 
criteria in medical domain. Induced rules are prioritized in descending order of 
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their support (or coverage) values. The top-k rules will be sent to trigger genera-
tion component; the k value is adjustable by the database administrator. At the 
moment we do not consider the issue of rule conflict since we assume that data-
base integrity constraints are powerful mechanism sufficient to prevent conflicting 
cases inserted into database contents. 

4   A Method for Trigger Conflict Resolution 

After triggers have been created, the problem of trigger conflict might occur dur-
ing trigger processing phase. In this section, we define an algorithm (in figure 4) 
to handle trigger conflict by reorganizing the trigger rules into different layers, or 
strata. Then, associate each stratum with a numeric priority. The major mechanism 
leading to priority assigning is the induced knowledge regarding the database state 
modification. 

 
Input: an unordered stratum set S, a database R and its metadata 
Output: an ordered stratum set O with assigned priority on each stratum  
Steps:  

1. Active_Tuple_Seti  Activate( Si , E) 
/* Activate every stratum Si , Si ∈ S, such that the occurrence of an 
event E can invoke its trigger rule(s), and record all affected tuples in 
the corresponding Active_Tuple_Set. */ 

2. Ki  Induce(Active_Tuple_Seti ) 
/* The knowledge induction method (such as rule learning, decision-
tree induction) is applied to induce knowledge from the content of each 
Active_Tuple_Set. The induced knowledge is stored in Ki. */ 

3. qi = Degree_of_Constraint (Ki , metadata) 
/* Calculate the value q, or the Degree_of_Constraint, of each set of 
induced knowledge K comparing to the integrity constraints given as a 
metadata. */ 

4. sort(i, q) 
/* Apply any sorting algorithm on the q-value associated with each 
stratum Si. */ 

5. return an ordered stratum set O = { Si | S has been sorted by its index i } 

Fig. 4 Trigger conflict resolution algorithm  

We have applied the concept of stratum [3] to guarantee that trigger rule execu-
tion eventually terminates. A stratum is an ordered set of trigger rules that locally 
converge. A stratum locally converges if after any transaction invoking trigger 
rules, rule processing terminates in a final state in which the set of triggered rules 
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is empty. Stratum set is an unordered set of strata in which each stratum is inde-
pendent from other strata so that the trigger rule execution in one stratum does not 
affect rules in other strata. The example of non-terminate trigger execution due to 
the cycle in action-triggering events is shown in figure 5. Breaking the cycle into 
different layers, depicted in figure 6, and the local convergence within each stra-
tum are two sufficient conditions for termination on trigger execution. 

Fig. 5 The cycle among trigger rules  
 

 
 

 

Fig. 6 Organizing cyclic rules into strata  

Step 3 of the proposed algorithm is to set priorities among strata when several 
strata are activated by the occurrence of an event. We propose the trigger conflict 
resolution algorithm to solve the problem of multiple stratum activation on an 
event E. The key concept is to apply, in step 2, knowledge induced from the data-
base content and the metadata (i.e., the set of integrity constraints) to guide the 
priority assigning scheme. The function to compute priority for each stratum is de-
fined as: 

Degree_of_Constraint(K , IC ) = α+
rules_total#

rules_matched#
 

where # matched_rule is the number of induced knowledge, represented in the 
format of rule, completely matching with the integrity constraint rule 
(i.e., NOT (k) AND c yields the contradiction when k ∈ K and c ∈ IC ), 

# total_rules is the total number of induced knowledge represented as rules,  
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α is the average accuracy of the induced knowledge rules normalized in or-
der to prevent the domination of the accuracy over the proportion of 
matched_rules and total_rules. 

Step 4 of the algorithm groups triggers into several strata, then each stratum 
will be sorted according to the Degree_of_Constraint values. At a final step, each 
stratum has been returned with the priority value associated with it. 

5   Related Work 

The importance of integrating active behavior into the database systems has been 
recognized since the 1970s [12]. However, it was not until the late 1980s to early 
1990s that the area of active databases has caught high interest among researchers 
[8, 10, 13, 22, 26]. At present most commercial database systems, such as Oracle, 
IBM DB2, Microsoft SQL Server, support the simple forms of triggers and also 
incorporate triggers into commercial object-oriented databases [7, 21]. The SQL 
standard [11, 14] has extensive coverage of triggers. 

A simple concept of triggers has been successfully applied to solve problems in 
various domains [9]. For example, Sengupta et al [23] employ triggers to alert in-
trusion detection system administrator when a suspect event has been detected. In 
medical domain the employment of triggers to achieve active behavior is quite 
rare. Most of the proposed methods are for detecting static events such as the dis-
covery of relationships that suggest risks of adverse events in patient records [20, 
24], detection of dependency patterns of process sequences for curing brain stroke 
patients [18], the generation of rules to annotated protein data in medical database 
[16], or the exploration of environmental health data [6]. Our work differ from 
those appeared in the literature in that we propose a framework of employing 
knowledge discovery techniques to automatically create trigger rules and also  
prioritize rules in case of conflict. The utilization of our proposed method is to in-
crease consistency in medical database. Any database modification events violat-
ing constraints will be alerted and undone. The system designed by Agrawal  
and Johnson [1] is also to support medical database but in a different aspect; they 
concentrate on security and privacy preservation of patients and other sensitive 
health data. 

Although trigger is a powerful mechanism in active database systems, design-
ing and writing correct trigger rules are not an easy and straightforward task. The 
difficulty is due to the complex and sometime unpredictable behavior of the  
triggers. Poorly designed triggers can activate each other indefinitely, which leads 
to the non-terminate execution. Several methods have been proposed [2, 3, 4, 5, 
15, 25] to analyze trigger behavior at compile time and runtime. There exist some 
work on developing tools to aid trigger designing semantically [19] and visually 
[17]. Another problem regarding trigger behavior is the deterministic property of 
the triggers. Deterministic trigger processing guarantees the same order of execu-
tion when several trigger rules are activated simultaneously. We propose a mecha-
nism to utilize domain-knowledge in choosing among activated triggered rules. 
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6   Conclusions 

We present the design framework of active medical databases. Active behavior of 
the database system has been obtained through a set of trigger rules. Triggers are 
both created manually by database programmers and induced automatically via 
data mining techniques. We devise a method to induce trigger rules from existing 
database contents. We also propose a method to solve trigger conflict problem. 

The trigger rule conflict occurs when an event activates several trigger rules 
simultaneously. To maintain the deterministic property of the active database 
processing, the database management system has to provide a conflict resolution 
policy. The common policy adopted by most systems is to assign rule priority. The 
rule prioritization is based on either the recent update or the complexity of the 
rule’s condition. We propose a different scheme of prioritization by taking into 
account the knowledge regarding the database state. Moreover, we consider prior-
ity at the level of stratum, which may contain several related triggers. The concept 
of stratification preserves the termination property of trigger rule processing. 

The design of medical active database framework and the trigger-conflict-
resolution algorithm is the preliminary work toward the design and implementa-
tion of a set of tools to help database designer on designing and analyzing a  
complex set of triggers. A further investigation on a more practical active database 
with a larger trigger set is necessary. 
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Factorization of Sparse Bayesian Networks

Julio Michael Stern and Ernesto Coutinho Colla

Abstract. This paper shows how an efficient and parallel algorithm for inference in
Bayesian Networks (BNs) can be built and implemented combining sparse matrix
factorization methods with variable elimination algorithms for BNs. This entails a
complete separation between a first symbolic phase, and a second numerical phase.

Keywords: Bayesian networks, Probabilistic Reasoning, Variable elimination,
Elimination trees, Sparse Cholesky factorization, Sparse matrix factorizations.

1 Introduction

Bayesian Networks (BNs) are probabilistic graphical models used to represent and
encode uncertain expert knowledge. BNs stand out for dealing with uncertainty in
decision making and statistical inference, and many algorithms were described for
inference in BNs, see Dechter (1996), Heckerman (1995), Jensen (1996), Lauritzen
(1988), Pearl (1988), and Zang (1996). The parallel algorithm described in this pa-
per is based on the sequential variable elimination algorithm of Cozman( 2000),
using algebraic operations on potentials. These algebraic schemata for inference in
BNs are not only relatively simple to understand and to implement, but also allow
us to use the techniques, heuristics and abstract combinatorial structures from the
sparse matrix factorizations literature, see appendix, George (1993) and Stern (1994,
2008a,b).

The main goal of this paper is to show how variations of the variable elimination
algorithm can be combined with sparse matrix factorization methods to implement
a fast and efficient parallel algorithm for inference in BNs. This goal is achieved
with the complete separation between a first symbolic phase, and a second numer-
ical phase. In the symbolic phase the proposed algorithm explores the graphical
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structure of the model, without computing or even accessing probabilistic informa-
tion. The second numerical phase can be fully vectorized and parallelized using
static data structures previously defined in the first phase. This is done examining
the decoupling or separation operators of sparse matrix factorization algorithms and
BNs inference procedures from a unified combinatorial framework. This unified
framework is the key for implementing efficiently this parallel algorithm.

2 Inference with Bayesian Network

A BN, see Jensen (1996), is a graphical model that efficiently encodes the joint
probability distribution for a set (or list) of random variables, X = {X1,X2, ...,Xn},
each of them having a finite number of possible states. A BN consists of two com-
ponents: (i) A Directed Acyclic Graph (DAG) defining the network structure and
encoding the conditional dependence relations between the variables in X ; (ii) A
set of local probability densities associated with each variable. Each node, i, of the
DAG represents a random variable, Xi. In order to make the notation lighter, we may
write a node index, i, instead of its random variable, Xi, and vice versa. We also use
the vectorized notation, XS, for the subset {Xi}, i ∈ S.

The DAG representing the BN structure has an arc from node i to node j, that
is, i is a parent of j, i ∈ pa( j), if the probability distribution of variable Xj is di-
rectly dependent on variable Xi, and the strength of this influence is expressed by
conditional probability distributions. In many specific statistical models an arc can
be interpreted as a direct influence or causal effect of Xi on Xj, see Pearl (1988).

Fig. 1 Bayesian network example

The semantics of BNs implies a correspondence between the topology of a
DAG and the network’s probabilistic dependence relations, determined by the
Markov condition: Every variable is independent of its nondescendants nonparents
given its parents. Therefore, every Xi is associated with a local probability density,
P(Xi |Xpa(i)), as showed in Fig 1. Based on this condition, a BN encodes a unique
probability distribution: P(X) =∏i P(Xi |Xpa(i)).

Inference in BNs is based on queries, where the posterior marginal distribution
for a set of query variables, XQ, has to be computed given a set of observed variables,
XE . This set of observed variables is the evidence in the network and establishes the
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values of the variables in XE . For example: e =
{

Xi = xi,Xj = x j
}

establishes the
values of Xi and Xj, so E = {i, j}.

The posterior probability of XQ given e is:

P(XQ |e) =
P(XQ,e)

P(e)
=
∑X\{XQ,XE}P(X)

∑X\XE
P(X)

. (1)

The expression X\Y indicates the set of all variables which belong to X but do
not belong to Y , and the expression∑X f (X ,Y ) indicates that all variables of X were
eliminated or marginalized out, that is, were summed out from the function f (X ,Y ).

Efficient computational algorithms rely on two important technical points:
(I) Given a BN over variables X , an evidence e and a query XQ, not all vari-

ables of X may be required to compute P(XQ |e). If the local probability density
P(Xi |Xpa(i)) is required to compute P(XQ |e), then Xi is a requisite variable, i ∈ R.
Fortunately there are simple polynomial algorithms able to identify the set R. We
have used Bayes-Ball algorithm, see Shachter (1998). It is important to realize that
the requisite variables, XR, can be identified exploring only the DAG topology, with-
out any numerical information concerning probability distributions. Hence, in order
to reduce the problem dimension, the identification of R should be done at the very
first stage of inference calculation.

(II) At intermediate computations, it is not necessary to compute the normaliza-
tion constants, that is, the denominator P(e) of (1). We only need the numerator
in (1),

P(XQ |e) ∝ P(XQ,e) =∑XR\{XQ,XE}
(
∏Xi∈XR

P(Xi |Xpa(i))
)

. (2)

Hence, a basic rule for operation in BNs is: Compute the numerator P(XQ,e) and
obtain normalization constant P(e) only in the last stage. This rule means that we
can perform the intermediate computations with un-normalized distributions, which
are real-valued tables over a finite set of variables. These tables, φ , are called po-
tentials, see Jensen (1996). A potential’s domain, dom(φ), is its correspondent set
of variables. In the following, we give some important properties of the algebra of
potentials:

(1) A variable Xi can be marginalized out of a potential φ resulting in a new
potential φ ′

Xi
= ∑Xi

φ over the domain dom(φ ′
Xi

) = dom(φ)\{Xi}. Marginalization
follows:
(1a) the commutative law: ∑Xi ∑Xj

φ = ∑Xj ∑Xi
φ ; and

(1b) the distributive law: if Xi /∈ dom(φ1), then ∑Xi
φ1.φ2 = φ1.∑Xi

φ2.
(2) Two potentials can be multiplied, resulting in a new potential with

dom(φ1.φ2) = dom(φ1)∪dom(φ2). Multiplication follows:
(2a) the commutative law: φ1.φ2 = φ2.φ1; and
(2b) the associative law: (φ1.φ2).φ3 = φ1.(φ1.φ3).

As an example, consider the BN in Figure 1. The BN joint probability
distribution can be rewritten as: P(X) ∝ φA.φB.φC.φD.φE .φF .φG.φH .φI .φJ , and the
potentials specified for the network are: P(A) ∝ φA(A),P(B |A) ∝ φB(B,A),
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P(C |B) ∝ φC(C,B),P(D |A,C) ∝ φD(D,A,C) and so on. Computing P(I) can be
accomplished by marginalizing out of P(X) all the variables, except I.

P(I) =∑A,B,C,D,E,F,G,H,J
P(X) . (3)

BNs are particularly useful for calculating new probabilities when we acquire
new information. However, in the preceding calculations no evidence was entered
into the network. Now, assume information e has been acquired, stating that “A =
at”, where A is a variable and at is the t-th state of A. Let A have s states with
probability distribution P(A) = (x1, ...,xt , ...,xs). This observed evidence e means
that all states except tth one are impossible. So the new (un-normalized) probability
distribution is P(A,e) = (0, ....,0,xt ,0, ...,0) which is the result of multiplying P(A)
with eA = (0, ...,0,1,0, ...,0) in which only tth value is 1. The s-dimensional 0-1
potential eA is called finding.

In the current example, assume that we have the evidence A = a, H = h and
J = j. This evidence e would be represented using three findings eA, eH and eJ . The
posterior marginal P(I |e) can be obtained normalizing P(I,E):

P(I,e) =∑A,B,C,D,E,F,G,H,J
P(X).eA.eH .eJ . (4)

To avoid calculating the product of all potentials, we use the distributive law:

P(I |e) =∑
D
∑
E

φI(I,E).φE(E,D)∑
B
∑
C

φC(C,B).

∑
A

φA(A).φB(B,A).φD(D,A,C).eA.

∑
J
∑
G

φJ(J,D,G).eJ∑
F
φF(F,B).∑

H
φG(G,F,H).φH(H).eH .

First, calculate φ ′
H = ∑H φG(G,F,H).φH(H).eH , then multiply φ ′

H(F,G) on
φF(F,B) and calculate φ ′

F = ∑F φF(F,B).φ ′
H(F,G). The later result is multiply on

φJ(J,D,G).eJ , to calculate φ ′
G = ∑G φJ(J,D,G).φ ′

F (B,G).eJ , and so forth. All the
operations involved are represented in Figure 2.

Because marginalization is commutative it can be done in any order. In the pre-
ceding calculation the marginalization, also called variable elimination, was done in
a particular order, namely q = [H,F,G,E,A,C,J,B,D].

The diagram in Figure 2 also portrays the dependencies among potential
operations to calculate P(I |e). Notice that some operations could be done simulta-
neously. For example, at very first stage, we could perform the required operations
on A, H, and I, calculating φ ′

A = ∑A φA(A).φB(B,A).φD(D,A,C).eA, etc.
If a parallel computer is available, we can simultaneously execute all the

marginalizations using already computed potentials. Hence, it is desirable to find:
(i) An efficient way to specify all dependencies among marginalization operations.
(ii) A way to specify an elimination order entailing a “simple” dependence structure,
so that many operations can be done simultaneously.
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Fig. 2 The process of marginalizing down to I

The dependence structure of these operations is exactly the same as the de-
pendence structure for “pivoting” operations appearing in numerical linear alge-
bra, namely, in the Cholesky factorization of sparse matrices, see appendix, George
(1993), Pissanetzky (1984), and Stern (1994, 2008b). We describe only the aspects
pertinent to this paper.

An Undirected Graph (UG), G = (V ,E ), has undirected edges, {i, j} ∈ E , stand-
ing for pairs of opposite directed arcs, (i, j) and ( j, i). The Moral Graph of a DAG,
G , is the UG with the same nodes as G , and edges joining nodes i and j if they are
immediate relatives in G . The immediate relatives of a node in G include its parents,
children and spouses (but not brothers or sisters). i is a spouse of j is they have a
child in common, that is, i ∈ sp( j) ⇔∃k | i, j ∈ pa(k).

The Markov Blanket of Xi, Xmb(i) is defined as the minimal set of variables that
makes a variable Xi independent from all other variables in the BN. This means that
the Markov Blanket of a variable “decouples” this variable from the rest of network:
P(Xi |Xmb(i),Xj)= P(Xi |Xmb(i)). It can be shown that the set of immediate relatives
of node i is the Markov Blanket of node i. Figure 3a shows the Moral Graph of the
BN in Figure 1. It is important to realize that if Xi and Xj are both in the same
domain, of a variable Xk of the BN, then the edge {i, j} is in the Moral Graph.

Given an UG, G = (V ,E ), V = {1, . . .n}, and q = [q(1), . . .q(n)], an elimination
order, we define the elimination process of its nodes as the sequence of elimination
graphs Gk = (Vk,Ek), for k = 1 . . .n, as follows: When eliminating node q(k), we
make its neighbors a clique, adding all missing edges between them.

Fig. 3 (a) Moral Graph (b) Filled Graph Fig. 4 Elimination graphs sequence
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Vk = {q(k),q(k + 1), . . .q(n)}, E1 = E , and, for k > 1 ,

{i, j} ∈ Ek ⇔
{ {i, j} ∈ Ek−1 , or
{q(k−1), i} ∈ Ek−1 and {q(k−1), j} ∈ Ek−1 .

The Filled Graph is the graph (V ,F ), where F = ∪n
k=1Ek. The original edges

and the filled edges in F are, respectively, the edges in E and in F\E . There
is a computationally more efficient form of obtaining the Filled Graph, known as
simplified elimination: In the simplified version of the elimination graphs, G ∗

k , when
eliminating vertex q(k), we add only the clique edges incident to its neighbor, q(l),
that is next in the elimination order.

The marginalization of variable Xi out of P(X) corresponds to the elimination of
the correspondent node in the elimination sequence. In order to marginalize on Xi,
we have first to multiply all the potentials having Xi in its domain, and than sum
out Xi. The domain of the resulting potential includes all the neighbors of Xi. In the
Elimination Graphs, the corresponding elimination of Xi forms a clique with all of
Xi’s neighbors. Figure 3b and 4 show the Filled Graph and a synthetic version of the
eliminations graphs for the order q = [H,F,G,E,A,C,J,B,D].

The Elimination Tree, see appendix, George (1993), Pissanetzky (1984), and
Stern (1994, 2008b), portrays the dependencies among numeric operations on po-
tentials, corresponding to dependencies in the node elimination process in the elim-
ination graph. Hence, building the Elimination Tree for the corresponding Moral
Graph makes it easy to see which variables can be eliminated simultaneously. Fig-
ure 5 shows the Elimination Tree for the order q = [H,F,G,E,A,C,J,B,D].

According to the Figure 5, six steps would be enough to eliminate all nodes:
Variables I, H and A could be eliminated at first step and variables E , F and C at
second one. Note that: (i) The Elimination Tree has the same structure of the tree of
operations portrayed in Figure 2; (ii) A serial elimination would require 10 steps.

Clearly the Elimination Tree depends on the chosen elimination order, and the
sparse matrix literature has many heuristics designed for finding good elimination
orders. In this paper we adopted an heuristic based on a nested dissections of the
breadth-first tree rooted at a pseudo-peripheral vertex which, in turn, was found
using the Gibbs heuristic, see Figures 6 and 7. These procedures are described in
the appendix, see also George (1993), Pissanetzky (1984) and Stern (1994, 2008b).

Fig. 5 Elimination Tree for or-
der q = [H,F,G,E,A,C,J,B,D]

Fig. 6 Nested Dissection Fig. 7 Nested
Dissection
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3 Parallel Variable Elimination Algorithm

The sequence of operations described in the previous section for inference in BNs
can be summarized in the parallel variable elimination algorithm:

1. Symbolic phase:
1.1* Define the requisite variables XR (ex. using Bayes-Ball algorithm);
1.2 Build the Moral Graph (including only variables in XR);
1.3 Choose a good elimination order using the Gibbs heuristics to find a pseudo-

peripheral vertex used as a root for the Nested Dissection heuristic;
1.4 Symbolic Factorization: Execute the simplified elimination on the Moral

Graph, and build the Elimination Tree;
1.5 Allocate the computation resources and prepare the data structures to execute

the numeric operations.
2. Numeric phase: Using static data structures defined in the first phase:
2.1 While the root of the Elimination Tree was not executed: Based on the Elim-

ination Tree hierarchy, trigger all threads executeing variable eliminations ready to
be done, including its numeric operations of multiplication and marginalization;

2.2 Normalize the remaining potential at the root.

4 Results and Conclusions

The proposed parallel algorithm was implemented and its performance was com-
pared with a serial implementation. Both implementations were done in C and use
the same functions to execute the basic operations for: Load the network; Multiply
and marginalize potentials; and define the elimination order. The only difference
between the two implementations is that the parallel version builds the Elimination
Tree and, if possible, eliminate two or more variables simultaneously. Following
this strategy we hope to isolate the effect of parallelization.

Table 1 displays some illustrative results. These experiments were done in a
bi-processed machine running Linux and consists of 100 inferences for 7 distinct
queries using the Hailfinder25 network (55 variables). The set of experiments sug-
gests that the parallel implementation is much faster than the serial one for larger
experiments. Queries requiring more variables or with a branched structure in the
Elimination Tree allow the simultaneous elimination of several variables, for ex-
ample experiments 1 to 6. Models requiring less variables, or with a more linear
structure in the elimination tree allow less parallelization of elimination operations.
Consequently, in these examples, the serial implementation performed better due to
the computational overheads imposed by the parallel version, namely, building of
the Elimination Tree and the heavy context switch during execution. This was the
case of experiment 7 in which the relations of dependence between the operations
reduce the possibilities of parallelization.

Practitioners always want to solve larger models, most large models used in
practice are sparse, and parallel or distributed computer are increasingly available.
Hence, we see great potential for the parallel algorithm presented in this article.
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Table 1 Query example, Numb. or requisite vars., Parallel time, Serial Time, Parallel context
switches. Serial context switches

Q.E. N.R. P.T. S.T. P.C.S. S.C.S.
1 44 174 812 6498 901
2 44 95 125 6514 142
3 45 71 155 6553 183
4 46 74 155 6681 164
5 46 104 126 6817 138
6 48 106 125 7067 152
7 22 98 66 2948 78

Appendix: Sparse Cholesky Factorization

In orther to highlight the analogy between sparse network and sparse matrix fac-
torizations, this appendix presents a few (very summarized and condensed) exam-
ples of sparse Cholesky factorization. For a complete explanation, see Stern (1994,
2008b).

Figure 8 shows the positions filled in the Cholesky factorization of a matrix A,
A = LL′, and in the Cholesky factorization of two symmetric permutation of the
same matrix, A(q,q). Initial Non Zero Elements, NZEs, are represented by x, ini-
tial zeros filled during the factorization are represented by 0, and initial zeros left
unfilled are represented by blank spaces.

Fig. 8 Filled Positions in
Cholesky Factorization

1
2
3
4
5
6

⎡
⎢⎢⎢⎢⎢⎢⎣

1 x x x
x 2 x 0
x x 3 x 0

x 4 0
5 x

x 0 0 0 x 6

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

1 x x x
x 3 0 x x
x 0 6 0 0 x
x x 0 2 0 0

x 0 0 4 0
x 0 0 5

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

5 x
4 x

2 x x
x 6 x

x x 3 x
x x x 1

⎤
⎥⎥⎥⎥⎥⎥⎦

The Elimination Lemma, see Stern (1994, 2008b) states that, when eliminating
the j-th column in the Cholesky factorization of matrix A(q,q) = LL′, we fill the
positions in L corresponding to the filled edges in F at the elimination of vertex
q( j).

The elimination tree, H , is defined by

h( j) =
{

j, if nze(Lj) = { j}, or
min{i > j | i ∈ nze(Lj)} , otherwise ;

where h( j), the parent of j in H , is the first (non diagonal) NZE in column j of L.
Figure 9 shows the elimination trees corresponding to the example A.1.
The elimination tree portrays the dependencies among the columns for the nu-

meric factorization process. More exactly, we can eliminate column j of A, that is,
compute all the multipliers in column j and update all the elements affected by these
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6 → 5
↘ 4 → 3 → 2 → 1

,
6 → 5 → 4

↓
1 ← 2 ← 3

,
↗ 2

6 → 5 → 3
↘ 4 → 1

.

Fig. 9 Elimination Trees

multipliers, if and only if we have already eliminated all the descendents of j in the
elimination tree. If we are able to perform parallel computations, we can simulta-
neously eliminate all the columns at a given level of the elimination tree, beginning
with the leaves, and finishing at the root. For example, let us consider an elimina-
tion with the same pattern of the last permutation in 8, 9. This elimination tree has
three levels that, from the leaves to the root, are: {1,3,2}, {4,5}, e {6}. Hence, the
corresponding factorization requires only 2 steps, as illustrated in the following nu-
merical example (in order to avoid taking square roots, we present the LU instead
of the Cholesky factorization):⎡

⎢⎢⎢⎢⎢⎢⎣

1 7
2 8

3 6 9
7 53 2

8 6 49 23
9 2 23 39

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

1 7
2 8

3 6 9
7 4 2

4 2 5 5
3 2 5 12

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

1 7
2 8

3 6 9
7 4 2

4 2 5 5
3 1

2 1 6

⎤
⎥⎥⎥⎥⎥⎥⎦

The sparse matrix literature has many heuristics designed for finding good elimi-
nation orders. The example in Figures 10 and 11 show a good elimination order for
a 13×13 sparse matrix.

The elimination order in Figure 10 was found using the Gibbs heuristic, described
in Stern (1994, ch.6) or Pissanetzky (1984). The intuitive idea of Gibbs heuristic, see
Figure 11, is as follows: 1- Starting from a ‘peripheral’ vertex, in our example, ver-
tex 3; 2- Grow a breath-first tree T in G . Notice that the vertices at a given level, l,
of T form a separator, Sl , in the graph G . 3- Chose a separator, Sl , that is ‘small’,

1
2
3
4
5
6
7
8
9

10
11
12
13

3 x
x 8 x

1 x x x
10 x x

x x x 9 0
12 x x

13 x
2 x x
x 7 0

x x x 0 6 0
11 x

x x 0 4 0
x 0 x 0 x 0 5

− − − 1 2
/ / | | \

3 | 4 5 6 7
| | | | \ | \
8 − 9 − 10 11 12 13

5;4
↙ ↓ ↘

6 11 9
↙↓↘ ↙↓↘

12 13 7;2 10 1 8;3

Fig. 10 Gibbs Heuristic’s Elimination Order and Tree
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10 → 4 11 13
↗ ↗ ↗

T = 3 → 8 → 9 → 1 → 5 → 12 → 6 → 2 → 7

l = 1 2 3 4 5 6 7 8 9

Fig. 11 Nested Dissection by Gibbs Heuristic

i.e. with few vertices, and ‘central’, i.e. dividing G in ‘balanced’ components. 4-
Place in q, first the indices of each component separated by Sl , and, at last, the
vertices in Sl . 5- Proceed recursively, separating each large component into smaller
ones. In our example, we first use separator S5 = {4,5}, dividing G in three compo-
nents, C1 = {3,8,1,10,9}C2 = {12,13,2,7,6}C3 = {11}. Next, we use separators
S3 = {9} in C1, and S7 = {6} in C2.
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Incorporating Hopfield Neural Networks into 
Ant Colony System for Traveling Salesman 
Problem* 

Yu-Lin Weng1, Chou-Yuan Lee, and Zne-Jung Lee 

Abstract. In this paper, the approach of incorporating Hopfield neural networks 
(HNN) into ant colony systems (ACS) is proposed and studied. In the proposed 
approach (HNNACS), HNN is used to find a plausibly good solution, which is 
then used in ACS as the currently best tour for the offline pheromone trail update. 
The idea is to deposit additional pheromone to ACS to enhance the search effi-
ciency. From simulation results, the search efficiency of HNNACS is better than 
other existing algorithms. 

1   Introduction 

Traveling salesman problem (TSP) is a well-known combinatorial optimization 
problem. It is known as a classical NP-complete problem, which has an extremely 
large search space [2]. Some previous methods, such as simulated annealing (SA) 
[10] and GA [12] are also widely employed to solve TSP. Even though those 
approaches could find the best solution in those simulated cases, the search effi-
ciency did not seem good enough. As a consequence, a novel approach that com-
bines Hopfield neural networks (HNN) and ant colony system (ACS) is proposed 
and has been shown to have excellent search performance in this paper.  
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Artificial ants are capable of mimicking the behavior of real ants [1]. In an ACS 
[2], ants are capable of exploring and exploiting possible solutions with the use of 
pheromone information left on the ground when they traversed. Each ant collects 
pheromone information and problem characteristics for building solutions indi-
vidually and the pheromone information will also be modified to accumulate ex-
perience of this ant. With such mechanisms, this multi-agent (ant) algorithm is ca-
pable of solving optimization problems efficiently [3]. However, ACS may still 
suffer from inefficiency in various applications. HNN is a parallel network and 
can be used to solve optimization problems as shown in [6]-[9]. Nevertheless, 
HNN often fails to converge to valid solutions and may give solutions far from the 
known optimum [9] due to its greedy nature. Many researchers attempted to im-
prove the performance of HNN based on linear stability analyses [6]. In this paper, 
we consider HNN as an initialization mechanism for ACS to improve ACS search 
efficiency. In the proposed approach, HNN can act as an initialization mechanism 
for ACS and such an algorithm is referred to as HNNACS. HNN is used to obtain 
a plausibly good solution, which is used for offline pheromone updating rules to 
deposit additional pheromone on the solution path. The experimental results in-
deed show significantly superior performance of those proposed approach over 
original ACS algorithms and other algorithms.  

This paper is organized as follows. After this introduction section, Section 2 
briefly describes how TSP is coded into HNN. In Section 3, the basics of ACS are 
introduced. In Section 4, the proposed approach to solve TSP is described. Section 
5 shows the experimental results. Finally, Section 6 concludes the paper. 

2   Formulation of Hopfield Neural Networks for Traveling 
Salesman Problem 

An HNN is a dynamic system and can be written as [9]. 

),(

,
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+=∑
≠  (1) 

where f(ui) is the activation function of neuron ui, si is the output of ui and will be 
feedback to all neurons except its own, wij is the weight of connection between the 
i-th and j-th neurons and Ii is the external input [9]. Notice that the output of each 
neuron is fed back to the input of all the other neurons except its own input. The 
behavior of an HNN can be completely described by a Lyapunov function E which 
is called the Hopfield energy function [9]: 
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It is easy to verify that this is a Lyapunov function. It can also be found that 

.
i

i

ds

E

dt

du −=  Assuming that the weight matrix is symmetric (wij=wji) and that 

the neurons are asynchronously updated, it can be proven that the Lyapunov func-
tion converges to a local minimum without oscillating between different states [9]. 
In other words, the state of an HNN converges and the found state corresponds to 
a local minimum of the Lyapunov function. 

The basic approach of solving TSP with an HNN can be stated as follows. The 
output of all neurons represents a solution tour. The weights of the HNN are cho-
sen so that the Hopfield energy function measures the length of a tour and the 
lowest energy state corresponds to the optimal tour [9].When the HNN evolves in 
time, the energy function decreases monotonically until a stable steady state is 
reached. This steady state corresponds to a locally optimal tour. In the following 
paragraphs, we shall describe how a tour is represented by one state of a set of 
neurons and how the weights of the network are determined. 

An appropriate Hopfield energy function and the corresponding weights are de-
fined. The following energy function is used in [9]:   
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where V1, V2, V3 and V4 are positive coefficients [8] and all indices in Eq. (3) are 
defined in modulo N. For convenience, double-indices are used. For instance, sxi 
denotes the output of the neuron corresponding to city x and tour position i. The 
distance between cities x and y is dxy. The first three terms of the energy function 
correspond to the constraints of TSP and measure the degree of whether the solu-
tion is a valid path. Assume that the Hopfield net reaches a steady state with out-
puts only either ‘0’ or ‘1’. The first term is zero if and only if each row has not 
more than one ‘1’, which is the constraint that each city is allowed to be visited 
only once. The second term is zero if and only if each column has not more than 
one ‘1’, which corresponds to the constraint that each position of the tour can only 
be occupied by one city. The third term is to meet the constraint that exactly N cit-
ies are visited on the tour. The final term penalizes tours with long distances. This 
term is directly proportional to the length of the tour [9]. Hence, the state with the 
lowest energy corresponds to the optimal tour. 

Equation (3) can easily be transformed into the form of the Hopfield energy 
function as shown in Equation (2). Define  

, 1 2 3 4 , 1 , 1(1 ) (1 ) ( )xi yj xy ij ij xy xy j i j iw V V V V dδ δ δ δ δ δ+ −= − − − − − − +  (4) 

where ijδ  is 1 (i=j) or 0 (otherwise). Then, the energy function in Equation (3) can 

be rewritten as 
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It can be shown that this is a Lyapunov equation [9]. This energy function is simi-
lar to that described in Equation (2) and then can easily be implemented as the 
Hopfield energy function for an HNN. 

3   Ant Colony System 

In the algorithms, three updating rules are required. They are the state transition 
rule, the local updating rule, and the global updating rule. The state transition rule 
is also referred to as the Ants generation and activity, the local updating rule is 
online updating rule, and the global updating rule is the offline updating rule. Con-
sidering an ant at time t positioned at node r, the state transition rule is to define 
the next node as s, which is governed by 

0
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where τru (t) is the pheromone trail at time t,  ru is the problem-specific heuristic 
information, β is a parameter representing the importance of heuristic information, 
q is a random number uniformly distributed in [0,1], q0 is a pre-specified parame-
ter  with 0£ q0£1, allowedk(t) is the set of feasible nodes currently not visited by 
ant k at time t, and S is an index of a node selected from allowedk(t) according to 
the probability distribution governed by 
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In this implementation, the heuristic information  ru is set as the inverse of the dis-
tance between two cities.  

While constructing feasible solutions, ants perform online step-by-step 
pheromone updates according to the following rule:  

0( 1) (1 ) ( )ij ijt tτ ψ τ ψτ+ ← − +  (8) 

where ψ is a constant with 0<ψ≤1, 1
0 ( )nnmFτ −=  is the initial value of phero-

mone trails, m is the number of ants, and nnF  is the value of the tour length pro-

duced by nearest neighbor heuristic [5]. Equation (8) is the modification process 
of the pheromone trails. The pheromone value can either increase as ants deposit 
pheromone on the paths they traversed, or decrease because of pheromone evapo-
ration for non-visited paths. In ACS, the offline updating rule is often used to 
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collect useful global information by depositing additional pheromone. In this rule, 
only the paths in the currently best solution (i.e., the found shortest tour during the 
search up to now) are allowed to deposit pheromone. Some algorithms may  
activate a local search process to improve the current solutions before performing 
offline pheromone trail update. When the currently best solution is obtained, the 
offline pheromone trail update is performed for those paths in the solution as 

τij (t+1) =(1- ρ) τij (t) + ρ Δτij (t) (9) 

Where 0<ρ ≤ 1 is a parameter governing the pheromone decay process, Δτij 

(t)=1/Cbest, and Cbest is the length of the currently best solution from the beginning of 
the search process. It is noted that there are also various modifications for ACS  
proposed in the literature. Nevertheless, this study intends to report the idea of in-
corporating HNN into ACS. Thus, in our implementation, we did not include those 
approaches so as to have a clear view on the effects of incorporating HNN into ACS.  

4   The Proposed Algorithm  

In the proposed approach, HNN is used to find a plausibly good solution (locally op-
timum), which is then used in Ant colony Systems (ACS) as the currently best tour 
for the offline pheromone trail update. The idea is to deposit additional pheromone 
to ACS to enhance the search efficiency and such an algorithm is referred to as 
HNNACS. The idea of HNNACS is to use HNN in finding plausibly good solutions 
and the found solutions are deposited with pheromone by the offline pheromone trail 
update rule. The proposed algorithm HNNACS is given in the following. 
 
Procedure: The proposed approach HNNACS 
Begin 
Initialize xis  at random and set parameters V1, V2, V3, V4 of HNN; 

0t ← ; 
While (not converge to generate feasible solution) do  

Conduct HNN to obtain a feasible solution H and calculate the length of the 
found solution as Chnn; 

     If a feasible solution H is found  
           Apply offline pheromone updating rule by using the found best solution; 
       1t t← + ; 

End; 
    While (ACS is not stopped) do 

While (not all ants have generated solutions) do 
 Apply ant’s generation and activity to generate solutions of each ant; 

               Apply the online pheromone updating rule for each ant; 
          End; 
          Apply the offline pheromone updating rule;  
    End; 
    Find out the best path and minimum length of tour;   
End; 
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In the first phase of HNNACS, a binary vector xis  is randomly generated as the 

initial vector for an HNN and is evaluated via the energy function in Equation (5). 
Then, the HNN is in function to obtain a feasible solution. The obtained solution is 
deposited with pheromone by the offline pheromone trail update rule. Even though 
the selection of initial vectors may have influence on the search performance, all 
vectors used can have nice convergent behaviors in our experiment. We shall re-
port the results in the next section. After the solution H for HNN is obtained and 
the length of H is calculated as Chnn, the offline pheromone trail update is per-
formed to provide clues for exploiting possibly good solutions in ACS. The solu-
tion H is used as the currently optimal solution for ACS and thus, is used to update 
the pheromone trail by Equation (9) with Δτij (t) = 1/Chnn. In the second phase, 
three main processes of ACS are performed in the sequence of ant’s generation 
and activity, online updating rule, and offline updating rule. In other words, tradi-
tional ACS as stated in Section 3 is employed.  

5   Experimental Results 

In our implementation, the parameters of ACS used are ρ=0.1, ψ =0.1, q0=0.7, 
β=2, the number of ants are 20 and the maximum number of ACS itera-
tions=50000. The parameters in HNN are set as V1=2500, V2=500, V3=200, V4=0.1, 
and the HNN lasts iterations is 1000 with 10 sets initial vectors. The initial vector 

used is 11s  to run HNN in HNNACS for all tested problems. Each HNN is pro-

vided with a random initial vector xis  denoting the output of the neuron corre-

sponding to the city x and tour position i. The TSP examples conducted here are 
obtained from the TSPSLIB website [4]. Several search algorithms are considered 
for comparison. The used search algorithms are Simulated Annealing (SA), Ge-
netic Algorithm (GA), and traditional ACS. For fair comparison, the local search 
mechanism is also adopted in GA [13] and in ACS. Local search can explore the 
neighborhood in an attempt to enhance the fitness value of the solution in a local 
manner. Also, GA with 2-opt local search (GA-2-opt) [11][14] and ACS with 2-opt 
local search (ACS-2-opt) are also included in the comparison. Note that the results 
are all averaged over 10 trials to smooth out the randomness bearing in the algo-
rithms conducted.  

Since those algorithms are search algorithms, it is not easy to stop their 
search in a fair basis from the algorithm. In our study, those algorithms are simply 
stopped after a fixed time period of running. Experiments in C language were 
conducted on PCs with P4 processors, and were stopped after two hours of run-
ning. The results are listed in Table 1. From Table 1, it is easy to see that the pro-
posed algorithms HNNACS have the best solution in those three tested instances. 
While performing offline pheromone trail update, the proposed algorithm becomes 
greedy to pass this useful global information by depositing additional pheromone. 
Consequently, the search efficiency of HNNACS can significantly better than 
other existing algorithms.  
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Table 1 Results of various search algorithms when experiments are stopped after two hours 
of running 

Algorithms kroA100 

The best solution 
( 21282) 

Ch130 

The best solution 
(6110) 

kroA200 

The best solution 
(29368) 

SA 23038 6712 32412 

GA  21941 6448 29744 

GA with general local 
search  

21764 6441 29644 

GA-2-opt 21742 6436 29632 

GA with HNN as local 
search 

21733 6122 29385 

ACS 21688 6131 29571 

ACS with general local 
search 

21426 6122 29561 

ACS-2-opt 21404 6120 29546 

ACS with SA as local 
search 

The proposed algorithm 
HNNACS  

21298 

 

21282 

6118 

 

6110 

29382 

 

29368 

6   Conclusions  

In this paper, incorporating Hopfield neural networks into ACS for TSP is  
proposed. It is to use HNN to find a local optimal solution and to use it for phero-
mones trail updating once in ACS. The idea is simple, but the resultant perform-
ance is admirable. From our experiments, it is clearly evident that proposed  
algorithm can have superior performance over existing algorithms. 
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Analysis and Diagnosis of Cardiovascular 
Diseases through the Paraconsistent 
Annotated Logic 

João Inácio da Silva Filho, Gilberto A.T.A. Holms, Gabriel V. Hurtado, 
and Dorotéa V. Garcia1

 

Abstract. All over the world cardiovascular diseases are responsible for a great 
number of clinical problems that result in death. Arterial Hypertension is consid-
ered one of the main agents of such diseases and, for that reason, the correct detec-
tion of Hypertension symptoms is very important for the medical area. In this 
work we use the Paraconsistent Logic (PL) as a method of treatment of uncertain-
ties to help health professionals that act in this medical area. With base in the con-
cepts of the Paraconsistent Logic we created a Expert System for the help in the 
analysis and diagnosis in cardiovascular diseases. This computational system is 
called “ParaHyper Analyzer” and it uses Algorithms of the Paraconsistent Logic, a 
non-classical kind of logic, for the treatment of contradictory information. The al-
gorithms are obtained through the interpretation of the representative Lattice of 
Paraconsistent Annotated Logic with annotation of two values (PAL2v), where the 
certainty degree (DC) and the contradiction degree (Dct) are calculated, according 
to the logical methodology. The PAL2v algorithms are called Paraconsistent 
Analysis Nodes (PAN). The PAN allows the analysis of propositions which are re-
lated to changes in the blood pressure, so that the patient can be classified in a cer-
tain risk group. The ParaHyper Analyzer studies this information and presents a 
result which shows the possibility of developing a serious cardiovascular disease. 

Keywords: cardiovascular diseases, expert systems, paraconsistent logic, hyper-
tension diagnosis.  

1   Introduction   

According to the World Health Organization (WHO), Cardiovascular Diseases 
(CVD) cause a great number of morbidity, mortality and disability in the 
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industrialized countries. They are also bound to become, in the next decade, the 
major cause of mortality in developing countries. In Brazil, 27.4% of deaths oc-
curred in 2003 were caused by Cardiovascular Diseases and this index can reach 
37% when in these deaths we are not considering those in which the cause was 
violence [9]. The increase of CVD in developed regions is a result of the intensity 
and duration of the exposure to the risk situations. Urbanization changes have con-
tributed to populace cardiovascular risk profile. A team of professionals of a vari-
ety of medical areas has considered the concept of “cardiovascular risks” as the 
main factor of heart disease incidents. Through the analysis of individual risk fac-
tors, it is possible to foresee events and introduce prevention programs, vigilance 
and health promoting actions for life improvement [8][9]. 

1.2   SCORE of Cardiovascular Risk Factors 

Besides the genetic predisposition, environmental factors can contribute to the 
cardiovascular risk factors in families that keep poor health habit [6]. Among  
hypertensive individuals, this combination, can lead to physical inactivity, over-
weight, hyperglycemia and hyperlipidemia. As several studies, the Obesity is an-
other strong risk factor for the cardiovascular diseases [9].  

The Framingham Heart Study [9]quantifies the impact of measurable and 
changeable risk factors – such as age, gender, total cholesterol, HDL-C and blood 
pressure levels, smoking and presence of diabetes mellitus – on the development 
of coronary heart disease. 

We present, in this work, an analysis model that can be used to generate an es-
timation of coronary heart disease whose information is very useful for developing 
an appropriate treatment and also motivate patients to change their behavior. 

2   Paraconsistent Logic  

In general, the systems of analysis, learning and recognition in the area of Artifi-
cial Intelligence, use the conventional logic, in which the world’s description is 
considered by two states: False or True. This binary system does not deal with 
contradictory situations. However, the contradictions or inconsistencies are com-
mon when we describe parts of the real world and the Paraconsistent Logic has 
been created to find ways of dealing with those situations.  

The studies of Paraconsistent Logic have presented results which permitted the 
consideration of inconsistencies [1][2][4]. Therefore, it is more appropriate to 
solve problems caused by contradictory situations when we work with the real 
world. 

Based on theoretical concepts of the Paraconsistent Logic, with this work we 
present a Paraconsistent Expert System named ParaHyper. This Paraconsistent 
Expert System analyzes the possible contradictions among received information, 
being capable of informing the user about the risk of cardiovascular diseases.   
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2.1   The Paraconsistent Annotated Logic with Annotation of Two 
Values – PAL2v 

The Paraconsistent Annotated Logic (PAL) [2][4] is a class of evidential logic that 
treats the signals represented by annotations. Each annotation, belongs to a finite 
lattice and attributes a value for the corresponding proposition p. A Paraconsistent 
Annotated Logic can be represented as a finite lattice of "four states" (figure 1a), 
where the propositional sentence will be followed by an Evidence degree. There-
fore, an Annotated sentence associated to the Lattice of the Paraconsistent Anno-
tated Logic can be read in the following way: 

  P(T)  ==> the annotation or Evidence Degree T assigns a connotation of 
‘inconsistency’ to the proposition p.   
      P(t) ==> the annotation or Evidence Degree t assigns a connotation of 
‘truth’ to the proposition p.   
      P(F)  ==> the annotation or Evidence Degree F assigns a connotation of 
‘falsehood’ to the proposition p.   
       P(⊥) ==> the annotation or Evidence Degree ⊥ assigns a connotation of 
'indefinity’ to the proposition p.   

The Paraconsistent Annotated Logic with annotation of two values (PAL2v) is 
an extension of PAL and it can be represented through a Lattice of four vertexes 
where we can determine some terminologies and conventions, as following:   
 Be  τ = < |τ|, ≤ > a fixed finite lattice [2][3], where:   

1. ⏐τ⏐ = [0, 1] × [0, 1] 
2. ≤ = {((μ1, ρ1), (μ2, ρ2)) ∈ ([0, 1] × [0, 1])2⏐μ1 ≤ μ2 e ρ1 ≤ ρ2}  
           (where ≤ indicates the usual order of the real numbers).  

The orderly pair's first element represents the Evidence Degree that is favorable 
to the proposition P, and the second element represents the Evidence Degree that is 
unfavorable or contrary to the same proposition. This way, the intuitive idea of the 
association of an annotation to a proposition P(μ, λ) means that the evidence degrees 
favorable to P is μ, while the evidence degree unfavorable or contrary to P is λ . 

 

 
 
 
 
 
 
 

 
 

                              (a)                                                             (b) 

Fig. 1 Finite Lattice of the PAL2v four states with values 

F = (0, 1) 

⊥ =  (0, 0) 

t = (1, 0) 

T = (1, 1) T = Inconsistency  

t = True  F = False  

⊥ = Indetermination  
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Through the methods presented in [4], a system using the Paraconsistent Anno-
tated Logic receives signals of information in the form of degrees of evidence with 
values that vary from 0 to 1. These values can be placed in two representing axes 
of finite lattice (figure 2a) were are calculate the Certainty Degree DC and  the 
Contradicton Degree Dct through the equations:  

Dct = μ1 + λ  - 1 (1) 

                             and:    

Dc = μ1 - λ (2) 

The Contradiction Degree value Dct is an indicative of the inconsistency meas-
ure and the certainty degree value DC is considered as the result of the analysis.  

3   Paraconsistent Analysis Nodes – PAN 

The element capable of treating a signal made up of one degree of favorable evi-
dence and another of unfavorable evidence (μ1a, μ2a), and provide in its output a 
Resulting Evidence Degree, is called basic Paraconsistent Analysis Node (PANb). 
Figure 2(b) shows the representation of a PANb with two inputs of evidence  
degree: 
     μ1 = favorable Evidence Degree of information source 1 
    λ  = unfavorable Evidence Degree 
Where:  

  λ = 1 – μ2 
  μ2 is a favorable Evidence Degree of information source 2 

 
 
 
 

 

 

 

 

 

 

                                    (a)                                                                         (b) 

Fig. 2 Finite Lattice of PAL2v and Symbol of the Paraconsistent Analyzer Node PAN 

A lattice description uses the values obtained by the equation results in the 
Paraconsistent Analyzer Node Algorithm [4] that can be written in a reduced 
form, as follows: 

 
 

PAN μ 

λ 

DCR 

φ(±) 

T → Dct= +1 

t  → DC= +1  F → DC= -1 

⊥ → Dct= -1 

Dct= μ + λ -1 

DC= μ - λ 
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1. Enter with the input values 
                 μ */ favorable evidence Degree    0 ≤ μ  ≤ 1 
                 λ */ unfavorable evidence Degree 0 ≤ λ ≤ 1 
2. Calculate the Contradiction Degree 
                 Dct= (µ+ λ)-1 
3. Calculate the Interval of Certainty 
                 φ = 1- |Dct | 
4. Calculate the Certainty Degree 
             DC = µ - λ 
5. Calculate the distance d into Lattice 

          2 2(1 | |)C ctd D D= − +   

6. Compute the output signal 
         If     φ ≤ 0,25  or d≥1    Then  do  S1= 0.5  and  S2= φ:  
               Indefinite logical state and     
                go to the steep 10     
               Or else go to the next step 
7. Calculate the real Certainty Degree 
              If  DC > 0        DCR = (1 - d) 
              If  DC < 0        DCR = (d - 1) 
8. Compute the signal of the Interval of Certainty 
               If   µ+ λ > 1    Signal positive φ(±) = φ(+)  
               If   µ+ λ < 1   Signal negative φ(±) = φ(-)    
               If   µ+ λ =1    Signal zero   φ(±) = φ(0)  
9. Present the outputs 
         Do S1 = DCR   and   S2= φ(±) 

10. End 
   When PANs are interconnected in a network, the next lines are included in the 
Algorithm, in order to calculate the output Evidence Degree, as follows: 

9.a Calculate the real Evidence Degree 

             
1

2
CR

ER
Dμ +

=  

10.a Present the outputs 
         Do  S1 = μER  and   S2= φ(±) 

11.a End 

The Systems with the Paraconsistent Analysis Nodes (PAN) deal with the re-
ceived signals through algorithms, showing the signals with a Certainty Degree 
Value and a Contradiction Degree Value in the output [4]. 

4   The ParaHyper Analyzer 

Many works use the Expert Systems to study the correct diagnosis of cardiovascu-
lar diseases and this is an important goal for the Artificial Intelligence and Public 
Health fields. Within this researching area, the current work proposes an Expert 
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System that uses a new methodology based on non-classical logic, introducing 
new procedures for dealing with complex conflicting information, as it is required 
in Medical diagnosis. The ParaHyper Risk Rating attempts to allow a complete 
overview of the patient's state. For that, the ParaHyper generates a cardiovascular 
estimation disease risk, being an useful tool for the development of anticipated 
treatments.    
   The ParaHyper Expert System is fed by two types of information:  

1 - Relevance to Risks; 
2 - Blood pressure measurements. 

   To create the Expert System, the risk factors were classified into three groups. 
This classification is presented above (figure 3). 

 
 
 
 
 
 
 
 

 

Fig. 3 Risk classification used in the System 

The modeling of these values, the Proposition and the Universe of Discourse 
come from a knowledge basis. In this case, official data from the World Health 
Organization is used, which classifies obesity against BMI (Body Mass Index) as 
shown in Table 1 in figure 4. The Degrees of Evidence are obtained through mod-
eling of risk-related sources that may cause cardiovascular diseases in patients and 
by blood pressure measurement. For instance, the variation of the Degrees of Evi-
dence in contrast to the Body Mass Index in men is shown in figure 4. 

 
 
 

 

 

 

 

 
 

 

Fig. 4 Classification of Obesity for men and variation of the Evidence Degree against the 
Body Mass Index (BMI) 

Risk Groups  - Relevance

Proposition:“The patient belongs at the Risk Groups” 

Controllable Risk 
a) Sedentary life 
b) Smoking 
c) Obesity 

Non-Controllable Risk 
a) Race (Skin color)  
b) Age 
c) Family history 

Symptomatic Risk 
a) Cardiovascular diseases 
b) Diabetes Mellitus  
c) Symptms 

Evidence  
 Degree                         Man 
    μ 
   
  1.0 
 
 0.75                                                              

                                                                                                     For intermediate values 
  0.5                                                                  μ = BMI - 25 
                                                                                40 -  25 
 0.25 
 
  0                        
                              25                                   40      BMI(Kg/m2) 

Table 1- Classification of Obesity  

                                    Male 

Underweight               < 20 

Normal                from 20 to 24.9 

Light                    from 25 to 29.9 

Moderate             from 30 to 39.9 

Serious                           > 40 
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These values are inserted into the ParaHyper Expert System and analyzed by 
several PANs linked in a Paraconsistent network. Blood pressure measurement is 
modeled by establishing a Universe of Discourse and is divided into Diastolic and 
Systolic. 

In figure 5 a part of the Paraconsistent network evaluates the evidences so as to 
provide a diagnosis related to the risks of cardiovascular diseases. 

 

Fig. 5 Three interlinked PANs in a Paraconsistent network of analyses 

The complete ParaHyper has about 30 PANs with several different configura-
tions. 

 

Fig. 6 Complete Network composites of the interlinked PANs 
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After the classification and logical analysis in the patient's data the Evidence 
Degree is extracted giving the information about the patient's inclusion in the Risk 
Groups.   

The values of the blood pressure measurements are also analyzed and classi-
fied, we, then, obtain the Degree of Evidence about the symptoms of Hyperten-
sion. These two values are analyzed by the last algorithm that will give the Degree 
of final resulting Evidence.  

5   Conclusions  

Cardiovascular diseases are a concern to Public Health authorities all over the 
world due to the high number of people affected by them. Information about car-
diovascular risk factors are uncertain and come in a combined form. It is very dif-
ficult to define a specific score to be used as a pattern in computational tools for 
support in diagnoses and treatments. A way to solve this problem is to treat uncer-
tain information using techniques of Artificial Intelligence. For that reason, we 
created the ParaHyper, a software that enables the user to diagnose the propensity 
for the development of cardiovascular diseases through the use of clinical and 
laboratory data. The ParaHyper was built based on the Paraconsistent Logic, and 
this expert system can generate reliable scores even with contradictory informa-
tion. This software easily accepts modifications and adjustments to be put to use in 
several situations, such as for children and adolescents. Despite being a first ver-
sion, the initial tests have shown good results. After the conclusion of the soft-
ware, the next phase will be the ParaHyper validation. Through the adjustment and 
normalization of inputs, as evidence degrees, the ParaHyper will be capable to 
provide answers through the score format, being able to determine risks for car-
diovascular disease. Based on these first results, the ParaHyper is currently being 
improved so we can get its scores closer to the diagnosis made by specialists in 
this medical area. 
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Hierarchical Forecasting with Polynomial Nets

M.S. Lauretto, F. Nakano, C.A.B. Pereira, and J.M. Stern

Abstract. This article presents a two level hierarchical forecasting model developed
in a consulting project for a Brazilian magazine publishing company. The first level
uses a VARMA model and considers econometric variables. The second level takes
into account qualitative aspects of each publication issue, and is based on polyno-
mial networks generated by Genetic Programming (GP).

Keywords: Genetic programming, Functional trees, Forecasting, Logistics, Meta-
control, Polynomial networks.

1 Introduction

This article describes the authors’ consulting project for a leading Brazilian maga-
zine publishing company, nicknamed ABC, and its associated distributor company,
nicknamed DE. One of the major logistic challenges of this business is the classic
newsstand, newsvendor or newsboy problem, asking for optimal inventory levels.
The standard operations research models for this problem assume fixed prices and
random demand, see Hadley and Whitin (1963) and Denardo (1982). The inventory
levels are then optimized in order to minimize the costs of being either over or under
stocked.

The cost of overstock is captured by a well known Brazilian proverb stating that
“a day-old newspaper is only good for wrapping fish”. Unfortunately, old magazines
do not even have that use. In most cases, only the cover page of unsold magazines are
stripped and sent back some way along the distribution channel for control purposes,
while the rest is recycled at the nearest paper factory. The immediate cost of under
stock is lost sales. The long term costs of under stock include customer frustration,
possibly leading to permanent fidelity or loyalty transfer to another magazine, low
visibility, loss of mind and market share, etc.
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The distributor company, DE, deals with this problem at several hierarchical lev-
els through the distribution channels, stocking and possibly restocking one or more
times from large and small regional depots to individual newsstands. In this article
the word newsstand is used as a generic name, encompassing point of sales ranging
from street kiosks to supermarket or bookstore shelves.

The first step of the newsstand problem is to decide the print (or press) runs, that
is, to determine the number of copies printed at each batch. Usually a magazine
issue stays at the newsstand from one week to one month, and there is no time to
reprint an issue.

Most magazines are printed in sections, typically of 16 pages, which are assem-
bled within a cover and bounded. Sections containing articles and advertisement
planned and written far ahead can be printed in advance, while the cover and other
sections, containing articles referring to current events, are printed in a tight sched-
ule. This process allows for substantial savings in the production costs, resulting in
a complex operation that requires careful planning.

The optimization aspects of the problem are going to be reported elsewhere;
at this article we focus on demand forecasting. The demand is generated by sub-
scribers, newsstands and a small reserve for the back issue service. The number of
subscribers is relatively stable over time, posing little challenge for accurate fore-
casting. In contrast, the newsstands demand is very sensitive to current events, spe-
cific aspects of individual issues, and current marketing efforts.

The forecasting tool developed at this consulting project uses a two level hier-
archical approach. The first level uses a VARMA (vector auto-regressive moving
average) model, see Brockwell and Davis (1991). The VARMA model is based on
econometric variables like subscription and newsstand price, minimum, average or
typical wage or income of the target populations, seasonal effects, number of days
in the newsstand, delay between the release date of an issue and typical payday(s),
etc. This first level gives good predictions for average sales, but can be improved to
more accurately predict local fluctuations.

The second level of the hierarchical model is based on polynomial networks, an
instance of general functional networks briefly described in section 2. This level
takes into consideration the qualitative aspects specific to individual issues like the
(quality of the) cover story, cover celebrity, cover photo, editorial content, point of
sale advertising, national/regional marketing, promotional gifts, etc.

2 Functional Trees

This section presents an overview of some theoretical aspects of GP used in the
synthesis of functional trees, including a few topics related to the authors’ current
research.

Functional tree methods are used for finding the specification of a complex func-
tion. This complex function must be composed recursively from a finite set of prim-
itive functions or operators, OP = {op1,op2, . . .opp}, and from a set of atoms,
A = {a1,a2, . . .}. The k-th operator, opk, takes a specific number, r(k), of arguments,
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also known as the arity of opk. We use three representations for (the value returned
by) the operator opk computed on the arguments x1,x2, . . .xr(k) :

opk(x1, . . .xr(k)) ,
opk

/ \
x1 . . . xr(k)

,
(
opk x1 . . . xr(k)

)
.

The first is the usual form of representing a function in mathematics; the second is
the tree representation which displays the operator with branches to its arguments;
and the third is the prefix, preorder or LISP style representation, which is a compact
form of the tree representation.

As a didactical example, let us consider the Boolean network specification prob-
lem, that is, the specification of a Boolean function of q variables, f (x1, . . .xq), to
match a target table, g(x1, . . .xq), see Angeline (1996) and Banzhaf el al. (1998).
The primitive set of operators and atoms for this problem are the standard ones used
in classical logic:

OP = {∼,∧,∨,→,�,⊗} and A =
{

x1, . . .xq,0,1
}

.

Notice that while the first operator, not, is unary, the last five, and, or, imply, nand,
xor, are binary. Also, this set of Boolean operators is clearly redundant. Notice, for
example, that all other operators can be synthesized using only the nand operator.
This redundancy may, nevertheless, facilitate the search for the best configuration
in the problem’s functional space.

Figure 1 shows a target table, g(a,b,c). As it is usual when the target function is
an experimentally observed variable, the target function is not completely specified.
Unspecified values in the target table are indicated by the don’t-care symbol, ∗. The
two solutions, f1 and f2, match the table in all specified cases. Solution f1, however,
is simpler and for that may be preferred (by some parsimony principle).

Starting from a given random tree, one can start a stochastic search in the prob-
lem’s (topological) space. In Genetic Programming (GP) terminology, the indi-
vidual’s functional specification is called its genotype. the individual’s expressed
behavior, or computed solutions, is called its phenotype. Changing a genotype to a
neighboring one is called a mutation. The quality of a phenotype, its performance,
merit or adaptation, is measured by a fitness function. GP does not look at the evo-
lution of a single individual, but rather at the evolution of a population. A time
parameter, t, indexes the successive generations of the evolving population. In GP,
individuals typically have short lives, surviving only a few generations before dying.
Meanwhile, populations may evolve for a very long time.

In GP an individual may, during its ephemeral life, share information, that is,
swap copies of its (partial) genome, with other individuals. This genomic sharing
process is called sex. In GP an individual, called a parent, may also participate in
the creation of a new individual, called its child, in a process called reproduction. In
the reproduction process, an individual gives (partial) copies of its genotype to its
offspring. Reproduction involving only one parent is called asexual, otherwise it is
called sexual.
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Sexual reproduction can be performed by crossover, with parents giving (partial)
copies of their genome to their children. Figure 1b shows two parents and a child
generated by a single crossover, for the Boolean problem considered in the last
example. The tree representation indicates the crossover points by broken edges (=).
Notice that in this example the child corresponds to a solution presented earlier. For
further details see Stern (2008) and also Banzahf et al. (1998) and Goldberg (1989).

A B C G F1 F2
0 0 0 1 1 1
0 0 1 1 1 1
0 1 0 ∗ 1 0
0 1 1 ∗ 1 0
1 0 0 0 0 0
1 0 1 1 1 1
1 1 0 0 0 0
1 1 1 1 1 1

F1
|
∨

/ \
∼ |
| |
A C

F2
|
∨

/ \
∧ ∧

/ \ / \
∼ ∼ | |
| | | |
A B A C

f1 = (∼ a)∨ c , f2 = (∼ a ∧ ∼ b)∨ (a∧ c) .

f1 = (∨ (∼ a) c) , f2 = (∨ (∧ (∼ a) (∼ b)) (a∧ c)) .

Fig. 1a Two Boolean functional trees for the target g(a,b,c)

F1
|
∨

/ \
∧ =

/ \ |
∼ ∼ A
| |
A B

F2
|
∨

/ =
| ∧
B / \

| |
| |
A C

⇒

F3
|
∨

/ \
∧ ∧

/ \ / \
∼ ∼ | |
| | | |
A B A C

Fig. 1b Crossover between Boolean functional trees

Let us now consider the polynomial network specification problem in the consult-
ing case at hand. These functional trees use as primitive operators linear, quadratic
or cubic polynomials in one, two or three variables. Two auxiliary operators are
defined as follows: A normalizer converts its input into an ouput of mean 0 and
variance 1, and a denormalizer performs the inverse transformation.

Figure 2 displays a typical network for sales forecast used in the consulting
project described in sections 1 and 3. Variable x5 is the magazine’s sales forecast ob-
tained by a VARMA time series model. Variables x1 to x4 are qualitative variables,
in a scale corresponding to approximate decile ranks of Bad (0-1), Weak (1-3), Av-
erage (3-7), Good (7-9) and Excellent (9-10). This scale is used by experts to assess
the appeal or attractiveness of each individual issue of the magazine, according to:
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(1) cover impact; (2) editorial content; (3) promotional items; and (4) point of sale
marketing. Normalizers at the input edges and a denormalizer at the output edge of
the polynomial network are not shown in the figure.

Of course, the optimization of a polynomial network is far more complex than
the optimization of a Boolean network: Even having specified the network topology
(identification problem), also the parameters w0,w1, . . . of the polynomial function
have to be optimized (estimation problem). Parameter optimization can be based on
recursive sub-tree regression; gradient, Partan or conjugate-gradient learning rules,
etc. Topology optimization is based on GP algorithms.

Some aspects of GP relevant to the forecasting problem at hand and related to the
authors’ current research are briefly discussed in the following subsections.
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Fig. 2 Polynomial network. Rings on a node: 1- Linear; 2- (incomplete) Quadratic; 3- (in-
complete) Cubic

2.1 Meta-control, Building Blocks and Modularity

P. Angeline (1996) noted that GP generated networks typically contain large seg-
ments of extraneous code, that is, code segments that, if removed, do not (signifi-
cantly) alter the solution computed by the network. Trivial examples of extraneous
code segments are (+ s 0) and (∗ s 1), where s is a sub-expression. By their very def-
inition, extraneous code segments cannot (significantly) contribute to an individual’s
fitness, and hence to its survival or mating probabilities. However, Angeline noticed
that the presence of extraneous code could significantly contribute to the expected
fitness of the individual’s descendents! Apparently, the role of these (sometimes
very large) patches of inert code is to isolate important blocks of working code,
and to protect these modules or building blocks from being broken at recombination
(destructive crossover).

In biological organisms, the genetic code of eukaryotes exhibits similar regions
of code (DNA) that are or are not expressed in protein synthesis; these regions are
called exons and introns, respectively. Introns do not directly code amino-acid se-
quences in proteins; nevertheless, they seem to have an important role in the meta-
control of the genetic material expression and reproduction.



310 M.S. Lauretto et al.

Iba and Sato (1992, p.548), in a pioneering work, proposed a meta-level strategy
for GP based on a self-referential representation, where

“[a] self-referential representation maintains a meta-description, or meta-prescription,
for crossover. This meta-genetic descriptions are allowed to co-evolve with the gene
pool. Hence, genetic and meta-genetic code variations are jointly selected. How well
the genetic code is adapted to the environment is translated by the merit or objective
function which, in turn, is used for the immediate, short-term or individual selection
process. How well the genetic and meta-genetic code are adapted to each other im-
pacts on the system’s evolvability, a characteristic of paramount importance in long-
run survival of the species.”

Subsequent work of several authors (including these) tried to incorporate meta-
control parameters to GP. Functional trees may, for example, incorporate edge an-
notations, interpreted as probability weights, linkage compatibility or affinity, etc.
Such annotations are meta-parameters used to control the recombination of the sub-
tree directly bellow a given edge. For example, weights may be used to specify the
probability that recombination takes place at that edge, while linkage compatibility
or affinity annotations may be used to identify homologous or compatible genes,
specifying the possibility or probability of swapping two sub-trees. Other annota-
tions, like context labels, semantic tags, variable type, etc., may provide additional
information about the possibility or probability of recombination or crossover, the
need of type-cast operations, etc.

Banzahf (1998, p.164), gives a simple example of functional tree annotation:

“Recently, we introduced the explicitly defined introns (EDI) into GP. An integer value
is stored between every two nodes in the GP individual. This integer value is referred
as the EDI value (EDIV). The crossover operator is changed so that the probability
that crossover occurs between any two nodes in the GP program is proportional to the
integer value between the nodes. That is, the EDIV integer value strongly influences
the crossover sites chosen by the modified GP algorithm, Nordin et al. (1996).

The idea behind EDIVs was to allow the EDIV vector to evolve during the GP run
to identify the building blocks in the individual as an emergent phenomenon. Nature
may have managed to identify genes and to protect them against crossover in a similar
manner. Perhaps if we gave the GP algorithm the tools to do the same thing, GP, too,
would learn how to identify and protect the building blocks. If so, we would predict
that the EDIV values within a good building block should become low and, outside the
good block, high.”

Let us finish this section presenting two interpretations for the role of modular-
ity in genetic evolutionary processes. This interpretations are common in biology,
computer science and engineering, an indication that they provide powerful insights.
These two metaphors are commonly referred to as:

- New technology dissemination or component design substitution, and
- Damage control or repair mechanism.
The first interpretation is perhaps the more evident. In a modular system, a new

design for an old component can be easily incorporated and, if successful, be rapidly
disseminated. A classical example is the replacement of mechanical carburetors by
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electronic injection as the standard technology for this component of gasoline au-
tomotive engines. The large assortment of upgrade kits available in any automotive
or computer store gives a strong evidence of how much these industries rely on
modular design.

The second interpretation explains the possibility for the “continued evolution
of germlines otherwise destined to extinction”, see Michod and Levin (1988). A
classic illustration related to the damage control and repair mechanisms offered by
modular organization is given by the Hora and Tempus parable of Simon (1996),
see also Growney (1998). The lessons learned from this parable may be captured by
the following dicta of Herbert Simon:

“The time required for the evolution of a complex form from simple elements depends
critically on the number and distribution of potential intermediate stable subassem-
blies.” Simon (1996, p.190).
“Hierarchy, I shall argue, is one of the central structural schemes that the architect of
complexity uses.” Simon (1996, p.184).

2.2 Schemata and Parallelism

The intrinsic parallelism argument, first presented in Holland (1975), provides al-
ternative insights into the concepts of building blocks and modularity. For a math-
ematical analysis of this argument, see Reeves (1993, Ch.4) or Stern (2008, H.2).
According to Reeves,

“The underlying concept Holland used to develop a theoretical analysis of his GA
[GP] was that of schema. The word comes from the past tense of the Greek verb εχω ,
echo, to have, whence it came to mean shape or form; its plural is schemata.” (p.154)

Schemata are partially specified patterns in a program, like partially specified
segments of prefix expressions, or partial code for functional sub-trees. The length
and order of a schema are the distance between the first and last defined position on
the schema, and the number of defined positions, respectively. The intrinsic paral-
lelism theorem states that the number of schemata (of order l and length 2l, in binary
coded programs, in individuals of size n) present in a population of size m, is pro-
portional to m3. The crossover operator enriches the neighborhood of an individual
with the schemata present in other individuals of the population. If, as suggested by
the implicit parallelism theorem, the number of such schemata is large, GP is likely
to be an effective strategy. Schaffer (1987, p.89), celebrates this theorem stating that:

“this [intrinsic parallelism] constitutes the only known example of combinatorial ex-
plosion working to advantage instead of disadvantage.”

Indeed, Schaffer has ample reasons to praise Holland’s result. Nevertheless, we
must analyze this important theorem carefully, in order to understand its conse-
quences correctly. In particular, we should pay close attention to the unit, u, used to
measure the population size, m. It so happens that this unit, u = 2l , is itself expo-
nential in the schemata order. Therefore, the combinatorial explosion works to our
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advantage as long as we use short schemata, relative to the log-size of the popula-
tion. This situation is described by Reeves as:

“Thus the ideal situation for a GA [GP] are those where short, low-order schemata
combine with each other to form better and better solutions. The assumption that this
will work is called by Goldberg (1989) the building-block hypothesis. Empirical evi-
dence is strong that this is a reasonable assumption in many problems.” (p.158)

One key question we must face in order to design a successful GP application is,
therefore: How then can we organize our working space so that our programming
effort can rely on short schemata?

The solution to this question is well known to computer scientists and software
engineers: Organize the programs hierarchically (recursively) as self-contained (en-
capsulated) building-blocks (modules, functions, objects, sub-routines). As shown
in the previous subsection, meta-contol is a key mechanism for modular organiza-
tion in GP, promoting the spontaneous emergence of complex hierarchical systems.

For further details about the implementation of these concepts in the optimization
of polynomial networks, see Nikolaev and Iba (2001, 2003, 2006). For further im-
plications of these ideas in artificial intelligence and statistical modeling, see Stern
(2008, ch.5) and the authors’ forthcoming articles.

3 Example of Forecasting

In this section we return to our consulting project, and present a case study based on
time series for a magazine published by ABC. Due to confidentiality and disclosure
agreements, the time series given in this example has been de-trend and is presented
in a relative percentage scale. Forecasts are always made three month ahead with
the current past data. From the total of 39 months comprising the time series, the
first 27 were used as training data, and the remaining 12 months as test data.

The first level of the hierarchical model consists of a VARMA model, imple-
mented in order to capture trends, seasonal effects and market elasticities, built us-
ing automated variable selection procedures, see Brockwell and Davis (1991). The
available explanatory variables include the dates of distribution and recall of each
issue, its price for subscription and at the newsstand, minimum, average or typical
wage or income of the target populations, typical payday schedules, etc.

Figure 3 presents the actual sales time series and the sales forecasts provided by
the VARMA econometric model (top), as well as the models improved by qualita-
tive data, using linear regression (center) and the polynomial network in Figure 2
(bottom). Table 1 shows the average error rates for VARMA, linear regression and
polynomial network models. Notice that error rates provided by polynomial net-
works are smaller than in VARMA and linear regression models. The optimal poly-
nomial network selection is guided by a regularization parameter, ρ , controlling the
network complexity vs. training error. Its default value is ρ = 1.0. As expected, if ρ
is too large, the network becomes too simple, resulting in an under-fitted model. On
the other hand, if ρ is too small, the network becomes too complex, resulting in an
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Fig. 3 Monthly sales and corresponding forecasts with VARMA models (top), linear regres-
sion (center) and polynomial network (bottom)

Table 1 Error averages using VARMA, Linear reg. and Polynomial networks

Model Training dataset Test dataset
VARMA alone 6.3% 8.6%
+ Linear regression 4.1% 7.4%
+ Polynomial network, ρ = 0.5 1.1% 5.1%
+ Polynomial network, ρ = 1.0 2.5% 4.2%
+ Polynomial network, ρ = 2.0 3.4% 4.6%

over-fitted model (over adjusted to the peculiarities of the training data). In either
case, the network has low predictive (generalization) power.

4 Enterprise Integration

As in so many Operations Research projects, solving the mathematical and algo-
rithmic aspects of the optimization and statistical models, and its computational
implementation in a user friendly decision support tool, is just part of the entire
consulting project. Training the corporate decision makers to use the tools and care-
fully explaining the concepts involved is also an essential part of the project. All
those are prerequisites to the vital goal of integrating the new OR tools into the
everyday life of the enterprise. Otherwise, the full benefits of the project are never
achieved or, even worst, the new fancy tools are soon condemned to oblivion.
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ABC is organized in business units according to major target populations, for
example: children, including comic books; male teens; female teens; women, in-
cluding arts, house and garden, gossip, etc.; men, including cars, computers, sports,
swim suite, etc; business and economy; and general news.

ABC’s business units were often evaluated by their total sales, market share, and
other performance indices that do not take into account production and distribution
costs. Meanwhile, DE and the printing plants were often evaluated by their oper-
ating costs, regardless of the global company performance. Needless to say, such
evaluation metrics generated conflict and misunderstanding inside the company.

The primary objective of the statistical and optimization tools developed in this
consulting project was to improve the quantitative fine tuning of the operation, and
the project successfully accomplished this goal. However, the project could also
make significant contributions to a secondary objective, namely, to improve the co-
operation, integration, rational dialogue and mutual understanding concerning the
different roles played by the several agents in such a complex operation. We hope
that, in the future, it will also contribute for the development of more encompas-
sive performance metrics, capable of harmonizing and integrating locally conflicting
goals into global multi-objective functions.
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Autonomous Mobile Robot Emmy III 

Claudio Rodrigo Torres2, Jair Minoro Abe, Germano Lambert-Torres, 
João Inácio Da Silva Filho, and Helga Gonzaga Martins 

Abstract. This work presents some improvements regarding to the autonomous 
mobile robot Emmy based on Paraconsistent Annotated Evidential Logic Eτ. A 
discussion on navigation system is presented. 

Keywords: Automation, paraconsistent logic, robotics, navigation system, logic 
controller.  

1   Introduction 

It is well known the use of non-classical logics in automation and robotics. In real 
applications, classical logic is inadequate for several reasons. The main point is 
that all concepts of real world encompass some imprecision degree. In order to 
overcome these limitations, several alternative systems were proposed. Maybe the 
most successful non-classical system is the so-called Fuzzy set theory [16]. In this 
work we employ another promising non-classical logic, namely the paraconsistent 
annotated systems. They’ve inspired applications in a variety of themes. Particu-
larly in robotics, it was built some interesting autonomous mobile robots that can 
manipulate imprecise, inconsistent and paracomplete data. One of the robot series 
dubbed Emmy1, based on a particular annotated system, namely, the paraconsis-
tent annotated evidential logic Eτ [1], began with the 1st prototype studied in [2], 
[3]. Subsequently, some improvements were made in its 2nd prototype Emmy II 
[4] and in this paper we sketch the 3rd prototype discussing a navigation system. 
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2   Paraconsistent, Paracomplete, and Non-alethic Logics 

In what follows, we sketch the non-classical logics discussed in the paper, estab-
lishing some conventions and definitions.  

Let T be a theory whose underlying logic is L. T is called inconsistent when it con-
tains theorems of the form A and ¬A (the negation of A). If T is not inconsistent, it is 
called consistent. T is said to be trivial if all formulas of the language of T are also 
theorems of T. Otherwise, T is called non-trivial. When L is classical logic (or one of 
several others, such as intuitionistic logic), T is inconsistent if T is trivial. So, in trivial 
theories the extensions of the concepts of formula and theorem coincide. Paraconsis-
tent logic is a logic that can be used as the basis for inconsistent but non-trivial theo-
ries. A theory is called paraconsistent if its underlying logic is a paraconsistent logic. 
Issues such as those described above have been appreciated by many logicians. In 
1910, the Russian logician Nikolaj A. Vasil’év (1880-1940) and the Polish logician 
Jan Łukasiewicz (1878-1956) independently glimpsed the possibility of developing 
such logics. Nevertheless, Stanislaw Jaśkowski (1996-1965) was in 1948 effectively 
the first logician to develop a paraconsistent system, at the propositional level [9]. His 
system is known as ‘discussive propositional calculus’. Independently, some years 
later, the Brazilian logician Newton C.A. da Costa (1929-) constructed for the first 
time hierarchies of paraconsistent propositional calculi Ci, 1 ≤ i ≤ ω of paraconsistent 
first-order predicate calculi (with and without equality), of paraconsistent description 
calculi, and paraconsistent higher-order logics (systems NFi, 1 ≤ i ≤ ω). Also, inde-
pendently of Da Costa [10], David Nelson (1918-2003) [11] has considered a para-
consistent logic as a version of his known as constructive logics with strong negation. 

Nowadays, paraconsistent logic has established a distinctive position in a vari-
ety of fields of knowledge.  

Another important class of non-classical logics are the paracomplete logics. A 
logical system is called paracomplete if it can function as the underlying logic of 
theories in which there are formulas such that these formulas and their negations 
are simultaneously false. Intuitionistic logic and several systems of many-valued 
logics are paracomplete in this sense (and the dual of intuitionistic logic, Brou-
werian logic, is therefore paraconsistent).  

As a consequence, paraconsistent theories do not satisfy the principle of non-
contradiction, which can be stated as follows: of two contradictory propositions, 
i.e., one of which is the negation of the other, one must be false. And, paracom-
plete theories do not satisfy the principle of the excluded middle, formulated in the 
following form: of two contradictory propositions, one must be true.  

Finally, logics which are simultaneously paraconsistent and paracomplete are 
called non-alethic logics.  

3   Paraconsistent Annotated Evidential Logic Eτ 

Annotated logics are a family of non-classical logics initially used in logic pro-
gramming by [12]. An extensive study of annotated logics was made in [1]. Some 
applications are summarized in [13]. In view of the applicability of annotated 
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logics to differing formalisms in computer science, it has become essential to 
study these logics more carefully, mainly from the foundational point of view.  

In general, annotated logics are a kind of paraconsistent, paracomplete, and 
non-alethic logic. The latter systems are among the most original and imaginative 
systems of non-classical logic developed in the past century.  

The atomic formulas of the logic Eτ are of the type p(μ, λ), where (μ, λ) ∈ [0, 1]2 
and [0, 1] is the real unitary interval (p denotes a propositional variable). p(μ, λ) can 
be intuitively read: “It is assumed that p’s favorable evidence is μ and contrary evi-
dence is λ.” Thus, p(1.0, 0.0) can be read as a true proposition, p(0.0, 1.0) as false, p(1.0, 1.0) 
as inconsistent, p(0.0, 0.0) as paracomplete, and p(0.5, 0.5) as an indefinite proposition. 

Also we introduce: Uncertainty Degree: Gun(μ, λ) = μ + λ - 1; Certainty De-
gree: Gce(μ, λ) = μ - λ (0 ≤ μ, λ ≤ 1); an order relation is defined on [0, 1]2: (μ1, 
λ1) ≤ (μ2, λ2) ⇔ μ1 ≤ μ2 and λ1 ≤ λ2, constituting a lattice that will be symbol-
ized by τ. With the uncertainty and certainty degrees we can get the following 12 
output states: extreme state and non-extreme states, showed in the Table 1. 

Table 1 Extreme and Non-extreme states 

Extreme States Symbol Non-extreme states Symbol 
True V Quasi-true tending to Inconsistent QV→T 
False F Quasi-true tending to Paracomplete QV→⊥ 

Inconsistent T Quasi-false tending to Inconsistent QF→T 
Paracomplete ⊥ Quasi-false tending to Paracomplete QF→⊥ 

  Quasi-inconsistent tending to True QT→V 
  Quasi-inconsistent tending to False QT→F 
  Quasi-paracomplete tending to True Q⊥→V 

Quasi-paracomplete tending to False Q⊥→F 

All states are represented in the next figure. 

 

  

Fig. 1 Lattice τ Fig. 2 Lattice τ - Hasse diagram 
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Some additional control values are:  
Vcic = maximum value of uncertainty control = C3 

Vcve = maximum value of certainty control = C1 

Vcpa = minimum value of uncertainty control = C4  
Vcfa = minimum value of certainty control = C2 

Fig. 3 Certainty and Uncertainty 
degrees 

 

 

4   Paracontrol - Logical Controller 

The Paracontrol [20] is an electronic materialization of the Para-analyzer algo-
rithm [2], [15], which is basically an electronic circuitry, which treats logical 
signals in a context of logic Eτ. Such circuitry compares logical values and deter-
mines domains of a state lattice corresponding to output value. Favorable evidence 
and contrary evidence degrees are represented by voltage. Certainty and Uncer-
tainty degrees are determined by analyze of operational amplifiers. The Paracon-
trol comprises both analogical and digital systems and it can be externally adjusted 
by applying positive and negative voltages. The Paracontrol was tested in real-life 
experiments with an autonomous mobile robot Emmy, whose favorable/contrary 
evidences coincide with the values of ultrasonic sensors and distances are repre-
sented by continuous values of voltage.  

5   The Autonomous Mobile Robot Emmy 

The controller Paracontrol was applied in this series of autonomous mobile robots. 
In some previous works [2], [19] is presented the autonomous mobile robot 
Emmy. The figure 4 shows the autonomous mobile robot Emmy. The Emmy robot 
consists of a circular mobile platform of aluminum 30 cm in diameter and 60 cm 
height. While moving in a non-structured environment the robot Emmy gets in-
formation about presence/absence of obstacles using the sonar system called 
Parasonic [3].  
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Fig. 4 The autonomous mobile robot Emmy 

 

6   Robot Emmy II  

Searching the Paracontrol, the robot Emmy controller, we perceived that the robot 
movements could be bettered by programming conveniently the no extreme logic 
state outs. This new Paracontrol version also is used to control an autonomous 
mobile robot named as Emmy II [4].  

The platform used to assemble the Emmy II robot measures approximately 
23cm of high and 25cm of diameter (circular format). The main components of 
Emmy II are a microcontroller from 8051 family, two ultrasonic sensors, and two 
DC motors. The figure 5 shows an Emmy II robot simplified block diagram. 

The ultrasonic sensors are responsible for verifying whether there is any obsta-
cle in front of the robot. The signals generated by the sensors are sent to the mi-
crocontroller. These signals are used to determine the favorable evidence degree 
value (μ) and the contrary evidence degree value (λ) on the proposition “The front 
of the robot is free”.  

Fig. 5 Emmy II robot simplified block diagram  
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The Paracontrol, recorded in the internal memory of the microcontroller, uses 
the evidence degrees to determine the robot movements. The microcontroller is al-
so responsible for applying power to the DC motors. 

Figure 6 shows the Emmy II mechanical structure.  

Fig. 6 Emmy II Mechanical Structure 
 

 

Figure 7 shows the decision state lattice that the Emmy II robot uses to deter-
mine the movement to perform.  

Fig. 7 Logical output lattice of Emmy II  

Table 2 Logical states and action 

Symbol State Action 
V True Robot goes ahead 
F False Robot goes back 
⊥ Paracomplete Robot turns right 
T Inconsistent Robot turns left 

QF→⊥ Quasi-false tending to paracomplete Robot turns right 
QF→T Quasi-true tending to inconsistent Robot turns left 

Table 2 shows the actions related to each possible logic state. Each robot 
movement lasts approximately 0,4 seconds. 
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7   Autonomous Mobile Robot Emmy III 

The aim of the Emmy III autonomous mobile robot is to be able to move from an 
origin point to an end point, both predetermined, in a non-structured environment. 
We will do it in steps. First, the robot must be able to move from a point to an-
other in an environment without any obstacle. This environment is divided into 
cells [6] and a planning system gives the sequence of cells the robot must follow 
to reach the end cell. This idea was applied in [7], [8]. The second step is an 
evolving of the first step; the robot must be able to avoid cells that are supposed to 
have some obstacle in. A sensor system will detect the cells that have to be 
avoided. This sensor system will use Paraconsistent Annotated Logic to handle in-
formation captured by the sensors. The Emmy III structure is: 

Sensing system. The robot’s environment is composed of a set of cells. On the 
other hand, the sensing system has to determine the environment with enough pre-
cision, but the information captured by the sensors always has an inherent impre-
cision, which leads to an uncertainty regarding to the position actually the robot is 
in. In order to manipulate this kind of information, the sensing system is based on 
the Paraconsistent Annotated Evidential Logic Eτ, which captures the information 
generated by the sensors using favorable and contrary evidences degrees as seen in 
the logical controller Paracontrol. 

Planning system. The objective is to build a planning system able to determine a 
path linking an initial point to an end point in a non-structured environment with 
some obstacles. For this, the environment is divided into cells and the planning 
system gives the sequence of cells that the robot starting from the initial point 
reaches successfully the end cell. The first step is to build a planning system for an 
environment without any obstacle, that is, an environment with all cells free. In 
the second step the sensing system informs the planning system the cells that have 
objects in. 

Physical Construction. The Emmy III mechanical part must perform the schedule 
determined by the planning system. It must know the cell it is in, therefore, a moni-
toring position makes part of this construction. In the process, for each cell that the 
robot reaches, the possible error of position should be considered. In the items 8 
and 9 it is described two Emmy III prototypes where a robot is able to follow a path 
determined by a planning system in an environment without any obstacle. 

8   First Prototype of the Autonomous Mobile Robot Emmy III 

The first prototype is composed of a planning system and a mechanical construction. 
The planning system considers an environment divided into cells. This first version 
considers all cells free. Then it asks for the initial point and the aimed point. 

After that a sequence of movements is given on a screen. Also a sequence of 
pulses is sent to the step motors that are responsible for moving the physical plat-
form of the robot. So, the robot moves from the initial point to the aimed point.  

Figure 8 shows the planning system screen. 
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Fig. 8 Planning system screen 

 

The physical construction of the first prototype of the Emmy III robot is basi-
cally composed of a circular platform of approximately 286 mm of diameter and 
two-step motors. The figure 9 shows the Emmy III first prototype. The planning 
system is recorded in a notebook. And the communication between the notebook 
and the physical construction is made through the parallel port. A potency driver is 
responsible to get the pulses from the notebook and send them to the step motors 
that are responsible for moving the robot. 

Fig. 9 The first prototype of Emmy III robot 

 

 

9   Second Prototype of the Autonomous Mobile Robot Emmy III 

Similarly to the first prototype, the second prototype of the autonomous mobile 
robot Emmy III is basically composed of a planning system and a mechanical struc-
ture. The planning system is recorded in any personal computer and the communi-
cation between the personal computer and the mechanical construction is done 
through a USB port. The planning system considers the environment around the 
robot divided into cells. So, it is necessary to inform the planning system the cell 
the robot is in and the aimed cell. The answer of the planning system is a sequence 
of cells that the robot must follow to go from the origin cell to the aimed cell.  

The planning system considers all cells free. Figure 10 shows the screen of the 
planning system. 

Fig. 10 The output of the planning system - Em-
myIII  
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Figure 11 shows the mechanical structure of Emmy III second prototype. 

 

Fig. 11 The mechanical structure of the Emmy III second prototype 

The planning system considers all cells free. The mechanical construction is 
basically composed of a steel structure, two DC motors and three wheels. Each 
motor has a wheel fixed in its axis and there is a free wheel. There is an electronic 
circuitry on the steel structure. The main device of the electronic circuitry is the 
microcontroller PIC18F4550 that is responsible for receiving the schedule from 
the planning system and activates the DC motors. Also there is a potency driver 
between the microcontroller and the DC motors. 

10   Conclusions 

In this work we have studied the third prototype of the Emmy III autonomous mo-
bile robot. The main concern is its navigating route planning, i.e. Emmy III is able 
to move from an origin point to an end point in a non-structured environment. 

Two prototypes of this robot’ version were built and tested. They are composed 
of a planning system and a mechanical structure and they were able to move from 
an origin point to an end point in an environment without any obstacle. Both of 
them had a satisfactory performance.   

The next step is to build a mobile robot with the same characteristics of the de-
scribed prototypes but adding a sensing system. So we expect that this new proto-
type will be able to move from an origin point to an end point in a non-structured 
environment with obstacles. The sensing system also is based on the context of 
Paraconsistent Annotated Evidential Logic Eτ. We hope to say more in forthcom-
ing papers. 
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Output Enhancement of Impulse Noise Filters
by Edge Detection and Neuro-fuzzy Processing

Yakup Yuksel, Mustafa Alci, and M. Emin Yuksel

Abstract. A simple method for enhancing the output images of impulse noise filters
for digital images is presented. The method is based on an edge detector and a simple
3-input 1-output neuro-fuzzy network. The internal parameters of the neuro-fuzzy
network are adaptively optimized by training. The training is easily accomplished by
using simple artificial images generated in a computer. The method can be used with
any type of impulse noise filters since its operation is completely independent of the
filter. The proposed method is applied to four representative impulse noise filters
from the literature under different noise conditions and image properties. Results
indicate that the proposed method may efficiently be used with any type of impulse
noise filters to effectively reduce its distortion effects and enhance its output.

1 Introduction

Corruption of digital images by impulse noise is a frequently encountered problem
in the acquisition and/or transmission of the images. In most applications, the noise
has to be removed from the image data by using an appropriate filter before further
processing of the image because the performances of subsequent processing stages
usually depend on the success of the noise filtering stage.

A great majority of impulse noise removal methods are based on median filtering
techniques, which utilize the rank order information of the pixels contained in the
filtering window. The standard median filter [1], the weighted median filter [2] and
the center-weighted median filter [3] are order statistic filters that attempt to remove
impulse noise by replacing the center pixel of the filtering window with the median
or a weighted median of the pixels in the window. A method for optimal design of
these filters is presented in [4]. Although these filters provide a reasonable noise
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removal performance, they tend to remove thin lines, distort edges and blur fine
details even at low noise densities since they are spatially invariant operators making
no distinction between the corrupted and the uncorrupted pixels of the noisy input
image.

The most straightforward way to avoid this problem is to use a switching me-
dian filter [5], which employs an impulse detector to check each pixel of the noisy
input image prior to filtering to classify it as noisy or not. If the input pixel is de-
tected as noisy, it is restored by the median filter. Otherwise, it is left unfiltered.
Although this approach provides considerable improvement over the conventional
median filtering, its performance naturally depends on the performance of the im-
pulse detector. As a consequence, various impulse detection methods and switching
median filter implementations have been proposed [5]-[13].

Different implementations of mean filters [14]-[16] are also used for impulse
noise removal. These filters have been shown to exhibit better performance than
some median based filters for both grey scale [14, 15] and color [16] images.

In addition to the methods discussed above, a number of nonlinear impulse noise
filtering operators based on soft computing methodologies such as neural networks
and fuzzy systems have been presented [17]-[21]. These filters offer relatively better
noise removal and detail preservation performance than the median- and the mean-
based operators at the cost of increased computational complexity. Methods based
on soft computing techniques have also been adopted to improve the performances
of traditional median- and the mean-based filtering methods [22]-[25]. Many differ-
ent types of these approaches have been proposed for the removal of different kinds
and mixtures of image noise including impulse noise.

All of the impulse noise filtering methods discussed so far more or less damage
the useful data in the image during noise removal process by inevitably introducing
some amount of distortion to thin lines, edges, fine details and texture in the image.
Unfortunately, this inherent side effect of noise removal operators is highly undesir-
able in most image processing applications because preservation of useful features
in the image during noise suppression is of vital importance regarding the success of
subsequent image processing tasks such as boundary detection, pattern recognition,
feature extraction, segmentation, object recognition, etc.

In the last few years, there has been a growing research interest in the applications
of soft computing techniques, such as neural networks and fuzzy systems, to the
problems in digital image processing [17]–[32]. Indeed, neuro-fuzzy (NF) systems
offer the ability of neural networks to learn from examples and the capability of
fuzzy systems to model the uncertainty which is inevitably encountered in noisy
environments. Therefore, neuro-fuzzy systems may be utilized to efficiently reduce
the distortion effects of impulse noise removal operators provided that appropriate
network topologies and processing strategies are employed.

In this paper, we propose a novel method for efficiently reducing distortion effects
of impulse noise filters for digital images. The method is based on a simple 3-input
1-output NF network. The internal parameters of the NF network are adaptively
optimized by training. The training is easily accomplished by using simple artificial
images that can be generated in a computer. The method can be used with any type



Output Enhancement of Impulse Noise Filters by Edge Detection 331

of impulse noise removal operator to reduce its distortion effects. The operation of
the method is completely independent of the noise removal operator and it does not
interfere with the filtering behavior of the operator. The proposed method is applied
to four popular impulse noise removal operators from the literature. Improvement in
performance is evaluated for different test images and for different noise densities.
Results indicate that the proposed method may efficiently be used with any type of
impulse noise removal operator to significantly improve its filtering performance.

The rest of the paper is organized as follows: Section-2 explains the details of the
proposed method and the structures of its building blocks. Section-3 discusses the ap-
plication of the proposed method. Results of the experiments conducted to evaluate
the performance of the proposed method for different impulse noise filters, for dif-
ferent noise conditions and for different image properties are reported in this section.
Comparative discussion and interpretation of these results are also presented in this
section. Section-4, which is the final section, presents the conclusions and remarks.

2 Method

Figure-1 shows the schematic representation of the proposed distortion reduction
method. Here, the noise filter block represents the impulse noise removal operator
whose distortion effects are to be reduced. There is no restriction on the type of the
impulse noise removal operator. The proposed method can be used with any impulse
noise removal operator since it does not interfere with the filtering behavior of the
operator.

2.1 The Edge Detector

The edge detector block is used to generate the information related with the thin
lines, edges, fine details and texture within the noisy input image. There are a num-
ber of different edge detectors in the literature [1]. The popular Sobel edge detector
is used in this work for its simplicity and therefore it will be briefly reviewed here.

The Sobel edge detector employs the following convolution mask for edge
detection:

M =

[−1 −2 −1
0 0 0
1 2 1

]
(1)

This mask is utilized for looking for the magnitude of the edge in the horizontal
and vertical directions and then combining them into a single metric as follows:

Fig. 1 The proposed setup
for reducing distortion ef-
fects of an impulse noise
filter
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Let x[r, c] represent the luminance value of a pixel at location (r, c) of an image.
Here, r and c are the row and the column indices, respectively, with 1 ≤ r ≤ R and
1 ≤ c ≤ C for an image having a size of R-by-C pixels. The Sobel edge magnitude
e[r, c] of the pixel x[r, c] of this image is given by

e[r, c] =
√

m2
H + m2

V (2)

where mH and mV denote the magnitude of the edge in the horizontal and the
vertical directions, respectively, which are calculated by

mH =
3∑

i=1

3∑
j=1

x[r − 2 + i, c− 2 + j] M [i, j] (3)

and

mV =
3∑

i=1

3∑
j=1

x[r − 2 + i, c− 2 + j] M [j, i] (4)

2.2 The Neuro-fuzzy Network

The NF network block is the key element of the proposed method. It appropriately
combines the information from the noisy input image, the output image of the noise
filter and the output image of the edge detector to generate the final output image,
which will hopefully have less distortion than the output image of the noise filter.

The NF network used in this work is a first order Sugeno type fuzzy system
[33] with three inputs and one output. Each input has three generalized bell type
membership functions whereas the output has a linear membership function. The
input-output relationship of the NF network is as follows:

Let X1, X2, X3 denote the inputs of the NF network and Y denote its output.
Each possible combination of inputs and their associated membership functions is
represented by a rule in the rule base of the NF network. Since the NF network has
3 inputs and each input has 3 membership functions, the rule base contains a total
of 27 (33) rules, which are as follows:

1. if (X1 is M11) and (X2 is M21) and (X3 is M31), then R1 = F1(X1, X2, X3)
2. if (X1 is M11) and (X2 is M21) and (X3 is M32), then R2 = F2(X1, X2, X3)
3. if (X1 is M11) and (X2 is M21) and (X3 is M33), then R3 = F3(X1, X2, X3)
4. if (X1 is M11) and (X2 is M22) and (X3 is M31), then R4 = F4(X1, X2, X3)

...
...

...

27. if (X1 is M13) and (X2 is M23) and (X3 is M33), then R27 = F27(X1, X2, X3)

where Mij denotes the jth membership function of the ith input, Rk denotes the
output of the kth rule, and Fk denotes the kth output membership function, with
i = 1, 2, 3; j = 1, 2, 3; and k = 1, 2, · · · , 27. The input membership functions are
generalized bell type:
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Mij(u) =
1

1 +
∣∣∣∣u− aij

bij

∣∣∣∣
2cij

(5)

and the output membership functions are linear type:

Fk(u1, u2, u3) = dk1u1 + dk2u2 + dk3u3 + dk4 (6)

Here the parameters a, b, c and d are constants that characterize the shape of the
membership functions. The optimal values of these parameters are determined by
training, which will be discussed in detail later on.

The output of the NF network is the weighted average of the individual rule out-
puts. The weighting factor, wk, of each rule is calculated by evaluating the member-
ship expressions in the antecedent of the rule. This is accomplished by first convert-
ing the input values to fuzzy membership values by utilizing the input membership
functions and then applying the and operator to these membership values. The and
operator corresponds to the multiplication of input membership values. Hence, the
weighting factors of the rules are calculated as follows:

w1 = M11(X1) . M21(X2) . M31(X3) (7)

w2 = M11(X1) . M21(X2) . M32(X3)
w3 = M11(X1) . M21(X2) . M33(X3)
w4 = M11(X1) . M22(X2) . M31(X3)

...

w27 = M13(X1) . M23(X2) . M33(X3)

Once the weighting factors are obtained, the output of the NF network can be
found by calculating the weighted average of the individual rule outputs:

Y =

27∑
k=1

wkRk

27∑
k=1

wk

(8)

2.3 Training of the Neuro-fuzzy Network

The internal parameters of the NF network are optimized by training. Figure-2 rep-
resents the setup used for training. Here, the parameters of the NF network are iter-
atively optimized so that its output converges to the output of the ideal noise filter
which, by definition, completely removes the noise from its input image. The ideal
noise filter is conceptual only and does not necessarily exist in reality. It is only the
output of the ideal noise filter that is necessary for training, and this is represented
by the original (noise-free) training image.
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Fig. 2 Training of the
neuro-fuzzy network
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Figure-3 shows the images used for training. The image shown in Figure-3a is the
original training image, which is a 128-by-128 pixel artificial image that can easily
be generated in a computer. Each square box in this image has a size of 4-by-4 pixels
and the 16 pixels contained within each box have the same luminance value, which
is a random integer number uniformly distributed in [0, 255]. The image in Figure-
3b is the noisy training image and is obtained by corrupting the original training
image by impulse noise. The images in Figure-3b and Figure-3a are employed as the
input and the target (desired) images during training, respectively. The parameters
of the NF network are then iteratively tuned by using the Levenberg-Marquardt
optimization algorithm [33] so as to minimize the learning error.

3 Results and Discussion

The proposed distortion reduction method is applied with four popular impulse
noise filters. These are the standard median filter (MF) [1], the adaptive switch-
ing median filter utilizing center-weighted median filters for impulse detection
(ACWMF) [7], the signal-dependent rank-ordered mean filter (SDROMF) [14] and
the fuzzy filter (FF) [17]. These filters represent different approaches to impulse
noise removal problem.

Several filtering experiments are performed to evaluate and compare the perfor-
mances of the operators for the uses without and with the proposed method. The
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difference in performance is measured by employing the mean squared error (MSE)
criterion, which is defined as:

MSE =
1

RC

R∑
r=1

C∑
c=1

(s[r, c]− y[r, c])2 (9)

where s[r, c] and y[r, c] represent the luminance values of the pixels at location (r, c)
of the original and the restored versions of a corrupted test image respectively.

The filtering experiments are performed on twelve popular test images avail-
able in the literature. These are the Baboon, Boats, Bone, Bridge, Carpet, Goldhill,
Lena, Pentagon, Peppers, Plant, Rock and Sail images. These images are shown in
Figure-4. All images are 8-bit gray level images having the same size of 256-by-256
pixels. The experimental images used in the simulations are generated by corrupting
the original images by impulse noise with an appropriate noise density depending
on the experiment.

The experiments are designed to evaluate the performance of the proposed dis-
tortion reduction method under varying noise conditions. The experimental proce-
dure is as follows: The noise density is varied from 0% to 50% with 5% steps. For
each noise density step, the twelve test images shown in Figure-4 are corrupted by
impulse noise with that noise density. This produces twelve different experimental
images each having the same noise density. These images are restored by using the
setup shown in Figure-1. For each of the twelve noisy input images, two MSE values
are calculated for the two restored images, one obtained at the output of the noise
filter and the other at the output of the NF network, respectively. This gives two
groups of MSE values with each group having twelve different MSE values. The
twelve MSE values in each group are then averaged. Hence the average of the MSE
values in the first group yields the representative MSE value of that filter for that
noise density whereas the average of the MSE values in the second group yields
the representative MSE value of the same filter when it is used together with the

a b c d e f

g h i j k l

Fig. 4 Test images: (a) Baboon, (b) Boats, (c) Bone, (d) Bridge, (e) Carpet, (f) Goldhill, (g)
Lena, (h) Pentagon, (i) Peppers, (j) Plant, (k) Rock, (l) Sail
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Fig. 5 Variation of the average MSE values of the four impulse noise filters as a function of
noise density for the uses without and with the proposed method. (a) MF, (b) SDROMF, (c)
ACWMF, (d) FF

proposed method. The difference between these two average MSE values indicates
the reduction obtained by using the proposed method.

The above procedure is repeated for all noise densities to obtain the variation of
the two average MSE values of the filter under experiment as a function of noise
density. Finally, the overall experimental procedure is individually repeated for the
remaining three impulse noise filters.

Figure-5 shows the variation of the average MSE values as a function of noise
density. In each of the subfigures, the dotted curve represents the values calculated
for the output image of the noise filter whereas the solid curve represents the val-
ues calculated for the distortion-reduced image obtained at the output of the NF
network. It is obvious from these figures that the proposed method significantly de-
creases the MSE values of all operators for all noise densities.

For a visual evaluation of the distortion reduction obtained by using the proposed
method, the output images of the four noise filters for the cases without and with
the proposed method are shown in Figure-6 for the Baboon image corrupted by
25% impulse noise. The images show zoomed 128-by-128 pixel portions of the cor-
responding full size images for better visual comparison. Again, the undesirable
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a c e g

b d f h

Fig. 6 Comparison of the direct and the distortion-reduced output images of the four impulse
noise filters for the Baboon image corrupted by 25% impulse noise. The images show zoomed
128-by-128 pixel portions of the corresponding full size images. (a) MF, (b) MF with the
proposed method, (c) SDROMF, (d) SDROMF with the proposed method, (e) ACWMF, (f)
ACWMF with the proposed method, (g) FF, (h) FF with the proposed method

blurring distortions and the compensation of these distortions by the proposed
method can easily be observed by carefully comparing the appearance of the hair
around the mouth of the animal in all images in this figure.

Both numerical and visual results obtained in the simulation experiments pre-
sented in this section indicate that the proposed NF method effectively compensates
for the distortions of the filters.

4 Conclusion

A novel method for reducing the undesirable distortion effects of impulse noise
filters is presented. The fundamental advantages of the proposed method may be
summarized as follows:

1. It is simple. It is applied by combining a given noise filter with an edge detector
and a NF network. The structure of the NF network is also very simple. It is a
first order Sugeno type fuzzy system with three inputs and one output.

2. The internal parameters of the NF network is determined by training. Moreover,
training of the network is achieved by using artificial images which are conve-
niently generated in computer.

3. The method can be applied with virtually any type of noise filters since its oper-
ation is completely independent of the noise filter.
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4. It does not interfere with the filtering behavior of the noise filter. It improves the
overall filtering performance of the filter by reducing its distortion effects.

It is concluded that the proposed method can be used as a simple but powerful
tool for efficiently reducing the distortion effects and improving the overall filtering
performance of an impulse noise filter.
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An Algebraic Version of the Monadic System C1 

Jair Minoro Abe1, Kazumi Nakamatsu, and Seiki Akama
 

Abstract. In this paper we present an algebraic version of the monadic system C1* 
of Da Costa [6] by using the concept of Curry Algebra [4]. The algebraic structure 
obtained is called Curry Algebra C1*. Some basic properties are discussed and 
presented.  

Keywords: Curry algebras, system C1, paraconsistent logic, algebraic logic, non-
classical logic. 

1   Introduction 

Logic uses very important mathematical structures. That’s true concerning with 
algebraic logic. Thus, we use in classical algebraic logical structures like semi-
lattice, Boolean algebras, monadic algebras, cylindric algebras, besides topologi-
cal space.  

In general, the algebraic structures in classical logic are obtained by quotient 
passage: one has a logical structure, choose a suitable equivalence relation com-
patible with the logical operations, and by passing to the quotient we get the struc-
ture that algebraizes the system. By this process, one shows that Heyting algebras 
and Boolean algebras are respectively algebraization of the intuitionistic proposi-
tional calculus and classical propositional calculus. 
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However, in some non-classical logics, sometimes we cannot use the method 
above. This happens when we don’t have any significant congruence relation re-
garding to the logical system in question. Also, even in classical logic, sometimes 
the passage to the quotient can mask important facts. This succeeds, for instance, 
when we treat Smullyan tableaux and Hintikka set in the scope of classical pro-
positional calculus.    

In short, the use of pre-algebraic structure is relevant in situations like: 1) when 
one doesn’t have (or it’s unknown) a reasonable congruence relation, in particular 
when the equivalence relation chosen is not compatible with all logical operations; 
2) In situations even it is available a congruence relation, we don’t want to pass to 
quotient in order to not mask significant facts. In the first case we have structures 
that we call Curry algebras; in the second, we use pre-algebras in the common 
sense. 

Generalization is an important concept in Mathematics. Curry systems can sys-
tematize a general theory of algebraization. Actually, all mathematical treatment 
of logical notions can be viewed as Curry systems. More than this, enriching or 
modifying the concepts of Curry system, we can obtain as particular cases, logical 
matrix, Kripke structures, theory of model, which are not directly coped with 
problem of algebraization. In a certain sense, we can say that logic reduces to the 
study of Curry systems. In what follows, we discuss the basic concepts of this 
paper [4].  

2   Curry Systems 

Definition 2.1. Suppose that in a non-empty set A is fixed an equivalence relation 
≡. We say that a n-ary operator ϕ on A is i-compatible with ≡ if for any x1, …, xi-1, 
a, b, xi+1, …, xn ∈ A, if a ≡ b, implies ϕ(x1, …, xi-1, a, xi+1, …, xn) ≡ ϕ(x1, …, xi-1, b, 
xi+1, …, xn).  The operator is said to be compatible (or monotonic) with ≡ if ϕ is i-
compatible with ≡ for all i = 1, …, n. A relation R on A is said to be compatible 
with ≡ if (x1, …, xn) ∈ R and xi ≡ x’i, i = 1, …, n then (x’1, …, x’n) ∈ R. 

Definition 2.2. A Curry system is a structure <A, (≡)i ∈ I, (S)j ∈ J, (R)k ∈ K, (ϕ)l ∈ L, 
(C)m ∈ M> such that A ≠∅; (≡)i ∈ I is a collection of equivalence relations; (S)j ∈ J is a 
family of subsets of A; (R)k ∈ K is a finite collection of relations on A: (ϕ)l ∈ L is a 
family of operations on A; (C)m ∈ M is a finite collection of elements of A. 

Normally we consider a unique equivalence relation ≡ in a Curry system. 

Definition 2.3. A Curry system is called a pre-algebra if the collection (S)j ∈ J is 
empty and all operations and relations regarding ≡ are monotonic.  

Definition 2.4. A Curry system is called a Curry algebra if there is at least one 
non-monotonic operation or relation on A.  

Example 2.5. A system <A, ≡, ≤> is called a pre-ordered system if for all x ∈ A, x 
≤ x; for all x, y, z ∈ A, x ≤ y and y ≤ z imply x ≤ z; fr all x, y, x’, y’ ∈ A, x ≤ y, x ≡ 
x’, and y ≡ y’ imply x’ ≤ y’;  
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A pre-ordered system <A, ≡, ≤> is called a partially-ordered system if for all x, 
y ∈ A, x ≤ y and y ≤ x imply x ≡ y;  

A partially-ordered system <A, ≡, ≤> is called a pre-lattice system if 

For all x, y ∈ A, the set of sup{x, y} ≠ ∅ and the set of inf{x, y} ≠ ∅. We denote 
by x ∨ y one element of the set of sup{x, y}and by x ∧ y one element of the set of 
inf{x, y}. 

A system <A, ≡, ≤, →> is called an implicative pre-lattice if <A, ≡, ≤> is a pre-
lattice, and for all x, y, z ∈ A; x ∧ (x → y) ≤ y and x ∧ y ≤ z iff x ≤ y → z. 

<A, ≡, ≤, →> is called classic implicative pre-lattice if it is an implicative pre-
lattice and (x → y) → x ≤ x (Peirce’s law). 

With earlier example we can have an idea how we can extend the majority of 
algebraic systems to pre-algebraic systems considering an equivalence relation ≡ 
instead of equality relation. In this way we can obtain Boolean pre-algebras, pre-
filters, pre-lattices, etc. 

Now we give a concrete example of a Curry algebra. It is obtained with the log-
ical systems Cn (1 ≤ n < ω) [6]. 

The primitive symbols of the language L of the calculi C1 is are the following: 
Propositional variables: a denumerable set of propositional variables; → (im-

plication), ∧ (conjunction), ∨  (disjunction), ¬ (negation), parentheses. 
Formulas are defined in the usual manner. In L, we put: 

Definition 2.6. Let A be any formula. Then Ao is shorthand for ¬(A ∧ ¬A).   

Definition 2.7. We write A ↔ B for (A → B) ∧ (B → A). 

The postulates (axiom schemes and inference rules) of C1 are: A, B, and C are 
formulas whatsoever. 
(1) A → (B → A) 
(2) (A → (B → C)) → ((A → B) → (A → C)) 

(3) 

A A B

B

, →

 
(4) A ∧ B → A 
(5) A ∧ B → B 
(6) A → (B → (A ∧ B)) 
(7) A → A ∨ B 
(8) B → A ∨ B 
(9) (A → C) → ((B → C) → ((A ∨ B) → C)) 
(10) B0 → ((A → B) → ((A → ¬B) → ¬A) 
(11) A0 ∧ B0 → (A ∧ B)0 ∧ (A ∨ B)0 ∧(A → B)0 
(12) ¬¬A → A  
(13) A0 → (¬A)0 

Theorem 2.8. In C1, all valid schemes and rules of classical positive propositional 
logic are true. In particular, the deduction theorem is valid in C1.  

In C1, A
0 expresses intuitively that the formula A ‘behaves’ classically, so that 

the motivation of the postulates (10), (11), and (13) are clear. Furthermore, in this 
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calculus, the set of all well-behaved formulas together with the connectives →, ∧, 
∨, and ¬ have all the properties of classical implication, conjunction, disjunction, 
and negation, respectively. Therefore the classical propositional calculus is con-
tained in C1, though it constitutes a strict sub-calculus of the former. It is not diffi-
cult to prove that conditions a), b), c), and d) of the previous paragraph. 

Theorem 2.9. In C1, the following schemes are not valid (among others): (A ∧ 
¬A) → B; (A ∧ ¬A) → ¬B; A → (¬A → B); (A ↔ ¬A) → B; (A ↔ ¬A) → ¬B; A 
→ ¬¬A; (¬A ∧ (A ∨ B)) → B; (A → B) → (¬B → ¬A); ¬(A ∧ ¬A) 

Theorem 2.10. C1 is not trivial. 
Let’s define the operator ¬*A =Def. ¬A ∧ A0 (i.e., the negation of a well-behaved 
formula A). Such operator ¬* is called strong negation and it is possible to proof in 
C1 that with remaining connectives ∧, ∨, and → they have all properties of classi-
cal connectives of negation, conjunction, disjunction, and implication, respec-
tively. In short, the classical logic is contained in C1.  

3   The Curry Algebra C1 

Definition 3.1 A Curry algebra C1 (or a C1-algebra) is an implicative pre-lattice 
<A, ≡, ≤, ∧, ∨, →, ’> with an maximum element 1 and operators ∧, ∨, and ’ satis-
fying the conditions below, where x0 = Def. (x ∧ x’)’: x ∨ x’ ≡ 1; x’’ ≤ x; y ≤ (x → y) 
→ ((x → y’) → x’); x ∧ y ≤ (x → y)0; x ∧ y ≤ (x ∧ y)0; x ∧ y ≤ (x ∨ y)0; x ≤ (x’)0 

Example 3.2. Let’s consider the calculus C1. A is the set of all formulas of C1. 
Let’s consider as operations, the logical connectives of conjunction, disjunction, 
implication, and negation. Let’s define the relation on A. 

x ≡ y iff ├ x ↔ y. It is easy to check that ≡ is an equivalence relation on A. 
x ≤ y iff x ≡ x ∧ y and y ≤ x iff y ≡ x ∧ y. Also we take as 1 any fixed axiom in-

stance. 
The structure composed <A, ≡, ≤, ∧, ∨, →, ’> is a C1-algebra. 

Theorem 3.3. Let’s <A, ≡, ≤, ∧, ∨, →, ’> be a C1-algebra. Then the operator ’ is 
non-monotone relatively ≡. 

Proof. See [10]. 
The earlier theorem says that every quotient algebra in the calculus C1 is trivial. 

It’s worthwhile to observe that [5] mention the existence of such non-monotone 
operators, but didn’t give any concrete example. 

Theorem 3.4. A C1-algebra is distributive and has a greatest element, as well as a 
first element. 

Definition 3.5. Let x be an element of a C1-algebra. We put x* = x’ ∧ xo.  

Theorem 3.6. In a C1-algebra, x* is a Boolean complement of x; so x ∨ x* ≡ 1 and 
x ∧ x* ≡ 0. Moreover, in a C1-algebra, the structure composed by the underlying 
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set and by operations ∧, ∨, and * is a (pre) Boolean algebra. If we pass to the quo-
tient by the basic relation ≡, we obtain a Boolean algebra in the usual 
sense. 

Definition 3.7. Let <A, ≡, ≤, ∧, ∨, →, ’> be a C1-algebra and <A, ≡, ≤, ∧, ∨, →, *> 
the Boolean algebra obtained as in the above theorem. Any Boolean algebra that is 
isomorphic to the quotient algebra of <A, ≡, ≤, ∧, ∨, →, *> by ≡ is called Boolean 
algebra associated with the C1-algebra. 

Hence, we have the following representation theorems for C1-algebras. 

Theorem 3.8. Any C1-algebra is associated with a field of sets. Moreover, any C1-
algebra is associated with the field of sets simultaneously open and closed of a to-
tally disconnected compact Hausdorff space. 

One open problem concerning C1-algebras remains. How many non-isomorphic 
associated with the C1-algebra are there? 

4   Some Generalizations 

Now we show a chain of Curry algebras beginning with the C1-algebra.   
In Let <A, ≡, ≤, ∧, ∨, →, ’> be a C1-algebra. If x ∈ A, x1 abbreviates x. xn (1 < n < ω) 

abbreviates 
{

timesnx −

0...0

. Also, x(1) abbreviates x1. x(n+1) (1 < n < ω) abbreviates x(n) ∧ xn-1. 

Definition 4.1. A Cn-algebra (1 < n < ω) is an implicative pre-lattice <A, ≡, ≤, ∧, 
∨, →, ’> with a first element 1 and operators ∧, ∨, and ’ satisfying the conditions: 
x ∨ x’ ≡ 1; x’’ ≤ x; y(n) ≤ (x → y) → ((x → y’) → x’); x(n) ∧ y(n) ≤ (x → y)(n): x(n) ∧ 
y(n) ≤ (x ∧ y)(n); x(n) ∧ y(n) ≤ (x ∨ y)(n); x(n) ≤ (x’)(n) 

Usual algebraic structural concepts like homomorphism, monomorphism, etc. 
can be introduced for Currry algebras without extensive comments. 

Theorem 4.2. Every Cn-algebra is embedded in any Cn-1-algebra (1 < n < ω).  

Corollary 4.2.1. Every Cn-algebra (1 < n < ω) is embedded in any C1-algebra.  
If we indicate a Cn-algebra by Cn, the embedding hierarchy can be represented 

as 
C1 > C2 > … Cn > … 

Definition 4.3. A Cω-algebra is an implicative pre-lattice <A, ≡, ≤, ∧, ∨, →, ’> 
with a first element 1 and operators ∧, ∨, and ’ satisfying the conditions below: 

1. x ∨ x’ ≡ 1 
2. x’’ ≤ x 

Example 4.4. The following structure <{1, 2, 3}, {1, 2}, →, ∧, ∨, ¬>is a Cω-
algebra: 
 



346 J.M. Abe et al. 
 

Table 1 Operations  

A → B 
 

A\B 1 2 3 
1 1 1 3 
2 1 1 3 
3 1 1 1  

A ∧ B 
 

A\B 1 2 3 
1 1 1 3 
2 1 1 3 
3 1 1 1  

A ∨ B 
 

A\B 1 2 3 
1 1 1 3 
2 1 1 3 
3 1 1 1  

¬A 
 
A ¬A 
1 3 
2 2 
3 1  

The operator ¬ is not compatible with equivalence relation among formulas of 
the logic Cω. In general the Cω-algebras do not possesses a lower element but it 
can be extended to have a lower element [4]. If we have a Cω-algebra <A, ≡, ≤, ∧, 
∨, →, ’>, every  Curry system isomorphic to the quotient algebra <A, ≡, ≤, ∧, ∨, 
→, ’> by ≡ is called an implicative pre-lattice associated to <A, ≡, ≤, ∧, ∨, →, ’>. 

Thus, every implicative pre-lattice associated to <A, ≡, ≤, ∧, ∨, →, ’> is a Heyt-
ing algebra or a maximal filter of a Heyting algebra (with or without first element) 

There are not so many studies regarding algebraic versions of the systems C*n 
(1 ≤ n ≤ ω) (predicate calculi of the systems Cn). We propose in the sequence 
some extensions of the C1-algebras. 

5   C1*-Monadic Algebras 

In this section we introduce the monadic Curry algebra C1*. 

Definition 5.1. Let A be a C1-algebra. Let ∃ (existential quantifier) and ∀ (univer-
sal quantifier) be operators on A. (∃, ∀) is called a quantifier on A if ∃0 ≡ 0; x ≤ 
∃x; ∃(x ∨ y) ≡ ∃x ∨ ∃y; ∃∃x ≡ ∃x; ∃(∃x)* ≡ (∃x)*; ∃(x ∧ ∃y) ≡ ∃x ∧ ∃y; ∀1 ≡ 1; ∀x 
≤ x; ∀(x ∨ y) ≡ ∀x ∨ ∀y; ∀∀x ≡ ∀x; ∀(∀x)* ≡ (∀x)* 

We suppose in the above definition that, if x ≡ y, then ∃x ≡ ∃y and ∀x ≡ ∀y. ∃ is 
called existential quantifier on A and ∀ is called universal quantifier on A. The 
pair <A, (∃, ∀)> is called a monadic Curry algebra C1* or a C1*-monadic algebra 
(or C1*-algebra). 

Given a Curry algebra C1, let’s assume that there is an universal quantifier de-
fined on it, i.e., a structure <A, ∀> such that conditions 7-11 above are satisfied. If 
we define ∃1x =Def. (∀x*)*, then ∃1 is an existential quantifier (i.e. satisfying 1-6) 
and the structure composed by <A, (∃1, ∀)> is a C1*-monadic algebra. Also, we 
can get a monadic algebra considering an existential quantifier ∃ on a Curry alge-
bra C1 satisfying conditions 1-6 of above definition and defining a universal quan-
tifier (i.e, satisfying 7-11) as ∀1x =Def. (∃x*)*. Then the structure composed by <A, 
(∃, ∀1)> is a C1*-monadic algebra. Given a Curry algebra C1, in general, the alge-
bras obtained <A, (∃1, ∀)> and <A, (∃, ∀1)> are not isomorphic. Also, given a C1*-
monadic algebra <A, (∃, ∀)>, define the new quantifiers ∃1 and ∀1. In general, we 
have ∃1 ≠ ∃ and ∀1 ≠ ∀. 
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Let C be a C1-algebra and A = {(x1, x2, ... , xn)| xi ∈ C, i = 1, 2, ... , n}. Let us sup-
pose that if x, y ∈ A, then x ∨ y ∈ A and ¬x ∈ A, and if  (x1, x2, ... , xn), (y1, y2, ... , yn) 
∈ A we define (x1, x2, ... , xn) ≡ (y1, y2, ... , yn) iff xi ≡ yi, i = 1, 2, ... , n. Also, we put 

x  = 
n

i 1=
∨ xi, x  = 

n

i 1=
∧ xi, and we assume that ),...,(

43421
timesn

xx
−

, ),...,(
43421

timesn

xx
−

 ∈ A. If we 

define ∃x = ( x , ... , x ) and  ∀x = ( x , ... , x ), then A is a C1*-monadic algebra. 

A more useful example of C1*-monadic algebra is the following. Let C be a C1-
algebra, a set K ≠ ∅, and CK is the set of all functions of K into C. Let A be the set 
such that: (i) A is a C1-algebra with respect the pointwise operations, and (ii) if x ∈ 

A, then the range of x has a supremum x  and a infimum x  in C, and the functions 

that take the value  x  at each point of K and x  at each point of K are in A. If ∃x 

and ∀x are defined to be those functions, then A becomes a C1*-monadic algebra. 
Every C1*-monadic algebra obtained in this way is called a C-valued functional 
algebra with domain K.  

Now we discuss some aspects of the algebraic structures originated in our dis-
cussion. In fact, the matter is very rich, but due limitations of this paper we’ll con-
cern only on some of them.  

Theorem 5.2. In a C1*-monadic algebra <A, (∃, ∀)>, the structure composed by 
the underlying set and by operations ∧, ∨, *, ∃, and ∀ is a (pre) monadic algebra. 
If we pass to the quotient by the basic relation ≡, we obtain a monadic algebra in 
the usual sense [4]. 

Definition 5.3. Let <A, (∃, ∀)> be a C1*-monadic algebra, and <A, ≡, ≤, →, *, ∃, 
∀> the monadic algebra obtained as in the above theorem. Any monadic algebra 
that is isomorphic to the quotient algebra of <A, ≡, ≤, →, *, ∃, ∀> by ≡ is called 
monadic algebra associated with the C1*-monadic algebra. 

Hence, we can establish the following representation theorems for C1*-
monadic algebras. 

Theorem 5.4. If C is a C1*-monadic algebra, then for its associated monadic alge-
bra A, there exists a set X and there exits a Boolean algebra B, such that (i) A is 
isomorphic to a B-valued functional algebra A’ with domain X, and (ii) for every 
element p of A’ there exists a point x in X with p(x) = ∃p(x). 

Theorems 5.3 and 5.4 show us that C1*-monadic algebras constitute interesting 
generalization of the concept of monadic algebras. Here, there is an open problem. 
How many non-isomorphic monadic algebras associated with a C1*-monadic al-
gebra are there?  

6   Applications 

Many important mathematical concepts can be accommodated with the concept of 
Curry system. For details, see [4]. Let’s elaborate the concept of constructibility 
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operator in Heyting algebras. For this, let’s start with a pre-Boolean algebra  <A, 
∧, ∨, ’, 0, 1, o> in which is defined an operator o. The intuitive interpretation of 
this operator is ‘if x ∈ A represents a proposition, then xo means that x is intuition-
iscally true (or constructively true). xo expresses that there exists an appropriate 
construction for x, i.e., x is true by construction. Bo indicates the range of B by o 
and x →o y abbreviates (x → y)o. 

The postulates are xoo ≡ xo; xo ≤ x; (x ∧ y)o ≡ xo ∧ yo; If x, y ∈ Bo, then, x ∧ y, x ∨ 
y ∈ Bo; If x, y, z ∈ Bo, then, x ∧ z ≤ y ⇒ z ≤ x →o y 

The intuitive readings are clear; for instance 2 says that if x is constructively 
true, then x is classically true. 

Let A be the Boolean algebra  <A, ∧, ∨, ’, 0, 1, o> with the operator o. Then, the 
structure <Ao, ∧, ∨, →, 0o, 1o> where 0o = 0 and 1o =Def. x

o → xo is a Heyting algebra.  

Theorem 6.1. Let <A, ∧, ∨, ’, 0, 1, o> be a pre-Boolean algebra with the operator 
o. If x, y ∈ A, x ≡ y do not imply xo ≡ yo. 

Proof. Let’s consider the pre-Boolean algebra <{0, a, 1}, ∧, ∨, ’, 0, 1, o> with the 
basic equivalence relation ≡ defined by 0 ≡ 0, a ≡ a, a ≡ 1, 1 ≡ a, 1 ≡ 1 and the op-
erations ∧, ∨, ’, and o defined by 

Table 2 Operations 

x  ∧ y 
 

x\y 0 a 1 
0 0 a 1 
a a a 1 
1 1 1 1  

x ∨ y 
 

x\y 0 a 1 
0 0 a 1 
a a a 1 
1 1 1 1  

x’;     x0 

 
x x’ x0 

0 1 0 
a 0 0 
1 0 1  

We have a ≡ 1, but ao = 0 and 1o = 1. 

Theorem 6.2. Let <A, ∧, ∨, ’, 0, 1, o> be a pre-Boolean algebra with the operator o. 
The Peirce’s law (x → y) → x ≤ x is not valid. 

Theorem 6.4. Every pre-Boolean algebra with the constructibility operator is as-
sociated to a open sets algebra.  

Let T be any mathematical theory. Certain propositions of T can be such that 
there is an effective method of computability for them. For instance, in the theory 
of differential equations, the existence of solutions is accompanied by a method 
that such solutions can be calculated with the approximation needed. If this hap-
pens, we say that such propositions x are computationally true and let’s denote it 
by x*. If we look for T as a pre-Boolean algebra, the operator * satisfies exactly 
the properties of the constructibility operator. In this direction, the pre-Boolean al-
gebras with the operator o constitute a generalization of the concept of computabil-
ity. The earlier considerations concerning the operator o also apply to generalize 
the idea of topological space. It also generalizes the concept of Boolean algebra 
with the interior operator. 
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The few observations above illustrate the enormous importance the study of 
Curry systems. The field is very large in horizon; in effect, it constitutes a promis-
ing area of researching with many interesting results to coming. We hope to say 
more in forthcoming papers. 
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Some Three-Valued Temporal Logics
for Future Contingents

Seiki Akama, Kazumi Nakamatsu, and Jair Minoro Abe

Abstract. To interpret the truth-value of future contingent events is of
special importance for philosophy since the age of Aristotle. The subject is
also interesting from the perspectives of linguistics and computer science.
We compare two three-valued temporal logics for future contingents. We also
suggest formalizing other types of useful three-valued temporal logics.

Keywords: future contingent, gap, glut, three-valued temporal logic.

1 Introduction

What is the truth-value of future contingent events? If future contingents are
either true or false, namely if they have a truth-value, this contradicts our
assumption that these propositions are contingent. Future contingents are
closely related to determinism. If all sentences on the future are true or false,
namely determined, then we have a conclusion that everything in the future
is determined.

The problem of future contingents is of special importance for philosophy
since the age of Aristotle. It is also interesting from the perspectives of linguis-
tics and computer science. For linguists, the semantics for future contingent
propositions challenges standard semantic theories. For computer scientists,
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there seem many future contingent events in various types of temporal-oriented
computational systems.

One way to overcome the problem of future contingents is to develop a
three-valued temporal logic. In the previous papers, we proposed two three-
valued temporal logics, i.e. FCP in [2] and Qt in [3], from different viewpoints.
The purpose of this paper is to address the importance of three-valued tem-
poral logics.

The rest of this paper is organized as follows. In section 2, we survey the
problem of future contingents. In section 3, we give a three-valued temporal
logic FCP . In section 4, we give a three-valued temporal logic Qt. In section
5, we suggest formalizing other types of useful three-valued temporal logics.
Section 6 gives our conclusions.

2 Future Contingents

To give the truth-value of future contingent events challenges philosophers
for many years. If future contingents are either true or false, namely if they
have a truth-value, this contradicts our assumption that these propositions
are contingent. There is an intimate connection of future contingents and
determinism. If all sentences on the future are true or false, namely deter-
mined, then we have a conclusion that everything in the future is determined.
Namely, if something happens, it is necessary that it happens, and if some-
thing does not happen, it is impossible that it happens. Since determinism
is controversial, it is very important to give a formal treatment of future
contingents.

There are here two important concepts in investigating the nature of future
contingents, namely the law of excluded middle (LEM) and the principle of
bivalence (PB). However, they should be clearly distinguished. By (LEM),
we mean the syntactic thesis of the form A∨¬A. (PB) is the semantic thesis
that every proposition is either true or false. If (PB) holds, then these theses
are equivalent. But if it does not hold, then there are two options whether
(LEM) holds.

The study of future contingents has a long history. Aristotle [4] considered
the issue in De Interpretatione IX. According to Aristotle, only propositions
about the future which are either necessarily true, or necessarily false, or
something determined have a determinate truth-value. In other words, Aristo-
tle accepts (LEM), but rejects (PB) for future contingents. Consequently, we
need to endorse Aristotle’s argument that (PB) leads to fatalism (determin-
ism) and seek to avoid the fatalist conclusion. There are several approaches
to the solution.

Lukasiewicz [6] attempted to formalize Aristotle’s idea by developing a
three-valued logic in which the third truth-value reads “indeterminate”. We
know that Lukasiewicz presented the truth-value tables for negation, con-
junction, disjunction and implication. For example, consider (1):
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(1) I will go to Melbourne.

It seems correct to say that my going to Melbourne remains open. We can
thus give (1) the third truth-value without any doubt. This suggests that a
future contingent proposition lacks no determinate truth-values.

Unfortunately, many philosophers (or logicians) criticized Lukasiewicz’s
three-valued logic in that it is not successful as a logic for future contingents.
There is a serious difficulty. In fact, the interpretation based on Lukasiewicz’s
three-valued logic does not work when we deal with the disjunctive proposi-
tion in which one disjunct is the negation of the other disjunct like (2).

(2) Either I will go to Melbourne or I will not go to Melbourne.

Obviously, (2) is definitely true. But, if we rely on Lukasiewicz’s three-
valued logic, the truth-value of (3) is indeterminate, and the result is not
intuitively justified. (2) is an instance of (LEM), which of the form A ∨ ¬A.
A similar defect can be recognized in the treatment of (LNC), which of the
form ¬(A ∧ ¬A). These two principles have the truth-value “indeterminate”
according to Lukasiewicz’s three-valued logic.

We here claim that the interpretation of disjunction (conjunction) with inde-
terminate disjuncts (conjuncts) causes the trouble. In addition, Lukasiewicz’s
three-valued logic cannot formalize the above mentioned Aristotle’s idea be-
cause Aristotle wants necessarily true propositions like A ∨ ¬A,¬(A ∧ ¬A) to
have the determinate truth-value, namely “true”.

3 FCP

A three-valued temporal logic FCP was proposed by Akama, Nagata and
Yamada in [2]. The logic is motivated by introducing new kind of negation
into Kleene’s strong three-valued logic.

Recall that Lukasiewicz’s three-valued logic has the following truth-value
tables:

∼
t f

u u

f t

∧ t u f

t t u f

u u u f

f f f f

∨ t u f

t t t t

u t u u

f t u f

→ t u f

t t u f

u t t u

f t t t

Here, t reads “true”, f “false”, and u “indeterminate”, respectively. For the
entries of determinate truth-values, the above agree with the classical truth-
value tables. The gist of our revision is to change the truth-value table for
negation, which causes several difficulties mentioned above. There seem no
reasons to justify Lukasiewicz’s interpretation of negation. The alternative
interpretation is:
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¬
t f

u t

f t

Here, we use ¬ for the new negation connective. This new interpretation
is inspired by Prior’s passage ([8], p. 136):

Perhaps ‘neither true nor false’ is simply a possible way of describing
the kind of falsehood which ‘It will be that p’ has, in Peircean logic,
when the matter is undecided.

According to Prior’s remark, we could identify “neither true nor false” as a
subcase of “false”. From this, the negation of “indeterminate” evaluates as
“true”. The proposed interpretation can also be justified as follows. If A is
indeterminate, then it is not true that A. This gives rise to a possibility that
something related to A is true. Thus, one can equate something related to A
to the negation of A, supporting the new truth-value table. Those who are
familiar with many-valued logic can recognize that the new negation ¬ is in
fact the external negation due to Bochvar.

By our interpretation of “indeterminate”, we should define the implica-
tion A ⊃ B as ¬(A ∧ ¬B), which has the truth-value table different from
Lukasiewicz’s:

⊃ t u f

t t f f

u t t t
f t t t

Now, we are ready to formulate a three-valued temporal logic FCP . The
language of FCP contains logical symbols: negation, conjunction, disjunction
and implication, and temporal operators: F (it will be the case) and P (it has
been the case). We can introduce other two temporal operators by definition.

G =def ¬F¬ (it will always be the case)
H =def ¬P¬ (it has always been the case)

We can also define the equivalence ≡ as:

A ≡ B =def (A ⊃ B) ∧ (B ⊃ A).

The axiomatization of FCP , similar to that of the minimal temporal logic
Kt, consists of axioms and rules of inference:

Three-Valued Temporal Logic FCP

Axioms
(A1) Axioms of Positive Classical Logic
(A2) (¬B ⊃ ¬A) ⊃ (A ⊃ B)



Some Three-Valued Temporal Logics for Future Contingents 355

(A3) G(A ⊃ B) ⊃ (GA ⊃ GB)
(A4) H(A ⊃ B) ⊃ (HA ⊃ HB)
(A5) A ⊃ HFA

(A6) A ⊃ GPA

Rules of Inference
(R1) � A, � A ⊃ B ⇒ � B

(R2) � A ⇒ � GA

(R3) � A ⇒ � HA

Here, � A reads “A is provable in FCP”. (R1) is modus ponens, and (R2)
and (R3) are a temporal version of necessitation. The notion of a proof is
defined as usual.

Surprisingly, FCP has classical flavors. For example, A ⊃ A is true. We also
note that A ⊃ B is equivalent to ¬B ⊃ ¬A or ¬A∨B. This means that A ⊃ B
is interpreted as material implication. De Morgan and double negation laws
hold. These facts can be well-understood by the interpretation of “indetermi-
nate” sentences as a possible description of false sentences. This enables us to
improve Lukasiewicz’s approach. In FCP , we express (3) for (4).

(4) FA ∨ F¬A
which is equivalent to:

(5) F(A ∨ ¬A)

Even if A is indeterminate, we wish (5) to be true because A∨¬A is a logical
truth. In fact, this is possible in FCP as the semantics below shows.

A FCP-model is a triple 〈T,≤, V 〉, where T is a set of time points, ≤ is
a binary relation on T , and V is a partial valuation function: FOR × T →
{t, f, u}. Here, FOR is a set of formulas. V (A, w) = t reads “A is true at
w ∈ T ” and V (A, w) = f “A is false at w ∈ T ”, respectively. If neither
V (A, w) = t nor V (A, w) = f , V (A, w) = u, where u is “indeterminate”. The
valuation function V is extended for other connectives as follows:

V (¬A, w) = t iff V (A, w) �= t
V (¬A, w) = f iff V (A, w) = t
V (A ∧B, w) = t iff V (A, w) = V (B, w) = t
V (A ∧B, w) = f iff V (A, w) = f or V (B, w) = f
V (A ∨B, w) = t iff V (A, w) = t or V (B, w) = t
V (A ∨B, w) = f iff V (A, w) = V (B, w) = f
V (FA, w) = t iff ∃v(w ≤ v and V (A, v) = t)
V (FA, w) = f iff ∀v(w ≤ v imply V (A, v) = f)
V (FA, w) = u iff ∀v(w ≤ v imply V (A, v) = u)
V (PA, w) = t iff ∃v(v ≤ w and V (A, v) = t)
V (PA, w) = f iff ∀v(v ≤ w imply V (A, v) = f)
V (PA, w) = u iff ∀v(v ≤ w imply V (A, v) = u)
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A formula A is valid, written |= A, iff for every FCP -model and for every
time point w ∈ T, V (A, w) = t.

By the tandem presentation of truth and falsity, conjunction and disjunc-
tion can be appropriately interpreted. For negation, the specification is trivial
to simulate the truth-value table. Namely, negated sentences do not allow a
truth-value gap. For temporal operators, we need to give three separate de-
scriptions capable of interpreting future contingents.

Below we give some technical results about FCP . First, the interpretations
of G and H can be described by the duality of F and P.

Theorem 1. The following hold.

V (GA, w) = t iff ∀v(w ≤ v imply V (A, v) = t)
V (GA, w) = f iff ∃v(w ≤ v and V (A, v) �= t)
V (HA, w) = t iff ∀v(v ≤ w imply V (A, v) = t)
V (HA, w) = f iff ∀v(w ≤ v and V (A, v) �= t)

Theorem 2. � A ⇒ |= A.

Theorem 3. For future non-contingent (determinate) sentences A,

|=Kt A iff |= A.

Here, |=Kt denotes standard Kt validity.

Theorem 4 (completeness). � A iff |= A.

4 Qt

A three-valued temporal logic Qt was developed by Akama, Nagata and Ya-
mada in citeany2 as a temporal version of Q in Prior [8]. A modal logic Q was
proposed for the purpose of giving the formal account on a logic of contingent
beings, in which one could intelligibly say that some beings are contingent and
some are necessary. If we here temporarily interpret Prior’s idea, a temporal
version of Q can be obtained capable of addressing the problem of future con-
tingents. In fact, Prior also suggests a three-valued temporal logic without
detailed remarks.

Akama, Nagata and Yamada worked out Prior’s suggestions with the for-
malization of Qt. We denote the language of Qt by LQt . The logical symbols of
LQt are ¬ (negation), ∧ (conjunction),→ (implication), F (future possibility),
P (past possibility), SP (past statability), and SF (future statability). The for-
mation rule of formulas is standard. Let A and B be formulas and p, p1, ..., pn

be propositional variables. We denote by FOR the set of all formulas.
Note that ∨ (disjunction) and↔ (equivalence) can be defined in the usual

way. The formula SFA (SPA) reads “A is statable at all future (past) time
points”, or “A has a truth-value at all future (past) time points”. By using
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these two statability operators, we can define the statability operator S as
follows:

SA =def SPA ∧A ∧ SFA

The formula SA reads “A is statable at all time points”, or “A has a truth-
value at all time points”. Observe that for Q we have only one statability
operator S, since all worlds are accessible from a world.

The temporal necessity operators G and H are not dual to temporal pos-
sibility operators in the ordinary sense, but they can be introduced in Qt as
follows.

GA =def SFA ∧ ¬F¬A, HA =def SPA ∧ ¬P¬A
It will be clear why GA and HA respectively need the conjuncts SFA and SPA
in addition to ¬F¬A and ¬P¬A when looking at the proposed semantics.

Now, we present a Hilbert system for Qt whose axioms and rules of infer-
ence are as follows:

Hilbert System for Qt

Axioms

(C) Axioms for Positive Classical Logic
(S1) S∗A→ S∗p, for any p in A

(S2) (S∗p1 ∧ ...∧S∗pn)→ S∗A, where p1, ..., pn are all the propositional
variables in A

(S3) PSFA→ SFA

(S4) FSPA→ SPA

(T1) (SFp1∧...∧SFpn∧¬F¬(A→ B)∧¬F¬A) → ¬F¬B, where p1, .., pn

are all the propositional variables in B that are not in A

(T2) (SPp1∧...∧SPpn∧¬P¬(A→ B)∧¬P¬A)→ ¬P¬B, where p1, .., pn

are all the propositional variables in B that are not in A

(T3) A→ ¬F¬PA

(T4) A→ ¬P¬FA

Rules of Inference

(MP) � A, � A→ B ⇒ � B

(NF) � A⇒ � ¬F¬A
(NP) � A⇒ � ¬P¬A

Here, S∗ denotes one of SF, SP, and S. � A reads “A is provable in Q”. (MP) is
called modus ponens and (NF) and (NP) are called necessitation, respectively.

There are some differences between the Hilbert systems of Qt and standard
temporal logics. In Qt, as mentioned above, temporal necessity and possibility
operators are not dual. Thus, (T3), (T4), (NF) and (NP) have different forms.
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Due to the presence of truth-value gaps, (T1) and (T2), which correspond to
the distribution axiom (K), need the additional conjuncts for statability.

We are now in a position to describe a Kripke type semantics for Qt.
Here, we use a three-valued valuation function. A three-valued Kripke model
(Qt-model, for short) for Qt is denoted by 〈T, <, stat, V 〉. Here, T is a set
of time points, < is an ordering relation on T × T , stat is the statabil-
ity relation, and V is a three-valued valuation function, i.e. FOR × T →
{1 (true), 0 (false), 1

2 (undefined)}. Here, V (p, s) = 1
2 reads “p is unstatable

(undefined) at s”.
stat(A, s) is the statability relation on FOR×T , meaning that A is statable

at s. By definition, stat(A, s) iff for every propositional variable p occurring
in A, V (p, s) �= 1

2 . This means that p has a truth-value (either 1 or 0) at s.
The statability relation plays an important role to interpret a formula with
gaps.

Then, the valuations V can be extended for other formulas as follows:

V (¬A, s) = 1 iff stat(A, s) and V (A, s) �= 1
V (¬A, s) = 0 iff stat(A, s) and V (A, s) �= 0
V (¬A, s) = 1

2 otherwise
V (A ∧B, s) = 1 iff V (A, s) = V (B, s) = 1
V (A ∧B, s) = 0 iff stat(A, s) and stat(B, s)

and (V (A, s) = 0 or V (B, s) = 0)
V (A ∧B, s) = 1

2 otherwise
V (FA, s) = 1 iff stat(A, s) and ∃t(s < t and V (A, t) = 1)
V (FA, s) = 0 iff stat(A, s) and ∀t(s < t ⇒ V (A, t) �= 1)
V (FA, s) = 1

2 otherwise

V (PA, s) = 1 iff stat(A, s) and ∃r(r < s and V (A, r) = 1)
V (PA, s) = 0 iff stat(A, s) and ∀r(r < s ⇒ V (A, r) �= 1)
V (PA, s) = 1

2
otherwise

V (SFA, s) = 1 iff stat(A, s) and ∀t(s < t ⇒ stat(A, t))
V (SFA, s) = 0 iff stat(A, s) and ∃t(s < t and not(stat(A, t)))
V (SFA, s) = 1

2
otherwise

V (SPA, s) = 1 iff stat(A, s) and ∀r(r < s ⇒ stat(A, r))
V (SPA, s) = 0 iff stat(A, s) and ∃r(r < s and not(stat(A,r)))
V (SPA, s) = 1

2
otherwise

Upon our semantics, it is worth giving the following intuitive meanings of
temporal operators.

FA is true at s iff A is statable at s and A is true at some time
point t later than s.

PA is true at s iff A is statable at s and A is true at some time
point r earlier than s.

GA is true at s iff A is statable at s and A is true at every time
point t later than s.

HA is true at s iff A is statable at s and A is true at every time
point r earlier than s.



Some Three-Valued Temporal Logics for Future Contingents 359

Note that these interpretations of GA and HA, which are compatible with
Prior’s Q, should be distinguished from the following weaker interpretations.

GA is true at s iff A is statable at s and A is true at every time
point t later than s at which A is statable.

HA is true at s iff A is statable at s and A is true at every time
point r earlier than s at which A is statable.

The notion of validity can be defined as follows. We say that a formula
A is valid, in symbol |= A, iff A is not false, i.e. V (A, s) �= 0 for any s ∈ T
in every Qt-model. The notion of validity in Qt is different from that of
standard temporal logic. It is needed to validate classical tautologies when
the valuation of every propositional variable in them is undefined. As a result,
all classical tautologies are shown to be valid in Qt.

Consider the following two contingent sentences:

(3) Jan will read Past, Present and Future.
(4) Jan will not read Past, Present and Future.

(3) is expressed in Qt as:

(5) FA

where A denotes the present tense proposition that Jan reads Past, Present
and Future. Since 3() is a future contingent proposition, (5) evaluates as
indeterminate. Similarly, we can represent (4) as (6) or (7):

(6) F¬A
(7) ¬FA

(6) is indeterminate. Even if (7) is taken up, it is also indeterminate. Thus,
there are no differences of (6) and (7) in Qt. However, they should be distin-
guished unless truth-value gaps are admitted.

A controversial case for future contingents is like in (9):

(8) F(A ∨ ¬A)

which is equivalent to (10):

(9) FA ∨ F¬A
Both (8) and (9) are also shown to be indeterminate if A is indeterminate.
Although Aristotle believed that (8) is a logical truth because of (LEM), it
may be controversial that A∨¬A holds for indeterminate A. Fortunately, our
notion of validity in the semantics above ensures that A ∨ ¬A is also valid
when A is indeterminate.

Now, we show some technical results whose proofs can be found in [3]. The
first result states that the underlying logic of Qt is Kleene’s weak three-valued
logic, which is equivalent to Bochvar’s three-valued logic. In Kleene’s weak
three-valued logic, complex formulas receive the third truth-value if their
compounds receive the third truth-value, as the following truth tables show.
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→ t u f ¬
t t u f f

u u u u u

f t u t t

∧ t u f
t t u f

u u u u

f f u f

∨ t u f
t t u t

u u u u

f t u f

Theorem 5. The logical connectives ¬ and ∧ in Qt are those in Kleene’s
weak three-valued logic.

Now, we define other connectives as

A ∨B =def ¬(¬A ∧ ¬B), A→ B =def ¬A ∨B.

Theorem 6. The fragment of LQt with the logical connectives ¬,∧,∨,→ is
Kleene’s weak three-valued logic.

Theorem 7. stat(A, s) iff V (A, s) �= 1
2 .

Theorem 8. The future and past statability operators can be interpreted as
follows:

V (SFA, s) = 1 iff V (A, s) �= 1
2 and ∀t(s < t ⇒ V (A, t) �= 1

2 ),

V (SPA, s) = 1 iff V (A, s) �= 1
2 and ∀r(r < s ⇒ V (A, r) �= 1

2 ).

Theorem 9 (Soundness). � A ⇒ |= A.

Theorem 10 (Completeness). |= A ⇒ � A.

5 Other Possibilities

There seem other possibilities of using of three-valued temporal logics. We
here take up some of the interesting approaches, which will be worked out in
other occasions. One can consider intuitionistic tense logic as an interesting
candidate. Intuitionistic tense logic ITL was studied in detail by Ewald [5].
We find some similarities between Qt and ITL, e.g. failures of PB and of du-
ality of necessity and possibility operators. There are, however, differences.
First, Qt has a three-valued semantics, while ITL has no finite-valued se-
mantics. Second, (LEM) holds in Qt, but it does not hold in ITL. Although
we cannot find practical applications of ITL, it is worth investigating future
contingents within the framework of ITL from an intuitionistic point of view.

Although most approaches to future contingents rely on the notion of gap,
i.e. neither true nor false, the notion of glut, i.e. both true and false, can be
also used. This consideration gives rise to a paraconsistent approach in which
a future contingent is interpreted as both true and false. The paraconsistent
approach may be implicit in Priest’s dialectical tense logic DTL in [7].

As is well known, Lukasiewicz proposed L-modal systems. This can be
reformulated as a temporal logic. If this attempt is successful, Lukasiewicz’s
original idea to introduce his three-valued logic will be re-appreciated.
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Three-valued temporal logics with gap can be semantically formalized by
means of supervaluation of van Frrassen [9]. If the paraconsistent approach
is philosophically defensible, three-valued temporal logics with glut can also
be semantically formalized by means of subvaluation.

6 Conclusions

We have seen two three-valued temporal logics for future contingents and
suggested other possibilities. These formalizations are based on different mo-
tivations, and it would be interesting to consider these philosophical aspects.

Three-valued temporal logics should be investigated for other issues. For
instance, in computer science, we could study model checking in some three-
valued logics. In philosophy, the so-called Master Argument is an interesting
topic, which can be naturally formalized by three-valued modal temporal
logic. In linguistics, the compositional semantics for future contingent propo-
sitions need a proper three-valued temporal logic. We hope to elaborate on
these issues in other papers.
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Introduction to Plausible Reasoning Based on
EVALPSN
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Abstract. In this paper, in order to deal with plausible (deontic) reasoning in the
framework of EVALPSN as well as defeasible deontic one, we introduce translation
rules from Billington’s plausible theory into EVALPSN and show that the provabil-
ity of the plausible theory can be preserved by the translation with a simple example.

Keywords: plausible logic, defeasible reasoning, paraconsistent annotated logic
program, stable model, EVALPSN.

1 Introduction

In order to deal with defeasible deontic reasoning in the framework of a paracon-
sistent annotated logic program called EVALPSN by Nakamatsu, it has been shown
that Billington’s defeasible logic and Nute’s defeasible deontic logic can be trans-
lated into EVALPSN with preserving their provabilities [4, 5]. Based on the transla-
tion, EVALPSN defeasible deontic reasoning has been applied to various intelligent
control based on safety verification such as logical safety verification based pipeline
control [6, 7].
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Plausible reasoning is known as one of important reasoning ways in human being
society such as judge’s reasoning in court trial, and it has been formalized as a
plausible logic by Billington [1].

In this paper, in order to deal with plausible (deontic) reasoning in the framework
of EVALPSN as well as defeasible deontic one, we introduce translation rules from
Billington’s plausible theory into EVALPSN and show that the provability of the
plausible theory can be preserved by the translation with a simple example, that
is to say, the provability of plausible logic can be translated into the stable model
satisfiability of EVALPSN.

This paper is organized in the following manner: firstly, EVALPSN is reviewed
briefly; subsequently Billington’s plausible logic and its translation into EVALPSN
are introduced with a simple example; lastly, we conclude the future works for ap-
plications of EVALPSN plausible reasoning.

2 Evalpsn

We review EVALPSN briefly [5]. Generally, a truth value called an annotation is
explicitly attached to each literal in annotated logic programs [2]. For example, let
p be a literal, μ an annotation, then p :μ is called an annotated literal. The set of
annotations constitutes a complete lattice. An annotation in EVALPSN has a form of
[(i, j),μ ] called an extended vector annotation. The first component (i, j) is called a
vector annotation and the set of vector annotations constitutes the complete lattice,

Tv(n) = { (x,y)|0 ≤ x≤ n,0≤ y≤ n,x,y and n are integers }

in Fig.1. The ordering(�v) of Tv(n) is defined as : let (x1,y1), (x2,y2) ∈ Tv(n),

(x1,y1)�v (x2,y2) iff x1 ≤ x2 and y1 ≤ y2.

For each extended vector annotated literal p : [(i, j),μ ], the integer i denotes the
amount of positive information to support the literal p and the integer j denotes that
of negative one. The second component μ is an index of fact and deontic notions
such as obligation, and the set of the second components constitutes the complete
lattice,

Td = {⊥,α,β ,γ,∗1,∗2,∗3,�}.

Fig. 1 Lattice Tv(2) and
Lattice Td
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The ordering(�d) of Td is described by the Hasse’s diagram in Fig.1. The intuitive
meaning of each member of Td is ⊥ (unknown), α (fact), β (obligation), γ (non-
obligation), ∗1 (fact and obligation), ∗2 (obligation and non-obligation), ∗3 (fact and
non-obligation), and� (inconsistency). Then the complete lattice Te(n) of extended
vector annotations is defined as the product Tv(n)×Td . The ordering(�e) of Te(n)
is defined as : let [(i1, j1),μ1] and [(i2, j2),μ2] ∈ Te,

[(i1, j1),μ1]�e [(i2, j2),μ2] iff (i1, j1)�v (i2, j2) and μ1 �d μ2.

There are two kinds of epistemic negation (¬1 and ¬2) in EVALPSN, which are
defined as mappings over Tv(n) and Td , respectively.

Definition 1 (epistemic negations ¬1 and ¬2 in EVALPSN)

¬1([(i, j),μ ]) = [( j, i),μ ], ∀μ ∈ Td ,

¬2([(i, j),⊥]) = [(i, j),⊥], ¬2([(i, j),α]) = [(i, j),α],
¬2([(i, j),β ]) = [(i, j),γ], ¬2([(i, j),γ]) = [(i, j),β ],
¬2([(i, j),∗1]) = [(i, j),∗3], ¬2([(i, j),∗2]) = [(i, j),∗2],
¬2([(i, j),∗3]) = [(i, j),∗1], ¬2([(i, j),�]) = [(i, j),�].

If we regard the epistemic negations as syntactical operations, the epistemic nega-
tions followed by literals can be eliminated by the syntactical operations. For exam-
ple, ¬1 p : [(2,0),α] = p : [(0,2),α] and ¬2q : [(1,0),β ] = p : [(1,0),γ].

There is another negation called strong negation (∼) in EVALPSN, and it is
treated as classical negation.

Definition 2 (strong negation∼) [3]. Let F be any formula and ¬ be ¬1 or ¬2.

∼ F =de f F → ((F → F)∧¬(F → F)).

Definition 3 (well extended vector annotated literal). Let p be a literal.

p : [(i,0),μ ] and p : [(0, j),μ ]

are called weva(well extended vector annotated)-literals, where i, j ∈{1,2, · · · ,n},
and μ ∈ { α,β ,γ }.
Defintion 4 (EVALPSN). If L0, · · · ,Ln are weva-literals,

L1∧·· ·∧Li∧ ∼ Li+1∧·· ·∧ ∼ Ln→ L0

is called an EVALPSN clause. An EVALPSN is a finite set of EVALPSN clauses.
Fact and deontic notions, “obligation”, “forbiddance” and “permission” are rep-

resented by extended vector annotations, [(m,0),α], [(m,0),β ], [(0,m),β ], and
[(0,m),γ], respectively, where m is a positive integer.
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3 Plausible Logic

In this section, we simplify Billington’s plausible logics in [1] and introduce the
simplified version briefly. We note that some symbols are used duplicatedly as the
previous section with different meanings.

First of all, as preliminary we introduce the basic notation and terminology in his
logic.

Definition 5. Let Z be the set of all integers. If m,n ∈Z then [m..n] = {i ∈ Z
|m≤ i≤ n}. The length of a sequence P is denoted by |P|. Let P = (P(1), . . . ,P(|P|))
be a finite sequence. If i ∈ [1..|P|] then P[1..i] = (P(1), . . . ,P(i)), and if i = 0 then
P[1..i] = (), the empty sequence.

Definition 6 (Alphabet A ). Alphabet is the union of the following four pairwise
disjoint sets of symbols:

• a non-empty countable set of atoms;
• the set {¬,∧,∨,→,⇒,�} of connectives ;
• the set {+,−,Δ ,δ ,∂ ,

∫ } of proof symbols ;
• and the set of punctuation marks consisting of the comma, braces and

parentheses.

Definition 7

• If F is a non-empty set of formulas,
∧

F(
∨

F) denote the conjunction (disjunc-
tion) of all the formulas in F .

• A clause is the disjunction of a non-empty set of literals.
• The complement, ∼ f , of a formula f and the complement, ∼ F , of a set F of

formulas are defined as follows: If f is an atom then ∼ f is ¬ f ; and ∼ ¬ f is f .
Otherwise ∼ F = {∼ f | f ∈ F}, ∼∧F =

∨∼ F , and ∼∨F =
∧∼ F .

Definition 8 (Rules). A rule r has three parts:

• a finite set of formulas on the right called antecedent symbolized A(r) ;
• an arrow in the middle

( strict arrow→, plausible arrow⇒, and defeater arrow � );
• a formula on the right called consequent symbolized c(r).

A→ f are called strict rules, whenever all the formulas in A are accepted, then f
must be accepted; that is to say, Modus Ponens holds. A⇒ f are called plausible
rules, if al the formulas in A are accepted then the formula f is accepted provided
that all the evidence against f has been defeated. A � f are called defeater rules
or if A, defeaters, if all the formulas in A are accepted then the rule A � f is an
evidence against ¬ f , but not for f . We can read A � f as “if A then the negation of
f is too risky”. If f is a presumption then we can write it {}⇒ f .

Definition 9 (Plausible Description). A plausible description over A of a situa-
tion is a triple

PD = (F, PR, DR)
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such that F is a finite set of formulas, PR is a set of plausible rules, DR is a set of
defeaters, and a finite conditions to be defined later. The formulas in F are called
facts.

Definition 10. If f is a formula then cn f ( f ) denotes a conjunctive normal
form of f , and dn f ( f ) denotes a disjunctive normal form of f . If cn f ( f ) =∧{∨C1, . . . ,

∨
Cm} then let Cl( f ) = {∨C1, . . . ,

∨
Cm} and Cll( f ) = {C1, . . . ,Cm}.

If dn f ( f ) =
∨{∧D1, . . . ,

∧
Dm} then let Dcll( f ) = {D1, . . . ,

∨
Dm}.

Definition 11 (Transformation into Simple Rules). The set of facts F is trans-
formed into the set of simple strict rules,

Smpl(F) = {∼ (C−{q})→ q | q ∈C,C ∈Cll( f ), f ∈ F}.

The set of plausible rules PR is transformed into the set of simple plausible rules,

Smpl(PR) = {B∪∼ (C−{q})⇒ q | B ∈ Dcll(
∧

A(r)),

C ∈Cll(c(r)),q ∈C,r ∈ PR}.

The set of defeaters DR is transformed into the set of simple defeaters,

Smpl(DR) = {B∪∼ (C−{q}) � q | B ∈ Dcll(
∧

A(r)),

C ∈Cll(c(r)),q ∈C,r ∈DR}.

The simple form of a plausible description PD is defined as

Smpl(PD) = Smpl(F)∪Smpl(PR)∪Smpl(DR).

Definition 12. If S is any set of rules then S[q] = {r ∈ S | q = c(r)}. the set of
strict rules in S is denoted by Ss, the set of plausible rules in S by Sp and the set of
defeater in S by Sd , moreover, Spd = Sp∪Sd and Ssp = Ss∪Sp.

Definition 13 (Non Simple Rules). Let S be a set of simple rules. non simple rule
(strict rule)

ns(Ss[q]) = Cl(
∨
{
∧

A(r) | r ∈ Ss[q]})→ q,

non-simple rule (plausible rule)

ns(Ssp[q]) = Cl(
∨
{
∧

A(r) | r ∈ Ssp[q]})⇒ q,

non-simple rule (defeater)

ns(S[q]) = Cl(
∨
{
∧

A(r) | r ∈ S[q]}) � q.

The set of non-simple rules generated from S,

Nsmpl(S) = {ns(Ss[q]) | q is a literal}∪{ns(Ssp[q]) | q is a literal}∪
{ns(S[q]) | q is a literal}.
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We define
Θ(PD) = Smpl(PD)∪Nsmpl(Smpl(PD)).

Definition 14 (Plausible Theory). A plausible theory over A is an ordered pair
(R,>) such that R =Θ(PD) for some plausible description PD over A , and > is
a priority relation on R.

Definition 15 (Formal Proof). A tag is any element of {+Δ , −Δ , +δ , −δ ,
+∂ , −∂ , +

∫
, −∫ }. A formal proof or derivation, P is a finite sequence P =

(P(1), . . . ,P(|P|)) of ordered pairs (T,±d f ) such that T is a plausible theory,
± ∈ {+,−}, d ∈ {Δ ,δ ,∂ ,

∫ }, f is a cnf-formula and for all i in [0..|P|−1] the fol-
lowing inference conditions: +

∧
,−∧,+

∨
,−∨,+Δ , −Δ ,+∂ ,−∂ ,+

∫
and −∫ are

all hold. The elements of a derivation is called lines of the derivation.

Definition 16 (Provability or Deducibility in Plausible Logic). Let T be a plausi-
ble theory and f a cnf-formula.

T � f ⇐⇒ (T,±d f ) is a line in some derivation.

(T,±d f ) is called deducible or provable or d-provable.

Definition 17. Define P−(F) = {G|G⊂ F and {} �=G and G �=F} to be the set
of non-empty proper subsets of F , and P≥1(F) = {G|G ⊂ and |G| ≥ 1} to be the
set of non-empty subsets of F .

+
∧

) If P(i+ 1) = (T,+d
∧

F) then ∀ f ∈ F,(T,+d f ) ∈ P[1..i].
−∧) If P(i+ 1) = (T,−d

∧
F) then ∃ f ∈ F,(T,−d f ) ∈ P[1..i].

+
∨

) If P(i+ 1) = (T,+d
∨

F) and F is a set of literals then
∃F ′ ∈P≥1,∀ f ∈ F ′,

((R∪{{}→∼ q : q ∈ (F ′ − { f})},>),+d f ) ∈ P[1..i].
−∨) If P(i+ 1) = (T,−d

∨
F) and F is a set of literals then

f orallF ′ ∈P≥1,∃ f ∈ F ′,
((R∪{{}→∼ q : q ∈ (F ′ − { f})},>),−d f ) ∈ P[1..i].

In this paper, we will not introduce the translation of the above inference conditions
±∧ and ±∨ to EVALPSN due to space restriction.

Definition 18. +Δ(T ) = { f |T �+Δ f}. The set of clauses in +Δ(T ) is denoted
by Cl(+Δ(T )). The set of prime clauses in +Δ(T ), pr(+Δ(T )) is defined to be
the set of clauses in +Δ(T ) that have no subclause in +Δ(T ), i.e., pr(+Δ(T )) =
{∨C ∈Cl(+Δ(T ))| if D⊂C and D �=C then

∨
D �∈+Δ(T )}. Inc(T ) = {∼C|∨ ∈

pr(+Δ(T ))} is defined to be the minimal sets of literals that are inconsistent with
T . Inc(T,q) = {I−{q}|q∈ I and I ∈ Inc(T )}.

+Δ) If P(i+ 1) = (T,+Δq) then
∃r ∈ Rs[q]∀a ∈ A(r),(T,+Δa) ∈ P[1..i].

−Δ) If P(i+ 1) = (T,−Δq) then
∀r ∈ Rs[q]∃a ∈ A(r),(T,−Δa) ∈ P[1..i].
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+∂ ) If P(i+ 1) = (T,+∂q) then either
.1) ∃r ∈ Rs[q]∀a ∈ A(r),(T,+∂a) ∈ P[1..i]; or
.2) ∃r ∈ Rp[q] such that

.1) ∀a ∈ A(r),(T,+∂a) ∈ P[1..i], and

.2) ∀C ∈ Inc(T,q),∃c ∈C∀s ∈ R[c] either
.1) ∃a ∈ A(s),(T,−∂a) ∈ P[1..i]; or
.2) ∃t ∈ Rp[q] such that

.1) ∀a ∈ A(t),(T,+∂a) ∈ P[1..i], and

.2) t > s.

−∂ ) If P(i+ 1) = (T,−∂q) then either
.1) ∀r ∈ Rs[q]∃a ∈ A(r),(T,−∂a) ∈ P[1..i], and
.2) ∀r ∈ Rp[q] either

.1) ∃a ∈ A(r),(T,−∂a) ∈ P[1..i]; or

.2) ∃C ∈ Inc(T,q),∀c ∈C∃s ∈ R[c] such that
.1) ∀a ∈ A(s),(T,+∂a) ∈ P[1..i], and
.2) ∀t ∈ Rp[q] either

.1) ∃a ∈ A(t),(T,−∂a) ∈ P[1..i]; or

.2) t �>s.

+δ ) If P(i+ 1) = (T,+δq) then either
.1) ∃r ∈ Rs[q]∀a ∈ A(r),(T,+δa) ∈ P[1..i]; or
.2) ∃r ∈ Rp[q] such that

.1) ∀a ∈ A(r),(T,+δa) ∈ P[1..i], and

.2) ∀C ∈ Inc(T,q),∃c ∈C∀s ∈ R[c] either
.1) ∃a ∈ A(s),(T,−∫ a) ∈ P[1..i]; or
.2) ∃t ∈ Rp[q] such that

.1) ∀a ∈ A(t),(T,+δa) ∈ P[1..i], and

.2) t > s.

−δ ) If P(i+ 1) = (T,−δq) then
.1) ∀r ∈ Rs[q]∃a ∈ A(r),(T,−δa) ∈ P[1..i], and
.2) ∀r ∈ Rp[q] either

.1) ∃a ∈ A(r),(T,−δa) ∈ P[1..i]; or

.2) ∃C ∈ Inc(T,q),∀c ∈C∃s ∈ R[c] such that
.1) ∀a ∈ A(s),(T,+

∫
a) ∈ P[1..i], and

.2) ∀t ∈ Rp[q] either
.1) ∃a ∈ A(t),(T,−δa) ∈ P[1..i]; or
.2) t �>s.

+
∫
) If P(i+ 1) = (T,+

∫
q) then either

.1) ∃r ∈ Rs[q]∀a ∈ A(r),(T,+
∫

a) ∈ P[1..i]; or
.2) ∃r ∈ Rp[q] such that

.1) ∀a ∈ A(r),(T,+
∫

a) ∈ P[1..i], and
.2) ∀C ∈ Inc(T,q),∃c ∈C∀s ∈ R[c] either

.1) ∃a ∈ A(s),(T,−δa) ∈ P[1..i]; or

.2) t �>s.
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−∫ ) If P(i+ 1) = (T,−∫ q) then
.1) ∀r ∈ Rs[q]∃a ∈ A(r),(T,−∫ a) ∈ P[1..i], and
.2) ∀r ∈ Rp[q] either

.1) ∃a ∈ A(r),(T,−∫ a) ∈ P[1..i]; or

.2) ∃C ∈ Inc(T,q),∀c ∈C∃s ∈ R[c] such that
.1) ∀a ∈ A(s),(T,+δa) ∈ P[1..i], and
.2) t > s.

Definition 19 (Plausible Logic). A plausible logic consists of a plausible theory
(R,>), the twelve inference conditions {±∧, ±∨, ±Δ , ±δ , ±∂ , ±∫ }. deducibil-
ity relation � .

The following theorem holds with the definitions +d(T ) = { f |T � +d f} and
−d(T ) = { f |T � −d f}, where d ∈ {Δ ,δ ,∂ ,

∫ }, and the proof is found in [1].

Theorem 1 [1]. Let T be a plausible theory.

(1) If d ∈ {Δ ,δ ,∂ ,
∫ } then +d(T )∩−d(T ) = {}.

(2) +Δ(T )⊂+δ (T )⊂+∂ (T )⊂+
∫
(T ).

(3) −∫ (T )⊂−∂ (T )⊂−δ (T )⊂−Δ(T ).

4 Translation from Plausible Theory into EVALPSN

In this section, we consider to translate the plausible theory into EVALPSN, and as-
sume the following correspondence between the provability of the plausible theory
and satisfiability of EVALPSN stable model as well as [4].

T �+Δq ←→ M(Tran(T )) |= q : [(4,0),α];
T �+δq ←→ M(Tran(T )) |= q : [(3,0),α];
T �+∂q ←→ M(Tran(T )) |= q : [(2,0),α];
T �+

∫
q ←→ M(Tran(T )) |= q : [(1,0),α],

where Tran(T ) is the EVALPSN translated from the plausible theory T , and
M(Tran(T )) is the stable model of Tran(T ). In the above assumption, the deon-
tic annotation α is not essential.

Strict Rule
Based on the assumption we translate a strict rule R : a1, . . . ,ak→ q into EVALPSN
with considering the inference conditions +Δ), +∂ ), +δ ) and +

∫
). The strict rule

R is translated into

Tran(R) = {a1 : [(n,0),α]∧ . . .∧ak : [(n,0),α]→ q : [(n,0),α]}, n = 1, . . . ,4

Plausible Rule
Suppose that there are plausible rules, R0 : a1, . . . ,ak⇒ q, and R1 : b11, . . . ,b1k⇒
(�) q̄1, · · · , Rm : bm1, . . . ,bml ⇒ (�) q̄m, where R0, . . . ,Rm ∈ R, k, l,m( ≥ 1)
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are integers, and q̄1, . . . , q̄m ∈ Inc(T,q). Then, we obtain the following Tran(R0) for
each plausible rule Rm in each provability,

+δ ) for each rule Rm with the priority relation (Rm > R0), Tran(R0) =

{ a1 : [(3,0),α]∧ . . .∧ak : [(3,0),α]∧ ∼ bm1 : [(1,0),α]→ q : [(3,0),α],
...

a1 : [(3,0),α]∧ . . .∧ak : [(3,0),α]∧ ∼ bml : [(1,0),α]→ q : [(3,0),α] },

otherwise, Tran(R0) = { a1 : [(3,0),α]∧ . . .∧ak : [(3,0),α]→ q : [(3,0),α] }.
+∂ ) for each rule Rm with the priority relation (Rm > R0), Tran(R0) =

{ a1 : [(2,0),α]∧ . . .∧ak : [(2,0),α]∧ ∼ bm1 : [(2,0),α]→ q : [(2,0),α],
...

a1 : [(2,0),α]∧ . . .∧ak : [(2,0),α]∧ ∼ bml : [(2,0),α]→ q : [(2,0),α] },

otherwise, Tran(R0) = {a1 : [(2,0),α]∧ . . .∧ak : [(2,0),α]→ q : [(2,0),α]}.
+
∫
) for each rule Rm with the priority relation (Rm > R0), Tran(R0) =

{ a1 : [(1,0),α]∧ . . .∧ak : [(1,0),α]∧ ∼ bm1 : [(3,0),α]→ q : [(1,0),α],
...

a1 : [(1,0),α]∧ . . .∧ak : [(1,0),α]∧ ∼ bml : [(3,0),α]→ q : [(1,0),α] },

otherwise, Tran(R0) = {a1 : [(1,0),α]∧ . . .∧ak : [(1,0),α]→ q : [(1,0),α]}.

5 Translation Example

In this section, we present a simple example of the translation from a plausible
theory to an EVALPSN.

Example 1 (see [1])
Suppose T = (R,>) where R = {R1 : {}⇒ a, R2 : {}⇒ b, R3 : {}⇒ c, R4 : a⇒ e,
R5 : b⇒ d, R6 : c⇒¬d R7 : d⇒¬e} and > is empty. Then, we have provabilities,
T � +δa, +δb, +δc, −∂d, +

∫
d, +

∫ ¬d, −δe, −∂¬e, and +∂e, +
∫ ¬e. The

plausible theory T is translated into the EVALPSN Tran(T ) =

{ a : [(3,0),α], b : [(3,0),α], c : [(3,0),α],
a : [(3,0),α]∧ ∼ d : [(1,0),α]→ e : [(3,0),α], a : [(1,0),α]→ e : [(1,0),α],
a : [(2,0),α]∧ ∼ d : [(2,0),α]→ e : [(2,0),α],
d : [(3,0),α]∧∼ a : [(1,0),α]→ e : [(0,3),α], d : [(1,0),α]→ e : [(0,1),α],
d : [(2,0),α]∧∼ a : [(2,0),α]→ e : [(0,2),α],
b : [(3,0),α]∧ ∼ c : [(1,0),α]→ d : [(3,0),α], b : [(1,0),α]→ d : [(1,0),α],
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b : [(2,0),α]∧ ∼ c : [(2,0),α]→ d : [(2,0),α],
c : [(3,0),α]∧ ∼ b : [(1,0),α]→ d : [(0,3),α], c : [(1,0),α]→ d : [(0,1),α],
c : [(2,0),α]∧ ∼ b : [(2,0),α]→ d : [(0,2),α] }

Then we have the following stable model[4] of the EVALPSN Tran(T ),

M(Tran(T )) = { a : [(3,0),α], b : [(3,0),α], c : [(3,0),α], d : [(1,0),α],
d : [(0,1),α], e : [(2,0),α], e : [(0,1),α] },

which corresponds to the provabilities of the original plausible theory T . The stable
model shows that a, b and c are provable at δ -level that is represented by the vector
annotation (3,0), both d and ¬d are just provable at

∫
-level that is represented by

the vector annotation (1,0), e is provable at ∂ -level that is represented by the vector
annotation (2,0), and ¬e is just provable at

∫
-level. Therefore, by Theorem 1 it can

be reasoned that neither d nor¬d are provable at both ∂ and δ -levels, e is unprovable
at δ -level, and ¬e is unprovable at both ∂ and δ -levels.

6 Conclusion and Future Work

In this paper, in order to deal with plausible reasoning in the flamework of EVALPSN
as well as defeasible deontic one, we have introduced translation rules from Billing-
ton’s plausible theory into EVALPSN and shown that the provability of the plausible
logic can be translated into the stable model satisfiability of EVALPSN.

We will be planning to apply the EVALPSN plausible reasoning to some controls
and analysing judge’s reasoning in trial in our future work.
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Rough Set Reducts Based Classification         

Naohiro Ishii, 1 Yongguang Bao, Yuta Hoki, and Hidekazu Tanaka 

Abstract. Text classification aims to classify documents into categories or classes 
automatically based on their contents. While more and more textual information is 
available online, effective retrieval becomes difficult without good indexing and 
summarization of document contents. A rough set based reduct is a minimal sub-
set of features, which has almost the same discernible power as the entire condi-
tional features. Here, we propose a greedy algorithm to compute a set of rough set 
reducts which is followed by the k-nearest neighbor to classify documents. To im-
prove the classification performance, reducts-kNN with confidence was devel-
oped. These proposed rough set reduct based classification methods for documents 
are compared by classification experiments. Experiments have been conducted on 
some benchmark datasets from the Reuters news data set. 

Keywords: text classification, reducts of rough set , kNN, reducts with confidence. 

1   Introduction 

Rough sets theory firstly introduced by Pawlak[1,2,3,4] provides us a new ap-
proach to perform data analysis, practically. Rough set has been applied  success-
fully and widely in machine learning and data mining[4,5,6,7]. An important task 
in rough set based data analysis is computation of the attribute or feature reduct 
for the classification. By Pawlak’s rough set theory, a reduce is a minimal subset 
of features, which has the discernible power as  using the entire features. Then, the 
reduct uses a minimum number of features and represents a minimal and complete 
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rues set to classify new objects. Finding all reducts of  information system is 
combinatorial NP-hard computational problem. To classify unseen objects, it is 
optimal to use characteristics so that different reducts use different features as 
many as possible. Then, the union of these features in the reducts, is expected to 
include all indispensable features  and the number of reducts used for classifica-
tion is minimum. Here, a greedy algorithm to compute a set of reducts which  con-
siders these requirements, is presented. The proposed algorithm starts with the set 
of CORE features in the rough set. Through backtracking, multiple reducts are 
constructed using discernibility matrix. A reduct is computed by using forward 
stepwise selection and backward elimination based on the significance values of 
the features. The algorithm terminates when the features in the union of the re-
ducts includes all the indispensable features in the database or the number of re-
ducts is equal to the number given in advance. After multiple reducts construction, 
k-nearest neighbor(k-NN) approach is adopted for the data classification. Thus, we 
call here the method, Reducts-kNN, which combines multiple reducts with k-NN 
classifiers, respectively. To improve the classification performance[8,9], reducts-
kNN with confidence was developed. These proposed rough set reduct based clas-
sification methods for documents are compared by classification experiments. Ex-
periments have been conducted on some benchmark datasets from the Reuters 
news data set[10]. 

2    Rough Set and Its Reduct  

2.1   Information Systems for Rough Set 

An information system is composed of a 4-tuple as follows, 
 

              , , ,S U Q V f=< >  
 

where U is a closed universe, a finite nonempty set of N objects 1 2, , ,( ... )Nx x x , 

Q is a finite nonempty set of n features 1 2, , ,{ ... }nq q q , qq QV V∈= U ,where qV  is a 

domain (value) of the feature q , :f U Q V→×  is the total decision function 

called the information such that ( , ) qf x q V∈ , for every q Q∈ , x U∈ .   

Any subset P of  Q  determines a binary relation on U , which will be called 

an indiscernibility relation denoted by ( )INP P , and defined as follows: PxI y  if 

and only if ( , ) ( , )f x a f y a=  for every a P∈ . Obviously ( )INP P  is an 

equivalence relation. The family of all equivalence classes of ( )INP P  will be de-

noted by / ( )U INP P  or simply /U P ; an equivalence class of ( )INP P  con-

taining x  will be denoted by ( )P x  or [ ]px . 

 



Rough Set Reducts Based Classification 375
 

2.2   Reduct of Rough Set 

Reduct is a fundamental concept of rough set. A reduct is the essential part of an 
information system S  that can discern all objects discernible by the original in-
formation system. 

Let q Q∈ . Feature q  is dispensable in S ,if ( ) ( )IND Q q IND Q− = ;otherwise 

q  is indispensable in S . The set R Q⊆  of feature will be called  a reduct of Q,  

if ( ) ( )IND R IND Q=  and all features of R  are indispensable in S . We denote it 

as ( )RED Q  or ( )RED S . Feature reduct is the minimal subset of features Q  with 

respect to decision features D , none of the features of any minimal subsets can be 
eliminated without affecting the essential information. These minimal subsets can 
discern classes with the same discriminating power as the entire features. The set 
of all indispensable from the set Q  is called CORE  of Q  and denoted by  

( )CORE Q : 

                                 ( ) ( )CORE Q RED Q= I  

2.3   Discernibility Matrix 

One of  basic notions in rough set is a discernibility matrix that helps us under-
stand several properties to construct efficient algorithm to compute reducts. By 

( )M S , we  denote an n n× matrix ( )ijc , called the discernibility matrix of S , 

such as 

              ,{ : ( ) ( , )}ij i jc q Q f x q f x q= ∈ ≠  for , 1,2,...,i j n= . 

Since ( )M S  is symmetric and iic φ=  for 1,2,...,i n= , we represent ( )M S  only 

by elements in the lower triangle of ( )M S , i.e. the ijc  is with 1 j i n≤ < ≤ . 

2.4   Feature Reductions 

Our algorithm to make reduct of data, starts with CORE  features. A reduct is 
computed by using forward stepwise selection and backward elimination based on 
the significance values of features as shown in Fig. 1. Through backtracking, mul-
tiple reducts are constructed using discernibility matrix. The algorithm terminates 
when the features in the union of reducts includes all the indispensable features in 
the database  or the number of reducts is equal to the number determined by user. 
Let ( , )COMP B ADL denote the comparison procedure. Result of ( , )COMP B ADL  

becomes 1 if for each element jc  of ADL has jB c φ∩ ≠  otherwise 0, m  be the 

parameter of reducts  number. 
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 Step 1 Create the discernibility matrix DM:[ ijc ]; 

{ : ( ) 1}; 1;CORE c DM card c i= ∈ = =U  

Step 2 While ( )i m≤  do begin 
     ; ;REDU CORE DL DM REDU= = −  

      /*forward selection*/ 

     While ( )DL φ≠  do begin 

      Compute the frequency value for each feature ;iq Q REDU∈ −U  
     Select the feature q with maximum frequency value and add it to ;REDU  
      Delete elements dl of DL  which q dl∈  from ;DL  
    End 

     /*backward elimination*/ 

     ( );N card REDU CORE= −  
     For 0j = to 1N −  do begin 

       Remove ja REDU CORE∈ −  from ;REDU  
      If ( , ) 0COMP REDU DM =  Then add ja  to ;REDU  

     End 

     ; 1iREDU REDU i i= = +  

     End  

Fig. 1 Generation of multiple reducts 

3    k-Nearest Neighbor Method 

By using multiple reducts developed above, the data classification is needed. The 
basic k-nearest neighbor(kNN) is one of the simple methods  for classification. It 
is intuitive and easy to understand its concept. Much attention is paid to combin-
ing a set of individual classifiers with the hope of improving the overall classifica-
tion accuracy. In this paper, multiple reducts-kNN combined method is proposed 
to improve the classification accuracy. Then, these multiple reducts are expected 
to improve the performance of the k-nearest neighbor classifier.  

3.1   k-Nearest Neighbor Classification with Multiple Reducts 

The multiple reducts can be formulated precisely and in a unified way within the 
framework of rough set theory[Pawlak]. An attempt of combining multiple reducts 
followed by the k-nearest neighbor classification is performed here, which is 
shown in Fig.2. In Fig.2, we assume a set of m  reducts 1 2{ , ,..., }mR R R . Each re-

duct jR  classifies features into a certain class by k-NN. Then, features extracted 
from data, are inputted first, to multiple reducts at the same time, which are de-
termined in the above section. Then, each reduct followed by kNN, classifies fea-
ture class. The kNN adopted here, is interpreted in the following. For an unknown 
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Original Features F= 1 2{ , ,...., }nf f f

Reduct 1 11 1 2{ , ,..., }nR r r r

kNN using  Reduct 1 1R

Reduct 2 1 2{ , ,..., }mm nR r r r

kNN using Reduct mR

Final Classification Decision 
 

Fig. 2 Muliple reducts-kNN classifiers 

object u, classification by kNN classifier can be performed as follows: calculating 
the distances between object  and all training objects, choosing k-nearest neighbor 
objects  and voting to class. Then, the algorithm by the reducts-kNN classification 
is given in the following. 
1. Let the notation of training data set, be D  and the total feature set be 

1 2{ , ,..., }xF f f f= . From the data set D , multiple reducts 1 2, ,..., mR R R  are com-

puted. 
2. Each kNN classifier computes rank of each class by using only features in-
cluded in  the given reduct . The distance ( , )i a bsim d d  between data ad and 

bd in the classifier kNNi corresponding to reduct iR  (1 )i m≤ ≤ , is defined as 

follows. 

1

2 2

1 1

( ( , ) )
( , )

( ( , ) ( ) ) ( ( , ) ( ) )

x
i j aj bj

j
i a b

x x
i j aj i j bj

j j

count R f x x
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count R f x count R f x

=

= =

× ×
=

× × ×

∑
∑ ∑

 

where ( , )count R f  takes value 1, when feature f is included in reduct R , while 

it takes value 0 when it is not included. Rank of the class jc for data qd , denoted 
by , ( )ij qc knnrank d , is given as 

          1

1
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3. For integrating respective kNN classifiers, total rank score, ( )j qctrank d  is 

computed as follows, 

                           1
,{ ( )}

( )
i

m
j q

i
j q

c knn
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rank d
trank d

m
==∑  
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Finally, the classes that satisfy the condition of ( )j qctrank d θ≥  are the final classi-

fication result.           

3.2   Experimental Results 

For evaluating the efficiency of the kNN classification with multiple reducts, ex-
perimental computations are carried out.  The computer experiments were carried 
out by the well known news data called Reuters 21578, which consists of interna-
tional politics and economical news documents. Documents in Reuters 21578, are 
represented in SGML and they are assigned to the class category. In this study, the 
documents are classified to 5 categories(cocoa, copper, cpi, gnp, rubber). To 
measure the classification accuracy in the class ic , three indexes, Recallci, 
,Precisionci , and  Accuracyci  are defined as follows,  

Recallci   The ratio of documents classified to the class ic  within the total docu-
ments in the class ic .        
   Precisionci  The ratio of documents classified correctly in the class ic  within the 
documents assigned to the class ic . 

Accuracyci  The ratio of documents classified correctly to the class  ic  and  
other than ic among all the documents.  
We assume here { : 1 }ic i m= ～  to be class set, where m  is the number of class. 

The parameters of the classification accuracy, are defined as follows, 
Let TPi be the number of correctly classified documents as in ic , which belong 

to the class ic . Let FPi be the number of incorrectly classified documents as in ic , 
which do not belong to the class ic . Let FNi be the number of incorrectly classi-
fied documents as in not ic , which are in the class ic . Let TNi be the number of 
correctly classified documents as in not ic , which are not in the class ic . These 
parameters are summarized in the contingency table as shown in Table  1. 

Table 1 Contingency table 

 Belong to ic  Not belong to ic  

Classified to ic  TPi FPi 
Not classified to ic  FNi TNi 

The indexes, Recallci,Precisionci, and  Accuracyci are for the class ic  as in 
Fig. 3. To measure and improve the inter-class accuracy, the indexes, micro-
average, μ  and macro-average, M  are introduced. The former is the modified 

indexes for all classes { }ic ,while the latter is the average values of all classes. 

Data weighting is an important pre-processing for vector space model of the 
classification of documents. Several data weighting methods are developed as 
word frequency occurrence, tf×idf , et al weighting[5,6]. Entropy weighting 
method[5,6] is applied here. 
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Fig. 3 Classification indexes 

Three classification indexes are well known for the evaluation of classification. 
Accuracy is often used as a typical classification measure. To make clear how 
many  number of reducts are applied to Reuters data analysis, classification in-
dexes(recall, precision and accuracy) are computed for  2-class, 3-class,4-class 
and 5-class  evaluation in micro average value, which is shown in Table 2.  

Table 2 Evaluation for number of reducts by micro-average 

 2- Class 3- Class 4-Class 5-Class 
Recall 0.471 0.647 0.764 0.799 
Precision 0.500  0.667 1.000 0.786 

Number of   
reducts = 1 
 Accuracy 0.750 0.845 0.927 0.902 

Recall 0.716 0.868 0.812 0.830 
Precision 1.000 0.905 0.875 0.863 

Number of 
reducs=5 

Accuracy 0.859 0.925 0.909 0.928 
Recall 0.682 0.779 0.824 0.733 
Precision 0.909 0.824 0.918 0.857 

Number of 
reducts=10 

Accuracy 0.813 0.873 0.924 0.909  

Similarly, those are computed for the evaluation in macro average value, which is 
shown in Table 3. In these experiments, the number of reducts are taken in case of 
to be 1 ,5 and 10.  

From experimental evaluation results in Table 2 and Table 3, the number of re-
ducts, 5 shows better results in recall, precision and accuracy values under the 
condition of the classification in 5-class, which is compared to those of the num-
ber of reducts , 1 and 10. In the dataset of Reuters data, the number of class will be  
5- class in practice as shown in Table 3. We adopted 5 reducts  in multiple reducts 
for Reuters data set. The first classification evaluation between kNN and the mul-
tiple reducts with 5 is  compared in Table 4, which shows the micro-average case. 
Also, the second those evaluation is compared in Table 5 in macro-average case. 
From Table 4 and Table 5. 
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Table 3 Evaluation for number of reducts by macro-average 

 2- Class 3- Class 4-Class 5-Class 
Recall 0.471 0.647 0.764 0.799 
Precision 0.500  0.667 1.000 0.786 

Number of 
reducts = 1 
 Accuracy 0.750 0.845 0.927 0.902 

Recall 0.716 0.868 0.812 0.830 
Precision 1.000 0.905 0.875 0.863 

Number of 
reducs=5 

Accuracy 0.859 0.925 0.909 0.928 
Recall 0.682 0.779 0.824 0.733 
Precision 0.909 0.824 0.918 0.857 

Number of 
reducts=10 

Accuracy 0.813 0.873 0.924 0.909  

Table 4 Comparison of classification evaluation by micro- average 

kNN and multiple reducts 2- Class 3- Class 4-Class 5-Class 
Recall 0.969 0.966 0.859 0.827 
Precision 0.721  0.700 0.725 0.741 

 
kNN 
 Accuracy 0.797 0.851 0.869 0.898 

Recall 0.719 0.879 0.815 0.827 
Precision 1.000 0.895 0.852 0.843 

 
Reducts-kNN 

Accuracy 0.859 0.925 0.909 0.928 

The reducts-kNN method proposed here, shows better results compare to only 
kNN method. To improve further the performance of the reducts-kNN method, a 
confidence score[8] was introduced. In the algorithm by the reducts-kNN classifi-
cation in section 3.1, a score ( )j qctrank d , is introduced. Since the score is the av-

erage of all classification reducts-kNN, classifiers with the higher classification 
ability and other classifiers with the lower one, work equally for the classification 
determination. 

Then, in case of classifiers with more than half lower ability, classification will 
make mistaken. By introducing confidence score to each reduct-kNN classifiers, it 
is expected to improve the classification evaluation for the reducts-kNN proposed 
 

Table 5 Comparison of classification evaluation by macro- average 

kNN and multiple reducts 2- Class 3- Class 4-Class 5-Class 
Recall 0.971 0.961 0.860 0.811 
Precision 0.726  0.713 0.740 0.789 

 
kNN 
 Accuracy 0.797 0.851 0.869 0.898 

Recall 0.716 0.868 0.812 0.830 
Precision 1.000 0.905 0.875 0.863 

 
Reducts-kNN 

Accuracy 0.859 0.925 0.909 0.928 
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system. Thus, the confidence score was applied to the reducts-kNN classification. 
The experimental results with the confidence score are shown in Table 6, in which 
the improved multiple reduct-kNN is described in reducts-kNN with confidence. 

In Table 6,  5-class data (cocoa, copper, cpi, gnp, rubber in Reuters) was ex-
perimented. The classification performance improves according to methods. The 
reducts-kNN shows better evaluation results than kNN only. The reducts-kNN 
with confidence shows better than the reducts-kNN without confidence. 

Table 6 Comparison of classification evaluation by proposed methods 

Methods and evaluation cocoa copper cpi  gnp rubber 

Recall 0.867  0.823  0.615  1.000 0.750 

Precision 0.565  0.875  0.800  0.708  1.000 

 

   kNN 

Accuracy  0.872  0.947  0.851  0.851  0.968 

Recall  0.933  0.882  0.500  1.000  0.833 

Precision  0.823  1.000  0.867  0.791  0.833 

 

Reducts-kNN 

Accuracy  0.957  0.979  0.840  0.904  0.957 

Recall  1.000  0.941  0.538  1.000  0.917 

Precision  0.882  1.000  0.933  0.810  1.000 

Reducts-kNN 

with 

Confidence Accuracy  0.979  0.989 0.862 0.915  0.989  
 

4   Conclusion 

While more and more textual information is available online, effective retrieval 
becomes difficult without good indexing and summarization of document con-
tents. A rough set based reduct is a minimal subset of features, which has almost 
the same discernible power as the entire conditional features. Here, we propose a 
greedy algorithm to compute a set of rough set reducts which is followed by the k-
nearest neighbor to classify documents. Experimental studies are carried out by 
using Reuters news data for the number of reducts and classification classes. To 
improve the classification performance, reducts-kNN with confidence was devel-
oped.  Classification by the reducts-kNN with confidence, shows better perform-
ance than the reducts-kNN and kNN methods.  Relation between multiple reducts 
and confidence, is a remained problem in the future study. 
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Heterogeneous Multi-agents Learning Using 
Genetic Network Programming with Immune 
Adjustment Mechanism 

Hirotaka Itoh,1 Naoki Ikeda, and Kenji Funahashi 

Abstract. A heterogeneous multi-agent system is a system that involves two or 
more agents that cooperate in order to accomplish a certain task. Genetic Network 
Programming (GNP) is a technique to automatically build a multi-agent system. In 
the past, the authors proposed the use of the Immune evolved Genetic Network 
Programming (IGNP) technique for the automatic construction of multi-agent sys-
tems. In this paper, the authors propose the use of Genetic Network Programming 
with Immune Adjustment Mechanism (GNPIAM) as a technique to automatically 
build a heterogeneous multi-agent system. In this study, the authors carry out ex-
periments using tile world to evaluate the validity of the proposed method and 
compare the three techniques—GNP, IGNP, and GNPIAM. 

Keywords: GNP, GAIAM, GNPIAM, Heterogeneous multi-agent system. 

1   Introduction 

Recently, considerable research has been carried out on multi-agent systems. A 
multi-agent system is a system that solves a problem by using two or more agents. In 
the multi-agent system, the entire system is not collectively managed. The individual 
agent cooperates with other agents. The use of such a distributed management 
system has the advantage of being cost-effective. However, designing the behavior 
of two or more agents poses a serious problem, and it is difficult in the handwork.  
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Genetic Network Programming (GNP) [1, 2], which is an improvement of 
Genetic Programming (GP) [1], is a technique for automatically generating an 
agent’s behavior. GNP uses a network structure and can make the agent’s be-
havior correspond to a dynamic environment. The evolutionary algorithm of 
GNP is the same as the Genetic Algorithm (GA). The disadvantages of using 
GA are initial convergence and poor local search capability. In order to over-
come these disadvantages, evolutionary adaptation algorithms based on the 
working of the immune system have been devised. Examples of such algorithms 
are Immune Algorithm (IA) [3] and the Genetic Algorithm with Immune Adjustment 
Mechanism (GAIAM) [4]. Previously, the author proposed the Immune evolved 
Genetic Network Programming (IGNP) [5] technique that used IA as the evolu-
tionary algorithm of GNP. In this paper, the authors propose the use of Genetic 
Network Programming with Immune Adjustment Mechanism (GNPIAM) that 
uses GAIAM.  

Previous researches that used GNP to study multi-agent systems [6, 7] aimed at 
increasing the efficiency of the system by using two or more agents for a task that 
could be accomplished by a single agent. However, the system proposed in this re-
search is not one that seeks to increase the efficiency by employing two or more 
agents; rather, it is one that accomplishes a task by facilitating two or more agents. 
The task considered is one that cannot be accomplished by using a single agent. A 
heterogeneous multi-agent system is a system in which each individual agent has a 
separate operation program. The authors employed GNP, IGNP, and GNPIAM to 
study heterogeneous multi-agent systems and compared the three methods. 

In this paper, GNPIAM is described in Section 2, and the heterogeneous multi-
agent system is discussed in Section 3. The proposed experimental method is ex-
plained in Section 4 and conclusions are presented in Section 5. 

2   GNPIAM 

2.1   Structure of GNPIAM 

The structure of GNPIAM is the same as that of GNP, and therefore, in this sec-
tion, the structure of GNP is explained. 

GNP [1, 2] is an automatic programming technique based on GP [2]. GP uses a 
tree structure, it returns to the root in GP after it changes from the root to the ter-
minal. Therefore, GP is suitable for the study of a static environment. On the other 
hand, GNP uses a network structure. Since state transitions occur in the sub-
network, GNP is suitable for the study of a dynamic environment. Fig. 1 shows 
the structure of GNP. GNP consists of a start node, judgment node, and a process-
ing node. The start node, which is displayed as a square in Fig. 1, is the point 
where processing begins; the processing node, which is displayed as an open cir-
cle in Fig. 1, refers to the stage where an agent initiates an operation. The judg-
ment node, which is displayed as a diamond in Fig. 1, is the stage where the agent 
makes judgment. 
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: processing node

 
Fig. 1 Structure of the GNP 

2.2   Genetic Operation of GNP 

The genetic operation of GNP comprises crossover and mutation. During cross-
over, the nodes are replaced and connections are changed by replacing the specific 
area. During mutation, connections between the nodes are changed. 

2.3   GNPIAM Algorithm 

GNPIAM uses GAIAM [4] as the evolutionary algorithm. GAIAM is a GA that 
adopts two features of the immune system.  

Various antibodies are present in the human body. As antigens invade the body, 
antibodies for these antigens are generated to eliminate the antigens. The immune 
system has the following two features: 
[Feature 1] Capacity to adapt to mutations in antigens 

 It is difficult to produce antibodies for each and every antigen beforehand. In 
the absence of antibodies specific for an antigen, genes of the antibodies with the 
best specificity respond by mutating. Through repeated mutations, these genes 
produce antibodies that can adapt to the antigens. 

[Feature 2] Mechanism to balance the generation of antibodies via other anti-
bodies 

The generation of antibodies for a given antigen is not a continuous process. 
Antibodies recognize each other on the basis of their structure, and when a given 
antibody is generated in excess, other antibodies that identify it as an antigen and 
are also generated to inhibit its growth, and a balance is maintained. 

The GNPIAM algorithm is as follows: 
Step 1: Generation of an initial group of antibodies 

N antibodies are generated initially. These antibodies are similar to the indi-
viduals in GA and are helpful in solving optimization problems. 
Step 2: Calculation of affinities 

The affinities axi (i = 1,…, N) for antigens are calculated. axi is set in accor-
dance with the problem being dealt with. The affinity for an antigen is similar to 
the concept of fitness in GNP. 
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Step 3: Calculation of expected values 
The expected value ei (i = 1,…, N) of the number of antibodies that can survive 

into the next generation is calculated as 

i

i
i C

ax
e =  (1) 

Where Ci is the density of antibodies of type i (i = 1,…, N). 
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Here, ayi,j is the similarity between antibodies of type i and j (i = 1,…,N, j = 
1,…,N) and is set in accordance with the problem. N /2 antibodies with low ex-
pected values are eliminated; however, among these, 10% of the antibodies with 
high affinities for antigens are excluded from elimination. 
Step 4: Antibody generation 

New antibodies are generated to replace the antibodies eliminated in Step 3. N /2 an-
tibodies are selected from the surviving antibodies on the basis of the expected values. 
These selected antibodies are mutated, after which their affinities for antigens are cal-
culated. 
Step 5: Crossover and mutation 

Antibodies are randomly selected (duplication permitted) from N antibodies, they 
undergo crossover depending on crossover probability Pc, thereby generating N /2 
antibodies. The generated antibodies undergo mutation depending on mutation 
probability Pm, after which their affinities for antigens are calculated. 
Step 6: Adjustment of antibodies 

With respect to each antibody i of the N /2 antibodies generated in Step 5, an 
antibody j with the greatest affinity for i is sought from among the existing N anti-
bodies. Among antibodies i and j, the one with the higher affinity for an antigen 
survives into the next generation, while the other is eliminated. 
Step 7: Repetition of Steps 3 to 6 for a determined number of generations. 

Step 4 models [Feature 1] of the immune system and Step 6 models [Feature 2] 
of the immune system. In GNPIAM, antibodies with low density and a high affin-
ity for an antigen tend to survive in order to maintain diversity. Moreover, such 
antibodies are generated in GNPIAM; antibodies with a high affinity for an anti-
gen are produced through mutation. In terms of GA, local search capability is im-
proved. Moreover, narrowing of the search range is eliminated through Step 6. 
Thus, the narrowing of the search to the vicinity of a single local solution in GA is 
eliminated. 

3   Heterogeneous Multi-agent System 

In a multi-agent system, the entire system consists of two or more agents that op-
erate individually and autonomously. If there is mutual cooperation between the 
agents, major tasks that are impossible to be performed by a single agent can be 
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accomplished. The Multi-agent systems are classified into heterogeneous multi-
agent [6] and homogeneous multi-agent systems. In the heterogeneous multi-agent 
system, each individual agent has a separate operation program. On the other 
hand, in a homogeneous multi-agent system, all the agents in the system have the 
same operation program. This study focuses on the heterogeneous multi-agent sys-
tem. In this study, the learning method of the heterogeneous multi-agents is exam-
ined by using GNP, IGNP, and GAIAM. 

4   Experiments 

4.1   Tile World 

The authors carried out experiments to evaluate the validity of the proposed meth-
ods; the experiments involved the use of tile world, which is a well-known exam-
ple of a simulated dynamic environment. As shown in Fig. 2, tile world is a 
two-dimensional lattice plane wherein the agent, tile, floor, hole, and obstacles are 
arranged. The lattice plane is divided into cells, and the agent can move only by 
one cell at a time. In Fig. 2, the agent, tile, hole, and obstacles are denoted by “A,” 
“T2,” an open circle, and a full square, respectively. A blank cell in the lattice 
plane indicates the floor. In this experiment, weights are set to the tile for the co-
operation of the agents. In Fig. 2, the number after “T” refers to the number of 
weights, i.e., “T2” is a tile with two weights; two agents are required for carrying 
a tile with two weights. In the tile world, the agents who cooperate with others and 
drop the tile into the hole are deemed fit. Two agents, after gathering in the cell 
consisting of a tile, grip the tile and move in tandem toward the cell containing the 
hole. When the agents release the tile, it falls into the hole.  

The evaluation value, that is, the fitness of the agents in the tile world is calcu-
lated using the following equation: 

MoveAreaGrabTile

TileWeight
tInitialDis

LastDisttInitialDis

TileWeightDropTilefitness

×+×+

×−×+

××=

01.010

5

45

 (3) 

DropTile is the number of tiles dropped by the agents, TileWeight is the weight 
of the tile, InitialDist is the shortest distance between the tile and the hole before 
the start of simulation, LastDist is the shortest distance between the tile and the 
hole after the lapse of the time limit, GrabTile indicates whether or not the tile is 
still held after the lapse of the time limit, and MoveArea indicates the number of 
cells traversed by the agent. 45, 5, 10, and 0.01 are the weight of each paragraph. 
A fitness value exceeding 100 indicates that the agents can drop the tile into the 
hole and that exceeding 10 indicates that the agents are able to grip the tile. A fit-
ness value exceeding 20 suggests that the agents can take the tile to the hole. Table 
1 shows the values of the parameters in the experiment. 
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A : agent 

T2 : tile with  
two weights 

: hole 

: obstacle 

 

Fig. 2 Tile World 

Table 1 Parameters in the experiment 

Number of generations  500 
Number of individuals 100 
Limits time  2000 
Mutation probability 0.01 
Crossover probability 0.65 
Number of trials 10 

4.2   Experiment Using Tile World with One Tile 

An experiment was performed with the initial arrangement shown in Fig. 2. One 
tile with two weights, one hole, and two agents are observed. The initial positions 
of the agents are also identical.  

The learning result using GNP, IGNP, and GNPIAM is shown in Fig. 3, and the 
progress in learning during the ten trials is shown in Table 2. 

In Fig. 3, “max” shows the transition of the number of times the maximum fit-
ness was obtained from the ten trials, and “avg” is the average fitness of the ten 
trials. From Fig. 3, it can be seen that IGNP and GNPIAM are better than GNP. 
GNP is thought that it settles to the local solution, and the evaluation value did not 
go up. IGNP and GNPIAM result in better fitness because they have a wider 
search area. When IGNP and GNPIAM are compared using Table 2, it is evident 
that the learning of GNPIAM is better than that of IGNP. This is because the local 
search ability of GNPIAM is better (described in Section 2). 
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Fig. 3 Result of tile world with one tile 

Table 2 Progress of the learning 

 GNP IGNP GNPIAM 
All the agents hold the tile 7 10 10 
Agents move the tile 3 8 10 
Agents reach the cell containing the hole  0 2 5 
Agents drop the tile into the hole 0 1 1 

4.3   Experiment Using Tile World with Two Tiles 

This experiment was performed with the initial arrangement shown in Fig. 4. Two 
tiles with two weights each, one hole, and two agents are observed. The initial po-
sition of both the agents is the same. 

In a tile world with two tiles, it is necessary to decide which tile to hold. Since 
both the agents are required to cooperate on selecting the same tile from the two tiles 
provided, the difficulty of this task is greater than that in a tile world with one tile. 

The learning results when GNP, IGNP, and GNPIAM are used are shown in 
Fig. 5, and the progress in learning with each of the ten trials is shown in Table 3. 

From Table 3 and Fig. 5, it is evident that IGNP and GNPIAM are better than 
GNP. 

In GNP, the two agents could not hold the tile in three out of ten trials. In IGNP 
and GNPIAM, the two agents were able to hold the tile in all the trials. Only in 



390 H. Itoh et al.
 

GNPIAM could the agents drop the tile into the hole, and this was observed in on-
ly one of the trials. 

In this experiment, GNPIAM is the best. 

Fig. 4 Tile world with two tiles 
 

 

 

Fig. 5 Results for tile world with two tiles  
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Table 3 Progress of the learning 

 GNP IGNP GNPIAM 
All the agents hold the tile 7 10 10 
Agents move the tile 3 9 10 
Agents reach the cell of the hole  0 0 １ 
Agents drop the tile into the hole 0 0 1 

5   Conclusion 

Heterogeneous multi-agent systems were studied using GNP, IGNP, and 
GNPIAM. A task that cannot be accomplished by a single agent, but by multiple 
agents was chosen. 

In this paper, the authors propose the use of GNPIAM for automatically gener-
ating an agent’s behavior. To verify the effect of GNPIAM, the authors conducted 
two experiments. As a result, the learning of GNPIAM was found to be the best. 
GNPIAM has good local search ability and can search across a wide area.  

In the future, the authors hope to improve the method and increase the number 
of trials in which the agents accomplish the task. 
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Analysis of Asymmetric Friendship
among Students from Class
Attendance Records

Nobuhiro Inuzuka, Toshitaka Kondo, and Shuhei Yamamoto

Abstract. In this paper we give an analysis of student friendship relation
using class attendance records recorded by an attendance record system in-
stalled in Nagoya Institute of Technology (NIT). Our previous work[4] gives
a prediction method of friendship relation among students using the data.
This paper reveals further detailed analysis of friend and shows a possibility
to have asymmetric relation among friendship from attendance records.

1 Introduction

Friendship is an underlying and basic relation to understand social structure
among people[1, 3, 5]. Friendship and functionality of an organization are
the two sides of a coin. Communication and activity among an organization
impose friendship among people involved in the organization, and conversely
functions are facilitated through friendship as their communication channel.
Accordingly to understand friendship is effective to understand functionality
of organizations.

Friendship is a base for comprehension of student behavior also in univer-
sities. At first friendship relation may be used to cluster students and the
students’ clusters may help to understand types of student behavior. For the
second reason, it may give a method to find isolated students who are diffi-
cult in making communication ties and have problems to participate classes.
For the third reason, we may count the importance of communication ability
for students as their social skills and their total potential ability. The ability
may also relate with progress of their study and to grasp their communication
degree can be a monitor of their education environment.
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In this paper we study on friendship using lecture class attendance records
collected by a system which NIT installed in 2007. Our previous work[4]
gave a prediction method of friendship under the assumption that friends
have similar patterns of class attendance. The work focuses on the fact that
differences of class attendance time between two students strongly depend on
whether or not they are friends. In this paper we are interested in a type of
asymmetricity of friendship. That is, we may observe for two friend students
not only that they share time and activities but also that one of them proposes
and leads their actions to another. We show a possibility that asymmetric
commitments to their activities can be observed in the time differences.

The analysis of network connecting social entities, such as, persons,
web-sites and topics, is a rapidly growing field in social studies and also
in computer science[3, 6]. In special it gathers attention from data-mining
communities under the situation that we can obtain online data appropriate
for these studies. It aims to detect characteristics of network structure and
to seek application in practical fields such as identification of activities in
communities of people, web sites, and topics. Another topic is detection of
roles of network nodes, such as leaders of a human community[2, 7]. Our in-
terest shares the line of these researches and tries to understand a friendship
network and to detect roles of students in student groups.

The following section explains the attendance record management system
installed in NIT, and Section 3 reviews the friendship prediction method
proposed in our previous work[4]. Section 4 gives our analysis of asymmetric
relationship among students.

2 Class Attendance Record Management System and
Friendship Relation

NIT installed a system to collect and manage class attendance records of stu-
dents, which we call CARMS (Class Attendance Record Management Sys-
tem), in 2007. It aims to reduce tasks of instructors by collecting records
automatically. The CARMS system consists of student ID-cards, card read-
ers and a database management system (DBMS). A student ID card has a
function of a wireless tag and keeps the information of the student ID of a
card holder. A card reader has its own ID (reader-ID) and reads the infor-
mation of an ID card when a holder places his/her card in the front of the
reader. Each lecture room equips two or three readers near the entrances.
Readers send the information as a tuple (SID, RID, ALT) to DBMS, where
SID is a student ID, RID is a reader ID, and ALT is an attendance/leaving
time, that is the time when the student puts close his/her card to the reader
at his attendance to or leaving from a class. The DBMS collects and keeps
all the information. An outline of the system is illustrated in Fig.1. CARMS
gives lists of students who attended a class on a specified date. Although
CARMS has also many other functions, we omit to describe the detail.
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Fig. 1 The outline of
CARMS system

Table 1 Summary of records collected by CARMS system

The period of records 2007.10.1 –
2008.3.31

# students recorded 4,403
of which first year students 942
of which second year students 936
of which third year students 929
of which fourth year students 287

# readers equipped 129

# records 864,882
of which first year students 295,700
of which second year students 242,001
of which third year students 165,588
of which fourth year students 18,463

Table 1 shows the basic data of the system and records collected and used
for our experiments. Student IDs for fourth year students appeared in records
and their attendance records are fewer than other years. This is because the
most of fourth year students participate only graduate research projects or
take a small number of lectures. Graduate course students are also in the
similar situations. Accordingly we used only the data of 1st, 2nd and 3rd
year undergraduate students.

Our previous work focuses on time difference of attendance records among
students. A pair of friend students are expected to share a large part of time
and places. It yields similar patterns in their attendance records.

For a pair of attendance records, (SID1, RID, ALT1) and (SID2, RID, ALT2),
which share a reader ID RID, we call a signed time difference ALT2 − ALT1
of the two records an ALTD (attendance/leaving time difference) record from
SID1 to SID2. When a student of SID1 attends a class at 9:00:00 am and
another student of SID2 attends at 9:01:15, the ALTD from SID1 to SID2 is
00:01:15 and the ALTD from SID2 to SID1 is −00:01:15.
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Fig. 2 Histograms of
ALTD records for friend
pairs and non-friend pairs

In order to see a causality among friendship and the ALTD distribution,
our previous work observed histograms of ALTD records for friend student
pairs and for non-friend pairs. This paper also reviewed it and got a histogram
in Fig. 2. We obtained friend or non-friend pairs by a questionnaire. In the
questionnaire, we asked students to choose their friends from a list. In order
to avoid ambiguity of questions we asked to choose from choices (1) ones
with whom you share your times not only in lecture rooms but also outside
rooms, (2) ones with whom you have conversation in lecture rooms, (3) your
acquaintances, whom you recognize their faces and names, and (4) others,
and used ones selected for the first choice as their friends.

We can observe that friendship has large affection to the ALTD distribu-
tion. The ALTD distributions have peeks at a small time length. Ones for
friend pairs the peeks move more near to zero and the peek becomes acute.
Fig.3 shows the ratio of the number of ALTD records for friend pairs against
all records. The range within one minute has larger ratio for friends pairs.

3 Prediction of Friendship

Noting on the character of ALTD our previous work gave a method to conjec-
ture friendship from ALTD records between two students. Let T = {t1, . . . , tn}
be a set of timestamps of all ALTD records from a student A to another stu-
dent B during the period and try to have the probability p(f |T ), where f
is the event than B is a friend of A. When we apply the Bayes’ theorem to
p(f |T ), we have the following equation.

p(f |T ) =
p(f)Ep(T |f)

p(T )

When we assume an ALTD record from A to B is independent to another
ALTD record between the students, we can transform the equation as follows.

p(f |T ) = p(f)
∏
t∈T

p(t|f)
p(t)

(1)
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Fig. 3 The transition of fraction, rt, of friend-pair ALTD records to all ALTD
records

When a student meets one of his acquaintances in the morning, he may act
through the day along with the person. Although if this situation happens
frequently the independence assumption is not reasonable, we use the as-
sumption here.

When we denote the fraction of ALTD records at t produced by friend pairs
against all ALTD records at t by rt, we can formulate it by,

rt =
#ALTD records for friend pairs at t

#ALTD records for all student pairs at t
=

Xf ·mf · p(t|f)
X ·m · p(t)

,

where X is the number of all student pairs, Xf is the number of pairs A and
B such that B is a friend of A, m is the expected number of ALTD records
produced among randomly chosen two students, and mf is the expected
number of ALTD records among friend pairs.

Because Xf = X · p(f), we have

p(t|f) =
X ·m · p(t) · rt

Xf ·mf
=

m · p(t) · rt

p(f) ·mf
.

When we substitute this to Equation (1) we have the following equation,

p(f |T ) = p(f)
∏
t∈T

m · rt

mf · p(f)
= p(f)1−n

(
m

mf

)n∏
t∈T

rt

where n is the number of records in T .
The probability of the complement event f̄ of non-friendship given is also

derived similarly,

p(f̄ |T ) = p(f̄)1−n

(
m

mo

)n∏
t∈T

(1 − rt),
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Fig. 4 The distribution
of friendship scores

where mo is the expected number of ALTD records among non-friend pairs.
Then the friendship score from the student A to the student B can be given
by the logit of p(f |T ) as follows,

logit p(f |T ) = log
(
p(f |T )

)
− log

(
p(f̄ |T )

)
(2)

When the score is positive we predict the pair as friends.
Fig.4 shows a result calculated the friendship score for a class. It shows the

numbers of friend/non-friend pairs in ranges of friendship scores. Black bars
show the numbers for non-friend pairs and shaded bars show ones for friend
pairs. Large numbers of friend pairs take positive scores and large numbers
of non-friend pairs take negative scores. The recall was 80% and the precision
was 71% for this case.

4 Analysis of Asymmetric Friendship

By our previous work we confirmed that the friendship is closely associated
with the ALTD distribution. We may expect to seek other clues to properties
of students or of their groups in ALT records.

When two students are friends each other, it means not only that they are
somehow close and share times for their everyday, but also that each of them
has some role in their relationship. For example, a student A is reliable and
then some student wants to be a friend of A and he/she expects to ask to have
suggestions from A. For another example, two students are friends because
they have many common interests and can enjoy conversation each other.
The latter case we can understand the friendship is even and symmetric but
the former show a asymmetric case. We call the former case a asymmetric
friendship. The aim of this section is to seek evidence of asymmetric friendship
in the ALT records.

A Student Pairs of Asymmetric ALTD Distribution. We have already
see that ALTD distribution is symmetric even for friend pairs, which is shown
in Fig. 2. This is trivial because when an ALTD record from A to B is t, the
reverse records from B to A is −t. However, if we see only ALTD records for a
pair of students, say A and B, the distribution must not be symmetric. Fig. 5
is a distribution of ALTD records for certain two students. The distribution is
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Fig. 5 An example of
student pair which has
an asymmetric ALTD
distribution

largely shifted to minus. Although asymmetric distribution likely occurs when
the number of records is small, it is notable that the two students shown in the
figure have more than 100 records. We may guess that asymmetric friendship
affect asymmetricity of distributions.

Asymmetric Friendship and Biased ALTD by Individual Behavior.
The shift of ALTD distribution does not necessarily mean asymmetric friend-
ship. Students have their own characters and styles. A student may attend
lecture rooms considerable time before lectures begin and another student
may attend on time or in late. That is ALT times are biased by their own
nature and also ALTD distribution is affected by the relative difference of two
students’ characters.

Nevertheless we have a hypothesis that if two students have asymmet-
ric roles or friendship their ALTD records are largely influenced by their
asymmetricity, independently of their characters. We do not refute that their
ALTDs are affected by the difference of their characters but we maintain
that the affection is only for average behaviour of them and that their ALTD
records for chances in which they behave as friends include an evidence of
their asymmetric relationship.

In order to confirm this hypothesis we have done an analysis. Before we
are going to the analysis we prepare some words.

When an ALT record (SID, RID, ALT) is collected for a lecture class that
begins at t a modified record (SID, RID, ALT−t) is called a relative ALT.
For example when a student recorded his ALT record at 8:47 for a lecture
starting at 8:50, its relative ALT has time −3 minutes. For both ALT records
for arrival for a lecture and records for leaving the previous lecture we take the
same origin for their relative ALT. We consider only relative ALT within −15
munutes to +5 minutes, that is, from 5 minutes before ending the previous
lecture to 5 minutes after starting the lecture, where NIT has 10 minutes for
an interval of lectures. For a student we call the average of his/her relative
ALT an average relative ALT. The average relative ALT of a student reflects
tendency for ALT from his/her character and life style. Further we consider
the difference of average relative ALT for a pair of students A and B, that
is, (the average relative ALT of B) − (the average relative ALT of A), which
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Fig. 6 Differences of average ALT and average ALTDs

reflects the average difference come from their personal tendency. We call it
a difference of average ALT from A to B.

We define another measure which also reflects difference of two students.
We call the average of all ALTD from student A to student B an average ALTD
from A to B. It may affect the relationship of the two students. A difference
of average ALT counts all ALT records of two students, the records which is
for lectures that may not be attended by both students. On the other hand,
an average ALTD counts only records for lectures attended by both students.
Furthermore for the later discussion we consider average ALTDs by taking
only ALTD records which has time difference less than a certain time in order
to restrict records into ones in which two students can behave as friends if
they are friends.

Let us see the correlation between the two difference, the differences of
average ALT and the average ALTDs. We examine the correlation by the
records of third year students. If friendship does not affect asymmetricity of
ALTD records, we can observe a strong correlation between the two measures.
If average ALTDs are affected by the form of friendship between students
independently from their personal tendency, the correlation may be low. Fig.6
is a scatter diagram in which a student pair is plotted by their differences of
average ALT on the horizontal axis and their average ALTD on the vertical
axis. Points for friend pairs are plotted by black crosses and points for non-
friend pairs are by gray circles. Pairs are classified to friends and non-friends
using the friendship score.

The diagram shows ovals of which the major axis is right up. The values for
the horizontal axis, differences of average ALT, are differences of personal ten-
dency of students. The values for the vertical axis are the same but restricted
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Fig. 7 Asymmetric relationship among a friend group

for ALT of the same lectures and short differences. If ALTs of each student
are distributed around its average (personal tendency) independently of the
other student, the both value will have strong correlation. We can see in the
diagram that the correlation is not strong and it is weaker for friend pairs.
When we fit a line to the ovals, the slope is 0.35 for friend pairs and 0.54 for
non-friend pairs. For the case of friend pairs the dependency of average ALTD
to the differences of average ALT seems weaker than that for non-friend pairs.
It may be guessed that there are other factors for friend pairs which decide
characters of friendship relations.

A Friend Group with Asymmetric Friendship. Fig.7 shows an exam-
ple of a friend group in which some friend pairs seem to have asymmetric
friendship. The group was chosen by the friendship scores. In the figure, the
shapes with symbols A to E means students, a value in a shapes means the
average relative ALT of the student, i.e. his/her personal tendency for arriv-
ing or leaving lectures. When a student A has an earlier average relative ALT
than another B, A acts earlier than B in average. We also see average ALTD
for student pairs. In order to restrict ALTD records into the cases in which
two students are supposed to act as friends, we only count the ALTD records
within 10 seconds. The figure draws arrows from a student A to another B
when the average ALTD from A to B is positive. Values above the arrows are
the average ALTD for records within 10 seconds differences between students.
That is, the value on an arrow from A to B shows how early the student A
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acts than B when two students act as friends. Arrows have also friendship
scores for the students and the numbers of ALTD records within 10 seconds.

An interesting point is that we can find student pairs who have an arrow
from a late average ALT to a early average ALT, that is the direction of average
ALTD is opposite to that of average ALT. Such arrows are drawn in broken
arrows. Students connected by a broken arrow act in different ways when
they meet in a lecture. We may take this observation as an evidence that
such two students have asymmetric friendship relation and act in a proper
way as friends from other situations where each of them act as an individual.
We can also expect to see a broken of transitivity in the arrows but we could
not observe it in collected records.

5 Conclusions

We focused on asymmetric friendship relations among students and tried
to observe and analyze the relations in ALT records recorded in CARMS
system. We observed that some student pairs have distinguished asymmetric
distributions in their ALTD records and it does not necessarily relate to their
difference of average ALT. We discussed the reason of this observation as an
expression of asymmetric friendship among students in ALT records. Because
a distribution of ALTD was symmetric and was different from the difference
of average ALT we seek other factor to our hypothesis, asymmetric friendship.
We execute a questionnaire survey which asked students if he/she is tend to
propose to friends or to obey proposals from friends when he/she passes over
time. However, we can not find clear causality between results of questionnaire
and our analysis. We continue to see objective and semantical evidence to our
observations. We also need detailed statistical analysis for our observation to
maintain the hypothesis.
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Updating Background Image for
Motion Tracking Using Particle Filter
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Abstract. Particle filtering based motion tracking needs the extraction of
the region of moving object to assign particles for moving object. To extract
the moving object, a background subtraction is often used. However, it is
difficult to extract the moving object when illumination changes during mo-
tion. Updating background image using RANSAC has been proposed to solve
this problem, but it is still difficult for RANSAC to update the background
image with high accuracy when many exception values are included in the
data for updating background. In addition, another constraint includes such
that the first background image is necessary for updating background image
to extract the moving object. This paper proposes an extended new approach
to update the background image with high accuracy using the data which ex-
cepts the exception values based on the tracking result with particle filtering.
PSA (Pixel State Analysis) is further introduced to distribute particles before
updating the first background, which can assign particles without preparing
background image in advance.

Keywords: Updating of Background Image, Particle Filter, RANSAC, Pixel
State Analysis.
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1 Introduction

As the tracking approach for the sequential frames, particle filter [1] is a good
probabilistic approach for the robust tracking to both noise and occlusion.
The initial setting for particle filter requires the extraction of moving ob-
ject. The background subtraction is often used to extract the moving object.
The previous approaches using background subtraction has some problems
to extract the moving object under illumination changes and to prepare a
background image in advance. The low processing cost and high accuracy
are desired for the robust tracking. This requires to update the optimal back-
ground image sequentially for corresponding to the illumination changes.

Some previous approaches [2]-[7] have been proposed to update background
images. However, there are still some problems such that the update interval
should be set appropriate value [2], background images under the various
illuminating conditions are necessary in advance [4], it is difficult to be ap-
plied to the environment inside room [5], it is difficult to correspond to the
illumination change [6], the exception values are included to the updated
background image when the background model has not been constructed [7].

This paper proposes a new approach using both RANSAC and PSA (Pixel
State Analysis) [8] to estimate the background image, which is robust to the
illumination changes without preparing the background image in advance.
The approach updates the background image using data which remove the ex-
ception values for the moving object using both particle filter and RANSAC.
This can improve the accuracy to estimate background. The method can also
obtain the initial background image with high accuracy without preparing
background image which does not include moving object. The method also
can correspond to the illumination change based on updating the background
image quickly. The approach are evaluated and demonstrated with computer
experiments.

2 Updating Background Image

The line detection has been proposed for the detection and tracking of moving
object in our system [9]. The system assigns the detection line to the possible
points where a moving object enters or leaves, and tracks the detected moving
object with particle filter. The system [9] detects the moving object with the
background subtraction inside the region to track the moving object with
the detection line. It is sufficient that this approach updates the background
image inside the detection line.

The procedure of the background subtraction by this approach is shown
as follows.

STEP1. Obtaining the data for updating background image
STEP2. Removal of exception value using the estimated value obtained

with RANSAC
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STEP3. Calculation of intensity value by the estimation based on the LMS
criteria

2.1 Obtaining Data for Updating Background Image

n image data is used to update the background image with RANSAC. Data
for updating background image sometimes include the moving object which
becomes the exception value. The update of background image with RANSAC
can remove the exception values when the number of exception values is less
than n/2, however, the exception values with more than n/2 are included when
the time interval to obtain the background image is taken to be short. There-
fore, the previous approach [2] has the difficulty to update the background im-
age with high accuracy without taking the appropriate time interval.

This approach tries to solve this problem of time interval to obtain the
background image by using the detected result of moving object with the
detection line of [9]. This system tracks the moving object with particle filter
after detecting the moving object on the detection line. This means that the
existing region of moving object is assumed to be known. When the data for
updating background image are obtained, the regions which are tracked with
particle filter and detected on the detection lines are removed. This enables to
update the background image using data which do not include the exception
value, that is, it is not necessary to set the time interval of data for updating
background.

2.2 Updating Background Using RANSAC

RANSAC is a method to extract sample data among all data based on random
sampling and to obtain the near optimal solution by repeating the fitting the
sample data to the LMS estimation or LMedS estimation. When the exception
data are not included in the extracted samples, the estimation result gives
higher accuracy, and when the number of exception values is less than that of
all data, more estimation values are included within the range of estimated
errors. From this observation, when most measured values are included in the
range, the estimation is regarded as correct result.

Here, a method to update background image using RANSAC is explained.
Let the intensity value at the pixel (u, v) in the image be fu,v, and it is
prepared that n frames of image data are taken. First, select a sample f i

u,v

among n data of (u, v). Here, f i
u,v is the intensity value selected using ran-

dom sampling at time i. Next, M samples f j
u,v(j = 1, · · · , M) are randomly

selected from n image data which exclude f i
u,v. The residual ej

u,v is obtained
using selected samples as follows.

ej
u,v = f i

u,v − f j
u,v (1)
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Square value of residual, (ej
u,v)2, is taken and the median value of (ei

u,v)2

is taken. These processes are iterated for N times. The iteration times N is
determined by the following equation from the reliability for the requested
solution.

P = 1− {1− (1− ε)F }N (2)

where P represents the probability which includes at least one non-exception
value among f i

u,v, ε represents the ratio of exception values among all mea-
surement data, and F represents the number of parameters.

After N iteration processes, the minumum value (emin
u,v )2 is obtained among

(ei
u,v)

2(i = 1, · · · , N), and fmin
u,v is assumed to be a temporary background and

f bg
u,v is assumed to be a pixel value. Swinging of estimated values is calculated

with the standard derivation σu,v, where σu,v is given using (emin
u,v )2 as

σu,v = 1.4826(1 +
1

n− 1
)
√

(emin
u,v )2 (3)

where the constant 1.4826 is used for the modification to normalize the dis-
tribution.

Data among (u, v) beyond the range of f i
u,v ± 2.5σu,v are removed as the

exception values. The remained data are used for the LMS estimation, then
the pixel value fBG

u,v is estimated.

fBG
u,v =

1
mu,v

n∑
k=1

fk
u,v · φ(fk

u,v, f bg
u,v, 2.5σu,v) (4)

mu,v =
n∑

k=1

φ(fk
u,v, f bg

u,v, 2.5σu,v) (5)

where φ(x, a, b) is taken to be 1 when a− b < x < a + b, 0 for other cases.
These processes are applied to whole pixels and the background image is

made based on the estimated values. These processes will have the strong
robustness for the case that the exception values are included.

3 Initial Arrangement of Particles by PSA and
Acquiring Initial Background Image

This approach requires a background image before updating background is
done for the first time because the exception values are removed using the
tracking result with background subtraction and particle filter. It may be
considered that a background image without moving object is prepared in
advance, but such a system has the problem for basic conditions. It is also
possible to make the background image without using the results of tracking
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with particle filter and the detection line, however there are some cases that
the background image cannot be acquired with high accuracy.

So this paper proposes a new approach to set the initial arrangement of
particle filter and to acquire the initial background image. The proposed ap-
proach makes it possible to track the moving object and to acquire the initial
background image without preparing the background image in advance.

3.1 Initial Arrangement of Particles by PSA

PSA is an approach to discriminate the status of each pixel into three states
of moving, stationary, and background using the data of all frames during
the present frame to the previous k + l frames. PSA estimates the status for
each of the present frame to the previous k frames. Pixel inside the moving
object region is discriminated into moving status or stationary status, that
is, the moving object is recognized as moving status and the stopping object
is recognized as stationary status.

This approach assumes that moving object exists inside the region recog-
nized as moving status, and particles are initially arranged for the moving
region. The discrimination for moving status does not need the background
image. This enables the extraction of moving object region without prepar-
ing the background image, and the initial arrangement of particle filter can
be done without decreasing the accuracy. Here, the initial arrangement of
particles is done for the k frames before the present frame, since PSA can
discriminate the status of the previous k frames not the present status.

The background image is acquired by updating the background of section
2 when the image data for n frames are acquired, then the particle filter is
arranged for the present frame. After acquiring the background image, the
background subtraction is applied to detect the object on the detection line.

3.2 State Transition of Stationary to Background

The status with PSA is discriminated as either the stationary or the back-
ground. Discriminating the stationary or the background status needs the
background image but this becomes a constraint. This approach discrim-
inates the status using the first frame image of the video sequences as a
temporary background image.

When the temporary background image is used or when the object which
is stopping at the first frame and begins to move on the way, the stopping
object region is discriminated as the stationary status. If the discrimination
of such a region into the appropriate status fails, the exception values will be
included into the data for updating background image. The solution of the
proposed approach to this problem is when the status is the background then
the status is transited to the appropriate status by confirming if the region
discriminated as the stationary status is true or not.
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Pixel State Analysis only Stationary Transient Pixel State Analysis

Stationary

Background

(a) Extraction of Stationary Status (b) Removal of Stationary Status
and Moving Status with Status Transition

Fig. 1 Transition of Stationary Status into Background Status

When the region of stationary status appears, the region is either of that
after the stationary object moved or that the stationary object exists in.
Discriminating to which region that belongs, and discriminating the status
becomes stationary after the object included in the temporary background
moved, the status will be transited from stationary status to background
status. The procedures are as follows.

STEP1. The region of stationary status where the moving status is not
connected, and the region of moving status are extracted (See Fig.1-(a)).

STEP2. Each histogram is obtained for each region of extracted stationary
status and moving status.

STEP3. Similarity between the region of moving status and the region of
stationary status is obtained using histogram.

STEP4. In case that there is the region with the higher value of similarity,
it is judged that the object in the region of stationary status moved to the
region of moving status. In this case, the status will be transited from the
stationary status into the background status (See Fig.1-(b)).

When the status is transited from the stationary status to the background
status, it is considered that the object had existed in the region and the
data for updating background may include the object. From this situation,
the data for updating background obtained should be removed once, and the
background is updated with only the data obtained after the status transition.
This enables to update the background with high accuracy including the case
when the object is stopping at the first frame.

3.3 Automatic Determination of Threshold Value
Used in PSA

PSA discriminates the status of each pixel using the change value T of the
image intensity at each pixel and the stable degree S. The status is discrim-
inated into the moving status when the change value T is greater than the
threshold value thPSA, otherwise the status is discriminated into the sta-
tionary or background status. The appropriate threshold value is used to
discriminate the status.
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This approach determines the threshold value as follows. The range for the
variance of image intensity is obtained for the background with noise, and if
the threshold value exceeds the range, the threshold value is taken to become
the change of image intensity affected by the moving object. The procedure
is as follows.

STEP1. The absolute difference value of each RGB component is calculated
from the first frame and the second frame of video sequence.

STEP2. The standard derivation σc(c = R, G, B) of absolute value of the
difference is calculated using pixels whose absolute values of the difference
calculated in STEP1 are less than some threshold value.

STEP3. The normalized distribution with mean O and standard derivation
σc is assumed from the assumption that noise included in each pixel is
independent each other. Under this assumption, the threshold value thPSA

is taken to be 6σc.

The reason for that pixels with less value than some threshold are used in
STEP2 is that the pixel values inside the region of moving object should not
be used for the calculation. This could obtain the range of variation of image
intensity value of background with only the pixel values in the background
region.

4 Robust Approach to Illumination Change

When the sudden illumination change occurs, the image intensity value is
changedmuch for whole of input image. The background subtraction may ex-
tract not only the object region but also the background region. When the
illumination changes with large values, background is updated with termi-
nating line detection temporarily.

It is recognized that the sudden illumination change occurred when the
object is detected with more than 80% pixels on the detection line. In that
case, the following processing is given.

STEP1. The detection of object is temporarily terminated on the detection
line, while the tracking with particle filter is continued.

STEP2. The sequential n frames are taken with data for updating back-
ground from video sequence under the condition that the region where
particles exist is removed.

STEP3. Background image is updated with obtained n image data for up-
dating background.

STEP4. Object detection on the detection line restarts using updated back-
ground image.

Thus, the approach can update the background image with high accuracy
even when the illumination change suddenly occurs, and can detect the object
on the detection line.
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5 Experiments

The computer experiment was done with the video sequence images to con-
firm the efficiency of the proposed approach. Digital video camera was used to
take video. The image size is 720×480 and the specification of PC is Core2Duo
2.4GHz with 2 GB main memory. A total of 30 frames background data is
used for updating background, and the interval for updating background was
taken to be 2. The number of frames of image data used in PSA was 10.

Part of images used in the experiment is shown in Fig.2, and the back-
ground image taken by the proposed approach is shown in Fig.3-(a). The
illumination change occurs at 94th frame. It was shown that the approach

1st frame 60th frame 120th frame 180th frame

Fig. 2 Input Image Examples

Fig. 3 Obtained Background Image: (a) This Approach (b) Approach [2] (c) Ap-
proach [7]
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Table 1 Mean Error of Image Intensities

Before Illumination Change After Illumination Change
Proposed Approach 1.693 1.946

Approach [2] 3.608 4.962
Approach [7] 6.023 7.327

could obtain the background image without being affected by the moving
object even when the illumination suddenly changed.

It took 501.71 msec to update the background image for each time. It is
necessary to make the processing speed up to take the background image in
real time based on this approach.

Next, the approach was evaluated in comparison with the approach [2]
and the dynamic construction of background model with mixed Gaussian
distribution [7]. The result by [2] is shown in Fig.3-(b) while that by [7] is
shown in Fig.3-(c). The mean error of intensity values inside the detection
line between the result image and the correct image is shown in Table 1. The
proposed method gives the better result from this comparison. The approach
[2] needs to set the appropriate time interval to take data, which fails to re-
move the exception values with such a short time interval like this condition.
As a result, the moving object may be included in the background image.
The approach [7] needs time to construct the background model when the il-
lumination changes, or the moving object may be included in the background
image when the moving object suddenly stops.

This approach has an advantage to take data without the exception values,
and can generate the background image with high accuracy even when the
time interval to take data is short.

6 Conclusion

This paper proposed a method of using particle filter for the initial arrange-
ment of particles, RANSAC and PSA to obtain and update the background
image.

The approach removes the exception values using the detection result of
moving object on the detection line with the particle filter, then removes
the exception values using the estimated value obtained by RANSAC and
obtains the background image. The approach makes it possible to update the
background image with high accuracy even when the time interval to take
data for updating background is short.

PSA is used to make the appropriate transition of status without preparing
a background image which excludes the moving object in advance. This could
arrange the initial setting of particle filter without preparing the background
image.
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Further subjects include the real time implementation based on the ap-
proach for updating background and PSA processing.
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Driver Assistance Systems to Rate 
Drowsiness: A Preliminary Study  

Md. Shoaib Bhuiyan1 

Abstract. This paper attempts to present a comprehensive survey of what is being 
done to automate the drowsiness ratings to be employed within a vehicle. The pa-
per analyses the evidences for the usefulness of the measures currently used in 
drowsiness detection devices, which are not invasive and is based solely on eye 
activity. Their relationships with drowsiness and performance are described, and 
general problems and pitfalls associated with their practical use in passenger vehi-
cles are identified. It also simulates a non-intrusive drowsiness detection system 
that is the core detection technique of several devices under review to understand 
how all the components of the system respond in real-time. A rating table to aid in 
automating the drowsiness rating in future is also included based upon analysis of 
drowsiness observed from recorded video. 

Keyword: Drowsy, sleepy, detection, rating, scale, non-invasive.  

1   Neurobiological Factors Affecting Drowsiness 

Drowsiness, also referred to as sleepiness, is a state which is the result of both the 
circadian rhythm and the need to sleep. Sleep is a neurobiological need with pre-
dictable patterns of sleepiness and wakefulness. It is being recognized that neuro-
biologically based sleepiness contributes to human error in a variety of settings, 
and driving is no exception (Åkerstedt, 1995a, 1995b; Dinges, 1995; Horne, 1988; 
Sharpley, 1996; Martikainen, 1992). Drowsiness contributes to an estimated 
76,000 to 100,000 crashes each year in the United States, resulting in an estimated 
1,500 deaths and thousands of injuries (Knipling and Wang 1995; Wang, Knipling 
and Goodman 1996). Most crash database statistics based on police-papered 
crashes suggest that 2% to 4% of vehicle crashes nationwide involve a drowsy 
driver. These statistics, however, likely underestimate the role of drowsiness in 
crashes because it is difficult to identify and because drivers are unlikely to admit 
they were drowsy after being involved in a crash. A recent in-depth naturalistic 
study (Klauer et al 2006) found that drowsiness affected crashes in which the 
study sample was involved at much higher rates than would have been predicted 
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Suzuka University of Medical Science 
1001-1 Kishioka, Suzuka, Mie, Japan 510-0293 
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based on existing databases. That study found drowsiness to be a contributing fac-
tor in 20% of all crashes and 16% of near-crashes in the study sample. 

For the purposes of this paper, we shall use the term drowsiness interchangea-
bly with sleepiness. The terms "fatigue" and "inattention" also carry unique mean-
ings (Brown, 1994). Fatigue is the consequence of physical labor or a prolonged 
experience and is defined as a disinclination to continue the task at hand. In regard 
to driving, a psychologically based conflict occurs between the disinclination to 
drive and the need to drive. One result can be a progressive withdrawal of atten-
tion to the tasks required for safe driving. Inattention can result from fatigue, but 
the crash literature also identifies preoccupation, distractions inside the vehicle, 
and other behaviors as inattention (Treat et al., 1979).  

Literature related to the driving made little mention of sleepiness before 1985 
and instead focused on the prevention of inattention and fatigue; traffic crash 
forms did not have a category for papering sleepiness as a crash cause. In the more 
recent surveys of noncommercial crashes, investigators have begun to collect and 
analyze data for instances in which the driver may have fallen asleep.  

Sleepiness can certainly contribute to fatigue and inattention, and given the lack 
of objective tests or uniform papering requirements to distinguish these different 
crash causes, misclassification and inconsistencies in the primary data and the lit-
erature can be expected. Some, but not all, recent studies and reviews make an ex-
plicit assumption that given the uncertainty in crash papers, all crashes in the fa-
tigue and inattention categories should be attributed to sleepiness. US Department 
of Transportation (DOT) suspects that sleepiness-related crashes are still very of-
ten papered in the categories of fatigue and inattention, and it reached consensus 
that sleepiness is an under-recognized feature of noncommercial automobile 
crashes. DOT expert panel concluded that the data on fatigue and inattention pro-
vide less support for defining risk factors and high-risk groups than the data on 
sleepiness or drowsiness. In addition, sleepiness is identifiable, predictable, and 
preventable (Rau P.S. 2005). 

Swedish National Road and Transport Research Institute carried out a study to 
identify the most relevant parameters for the prediction and detection of fatigue 
and drowsiness in drivers (Kircher A et al 2002). It focused on methods to auto-
matically detect drowsiness. The main variables of interest were: time-to-line 
crossing, lateral position of the car and related measures, steering wheel measures. 
Other measurement variables of possible interest were: longitudinal position de-
viation, eye blink frequency, physiological variables, and driving performance 
measures (other than lateral position). The survey clearly indicated that no single 
indicator could be used to detect drowsy driving. A combination of different 
measures was recommended e.g. analysis of lateral control performance and eye 
blink pattern. Furthermore, it was noted that so far there is no commercial system 
available that provides a sufficiently reliable method to detect a drowsy driver. 
Their analysis of experimental data did not reveal any clear answer to what indica-
tors are the most prominent with respect to detecting drowsy driving behavior. 
Further investigations and analyses of driving behavior data are needed. However, 
the data analysis conforms in large to the findings in the literature survey. 
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2   Methodology 

To identify potential devices and associated technical information, the keywords 
used for searching were: ’driver fatigue’; ‘driver alert‘; ‘driver distraction‘; 
‘drowsy driver‘. This was repeated using ‘sleepiness‘, ‘sleep‘, ‘drowsiness‘. 
Other keywords were ‘eye blinking and sleepiness‘.  

The databases and internet search engines used for the information search were 
‘IEEE Xplore‘, ‘ACM digital library‘, ‘Google‘. The ‘US patents database’ was 
also searched as part of the Google search. More than a hundred peer-reviewed 
journal and conference papers and a large number of technical reports and web-
sites were reviewed.  

2.1   Fatigue or Drowsiness Detection Methods  

A review (by Johanes, 2006) of existing fatigue detection and monitoring systems 
shows that the various techniques available can be classified into four groups:  

A. Fit-for-duty and readiness-to-performance evaluation  
These technologies attempt to assess the vigilance capacity of an operator before 
the work is actually performed.  

B. Mathematical models for predicting alertness dynamics  
These technologies use mathematical models to predict operator alertness and per-
formance at different times based on interactions of sleep, circadian and related 
antecedents of fatigue.  

C. Vehicle-based performance technologies  
These technologies detect the behavior of the driver by monitoring the transporta-
tion hardware systems under the control of the driver, such as driver’s steering 
wheel movements, acceleration, braking, gear changing, lane deviation etc.  

D. In-vehicle online operator status monitoring technologies  
These technologies seek to offer real time monitoring and recording of some bio-
behavioral dimensions of an operator, such as features of the eyes, face, head, 
brain activity, reaction time etc. during driving.  

2.2   Organization of this Survey Paper 

The focus of this paper will be on analyzing and evaluating the different tech-
niques available under Group D. We exclude all intrusive, head or eye mounted 
devices and psycho-physiological measures like EEG. We shall also look into 
different drowsiness rating scales and what is being done to automate these 
ratings. 
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3   Drowsiness Detection Algorithms  

3.1   Eye Localization and Tracking – for Detecting Micro Sleeps  

This method of fatigue detection is a vision-based approach, making use of an on-
board video camera and microprocessor, to enable non-intrusive, automatic diag-
nosis. The system receives continuous sequence of images input from the camera, 
analyze the eyes in each image and make comparison between images. This real 
time system generally consists of four steps:  

a) Localization of the eyes (in the first frame)  
b) Tracking the eyes in the subsequent frame  
c) Detection of success or failure in tracking  
d) Detection of possible drowsiness, based on pre-defined algorithm logic.  

Localization involves looking at the entire image of the face and determining 
the eye envelopes. This can be done using the Template-based matching technique 
– which uses knowledge about the shape of an object and searches the image for 
that particular object, and/or Feature-based matching technique – which involves 
the use of geometrical constraints such as the relative locations of facial features 
to approximate locations. The search method used had several purposes; first is to 
compute the rough regional location of the eyes, using the fact that eyes are re-
gions of rapidly changing intensity and that the entire eye regions are darker than 
their surroundings, so as to reduce the search space and extract the relevant re-
gions at a reduced computational cost. Secondly, it is to identify the exact location 
of the eye, by relying on the fact that the eyes correspond to intensity valleys in 
the image, and finally obtain an estimation of the position of the iris by applying a 
simple pre-defined template.  

3.2   Non-intrusive System Design 

The algorithm extracts the movie to single frames. For every frame, it applies the 
Sobel edge detector on the image frame. Edge detector threshold is given as an in-
put from the user. Also for each frame, it runs Circular Hough Transform algo-
rithm on the binary image (output image of the edge detector). Then it draws the 
circles that were detected on each original image frame. If the number of circles 
detected were less than 2 then it marks that image frame as ‘eyes shut’. Otherwise, 
it marks the image frame in question as ‘open eye’. If eyes were detected as shut 
in 8 consecutive frames then it produces an actionable output, which in this case is 
a ‘beep’ sound. 

The Circular Hough Transform detects circles in an image by letting each edge 
point of the image to “vote” for all circles (with given radius) it may belong to. 
Circles with maximum votes “win”. The circular Hough transform maps a two-
space (x,y) to a three-space of circles (x,y,r). 
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Circular Hough Transform

Act to assist the driver 

 

Fig. 1 Flow chart of driver’s drowsiness detection system 

3.3   Drowsiness Detection Devices Based on Non-invasive, Eye 
Activity  

Many drowsiness detection devices are based upon indices of eye activity that are 
correlated with sleepiness, including blinking behavior, saccadic eye movement 
patterns (or changes in fixation point), pupil size, eye point of regard and eye clo-
sure for brief periods. Table 1 lists the detection devices we consider practical. 

The main technologies that have been used to measure eye activity for the pur-
poses of sleepiness detection are infrared reflectance devices and the analysis of 
video imagery. The infrared technique typically uses a transmitter and receiver 
that are mounted on a pair of spectacles worn by the driver, and directs a beam of 
infrared light at the eyelids of the driver (Webster and Leder, 1997). The method 
may allow the driver to wear prescription glasses or sunglasses if they are suitably 
modified. Image analysis of eye activity is achieved using a dashboard-mounted 
camera pointed at the driver’s face, and uses image processing techniques to lo-
cate the driver‘s head and eye positions, although operational problems may be 
encountered with large head movements. They do however enable eye point of re-
gard to be measured through the combined use of head and eye position; eye point 
of regard can provide an indication of the driver‘s focus of visual attention, and 
therefore may provide information additional to the prediction of sleepiness. Both 
technologies can have difficulty coping with the wide range of illumination levels 
typically encountered while driving, such as bright sunlight, darkness and rainy 
conditions. Therefore a careful assessment of the practical issues associated with 
measuring eye activity to detect sleepiness is required.  



420                                                                                                                   M.S. Bhuiyan 

 
Table 1 Non-invasive, eye-based drowsiness detection devices (Wright NA. et al, 2007) 

Name of device  

 

Physiological, physical, 
behavioral or model-based 
operation  

Operational, valida-
tion, market and as-
sessment status  

For example, in rou-
tine use, tested in lab, 
validated in opera-
tional setting, avail-
able commercially  

Intrusiveness and 
likely operator accep-
tance  

Limitations on use, for 
example environmental  
noise or light; rele-
vance to specified oc-
cupational settings  

Format of warning or 
alert  

 

For example, auditory, 
visual or other  

PERCLOS  

Detects eye closure using 
infrared, retinal reflectance 
device. Measures duration 
of blinks and eye closures, 
and proportion of time 
eyes closed over a speci-
fied time interval.   

Marketed by Atten-
tion Technologies 
Inc. through the Co-
Pilot system. Is being 
evaluated by a truck-
ing company along 
with Sleep Watch 
and SafeTrac.  

Non-intrusive. Has 
problems with detecting 
eye closure during 
night driving  

Provides continuous 
green-amber-red warn-
ing light to indicate 
sleepiness level, ac-
companied by auditory 
tone when critical level 
detected (quoted as 3-
4s eye closure)  

CoPilot  

CoPilot is based. upon the 
PERCLOS system It de-
tects percentage of time 
eyes are closed over a 
specified time interval 
(PERCLOS system) via in-
frared camera system  

A spin-off from Car-
negie Mellon Univer-
sity, it is being evalu-
ated in a variety of 
research settings in-
cluding simulator and 
on-road scenarios. 
US Patent obtained.  

Non-intrusive. Current 
version limited to 
night-time use. Devel-
oper is currently ex-
tending system to oper-
ate under daylight 
conditions.  

Auditory and visual 
stimuli. Different levels 
of warning depending 
on PERCLOS meas-
ures. Current system 
has only audible tone  

ETS-PC Eye Tracking 
System  

University of South Da-
kota spin-off. Detects eye 
closure via a camera  

Available commer-
cially and currently 
being used in re-
search environment 
by car manufacturers 

Non-intrusive. Manu-
facturer states that the 
system adapts to differ-
ent lighting levels (op-
erates in daylight and 
darkness)  

No warning stimuli 
currently included  

Toyota Driver Drowsi-
ness Detection and 
Warning System  

Detects eyelid movement 
using camera mounted on 
rear-view mirror.  

Prototype system un-
der research to de-
termine if a driver's 
eyes are properly 
open 

Non-intrusive  Acoustic warning. Pro-
vides warning through 
an in-vehicle naviga-
tion system  

faceLAB 4.5  

Spin-off from Australia 
National University. Meas-
ures eye-gaze and eye clo-
sure Uses PERCLOS fa-
tigue assessment scale  

faceLAB 4.5 system 
is now commercially 
available and is cur-
rently being used as a 
research tool. But not 
as an alertness device 

Non-intrusive. Is OK 
with day or night-time, 
and copes with both. 
Also OK with (sun) 
glasses. Copes with 
partial head occlusion. 

No warnings in place  

Smart Eye Pro 5.0 Detects 
head position and point of 
gaze via image processing  

Commercially avail-
able. Company in 
Gothenburg, Sweden

Non-intrusive  No warnings described  
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4   Drowsiness Ratings Scales 

The literature on sleepiness often cites specific sleepiness scales such as Karolin-
ska Sleepiness Scale (KSS), Stanford Sleepiness Scale (SSS), and the Epworth 
Sleepiness Scale, (ESS). Each scale measures different characteristics. Other more 
general scales are the Visual Analogue Scale (VAS) and the category ratio scale 
(CR-10 scale). A short description of each follows. Evaluation of the following 
different scales is left for future work. 

1. Karolinska Sleepiness Scale, KSS 
The Karolinska Sleepiness Scale has been used widely (Åkerstedt T et al, 1990; 

Gillberg M et al, 1994). This scale uses nine steps of categories to cover the entire 
wakeful/sleepy continuum, making it a bipolar scale. Thus, only a few categories 
and scale values on the upper end of these scales are available for ratings in sleepy 
subjects. To study long distance truck drivers KSS was used to rate subjective 
sleepiness. Night drivers rated their sleepiness higher and had increased alpha and 
theta activity (Kecklund G et al 1993). There was also an individual correlation be-
tween KSS ratings and the alpha activity.  

2. Stanford Sleepiness Scale, SSS 
This rating scale consists of seven descriptive statements to describe the feel-

ings a person may feel at the time of scale administration (Hoddes E et al 1973). The 
statements on the scale are bipolar, ranging from “feeling active and vital, alert, 
wide awake”. SSS has been used to measure sleepiness among drivers. In a study 
with professional truck drivers under different types of driving regimes, SSS was 
used to evaluate the drivers’ level of fatigue (Williamson AM et al 1996).  

3. Epworth Sleepiness Scale, ESS 
ESS is a simple questionnaire that measures the subject's general level of day-

time sleepiness (Johns MW, 1991). ESS consists of eight different common situa-
tions in which the subjects rate their chances that they would doze off or fall 
asleep. One can refer to it as measuring average sleep propensity according to 
definition set by Johns. It correlates with MSLT and during overnight polysomno-
graphy.  

4. Visual Analogue Scale, VAS 
The VAS scale is useful for measuring several subjective phenomena and is 

most commonly used in the assessment of pain. It is usually a 10 cm line with end 
anchors labeled with the extremes of the phenomena to be measured. Subjects can 
indicate their level of the phenomena being measured by making a mark on the 
line (Kushida C, 2005). It can be used either as a unipolar scale, from not sleepy to 
very much sleepy, or as a bipolar scale, from very alert to very sleepy. The unipo-
lar scale version was used in a study of young adult drivers investigating the rela-
tionship between perceived sleepiness while driving and a sleep model. 

5. Category ratio scale, CR-10 
The CR-10, also called the Borg-scale, combines level-anchored judgment as-

pects of a category scale with the growth rate determination possibilities of a ratio 
scale by using verbal labels on an open-ended number scale. CR-10 is a general 
scale that can be applied to various situations. Because it has a greater discrimination 
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than KSS and SSS, it is easier to differentiate the rated symptoms, particularly at the 
lower end of the scale but also at a higher level of intensity.  

5   PERCLOS Based Drowsiness Rating Scale 

PERCLOS is defined as “PERcent of the time a driver’s eyelids are CLOSed”. 
The advantage of PERCLOS and measures derived from the driving performance 
data is that drowsiness rating process could be automated (and it is validated in the 
case of PERCLOS). However multiple video images and availability of a trained 
observer enable arguably more reliable method of assessing drowsiness. 

Table 2 Observer drowsiness scale based on the video analysis (Zilberg E et al 2007) 

Drowsiness

Level 

Drowsiness 

State 

Video image indicators 

0 Alert Normal fast eye blinks, often reasonably regular; 

Apparent focus on driving with occasional fast sideway glances;  

Normal facial tone; 

Occasional head, arm and body movements. 

1 Slightly  

drowsy 

Increase in duration of eye blinks; 

Possible increase in the rate of eye blinks; 

Increase in duration and frequency of sideway glances; 

Appearance of “glazed-eye” look; 

Appearance of abrupt irregular movements – rubbing face/eyes, moving 
restlessly on the seat; 

Abnormally large body movements following drowsiness episodes 

Occasional yawning. 

2 Moderately  

drowsy 

Occasional disruption of eye focus; 

Significant increase in the eye blink duration; 

Disappearance of eye blink patterns observed during the alert state; 

Reduction on the degree of eye opening; 

Occasional disappearance of facial tone; 

Episodes without any body movements. 

3 Significantly 

drowsy 

Discernible episodes of almost complete eye closure, eyes are never 
fully open; 

Significant disruption of eye focus; 

Periods without any body movements (longer than for level 2) and facial 
tone followed by abrupt large body movements. 

4 Extremely 

drowsy 

Significant increase in duration of the eye closure episodes; 

Longer durations of episodes with no body movements followed by 
large isolated “correction” movements 
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One potential disadvantage of PERCLOS is that it is based on 3 minute running 
average with subsequent delay as well as being based on a single physiological in-
dicator (thus ignoring multitude of other observable signs). Also there is a risk in 
relying on the automated estimate of PERCLOS produced by the FaceLAB system 
where the estimated PERCLOS clearly did not match the video images. The po-
tential disadvantages of using measures derived from the driving performance data 
are that they were only derived to estimate PERCLOS and appear to be less di-
rectly associated with variation in drowsiness than analysis of video or physio-
logical variables. These measures were also clearly associated with the road bends 
and other changes in driving scenery with potential of confounding associations 
with the states of drowsiness. 

The above drowsiness rating scale included 5 levels similar to the scale devel-
oped by Wierwille and Ellsworth – from alert to extremely drowsy – and was 
based on observing a number of indicators including duration and rate of eye 
blinks and other eye lid movements, degree and duration of eye closures, direction 
and focus of eye gaze, patterns of facial, hand and other body movements, yawn-
ing etc (Zilberg E et al 2007). Guidelines for determining the drowsiness states in 
this scale are presented in the Table 2. The drowsiness level was estimated for 10 
seconds intervals. This enabled responsive evaluation of drowsiness that could be 
potentially associated with a number of physiological indicators for development 
of an optimum drowsiness detection algorithm. If an observer was not confident 
which one of the two consecutive drowsiness levels to allocate then (Zilberg E et 
al 2007) suggests use of a new fractional level between those two levels. We are 
leaving the non-PERCLOS based evaluation methods for a future study. 

6   Summary and Conclusions 

We wanted to know what has already been done and what is being done to auto-
mate the drowsiness ratings to be employed within a vehicle. This paper attempts 
to present a comprehensive survey. It is meant to be a resource of useful notes and 
references to guide the reader. We simulated the drowsiness detection part with 
non-intrusive video processing that is at the core of most of the vision systems 
employed to assist drivers. In order for the system to detect drowsiness success-
fully, a set of parameters had to be given to the system manually, and they might 
vary from movie to movie (threshold, radius). We have also learned that no auto-
matic system exists to classify drowsiness, yet. 

Also wearing glasses of any kind caused the system to fail. For some special 
cases of drivers such as the ones who will not close his/her eyes when drowsy or 
the ones wearing sunglasses, the above research should combine with other detec-
tion methods to improve the accuracy and robustness of the drowsiness detection. 
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tion Science and Technology, Aichi Prefectural University for discussing related topics and 
to Professor Yuji Iwahori, Computer Science, Chubu University for his patience and en-
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Anomaly Foreground Detection through 
Background Learning in Video Surveillance 

Cheng-Yuan Tang,1 Yi-Leh Wu, Shih-Pin Chao, Wen-Chao Chen, 
and Pan-Lan Chen 

Abstract. We present a new set of rapid detection of background subtraction algo-
rithms using codebooks to established Background Model (BG Model) and the 
concept of Color Model originally proposed by [6]. The proposed methods do not 
require prior learning, as in [6], and can create an instant BG Model detection and 
training with instant learning mechanism. Our proposed methods can also turn the 
latter coming but stationary foreground objects gradually as background, which 
are more adaptive to the actual environments. The proposed methods can also use 
instant learning to absorb sudden camera movements caused by the environments. 
We show that the proposed methods are effective and efficient in video surveil-
lance applications. 

Keywords: foreground detection, codebook, background model. 

1   Introduction 

In the study of visual surveillance, effective background detection has been a very 
important issue. A common approach to capture moving foreground is to use 
back-ground subtraction with the pure background and the current image. Tradi-
tional methods require a precise static background and thus cannot be used prop-
erly in a dynamic environment where the background changes dramatically. Some 
re-searchers propose to establish a background model by a series of statistical 
color images, by the time sequence of each color pixel to establish a single 
distribution model [1-2,7-8]. However, the background model of a single color 
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distribution model cannot record and describe the dynamic background such as 
shaking trees. A complex and non-statistical background model is generally estab-
lished by mixture of Gaussians (MOG) [3,4]. But when the background changes 
dramatically, it has been shown that a small amount of Gaussians fail to accurately 
describe the changes in the background, which will lead to an over-sensitive prob-
lem for detection. The pixel-based method [6], which is based on the assumption 
that the time series of each pixel is independent, employs the codebook (CB) for 
background subtraction.  

Until recently, researches in background detection in video surveillance use a 
training process to create the background model for detection. Those methods will 
fail when the background changes or the detection time lasts too long. Under these 
circumstances, the background scene may be far different from the training one 
because of changes of objects or light sources. 

In this work, we explore how to simplify the characteristics of saving various 
features and establish algorithms which could detect and update the background 
models on the fly based on the codebook algorithm proposed in [6]. 

2   Background Model 

The general codebook algorithm uses quantify/clustering techniques [5] to deter-
mine whether a cluster is background according to pixel sampling. If the back-
ground is quantified into a set of code words, one can also compile background on 
the pixel basis. 

2.1   Construction of Codebook 

Let P be a sequence of the same pixel of N RGB consecutive images: 
}....,{ 21 NpppP = . Let C as Codebook: }...,{ 21 LcccC = . Each pixel has different 

quantities of Codeword. L is the amount of codeword, ci includes both, ),,(
___

BGRvi = , 
>=< IIauxi

()
, , I

)
and I

(
 are the max and min brightness, TempColor (TC) is the 

temporary storage of pi color: }....,{ 21 JtctctcTC =  , J is the amount of TempColor. 
During run time, for each pixel in t sampling time we compare the codeword in C. 
If matched, the pixel is stored in the temporary memory TC. If the size of TC ex-
ceeds the preset threshold value, TC will produce a set of codeword and store in 
C. Following is the detailed algorithm. 

 
 
 
 
 
 
 
 
 

Ⅰ.L ← 0 , C ←  
Ⅱ.For t=1 to N 

    ① ),,( BGRPt =  , BGRI ++←  

    ② find Codeword cm from }1|{ LicC i <=<==  
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Fig. 1 Detailed algorithm  

Step (1) and (2) will be detailed in the following sections. When xt and vm are 
of similar colors and their brightness are below the threshold, the value of color xt 
and the brightness value I will be stored into the TC. ε is the sampling threshold. 
When the size of TC exceeds threshold MaxTCNum, all of color values in TC will 

be averaged to ),,(
___

BGR  and the minimum and maximum value of I will be com-

puted. When the current frame matches the features in codebook, we update the 
codebook so that the background model fit more accurately with future object 
characteristics and light sources. 

2.2   Color and Brightness Match 

Changing light in environment is often a serious problem. If we only rely on RGB 
color, it cannot be detected accurately. We thus segment each pixel into color and 
brightness separately to compute similarity. 

3   Detection and Training 

This section shows step by step our logical deduction with our initial detection re-
sults, problems and the ways of improvements. 

 

 ⑴ ε<=),( mt vPcolordist  

 ⑵ trueIIIbrightness =>< ),,(
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matching: >←< IPTC ,t  , }1|{ JitcTC i <=<==  

④ If C = ψ 
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Fig. 2 Initial detection results 

When we set up the mechanisms to detect and study, we start by implementing 
the algorithm in [6].  Fig. 3.1 shows the initial detection results used the algorithm 
discussed in Section 2.1. In Fig. 2, when the brightness satisfies the detection con-
ditions, the corresponding pixel is set to red. When the color distance satisfies the 
detection conditions, the corresponding pixel is set to green. When brightness and 
color distance both satisfy the detection conditions, the corresponding pixel is set 
to set to yellow (red + green). Black part represents that brightness and color dis-
tance both fail the detection conditions. 

After running the initial detection method for some time, we gradually find 
some blurs from detection results. The part originally regarded as background 
starts to be detected as foreground by mistakes as shown in Fig. 3. 

According to detection results, there are many detailed sections very similar to 
the background color of foreground object. It makes these detailed sections be 
mistakenly judged as the background. After its mistaken judge, those sections 
would immediately be learned to the codebook. The codebook will be stored with 
wrong background information instead of original correct information due to the 
pulling out of those wrong foreground colors. The result is as shown in Fig. 4. 

The original algorithm uses color and brightness as the basis to classify the 
fore-ground or the background. But when the foreground is too close to the back-
ground, this detection results will be completely wrong to classify and thus we can 
not rely on the detection results of the background are indeed the background. 

The algorithm in [6] separates training background and detection function. In 
training, all the similar background parts are promised to be correct. But when in the 
actual detection, the color match the background does not mean it is the back-
ground. 

Fig. 3 Detection errors: false-
foreground  
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Fig. 4 Detection errors: false background 

 

 

The proposed solution is to keep learning the background information even dur-
ing the detection phase. To accomplish this goal, we need to establish a rapid and 
effective mechanism to locate the image regions that require learning. We propose 
to segment each image frame into fixed blocks of the same size and compute the 
percentage of non-match pixels in each block. If the percentage of non-match pix-
els of the block is less than the threshold, this entire block will be treated as back-
ground. If the percentage of non-match pixels is higher than the threshold then the 
entire block will be treated as foreground. The threshold is typically set to 96% to 
98%. The filtering result is as shown in Fig. 5. 

In Fig. 5, the input MatchMap output a boolean map that separates background 
and foreground by the block filtering method and the result is the BlockMap in 
Fig. 5. We can use this map to cut and show the result of detection, and also use 
this map to decide where the real background is, and to learn the detected back-
ground into the codebook. 

Fig. 5 Results after filtering  

 

Current Image MatchMap

BlockMap Cut Image
 

In the original algorithm, the foreground is the part which is not learned at the 
be-ginning. In practical visual surveillance system, we have assumed foreground 
that is invading objects at the scope of surveillance, and the object is displayed. 
How-ever, not all invading objects at scope of surveillance are monitored. It must 
be detection and identification of objects as meaningless and no longer continue to 
move, such as a person takes a bookcase into the scope of surveillance and leaves. 
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In [6], that stationary bookcase will always be regarded as the foreground. But in 
reality, the bookcase is just a meaningless background. The propose algorithm in-
cludes new detect and update training functions. Our approach could record 
BlockMap generated from each frame, and compare their similarity with the 
BlockMap generated from next frame. If the two are exactly the same, it will add 
one to the cumulative record. When the cumulative value is over the threshold, it 
means that the image hasn’t changed for a long time. The proposed algorithm can 
learn those detected foreground of BlockMap. The cumulative threshold value will 
be corrected depending on speeds of every monitoring system’s camera shots. 

Frame 140 Frame 204

Frame 24 Frame 53

 

Fig. 6 Stationary foreground detection  

After adding the mechanism, the stationary foreground is decided as the back-
ground through time, as shown in Fig. 6. If the monitoring system is moving, this 
algorithm needs only a small number of image frames to correct the back-ground 
model to normal condition. 
 

The proposed method is detailed as follows: 
 

(1) Read the current image pixel and check with the Codebook. If the Codebook 
has the same value, then store pixel’s RGB value to CodeBook and return to 
(1); otherwise goto (2). 

(2) Use the each pixel’s Codebook and RGB Color of image to produce a 
MatchMap by matching the color distance and brightness as discussed in 
Section 2.2. 

(3) Translate the MatchMap to BlockMap. And if the previous BlockMap exist, 
then goto (4); otherwise goto (5). 
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(4) Compare the current BlockMap with the previous BlockMap, if exactly the 
same, then add 1 to the CumLastBlockMap; otherwise, set the CumLast-
BlockMap to 0, 

(5) Test if the CumLastBlockMap is greater than or equal to the MaxBlockMap 
(a preset threshold); if so, store each pixel’s RGB of image to Codebook; 
otherwise, store to the TempColor. 

(6) Test if the TempColor’s size exceed the MaxTempColorNum (a default 
threshold); if so, store the average of TempColor’s all Value into the Code-
Book. 

(7) Test if the CodeBook’s size exceed the MaxCodeBookNum (a default 
thresh-old); if so, remove the oldest of Codeword from CodeBook. 

(8) Goto (1). 
Through time, the proposed algorithm gradually saves many codewords. To re-

duce the burden of memory, the algorithm additionally creates a mechanism to de-
lete the older codewords from the codebook. The algorithm needs to set the max 
amount of codewords. If the amount of codewords is above the threshold value, it 
will remove the oldest codeword. An example of updating the codebook is illus-
trated in Fig. 7. 

 

Fig. 7 Codebook update example  

4   Experiments 

In the following experiment, we compare our algorithm with background model 
algorithm in [6]. We will use the same sequence of images for the two algorithms. 
Before the detection phase, we allow [6] to train 10 seconds (300 frames) of no-
changing background, and then we start the detection phase at the same time for 
both algorithms. 

In Fig. 8, we show frame numbered 240 of the detection results of both algo-
rithms with an intruding object and the results are comparable. We also find little 
difference between the results of frame numbered 300 of both algorithms. After 
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frame numbered 300, the bookcase was put in a stationary position. We show the 
detection results of frame numbered 900, because it has been over the threshold of 
pre-background stay, the proposed method will train the foreground bookcase 
which is stationary for too long to become background. The bookcase will be 
shown as background afterwards. 

Time Input image our algorithm algorithm in [6]

Frame 240

Frame 300

Frame 900

 

Fig. 8 Detection results 

A comparison chart of the proposed algorithm and [6] is shown in Table 4.1. 
The proposed algorithm is marginally less accurate than [6]. But the proposed al-
gorithm does not require pre-training to establish the background model. And dur-
ing the detection phase, the proposed algorithm require additional training process 
and thus is marginally slower than [6]. However, the proposed algorithm elimi-
nates the background model problem in [6] that after a long period of detection the 
detection accuracy will decrease. The proposed algorithm also can train during the 
detection phase and train those stationary foregrounds into background model. By 
adding the training process to the detection process, the proposed algorithm holds 
a distinct advantage against fixed background learning algorithms such as [6]. 

Table 1 Comparison of the proposed algorithm and [6] 

 algorithm in [6] proposed algorithm 
detection accuracy 72％ 68％ 
training + detection Ｘ  Ｏ 
training stationary fore-
ground 

Ｘ  Ｏ 

Compensation of ca-mera 
movement 

Ｘ  Ｏ 
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5   Conclusion and Future Work 

This study proposes a background detection algorithm that can detect and train at 
the same time. By combining the training and detection, the proposed algorithm 
can make the established background model more accurate to the environment 
through time. The proposed algorithm can also learn stationary foreground objects 
as background through time. This same feature can be extended to compensate 
camera movements. Our preliminary experiment results with indoor videos sug-
gest that the proposed algorithm is very promising in real world video surveillance 
applications. One of our future directions is to extend the current algorithm to the 
outdoor environments with significant changes in light sources. 
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Adaptive Alarm Filtering by Causal 
Correlation Consideration in Intrusion 
Detection* 

Heng-Sheng Lin, 1

 Hsing-Kuo Pao, Ching-Hao Mao, Hahn-Ming Lee,  
Tsuhan Chen, and Yuh-Jye Lee 

Abstract. One of the main difficulties in most modern Intrusion Detection Systems 
is the problem of massive alarms generated by the systems.  The alarms may either 
be false alarms which are wrongly classified by a sensitive model, or duplicated 
alarms which may be issued by various intrusion detectors or be issued at different 
time for the same attack.  We focus on learning-based alarm filtering 
system. The system takes alarms as the input which may include the alarms from 
several intrusion detectors, or the alarms issued in different time such as for multi-
step attacks. The goal is to filter those alarms with high accuracy and enough repre-
sentative capability so that the number of false alarms and duplicated alarms can be 
reduced and the efforts from alarm analysts can be significantly saved. To achieve 
that, we consider the causal correlation between relevant alarms in the temporal 
domain to re-label the alarm either to be a false alarm, a duplicated alarm, or a rep-
resentative true alarm. To be more specific, recognizing the importance of causal 
correlation can also help us to find novel attacks. As another feature of our system, 
our system can deal with the frequent changes of network environment. The 
framework gives the judgment of attacks adaptively. An ensemble of classifiers is 
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adopted for the purpose. Accordingly, we propose a system mainly consisting of 
two components: one is for alarm filtering to reduce the number of false alarms and 
duplicated alarms; and one is the ensemble-based adaptive learner which is capa-
ble of adapting to environment changes through automatic tuning given the exper-
tise feedback. Two datasets are evaluated. 

Keywords: Intrusion detection, alarm filtering, false alarm, adaptive learning, 
ensemble. 

1   Introduction   

Over the last couple of decades, the intrusion methods are getting sophisticated 
and diversified.  Variety of rootkits and exploit codes are easily obtained for the 
hackers to attack the systems.  Therefore, individual data can be illegally read or 
overwritten by intruders.  Many different Intrusion Detection Systems (IDSs) have 
been provided to detect those malicious attacks.  However, one of the weakest 
points with those IDSs is the problem of massive false alarms (or false positives).  
As revealed in several reports, IDS usually generates nearly 99% of false alarms in 
the detection [1, 5].  On the other hand, various alarms, which could be issued by 
naïve decision rules may come from the same unique attack.  For instance, several 
minor alarms may suggest a multi-step attack.  A clever detection system should 
be able to single out the reason for further automatic or non-automatic analysis.  
Overall, false alarms or duplicated alarms can waste significant time from human 
analyzers.  Without considering those issues, an IDS can be virtually useless.  The 
problem is more serious when no enough human analyzers can be assigned for 
further analysis of the generated alarms.  E.g., a personal IDS will not afford such 
overhead.  In this work, we propose an alarm filtering (AF) framework which can 
significantly reduce these two kinds of alarms: false alarms and duplicated alarms.  
The framework considers causal correlation between alarms and alarms will then 
be issued with high accuracy and no redundancy.  As another important feature, to 
apply our system to real network, we would like to make the final decision of 
alarm classification adaptively to different periods and to different environment.  
An ensemble of classifiers called ensemble-based adaptive learner (EAL) will be 
adopted to adjust the prediction precision and sensitivity for the system according 
to network conditions.  The feedback from alarm analysts will be used to tune the 
setting periodically. 

To reduce the false alarms and duplicated alarms, our AF system considers 
causal correlation between several alarms when they are either temporally corre-
lated or associated with a single attack.  Alarm correlation [12, 13] has been used 
in discovering the intentions or root cause of the attackers [3] and how they 
achieve their goals [8], i.e. the attack methods.  Based on our observations, single 
minor alarm in small scale may be confusing, but minor alarms collected as a 
whole may indicate a serious attack. When lacking of considerations in large 
scale, some alarms may be mislabeled, so called the false alarm problem. On the 
other hand, multi-step attacks often trigger a bunch of alarms in a sensitive system 
to downgrade the performance of the system, so called the duplicated alarm 
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problem.  To deal with these two problems, one has to consider causal correlated 
alarms instead of a single alarm.  Note that reduction of false alarms may lower 
the detection sensitivity (also known as recall).  A trusted system must still be sen-
sitive enough to detect serious attack and at the same time only a small number of 
false alarms are generated.  As a challenging but an important extreme, our AF 
system will have the ability to identify novel alarms or alarms related to novel at-
tacks.  Causal correlation is considered for those alarms which may be associated 
with some anomaly behaviors and the final judgment can then be given with high 
confidence.  We need to emphasize that the single alarm is usually issued from 
some naïve decision rules or signature alignment, to deal with various special cas-
es or to solve some particular problems.  Such rules may be created by a simple-
minded consideration without too much rigorous efficiency analysis of the whole 
system.  On the other hand, some rules may be created with a global view and lack 
of ability to fit into special environment, e.g., the period when new attacks just be-
ing released, or the “normal” period with low number of “background alarms”.  
Our system offers a solution for that.  To consider the causal correlation for a set 
of alarms, we are possible to relate the alarms to true attack or the attack of high 
risk, including novel attacks. 

N
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ffic

 

Fig. 1 Architecture of Adaptive Alarm Filtering System 

The consideration of causal correlation can reduce both of the false alarms and 
duplicated alarms, and at the same time can deal with novel attacks.  However, the 
network environment is usually not stable.  As a result, operators have to tune and 
confirm the setting of IDSs frequently for the changes.  That creates a burden for 
the operators.  Due to the changes of network environment including devices, ser-
vices or attack approaches, the pre-trained classifier will be getting to lose its ac-
curacy on prediction after a certain period.  This phenomenon is called concept 
drift [11] and happens very often in the real world.  To address the problem, we 
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consider automatically tuning the system so that the intrusion detection can adapt 
to the environment.  An adaptive learning system filters false and duplicated 
alarms after IDSs and adaptively learns from responses of experts recurrently [6, 
9].  That helps system operators relieved from laboring works on parameter tun-
ing.  Different from previous research, our proposed framework gets more focused 
on practical issues of changing network environment over different periods or 
even different sites.  Using the proposed ensemble-based adaptive learner (called 
EAL) is eligible to give robust performance on prediction as time goes by or for 
different network environment.  It is understood that the network data are large-
scale stream data, and usually highly unbalanced between attacks and normal data.  
Besides, most attacks happen in a continuous fashion in a very short period of 
time.  To deal with those concerns, our EAL is proposed based on entropy compu-
tation, also inspired by AdaBoost [10].  Also, some aging effect is added to the 
system.  By our approach, the rare attacks are not to be overlooked and can con-
tribute some to our system.  Other than adapting to time, we can also make our 
system adaptive to different commercial organizations.  We will take the risk of 
assets as the input for further system improvement.  Overall, we aim at designing a 
system which can be applied to real environment. 

2   Feature Extraction, Alarm Filtering and Adaptation 

In this section, we discuss our proposed system in full details, as illustrated in Fig. 
1.  Different from most IDSs, we focus on the reduction of false alarms and dupli-
cated alarms after IDSs issue alarms.  To deal with real network data, we also 
consider an adaptive system where the attack call may depend on the time infor-
mation.  Our system can take alarms from several sources, e.g., distributed IDSs, 
as the input.  Basically, the system can be separated into three parts: Feature Ex-
traction Unit, Alarm Filtering Unit, and Ensemble-based Adaptive Learning Unit. 
We proceed to give details for those different units. 

2.1   Feature Extraction 

Many factors combined together to decide which alarm comes from a true attack.  
They include causal correlated alarms, unusual changes of frequency in alarm is-
suing, and asset information, etc.  That is, the feature extraction set is beyond the 
common attributes of intrusion alarms, such as packet size, signature names, IP 
addresses, port numbers and so on.  We need to know that, in some cases, the IP 
address may limit the generalization ability of the model [3].  Opposed to that, the 
properties of hosts are more strongly relevant to attacks.  Therefore, an IP address 
is replaced by its corresponding asset information.  Below, we illustrate those fea-
tures one by one. 

Causal Alarm Features.  Our idea is to correlate the alarm in the previous step 
and the alarm at this moment as causal correlation features. As we can imagine, 
the features will help us to detect a multi-step attack. More than that, the features 
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also provide more information on recognizing alarms which may be from novel 
attacks. For instance, if an alarm never happened in historical data, it is still possi-
ble to be classified correctly according to the conditional probability of the alarm 
after observing the pre-step alarms. To be more specific, those features consist of 
the combination of present alarm tag and the alarm tag in the previous stage (or 
pre-step alarm), under three different conditions, pre-step alarm with the same 
source, or same target as the current alarm, or both being the same. 

Abnormal Frequency Value.  Several triggered alarms are like “background 
noises” which happen all the time and may not suggest any meaningful informa-
tion.  The true alarm usually has an instant change that is out of the range of its 
normal frequency.  We can compute mean μ, and variance σ2, of each individual 
alarm a, on daily basis from historical data. The attribute, being able to real-time 
measures the degree of anomaly on individual alarm, is formulated as follows: 
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where x is an accumulated amount of corresponding alarms of the present day, a 
refers to the alarm identity of x, μa is the average number of alarms correspondent 
to alarm a, and 2

aσ  is the correspondent variance. 

2.2   Alarm Filtering 

Alarm Filtering (AF) is to reduce the amount of alarms. To provide succinct alarm 
report to users, we first classify alarms to a class of relevant or irrelevant to an at-
tack, and then aggregate duplicated alarms as an alarm group on behalf of a high 
level event for users. We consider causal correlation of alarms to reduce the false 
alarms, as described previously. An ensemble-based classifier, combined with 
basic learners is adopted as false alarm filtering.  In order to adapt to changing 
network condition, the filter employs ensemble-based adaptive learner to keep up-
dating (discussed later) as time goes by.   

2.3   Ensemble-Based Adaptive Learner 

Inspired by AdaBoost, the proposed EAL algorithm is a meta-learning method 
aimed to combine multi-classifiers when data are incrementally grown with 
time.  Different from many related works  [2, 4], the proposed algorithm is  
specifically focused on the characteristics of computer network and practical re-
quirement of SOC. 

In our ensemble of classifiers, there are two types of weights should be opti-
mized.  They are example weight for each instance and classifier weight, so called 
voting weight for each weak classifier.  To learn from feedbacks, alarm log is se-
parated by day as 

1 0 and  J J JD D d D φ−= =U  where ( )
1{( , , ) }n j

j ji ji ji id w z == x  , n(j) 
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denotes the amounts of alarms in the j-th day, xji is an alarm feature vector of the 
i-th example, wji∈[0, 1] denotes the corresponding example weight, and zji∈  Z= 
{-1,1} indicates the corresponding real class in the j-th day.  We set different ex-
ample weights according to its class in our experiments.  Borrowing the concept of 
entropy from information theory, we can deal with the problem of unbalanced da-
ta.  Moreover, sample re-weighting, like AdaBoost, and complementary learning 
from previous wrongly predicted examples, strongly enhance the robustness of our 
system.  The function is listed as follows: 

z Z
1

( ) arg max ( , , ) ( , )
m

final k k k
k

h x a v h x zϕ λ τ
∈ =
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Where hfinal(。) is the finial hypothesis of committee decision with m member 
classifiers, hk( 。 ) represents the hypothesis of the k-th day, 

(1 ( ( ))) log((1 ) / )k k k kv entropy P d ε ε= + ⋅ −  is the corresponding voting weight de-

cided by its error rate ε, and the entropy defined by, 
( ) ln( ) (1 ) ln(1 )entropy P P P P P= − − − − ,  indicating the information of the k-th 

training data point for the distribution. The ( )kP d  is the portion of true alarms in 

a training set.  Finally, in order to being adaptive to changes, the Memory Decline 
Ratio (MDR) listed as follows will be used: 
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which is inspired by aging-forgetting mechanism and modified by sigmoid function. 
It is employed to tune the voting weight through the time in each individual classi-
fier. The forgetting slope λ, is set for how fast to drop out a useless classifier with 
tolerating time τ.  Setting the pair of parameters will be discussed in experiment and, 
actually, depends on the degree of concept drift or change in each dataset. 

3   Experiments 

We have built a prototype system to demonstrate the proposed approach that is 
able to filter the alarms of both kinds, the false alarms and the duplicated alarms.  
Below, we discuss different measurement on the system of alarms filtering such as 
False Positive (FP), which analysts have to pay extra effort with, and True Nega-
tive (TN), which means that filtered alarms are indeed not correlated to attacks.  
Of course, filtering out the true alarms associated to attacks is more serious than 
anything else, e.g. achieving high TP rate.  Moreover, the ability to identify novel 
alarms is also taken into account.  There are two experiments designed for demon-
stration. One is to evaluate that the proposed feature set including the causal corre-
lation features is able to enhance the performance of intrusion detection. The 
second experiment is to compare with different learning schemes to support that 
our approach is able to filter out false or duplicated alarms and effectively adapt to 
network change especially when novel alarms happen. 
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Novel alarms make operators tune the setting of IDSs from time to time.  The 
novel alarms also make pre-trained model useless after a while.  Hence, we 
especially discuss the ability of our framework to identify novel alarms, meaning 
that our AF is able to give the correct predicted class on an unseen alarm under an 
acceptable level of false positive rate.  By means of Receiver Operating Character-
istic (ROC) curve, the False Positive (FP) rate referring to cost and the True Posi-
tive (TP) rate referring to detection ability allow analysts to know the trade off 
between detection rate and cost. 

3.1   Datasets 

The system was validated by two datasets.  The first one is made by a popular 
benchmark, DARPA 1999 [7]; the other is a real world private alarm dataset, 
which is provided from an SOC operated in Taiwan, called A-SOC 2007. The cen-
ter offers a service of security surveillance to their clients, including many organi-
zations, government departments and companies. Both of the alarms of DARPA 
and A-SOC are manually labeled for evaluation according to its official report and 
warning tickets to monitored client, respectively. 

Data Distribution. Their data distributions are shown in Table 1.  

Table 1 Distribution of each dataset for Experiments.  Novel alarms represent that an alarm 
is never seen before the day  

Distribution of Alarm Label 
Dataset Duration 

Dis-
tinct IP 

 
Total (Novel) True (Novel) False (Novel) 

DARP
A 

1999.3.1 ~ 
1999.4.10 

546  55,473 (3,693) 
19,109 
(2,191) 

36,364 (1,502) 

A-SOC 
2007.8.30 
~ 2007.9.7 

5,368  
308,063 
(56,984) 

6,743 (2,978) 
301,320 
(54,006) 

3.2   Performance Measurement 

Receiver Operating Characteristic (ROC) curve is adopted as the main perform-
ance measurement.  The unbalanced problem makes the performance hard to be 
evaluated. Because the number difference between true alarms and false alarms is 
large, the enhancement of performance on identifying rare true alarms is easy to 
be overlooked if using Accuracy as a measurement. ROC curve, which consists of 
TP rate and FP rate, is suitable to be a performance measurement for this. In the 
viewpoint of system security operators, they want to know how much cost (FP 
rate) they have to pay if keeping a level of sensitivity of recognizing rare attacks.  
ROC curve can serve this purpose because false positive rate is like a cost we have 
to pay if we want to reach a level of true positive rate (alarm detection rate). 
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Table 2 Performance Test with Different Feature Combinations.  The performance com-
parison is TP rate (detection rate) vs. FP rate (cost). The detection rate of novel alarms is 
specifically demonstrated for revealing the ability to detect novel alarms with different fea-
ture combinations.  Basic feature set is the original attributes generating from Snort IDS but 
excluding source and destination IP addresses 

Cost All Alarms Novel Alarms 
Dataset 

Feature  
Combination FP rate TP rate TP rate 

Correctly 

Filtered 

Basic 18.83% 82.45% 85.76% 89.8% 
DARPA 

Causal 5.26% 95.08% 87.36% 97.34% 

Basic 37.19% 64.01% 87.58% 98.73% 
A-SOC 

Causal 28.03% 62.36% 88.68% 98.84% 

Note: Our experiment takes all alarms as the input.  Correctly Filtered Alarms represent the 
re-labeled false alarms that are indeed not associated to attacks and can be filtered out 
appropriately 

3.3   Results and Discussion 

Feature Set Evaluation. The first experiment is to demonstrate that the causal 
correlation is helpful on alarms filtering without sacrificing the detection rate.  To 
achieve that, we test different feature combinations with DARPA and A-SOC da-
tasets and analyze the performance result.  As shown in Table 2, the proposed 
causal feature set including basic alarm information, asset, causal correlation and 
variance frequency has the best performance, higher detection rate and lower FP 
rate, especially on detecting novel alarms.  Moreover, adopting the causal correla-
tion features to classify SOC dataset causes that the false positive rate is greatly 
reduced about 10%.  The reason is that the SOC dataset gathered in 2007 has more 
sophisticated multi-step attacks than DARPA 1999.  Therefore, the causal correla-
tion feature set has greater enhancement on SOC dataset than on DARPA 1999. 

Cost and Detection Rate. To evaluate our approach on the tradeoff of cost and 
detection rate, our proposed EAL are compared with two other generic schemes in 
the second experiment.  The first controlled scheme is that the decision model on-
ly keeps the last classifier in alarm ensemble classifiers for prediction. The second 
one is to keep all previous trained classifiers and combine them with the same 
weight in alarm ensemble classifiers for prediction.  The comparison of ROC 
curve is shown in Fig. 2, which demonstrates that our approach receives the larg-
est area-under-curve (AUC) values in both of the DARPA and A-SOC datasets.  
The ROC curve provides analysts the view of how much the cost has to pay if the 
model can identify alarms including novel alarms, as shown in Fig 2(a) and 2(b).  
The cost implicitly means that analysts have to spend their time to pick out the 
false alarms.  Obviously, the high cost is unpractical when the system is operated 
on real environment.  All comparison results are illustrated in Table 3. Our 
proposed EAL also performs very well on correctly filtering alarms without 
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(a) ROC curve of DARPA dataset 
 

(b) ROC curve of A-SOC dataset 

Fig. 2 Capability of detecting false alarms - ROC curves of different incremental classifier 
schemes using a base learner, J48 from Weka 

Table 3 Performance comparison, TP rate (detection rate) vs. FP rate (cost), with different 
learning schemes. The scheme of only last classifier is to predict alarms by the classifier 
trained from the previous day.  And, whole classifier means the alarm ensemble classifiers 
combining all of previous trained classifiers for prediction.  The last scheme is our pro-
posed approach EAL, for prediction  

Cost All Alarms Novel Alarms Correctly Filtered Alarms 
Dataset Learning scheme 

FP rate TP rate TP rate TN / (TN + FN) 

Only Last Classifier 5.92% 87.96% 81.79% 93.7% (34,210 / 36,511) 

Whole Classifier 16.46% 71.52% 20.58% 84.81% (30,378 / 35,820) DARPA

EAL 5.7% 93.22% 87.17% 96.36% (34,292 / 35,588) 

Only Last Classifier 6.43% 48.63% 56.28% 98.79% (281,938 / 285,402) 

Whole Classifier 30.08% 49.35% 80.86% 98.4% (210,690 / 214,105) A-SOC 

EAL 28.03% 62.36% 88.68% 98.84% (216,854 / 219,392)  

sacrificing much to deal with novel or rare true alarms.  In traditional methods on 
false alarm reduction, assessing risk through an asset table or setting a correlation 
rule to recognize true alarms is possible to ignore novel alarms. Therefore, they 
can only aware of known attack and lack of ability to defense from a new threat.  
However, in our experiment, it actually shows the ability to find out novel alarms. 

Aggregation Duplicated Alarm. There are 55,473 individual alarms in DARPA 
dataset grouped into 11,197 groups, including only two impure groups, which in-
clude true and false alarms in the same group.  The reduced amount significantly 
relieves about 75% of overall alarms.  On the other hand, the 308,063 individual 
alarms in A-SOC dataset are grouped into 25,662 groups with 27 impure groups 
but still helpful for analysts.  As a result, analysts just need to confirm the succinct 
alarm groups with predicted true class of alarms instead of a large number of indi-
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vidual alarms.  About 92% labor is saved in A-SOC dataset by means of our ap-
proach.  Actually, our grouping approach does not only save work for analysts but 
also make analysts easily giving feedback for enhancing the ability of the alarm 
ensemble classifiers on further prediction. 

4   Conclusions 

We proposed a system for adaptive alarm filtering.  Our goal is to enhance the per-
formance of IDS through reducing the number of false alarms and duplicated 
alarms.  Other than that, our system can be operated in an adaptive fashion.  The 
proposed learning-based alarm filtering system does not only classify alarms with 
high confidence but also adaptively change with time goes by according to feed-
back from experts.  Moreover, through our feature set including the causal correla-
tion features, the system also makes identifying novel alarms possible.  After 
evaluation of experiments on DARPA and A-SOC dataset, all individual alarms 
are aggregated as groups, which reduces size to about 25% and 8% from original 
alarms respectively.  In the mean while, with at least 87% novel alarm detection 
rate, about 96% to 98% of the false alarms have been correctly filtered out in 
DARPA and A-SOC dataset. After false alarms significantly identified by pro-
posed approaches, analysts can actually pay more attentions on the main courses 
such as intrusion analysis and related responses. 
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Anomaly Detection via Over-Sampling Principal
Component Analysis

Yi-Ren Yeh, Zheng-Yi Lee, and Yuh-Jye Lee

Abstract. Outlier detection is an important issue in data mining and has been studied
in different research areas. It can be used for detecting the small amount of deviated
data. In this article, we use “Leave One Out” procedure to check each individual
point the “with or without” effect on the variation of principal directions. Based on
this idea, an over-sampling principal component analysis outlier detection method
is proposed for emphasizing the influence of an abnormal instance (or an outlier).
Except for identifying the suspicious outliers, we also design an on-line anomaly
detection to detect the new arriving anomaly. In addition, we also study the quick
updating of the principal directions for the effective computation and satisfying the
on-line detecting demand. Numerical experiments show that our proposed method
is effective in computation time and anomaly detection.

1 Introduction

Due to the reasons that only very few labeled data are available in real applications
and the events that people are interested in are extremely rare or do not happen
before, the outlier detection is getting people’s attention more and more [3, 4, 7, 8,
9, 11]. Outlier detection can be used in many application domains such as homeland
security, credit card fraud detection, intrusion and insider threat detection in cyber-
security, fault detection and malignant diagnosis etc. [8, 11, 12, 13]. Thus, the outlier
detection methods are designed for finding the rare instances or the deviated data.
In other words, an outlier detection method can be applied to deal with extremely
unbalanced data distribution problems, such as capturing the anomaly which exists
in a small proportion of network traffic.

Yi-Ren Yeh, Zheng-Yi Lee, and Yuh-Jye Lee
Computer Science and Information Engineering, National Taiwan University of Science and
Technology, No.43, Sec.4, Keelung Rd., Taipei, Taiwan 10607
e-mail: {D9515009,M9615018,yuh-jye}@mail.ntust.edu.tw

K. Nakamatsu et al. (Eds.): New Advan. in Intel. Decision Techno., SCI 199, pp. 449–458.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009



450 Y.-R. Yeh et al.

In the past, many outlier detection methods have been proposed [3, 7, 9]. One
of the most popular outlier methods is using the density-based local outlier factor
(LOF) to measure the outlierness for each instance [3]. The LOF uses the density
of each individual instance’s neighbors to define the degree of outlierness and con-
cludes a suspicious ranking for all instances. The most important property of the
LOF is considering the local data structure for estimating the density. This prop-
erty makes the LOF discover the outliers which are sheltered under a global data
structure. Besides, an angle-based outlier detection (ABOD) method has also been
proposed recently [9]. The main concept of ABOD is using the variation of the an-
gles between the each target instance and the rest instances. An outlier or deviated
instance will generate a smaller variance among its associated angles. Based on this
observation, the ABOD considers all the variance of the angles between the target
instance and any pair of instances to detect outliers. However, the time complexity
of ABOD is too high to deal with large datasets. In [9], the authors also proposed
the fast ABOD which is an approximation of the original ABOD. The difference is
that fast ABOD only considers the variance of the angles between the target instance
and any pair of instances of target instance’s k nearest neighbors. Even though, these
methods mentioned above can not be scaled up to massive datasets because of the
very expensive computational cost.

In this paper, we observe that removing (or adding) an abnormal instance (or
outlier) will cause a lager effect on principal directions than removing (or adding) a
normal one. From this observation, we apply the “Leave One Out” (LOO) procedure
to check each individual point the “with or without” effect on the variation of prin-
cipal directions. This will help us to remove the suspicious outliers in the dataset.
Thus, it can be used for the data cleaning purpose. Once we have a clean dataset,
we can extract the leading principal directions from it and use these directions to
characterize the normal profile for the dataset. Similarly, we can evaluate the “with
or without” effect of new arriving data point. That defines a suspicious score for the
new arriving data point. If the score is greater than a certain threshold, we regard
this point as an outlier. Based on this mechanism, we proposed an on-line anomaly
detection method. Intuitively, the “with or without” effect on the principal direction
will be diminished for a single data point even it is an outlier when the dataset is
large. To overcome this problem, we employ the “over-sampling” scheme that will
amplify the “with or without” influence made by an outlier. We also are aware of
computation issues in the whole process. How to compute the principle directions
efficiently when the mean and covariance matrix are changed slightly is also a key
issue and the tricks for matrix computation will be included in this work as well.

2 Over-Sampling Principal Component Analysis

In this section, we first introduce the classical dimension reduction method PCA
briefly. The study on the influence of the variation of principal directions via LOO
procedure is also be exhibited. Finally, we introduce the over-sampling scheme in
PCA to emphasize the influence of an abnormal instance. In addition, an effective
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computation for computing the covariance matrix and estimating principal direc-
tions in LOO procedure is also proposed.

2.1 Principal Component Analysis

PCA is an unsupervised dimension reduction method. It can retain those charac-
teristics of the data set that contribute most to its variance by keeping lower-order
principal components. These few components often contain the “most important”
aspects of the data. Let A ∈R

p×n be the data matrix and each column, xi ∈ R
p, rep-

resents an instance. PCA involves the eigenvalue decomposition in the covariance
matrix of the data. Its formulation is solving an eigenvalue problem as follows:

ΣAΓ = λΓ , (1)

where ΣA = 1
n

n
∑
i=i

(xi− μ)(xi− μ)� is the covariance matrix, μ is the grand mean,

and the resulting Γ is the eigenvector set. In practical, some eigenvalues have little
contribution to variance and can be discarded. It means that we only need to keep
few components to represent the data. In addition, PCA explains variance and is
sensitive to outliers. A few points distant from the center would have a large influ-
ence on variance and its principal directions. In other words, these first few principal
directions will be influenced seriously if our data contain some outliers.

2.2 The Influence of an Outlier on Principal Directions

Based on the concept that we mentioned in the previous section, PCA is sensitive
to outliers and we only need few principal components to represent the main data
structure. That is, an outlier or a deviated instance will cause a larger effect on
these principal directions. Hence, we explore the variation of principal directions
when removing or adding an instance. This concept is illustrated in Fig. 1 where the
clustered blue circles represent the normal data, the red square represents an outlier,
and the green arrow is the first principal direction. From the right panel to the left
panel in Fig. 1, we can see that the first principal direction is affected when we
remove an outlier. The first principal direction is changed and forms a larger angle
between the old one and itself. In this case, the first principal direction will not
be affected and only form an extremely small angle between the old first principal
direction and the new one if we remove a normal instance. Via this observation, we
use LOO procedure to check each individual point the “with or without” effect. On
the other hand, we might have the pure normal data in hand. In this case, we use
the same concept in LOO setting but with incremental strategy. That is, adding an
instance to see the variation of the principal directions. Similarly, adding a normal
data point will create a smaller angle between the old one and itself while it will form
a larger angle with adding an outlier (from the left panel to the right panel in Fig. 1).
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Remove an outlier

Add an outlier

Fig. 1 The illustration for the effect of an outlier on the first principal direction

We check the variation of the principal directions for each new arriving instance and
regard it as an outlier if the variation of the principal directions is significant.

In summary, we find that the principal directions will be affected with removing
an outlier while the variation of the principal direction will be smaller with removing
a normal instance. This concept can be used for identifying the anomaly or outliers
in our data. On the contrary, adding an outlier will also cause a larger influence
on the principal directions while the variation of the principal directions will be
smaller with adding a normal one. It means that we can use the incremental strategy
to detect the new arriving abnormal data or outliers. In other words, we explore the
variation of the principal directions with removing or adding a data point and use
this information to identify outliers and detect new arriving deviated data.

2.3 Over-Sampling Principal Components Analysis

As we mentioned in Section 2.2, we identify outliers in our data and detect the new
arriving outliers through the variation of the principal directions. However, the effect
of “with or without” a particular data may be diminished when the size of the data
is large. On the other hand, the computation in estimating the principal directions
will be heavy because we need to recompute the principal directions many times in
LOO scenario.

In order to overcome the first problem, we employ “over-sampling” scheme to
amplify the outlierness on each data point. For identifying an outlier via LOO strat-
egy, we duplicate the target instance instead of removing it. That is, we duplicate
the target instance many times (10% of the whole data in our experiments) and ob-
serve how much variation do the principal directions vary. With this over-sampling
scheme, the principal directions and mean of the data will only be affected slightly
if the target instance is a normal data point (see Fig. 2(a)). On the contrary, the vari-
ation will be enlarged if we duplicate an outlier (see Fig. 2(b)). On the other hand,
we also can apply over-sampling scheme in the LOO procedure with incremental
case. The main idea is to enlarge the difference of the effect between a normal data
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(a) The effect of over-sampling on normal data

dulpicated pointssingle point

(b) The effect of over-sampling on an outlier

single point dulpicated points

Fig. 2 The effect of over-sampling on an outlier and a normal instance

point and an outlier. Based on the over-sampling PCA, we make the idea discussed
in Section 2.2 more practical.

For computation issue, we need to recompute the principal directions many times
in the LOO scenario. In order to avoid this heavy loading, we also proposed two
strategies to accelerate the procedure in estimating principal directions. The first
one is the fast updating for the covariance matrix. The another one is the solving
the eigenvalue problem via the power method [6]. As (1) shows, the formulation of
PCA is solving an eigenvalue decomposition on the covariance matrix of the data.
However, it is unnecessary to completely re-compute the covariance matrix in the
LOO procedure. The difference of covariance matrix can be easily adjusted while
we only duplicate one instance. Hence, we consider a light updating of covariance

matrix for fast computation [5]. Let Q = AA�
n be the pre-computed scaled outer-

product matrix. We use the following updating for the adjusted mean vector μ̃ and
covariance matrix Σ̃ :

μ̃ =
μ+ r · xt

1 + r
(2)

and

Σ̃ =
1

1 + r
Q+

r
1 + r

xtx
�
t − μ̃ μ̃�, (3)

where A ∈ R
p×n is the data matrix, xt is the target instance and r is the parameter

of the proportion of the whole data in duplicating xt . From (3), it shows that we
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Algorithm 1. Over-sampling Principal Component Analysis Outlier Detection for
Data Cleaning

Input: a data matrix A ∈R
p×n and the ratio r

Output: the suspicious outlier ranking for the data
1. Compute outer-product Q = AA�

n , the mean μ , and the first principal direction v
2. Using LOO strategy to duplicate the target instance xt and compute the adjusted mean
vector μ̃ and covariance matrix Σ̃ :

μ̃ = μ+r·xt
1+r

Σ̃ = 1
1+r Q+ r

1+r xtx�t − μ̃ μ̃�
3. Extract the adjusted first principal direction ṽ and compute the cosine similarity of v and ṽ
4. Repeat step 2 and 3 until scanning all the data
5. Ranking all instances according to their suspicious outlier scores (1− | cosine similarity |)

can keep the matrix Q in advance and need not to recompute it completely in LOO
procedure.

In extracting the first principal direction, we also apply the power method for fast
computation. Power method [6] is an eigenvalue algorithm for computing the great-
est eigenvalue and the corresponding eigenvector. Given a matrix M, this method
starts with an initial normalized vector u0, which could be an approximation to the
dominant eigenvector or a nonzero random vector, then iteratively computes the
uk+1 as follows:

uk+1 =
Muk

‖Muk‖ . (4)

The sequence {uk} converges on the assumption that there exists an largest eigen-
value of M in absolute value. From (4), we can see that power method does not
compute a matrix decomposition but only uses the matrix multiplication. Based on
this property, the power method can converge rapidly and make our LOO procedure
faster. On the other hand, if we want to find the remaining eigenvectors, we could
use deflation process [6]. Note that we only use the first principal component in our
experiments so we only apply the power method in estimating the first principal
direction.

3 Data Cleaning and On-Line Anomaly Detection

In this section, we present the framework of our data analysis. There are two phases
in our framework, data cleaning and on-line anomaly detection. In the data clean-
ing phase, the goal is to identify the suspicious outliers. First, we over-sample each
instance with LOO strategy to see the variation of the first principal direction. Here
we use the absolute value of cosine similarity to measure the difference of the first
principal direction and define “one minus the absolute value of cosine similarity”
as the suspicious outlier scores. A higher suspicious outlier score implies the higher
probability of being an outlier. Once we have the suspicious outlier scores for each
instance, we can rank the instances and filter out the outliers in the given data
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Algorithm 2. Over-sampling Principal Component Analysis for On-line Anomaly
Detection

Input: the scaled outer-product matrix Q = AA�
n , the mean vector μ and the first principal

direction v of the normal data, the ratio r, and threshold h, and the new arriving instance x
Output: x is an outlier or not
1. Compute the updated mean vector μ̃ and covariance matrix Σ̃ :
μ̃ = μ+r·x

1+r

Σ̃ = 1
1+r Q+ r

1+r xx� − μ̃ μ̃�
2. Extract the updated first principal direction ṽ and compute the cosine similarity of v and ṽ
3. Check the cosine similarity of v and ṽ and see if it is higher than the specified threshold h

according to the ranking. The over-sampling principal component analysis outlier
detection algorithm (OPCAOD) for data cleaning is described in Algorithm 1.

After filtering the suspicious points, we can get the pure normal data and apply
the on-line anomaly detection which is not suitable for LOF and ABOD. Never-
theless, the quick updating of the principal directions in our proposed method can
satisfy the on-line detecting demand. In this phase, the goal is to identify the new ar-
riving abnormal instance. Similarly, we also apply over-sampling PCA for the new
arriving instance to check the variation of the principal directions. However, how
to determine the threshold for identifying an abnormal instance is a problem. In or-
der to overcome this problem, we use some statistics to set the threshold. The idea
is calculating the mean and standard deviation of the suspicious scores which are
computed from all normal data points. Once we have the mean and standard devia-
tion, a new arriving instance will be marked if its suspicious score is higher than the
mean plus a specified multiple of the standard deviation. The over-sampling princi-
pal component analysis for on-line anomaly detection (OPCAAD) is also described
in Algorithm 2.

4 Experimental Results

In our experiments, we evaluate our methods in three datasets. For the outlier detec-
tion, we first generate a 2-D synthetic data for testing our method. The synthetic data
is consisting of 200 normal instances (blue circle in Fig. 3) and 10 deviated instances
(red stars in Fig. 3). The normal data points are generated for the normal distribution
with zero mean and standard deviation 1. On the other hand, the deviated data points
are generated from the normal distribution with zero mean and standard deviation
15. Note that the clustering algorithm is not useful here because the outliers do not
belong to a certain cluster. In this 2-D synthetic data, we apply our over-sampling
principal component analysis outlier detection (OPCAOD) on it and filter 5% of the
whole data (10 points) as outliers (with black crosses). The result is shown in the
Fig. 3 and we can see the effectiveness of our proposed because of catching all the
outliers in this synthetic contaminated data. Except for the 2-D synthetic data, we
also evaluate our outlier detection method on pendigits dataset which can be
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Fig. 3 The result of iden-
tifying outliers in the 2-D
synthetic data
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Table 1 The AUC scores of PCAOD, OPCAOD, LOF, and fast ABOD in 9 different combi-
nations of pendigits dataset

Scenario PCAOD OPCAOD (r = 0.1) LOF (k = 100) Fast ABOD (k = 40)
0 vs. 1 0.9098 0.9994 0.9942 0.9541
0 vs. 2 0.9235 0.9999 0.9962 0.9502
0 vs. 3 0.4677 0.9978 0.9972 0.9232
0 vs. 4 0.8765 0.9533 0.9859 0.9201
0 vs. 5 0.8421 0.9515 0.9981 0.9472
0 vs. 6 0.9865 0.9939 0.9785 0.9386
0 vs. 7 0.9227 0.9984 0.9966 0.9297
0 vs. 8 0.8343 0.9556 0.9947 0.9246
0 vs. 9 0.7881 0.9985 0.9944 0.9641

obtained from UCI Repository of machine learning data archive [1]. We fixed the
digit “0” as the normal data (780 instances) and set up 9 different combination via
other digits “1” to “9” (20 data points for each) to evaluate our method in outlier
detection. In this dataset, we compare our methods PCAOD (only removing one
instance in LOO) and OPCAOD with LOF and fast ABOD. We use the area under
the ROC curve (AUC) [2] to evaluate the suspicious outlier ranking. The results are
shown in Table 1 and Table 2. Here r is the ratio of the duplicated points relative
to the whole data and k is the number of nearest neighbors which is needed to be
given in LOF and fast ABOD. In our experiments, we have tried several parameters
for these methods and used the best parameter for each method respectively. These
results show that our method is comparable with LOF and fast ABOD in detecting
the outliers. Nevertheless, our method is faster than LOF and fast ABOD. On the
other hand, we also can see the effect of over-sampling strategy from Table 1. The
AUC score of over-sampling PCA is much better than that without over-sampling.
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Table 2 The average cpu times of PCAOD, OPCAOD, LOF, and fast ABOD in pendigits
dataset

PCAOD OPCAOD (r = 0.1) LOF (k = 100) Fast ABOD (k = 40)
cpu time (sec.) 0.2671 0.2878 3.221 18.772

Table 3 The true positive (TP) rate, false positive (FP) rate, and error rate of KDD Cup 99

dataset. TP rate is the percentage of attacks detected; FP rate is the percentage of normal

connections falsely classified as attacks

Attack Testing data size TP FP Error

type normal attack Rate Rate Rate

Dos 2000 100 0.940 0.073 0.073

Probe 2000 100 0.980 0.022 0.023

R2L 2000 100 0.900 0.071 0.072

U2R 2000 49 0.816 0.038 0.038

For the on-line anomaly detection phase, we evaluate our method with KDD cup
99 dataset [10]. In our experiments, we focus on the 10% training subset under the
tcp protocol. We extract 2000 normal instances points as the training set and also
re-sample another 2000 normal instances and different size of attacks as our testing
set. The details are recorded in Table 3. In the beginning, we apply the data cleaning
phase to filter 100 points (5%) in the normal data to avoid the deviated data. After
that, we extract the normal pattern (the first principal direction) and use the on-line
anomaly detection to detect the new arriving attack. Note that we use the training
set and re-sample other attacks to determine the threshold. The results are shown in
Table 3. From Table 3, we can see the good performance of our proposed method
because of the high true positive rates and low false negative rates. On the other
hand, our proposed method also work well in detecting the rare attacks, like U2R.
It shows that an outlier detection method is suitable for the extremely unbalanced
data distribution. In summary, our proposed method and framework not only can
detect the outliers in the given data but also can be applied to predict the abnormal
behavior.

5 Conclusion and Future Work

We have explored the variation of principal directions in the leave one out scenario.
From the experimental results, we demonstrated that the variation of principal direc-
tions caused by outliers indeed can help us to detect the anomaly. We also proposed
the over-sampling PCA to enlarge the outlierness of an outlier. In addition, an ef-
fective computation for computing the covariance matrix and estimating principal
directions in LOO is also proposed for reducing the computational loading and satis-
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fying the on-line detecting demand which is not suitable for LOF and ABOD. On the
other hand, our proposed PCA based anomaly detection is suitable for the extremely
unbalanced data distribution (such as network security problems). In the future, we
will also study how to speed up the procedure via online learning techniques (ie.,
develop a quick adjusting for the principal directions directly).
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Towards a New Medical Decision Support 
System with Bio-inspired Interpretive 
Structural Modelling 

Ikno Kim and Junzo Watada1 

Abstract. Interpretive structural modelling (ISM) is a useful method employed in 
decision making in industrial and systems engineering fields. Moreover, ISM of-
ten plays an important role in structuralising particular issues or problems related 
to medical issues. A small number of elements can be straightforwardly calculated 
using ISM, but it is difficult to structuralise the problem with a large number of 
elements using electronic computers in polynomial time. In the real world, medi-
cal decision support systems (MDSS) are basically composed of electronic com-
puter-based systems. Therefore, in this paper, we show results on the basis of 
using a bio-inspired ISM that measures the efficiency of combining a computer-
based decision support system towards the creation of a new MDSS, using an ex-
ample of a rehabilitation centre selection problem. 

1   Introduction 

In structuralising medical selection problems or processes, complicated contextual 
relations are often selected as a possible statement of relationship. In this case, in-
terpretive structural modelling (ISM) constructs a hierarchic structure to minimise 
risk and uncertainty. ISM was developed by Warfield [6] and is a popular decision 
support method for structural decision making. A set of element sets is basically 
related to a contextual relation. For example, in selecting hospitals or rehabilita-
tion centres, the different contexts of medical issues often come from different  
areas of the organisations, and those given medical issues, problems, affairs, ques-
tions, etc. can be a set of elements. 

In order to construct a hierarchic structure that is composed of medical issues, a 
large number of elements are intricately interconnected to be handled properly for 
understanding their contextual relations. A number of elements within the given 
medical issues are often needed to be process in the real world, meaning that those 
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elements with medical issues exponentially increase. Most computer applications 
process only numerical elements instead of a group of issues [5]. To address this 
problem, a bio-inspired evolutionary computation is adapted to ISM to construct a 
hierarchic structure showing contextual relations of medical issues. 

In this paper, the authors expand the capability of bio-inspired evolutionary 
computation and create a new bio-inspired ISM, based on innovative bioscience 
technologies [7] as an approach to a new MDSS. This system will measure the ef-
ficiency of bioscience technologies, and, combined with a computer-based 
method, create a better tool for decision-making. 

Table 1 List of the given element; information cited from Sonoda’s Rehabilitation Square [3] 

Element Contents of Elements

Element-1 Time Period of Training Programmes

Element-2 Facilities of Rehabilitation Wards

Element-3 Obtaining Sight of Rehabilitation Centres in the Neighbourhood

Element-4 Basis of Centre Functional Examination Outcomes

Element-5 Existence of Medical Rehabilitation Specialists

Element-6 Distance Between Rehabilitation Centre and House

Element-7 Quality of Training Programmes

Element-8 Easy to be Admitted to Rehabilitation Centre
 

Fig. 1 Binary adjacency matrix of the 
given elements 
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2   Interpretive Structural Modelling 

In an ISM process, the complex issues of a contextual relation among an element set 
are exploited to efficiently construct a directed graph, or network representation 
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based on graph theory. In this section, the process of a conventional ISM method is 
briefly described with an example of selecting a rehabilitation centre, which is 
shown in Table 1. 

2.1   Model Selection Problem 

Table 1 shows an example of elements required for selecting a medical rehabilita-
tion centre. The elements in Table 1 can be transformed to a digraph. The digraph 
with 8 related selection ideas can be also expressed in a binary adjacency matrix, 
as shown in Fig. 1. This matrix is constructed by setting ti, j = 1 wherever there is 
an arc, whereas by setting ti, j = 0 elsewhere. 

2.2   Process of ISM 

Conventional mathematical methodology has been used in various works [4] to 
construct a hierarchic structure. The binary adjacency matrix B shows a reachabil-
ity example in a path of length 1 as shown in Fig. 1. To obtain a reachability ma-
trix, the binary adjacency matrix B is calculated by adding the identity matrix I. In 
the reachability matrix, the labelled rows and columns are denoted by ri, j. Hence, 
each element node vi in the reachability matrix R is defined as follows: 

}1|{)( , =∈= jijs rVviR  (1) 

}1|{)( , =∈= ijjs rVviA  (2) 

where Rs(i) is a reachability set of element nodes that should be reachable from vi, 
and As(i) is an antecedent set of element nodes that should be reachable to vi. A set 
of the intersections of Rs(i) and As(i) is defined as follows: 

)}()()(|{ iRiAiRVvZ sssi =∈= I  (3) 

In a conventional ISM method, it is necessary to examine all element nodes 
whether they are partitioned or not. 

For the conventional ISM procedure, the steps of constructing hierarchic struc-
ture(s) are as follows: 

• Step 1: Enumerate ideas representing element nodes using the KJ method or 
other idea generation support methods. 

• Step 2: Based on the opinions of individual and group members that are shown 
in binary numbers, a digraph can be created. 

• Step 3: A binary adjacency matrix can be created by transforming the digraph 
that is composed of element nodes and arcs. A set of element nodes that  
belongs to this intersection set Z is shown in (3). 

• Step 4: Examine all of the element nodes in the set Z whether they are com-
posed of a single digraph or partitioned in different digraphs. 
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• Step 5: All of the element nodes that satisfy (3) are selected, and all of these  

selected nodes are denoted as level 1 element nodes. 
• Step 6: The selected element nodes at level 1 should be removed, and a repeti-

tion for selecting element nodes that satisfy (3) should be performed; these se-
lected element nodes are denoted as level 2 element nodes. 

• Step 7: Similarly, the removal of selected element nodes should be performed, 
and element nodes should be selected again, unless all of the element nodes 
have disappeared. 

• Step 8: A structural matrix and digraph can be constructed by representing each 
level of all divided element nodes. 

• Step 9: Transform the structural matrix and digraph to construct a reachable 
condensation matrix, which can be determined by reducing the specific element 
nodes that contain the exact same characters and are adjacent to each other. 

• Step 10: Transform the reachable condensation matrix to construct a reachable 
skelton matrix, which can be determined by calculating the reachable conden-
sation matrix with Boolean algebra until no new entries are obtained. 

• Step 11: Construct hierarchic structure(s), which is/are represented by the 
reachable skelton matrix. 

3   Bio-inspired Evolutionary Computation 

Bio-inspired computation is basically executed through DNA oligonucleotides on 
the basis of biological computation. Therefore, in this section, the authors briefly 
introduce biological computation and DNA oligonucleotides. 

3.1   Biological Computation 

DNA molecules as information storage media, and the functions of biological  
and chemical reactions are caused by the effects of various kinds of enzymes and 
proteins. To make the best use of DNA molecular structures, characters, and  
functions at the nano level, a molecular form of computation can be created based 
on calculation structures and architectures. This computation is called molecular 
computation, also known as biological computation that was discovered by  
Adleman [1]. 

3.2   Watson-Crick Complementarity 

DNA [2] consists of polymer chains called DNA strands that are composed of  
nucleotides. These nucleotides, partially comprised of adenine (A), guanine (G), 
cytosine (C), and thymine (T), are bonded in covalent and hydrogen bonds. DNA 
calculations are executed using these scientific bonding reactions. Adenine always 
bonds with thymine, while guanine always bonds with cytosine. This phenomenon 
is called Watson-Crick complementarity. 
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4   Bio-inspired ISM 

In bio-inspired ISM, there are several kinds of biochemical techniques using the 
encoded DNA sequences that can be employed to implement the DNA algorithm 
to construct a hierarchic structure. Thus, in this section, the authors describe a 
method of bio-inspired ISM. 

4.1   Process of Bio-inspired ISM 

For the bio-inspired ISM procedure, the method for constructing a hierarchic 
structure(s) is shown in the following steps: 

• Step 1: The proposed element nodes with ideas were enumerated by the KJ 
method or other idea generation support methods. 

• Step 2: The relations between elements are evaluated by a pair-wise compari-
son. In that case, the opinions of individual and group members are shown as 
binary numbers, and a digraph can be created. 

• Step 3: A binary adjacency matrix can be created by transforming the digraph, 
and the DNA sequences for the DNA algorithm can be encoded based on the 
binary adjacency matrix. 

• Step 4: Biochemical techniques including hybridization and ligation, gel elec-
trophoresis, polymerase chain reaction, and affinity separation are employed to 
distinguish the encoded DNA sequences, measure the length of the DNA 
strands, and separate the DNA strands into each hierarchical level in each hier-
archic structure. 

• Step 5: Hierarchic structure(s) can be constructed based on the selected single-
stranded DNAs that have been classified into each level by the experiment. 

4.2   Encoding Process 

First, type 1 represents the specific two element nodes for type 1 in which there is 
a direction of the arrow that indicates the direction from the element node vi to the 
element node vj. For type 1, all of the row and column labels are denoted by i and j 
for determining types 1-1 and 1-2. Each of the different element nodes is encoded 
as an oligonucleotide consisting of two unique sites. For type 1-1, a subset of arcs 
in a set A is denoted by A1-1, which is defined as 

{ }1 1 ( , ) | , , and y qA v v A y Y q Q y q− = ∈ ∈ ∈ ≠
uuuuur

 (4) 

where the element node vy is directed to the element node vq. Hence, for type 1-1, 
a set of each element node vy in this subset, where y is transformed to D(y), which 
is expressed as 

}1|{)( ,, ==∈= qyxpq ttVvyD  (5) 
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where both p and y are the row labels, both x and q are the column labels, and y = 
1, 2,…, n. Type 1-2 represents directed cycles and should be encoded with either 
type 3 or type 4, and a set of each element node vy in this subset, where y is trans-
formed to G(y). 

Second, type 2 is a double-encoded substring of two element nodes in a one 
way direction, except for the two or more element nodes that are already satisfied 
in either type 1-1 or 1-2. For type 2, a subset of arcs in a set A is denoted by A2 for 
type 2, which is defined as 

{ }2 ( , ) |  and   1, 2, ,  andi jA v v A i j n i j= ∈ = … ≠
uuuuur

 (6) 

Hence, there are two specific element nodes that are encoded as an oligonucleo-
tide consisting of two unique sites. 

Third, type 3 represents a double-encoded substring of the element nodes in 
which the element node vi is directed to the two or more element nodes included in 
either the subset D(y) or G(y) and is satisfied in either type 1-1 or 1-2. For type 3, 
a subset of arcs in a set A is denoted by A3, which is defined as 

{ }3 ( , ) |  1, 2, , , ( ) or ( ),  and i sA v v A i n s D y G y i s= ∈ = … ∈ ≠
uuuuur

 (7) 

where the element node vi is directed to the element node vs. Hence, the single 
element node and the subset of the element nodes are encoded together as an oli-
gonucleotide consisting of two unique sites. 

Fourth, type 4 is also basically encoded with either type 1-1 or 1-2 in a digraph. 
Type 4 also represents a double-encoded substring of the element nodes in the 
same manner as type 3, but the element node vj is directed from the two or more 
element nodes included in either the subset D(y) or G(y). For type 4, a subset of 
arcs in a set A is denoted by A4, which is defined as 

{ }4 ( , ) | ( ) or ( ),  1, 2, , , and s jA v v A s D y G y j n s j= ∈ ∈ = … ≠
uuuuur

. (8) 

where the element node vs is directed to the element node vj. Hence, the subset of 
the element nodes and the single element node are encoded together as an oli-
gonucleotide consisting of two unique sites. 

Fifth, type 5 represents a complementary site between only type 3 and 4 that are 
sequenced in a 5’ to 3’ direction. Each subset of these complementary sites is  
encoded. Here, a subset of the element nodes is encoded as an oligonucleotide 
consisting of two complementary sites sequentially. 

Finally, type 6 is temporarily created for attaching each of the different double-
encoded substrings to determine whether circular DNA fragment(s) correspond to 
type 1-1 or 1-2. Each element node of these complementary sites is encoded. So, each 
element node except the element nodes included in either the subset D(y) or G(y) is 
encoded as an oligonucleotide consisting of two complementary sequential sites. 

4.3   Simulated Experimental Results 

For this selection problem, a hierarchic structure is created based on the proposed 
bio-inspired ISM and shown in Fig. 2. It was constructed by distinguishing the 
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complementary sites of the element nodes, and by determining the longest length 
of DNA strands from the simulated gel electrophoresis apparatus. As shown in 
Fig. 2, the hierarchic structure is mainly composed of the 4-level digraph. 

Distance Between Rehabilitation Centre and House

Easy to be Admitted to Rehabilitation Centre

Basis of Centre Functional Examination Outcomes

Quality of Training Programmes
Time Period of Training Programmes

Obtaining Sight of Rehabilitation Centres in the Neighbourhood

Facilities of Rehabilitation Wards

Existence of Medical Rehabilitation Specialists

Level 4

Level 3

Level 2

Level 1

 

Fig. 2 Results of the hierarchically restructured selection problem 

5   Conclusions 

The advantage of using bio-inspired computation to analyse complex situations 
with a large number of elements is the capability of structuralising the medical  
selection problem. In addition, the authors have proposed a new method of  
bio-inspired ISM that can be applied to a variety of medical problems to create a 
new MDSS. 

In future work, the proposed bio-inspired ISM for encoding element nodes will 
be applied to other models that are composed of a digraph, or other graphs related 
to medical interpretive issues or problems. 
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Construct an Approximation Decision Model 
of Medical Record by Neural Networks - The 
Ophthalmology Department as an Example 

Yaw-Jen Lin, Chin-Dr Fan, Cheng-Chin Huang, and Cheng-Yu Fan1 

The most traditional formative education of doctors is to have students to simulate 
diagnosis and treatment modes of their teachers, or carry handbooks such as 
“clinical summary” and “suit the remedy to the case for clinical illness” with them 
as the guideline. However, the temporary approach by finding answers in the 
books is not only time-consuming, but also affects the confidence of the patients 
to the doctor.  This research aims at the above-said clinical practice in clinical 
emergency call and doctor formative education.  We take the ophthalmology as an 
example; utilize the back-propagation algorithm of the artificial neural networks, 
to construct an “approximation decision model of medical record” for clinical di-
agnosis guideline.  The doctor can input information such as chief complaint, 
other complaint and diagnosis etc. into the decision model and then correct oph-
thalmologic approximation medical records are outputted as the reference of diag-
nosis and treatment to improve the quality of medical treatment and medical care. 

1   Introduction 

When a fresh doctor undertake resident physician, clinic doctor or emergency 
treatment doctor, he will begin contacting with the patients and conduct the medi-
cal service such as inquiry, examination, diagnosis, treatment and medication. 
This is easy to the rich-experienced and professional chief physician or attending 
doctor.  However, it is common for a fresh doctor to be perplexed in how to deal 
with some relatively troublesome patients or symptoms.  This will not only influ-
ence the mood and judgment of the doctor for his diagnosis and treatment, but also 
have negative effect on the quality of medical treatment and medical care to the 
patients.  Accordingly, the clinical medicine formative education for training doc-
tors is still a task for related organizations to breakthrough at present. 
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1.1   Research Background and Intention 

Most hospitals have equipped the information system to improve their service 
quality.  As the rise of global network application, doctors often readily obtain a 
great deal of information over the computer and networks to solve problems aris-
ing in medical treatment.  A British medical journal reported that, according to 
investigation [1], when a doctor meets with some patients who suffer peculiar dis-
eases, he can seek suggestions on the Google, and the correctness for answerback 
is about 58 percent. 

Although the above-mentioned method can be utilized, facing with imperative 
“clinical treatment” task, there are also some shortcomings to overcome in the 
practice: 

1. The method to take reference from clinical medicine guidance handbook is not 
only time-consuming, but also affects the confidence of the patients to the doc-
tor. 

2. Seeking solutions from the Internet, though the answerback correctness of di-
agnosis is up to 58%, this percentage is still on the low side and there is still a 
long way to go from the practical application. 

3. Medical science is an important field for the application of the artificial neural 
network, but on the basis of the understanding from published research litera-
tures, most of them are only limited to the research of diagnosis of single  
disease. 

1.2   Purpose of Research 

Since the middle period of 1980’s, because the development of the artificial neural 
network theory and modes has achieved critical breakthrough, the research on arti-
ficial neural network has become hotter and hotter and papers about disease diag-
nosis have been presented for many times.  Medical science is an important field 
for the application of the artificial neural network, the application scopes in the 
published papers include: diagnosis of epilepsy [2], dermatosis [3], cephalalgia di-
agnosis [4], acute coronary occlusion [5], and heart attack [6], cardiogram assort-
ment, assessment of the bladder cancer cell in the urine and pulmonary function 
etc., altogether more than 20 categories. 

This research is to apply back propagation algorithm of the artificial neural 
networks to construct the approximation medical record decision model by taking 
ophthalmology as an example to achieve the following purposes: 

1. To verify back-propagation algorithm and the feasibility of applying it to the 
diagnosis of multi-diseases of ophthalmology. 

2. The experience for construction of the ophthalmology approximation medical 
record decision model can be used as the reference for subsequent construction 
of decision models in other departments. 
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3. After adding a user’s interface, it can be used for the assessment of the clinical 
application and misdiagnosis rate of the doctors. 

2   Materials and Methods 

This research adapts the back-propagation algorithm of the artificial neural net-
works and utilizes PCNeuron V4.0 software tools to conduct the experiment of 
ophthalmologic “approximation decision model of medical record”. The main 
procedures for constructing the decision model are: data collection, establishment 
of rule library, coding of output and input variables, and operation of neural net-
works.  The configuration is shown in Figure 2.1. 

Fig. 2.1 Configuration of ap-
proximation decision model of 
clinical record 

2.1   Data Collection 

The data collection includes: (1) to collect medical literatures related to ophthal-
mologic symptoms and diseases so as to establish the rule library; (2) to collect the 
original ophthalmologic clinical record from the medical record database of the 
hospital information system (HIS), and consult the doctor’s common phrase li-
brary and rule library to create high quality medical record and verify the medical 
record; and (3) to establish data such as application medical record, etc. 

1. Rule library establishment 

The “rule library” of this research is the summary of the consulted medical litera-
tures and widely collected data related to ophthalmologic symptoms and diseases,  

for example, “Handbook of prescribing specific medicine for clinical diseases”, 
the 4th Edition [7] compiled by Doctor Huang Qixun, “Self diagnosis for oph-
thalmologic diseases” [8] compiled by Doctor Chen Mushi and the consultation 
and guidance from the diplomates in ophthalmologic department of Zhudong
Rongmin Hospital, as shown in Table 1.  The ophthalmologic diseases include: 
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hordeolum, chalazion, eyelash insertion inward, cataract, glaucoma, 
xerophthalma, conjunctivitis, adult epiphora and traumas etc.  Among them, the 
conjunctivitis can be divided into three classes: bacteroidal, viral, and allergic con-
junctivitis.  Because the adult epiphora is mostly caused by other diseases, it is not 
solely listed here.  And also, the portion of traumas belongs in injured disease, so 
it is not listed in the research scope. 

Table 1 Association rules for common ophthalmologic diseases and symptoms (extract)  

 

2. High quality medical record (HQMR) 

There shall be a great deal of representative data for the training of artificial neural 
networks.  The “Original medical record” of ophthalmology required by this re-
search is taken from the electronic medical record database in past years of 
Chutung Veterans Hospital.  In the original medical records, the privacy data of 
the patients have to be concealed and substituted by serial numbers to guarantee 
the rights and interests of the patients.  Then the ophthalmologic diplomates of the 
hospital are invited to filter the data of “doctor’s advice”, which will delete the ob-
solete or incomplete data and rank those in accordance with the contents of the 
“phrase library” and “rule library” as the high quality medical record.  Altogether 
120 medical records have been screened out.  The network training adopts data 
format of high quality medical record (HQMR), including data about symptoms 
(input variables) and diseases (output variables). 

3. Verification medical records (VMR) 

The data format, the material source and the screening method for verification 
medical record (VMR) are identical to that of HQMR.  There are twenty VMR 
used in this research for verification of the accuracy of recall operation of the arti-
ficial neural network. 
 

4. Application medical records (AMR) 

The data of application medical record (AMR) only has input variables but does 
not have target variables, so not all the symptom data are fully in conformity with 
the regulation in the “rule library”.  The main contents of AMR are to emulate the 
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clinic examination data of the doctors.  There are ten AMR used in this research 
for validation of the accuracy of recall operation of the artificial neural networks. 

2.2   Coding of the Rule Library 

Input and output variable data for network training only uses numerical mode, 
hence the rule library shall be firstly be coded and used as the basis of high quality 
medical record, verification medical record and application medical record.  Ac-
cording to the nature of the data, the input variables in this research adopt “nu-
meral variable, logic variable and ordered classification variable” respectively, 
and the output variables adopt “multi-neuron of disordered classification variable” 
coding, as shown in Table 2. 

Table 2 Variable normalization of the rule library (extract) 

 

2.3   Network Training 

Network training is to load the HQMR into the network, then conduct pre-
processing, parameter setting, execution, post processing and analysis.  If the net-
work convergence and the misjudgment rate are in accordance with the expectancy, 
this means that the network learning has completed.  The procedures are as follows: 

1. Execute the experiment tool software PCNeuron4.0. 
2. Meanwhile, load the HQMR, VMR, and AMR files. 
3. Execute pre-processing: to generate variable statistic files, training example 

files, and measurement example files.  The sampling of examples adopts ran-
dom sampling method. 

4. Set network parameter: to generate network parameter files and network listing 
files, recommended values in the reference books or error-trial method can be 
adopted. 
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5. Execute network training: the system outputs convergence iteration files and 
generates result output files and weighting matrix files. 

Execute post processing: analysis of the convergence iteration procedure chart, 
calculation of confusion matrix and reverse scaling and misjudgment rate, connec-
tion of weighted value histogram and sensitivity etc.  If the network convergence 
and misjudgment rate are not desirable, Step 2 can be re-executed to change the 
quality and quantity of the high quality medical record, or Step 4 and Step 5 are 
repeatedly executed until the network behaves well [9]. 

2.4   Network Verification 

Verification mode is to load the input variables of the VMR into the trained net-
work, then compare the forecasted output variables with the target output variables 
of the VMR.  If both are very approximate, that means that the reliability of the 
decision is good.  The procedures are as follows:  

1. Execute pre-processing: to select VMR processing. 
2. Set network parameter: (1) select the network mode of the original item; (2) 

Change the measurement example number into the actual number of the VMR; 
(3) Change the network execution mode into the verification mode. 

3. Execute network recall: the system will generate new result output files. 
4. Execute post processing: to output the confusion matrix chart, reverse scaling 

and misjudgment rate.  If the network result is not as good as the expectancy, 
the training mode has to be re-executed [9]. 

2.5   Network Application 

The application mode is to load the input variables of the AMR into the trained ar-
tificial neural network, then validate its output variables.  If the output result is ap-
proximate to that of artificial judgment, which means the reliability of the decision 
mode is good. 

The procedures are analogous to those of network verification mode, the differ-
ences are: (1) unknown data processing shall be selected for pre-processing opera-
tion; (2) the measurement example number shall be changed into the AMR file 
number, and the application mode should be selected for the execution mode. 

2.6   Network Decision Rules 

The decision rules of the input and output variables are as follows (extract one as 
example) 

Input variables: 

1. ICD-9-CM: the diseases range is not limited. 
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2. Eyesight: (0) not affected by diseases; (1) blurred vision; (2) having a strong 
impact on the eyesight. 

3. Pain: (0) negative; (1) positive. 
4. Photophobia: (0) negative; (0.5) negative or positive; (1) positive. 
5. Intraocular pressure: (0) negative; (1) positive; 
6. Firm mass: (0) negative; (1) positive. 
7. Ghost: (0) negative; (1) positive. 

Output variables: 

1. Chalazion diseases 
2. Cataract diseases 
3. Glaucoma diseases 

The rule is that f the preliminary diagnosis of the patient ICD9 =range of eye 
diseases, and following parameters (eyesight=1, pain=0, photophobia=0, intraocu-
lar pressure=0, firm mass=0, and ghost=1) then the decision of the diseases=in 
conformity to chalazion. 

3   Experimental Results 

We Take 120 HQMR from the diagnosis, treatment and prescription of the oph-
thalmologic diplomats, using back-propagation network, the “approximation deci-
sion model of medical record” is constructed.  According to the association rule 
between the diseases and symptoms, the input and output variables of the HQMR  
are normalized and coded, whose numerical data are shown in Table 3, in which 1 
to 27 on the left side is the input variable coding, and 1 to 10 on the right side is 
the output variable coding. 

Table 3 Truth table for input and output variables (extract) 
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3.1   Analyze the Network Training Result 

Load the HQMR into the network, after the pre-processing, parameter setting 
(Table 4), network execution and post processing, the results are as follows: 

Table 4 Network parameter setting 

 

Fig. 3.1 Convergence and it-
eration files 

 

1. Status of convergence and iteration: If the misjudgment rate of the 2nd behav-
ior “training example” equals to 0.00000 and that of the 3rd behavior “training 
example” also equals to 0.00000 in the observation of Figure 3.1, this shows 
the effect of network training is satisfactory.  

 
Measurement output status of network training: as shown in Table 5, the left 

figure is the target values of the measurement examples, the results show that the 
target values are identical to the forecasted output values, and the right figure 
shows the operation output values of the measurement examples of the network 
training, so the misjudgment rate is 0.   
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Table 5 The output values of the measurement examples (extract) 

 

2. Produce procedure chart for network convergence and iteration: the results for 
the execution of convergence procedure chart are shown in Figure 3.2.  The x 
coordinate is 0~495, and y coordinate is 0~0.5. The symbol “█” stands for the 
misjudgment rate of the training, and the symbol “▲” stands for the misjudg-
ment rate of the measurement example.  The symbol “+” stands for the RMS 
value of the training examples, and the symbol “X” stands for the RMS value 
of the measurement examples.  The former two are suitable for the application 
of the assortment type.  Because the misjudgment rate approaches to 0, the mis-
judgment rate curve is also 0. 

3. Produce of the confusion matrix: the total misjudgment rate of the confusion 
matrix can be used for the judgment of the effect of the network learning for the 
application of assortment problem.  The execution results of the confusion 
matrix in this research show that the elements on the diagonals are large and 
those on the non-diagonals are small, which means the emulation results are 
good, as shown in Figure 3.3. 

 

Fig. 3.2  Convergence pro-
cedure chart  
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Fig. 3.3 The confusion matrix chart 

4. Reverse scaling and misjudgment rate in final execution: there are 10 research 
targets and 48 measurement examples in this research, after executing “reverse 
scaling and misjudgment rate”; the individual misjudgment rate among the 10 
kinds of diseases is 0.00000, as shown in Figure 3.4. 

 

Fig. 3.4 Reverse scaling and misjudgment 
rate 

 

 
 

5. Then using the VMR whose target values are known to verify the reliability  
of the trained network.  Selecting two medical records each from the ten oph-
thalmologic diseases, twenty medical records in total are used for the recalled 
operation verification, and the target values are in conformity, as shown in Ta-
ble 6, which means that the network is reliable. 

6. Produce of the confusion matrix: the execution results of the confusion matrix 
show that the elements on the diagonals are large and those on the non-
diagonals are small, which means the verification results of the recall are good, 
as shown in Figure 3.5. The overall misjudgment rate is 0.00000. 

The execution of reverse scaling and the misjudgment rate: the number of veri-
fication examples is twenty, after executing “reverse scaling and the misjudgment 
rate”; the individual misjudgment rate is 0.00000. 
7. Then using the AMR whose “target values” are unknown to validate the 

reliability of the trained network.  Selecting one record each from the ten oph-
thalmologic diseases, ten records in total are used for the recalled operation 
verification.  Because the AMR do not have the target values, and the recall 
operation output value is in conformity with the artificial judgment, as shown in 
Table 7, which means that the network is reliable. 
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Table 6 Recalled operation output values of the verification medical records 

  
 
Fig. 3.5 The confusion matrix 
chart 

 

Table 7 Recalled operation output values of the Validation medical records 

  

4   Discussion 

There are 27 input variables, 10 output variables, altogether 37 input and output 
variables.  The coding mode of the input and output variables adopt numerical 
variables, logic variables, ordered classification variables and the multi-neurons of 
disordered classification variables, therefore the complexity is on the high side.  
Besides consulting the advanced experience in the experiment, the “error trial 
method” is adopted to try modifying parameters such as the number of concealed 
nodes, learning cycle number, learning rate and practicability factor, etc., so the 
expected effect can be reached.  For instance: 
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1. Range of weighted values: it is generally suggested that, the relatively bigger 
one should be selected as the input variable and output variable, if the value is 
less than 10, the weighted value will be 0.3; and 0.15 for 10 to 20. For this re-
search whose input variable is 27 and output variable is 10, the weighted value 
is generally 0.1, but the experience shows that 0.3 is appropriate.  If 0.1 is 
taken, the convergence state is inversely not good, as shown in left of Fig. 7.  
The misjudgment rate of the training examples is fairly good, but the misjudg-
ment for measurement example is 0.50000, which is on the high side.  Mean-
while, observed from the convergence procedure chart, the RMS values of the 
measurement examples are on the high side, as shown in right of Figure 4.1. 

   

Fig. 4.1 Convergence iteration status and procedure chart 

Table 8 Sensitivity matrix data 

 

2. Initial value of the learning rate is generally 0.1 to 1, the empirical value 
is 0.5. 

3. The cell number of concealed layer is generally suggested as the input cell 
number plus output cell number, and it is desirable to take 8 in this experiment. 
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4. It can be found from the data of the sensitivity matrix that, the first (diagnosis 
code) and second symptoms (age) do not behave so evidently to the diseases, 
hence there is no evident difference in the data obtained by network operation, 
as shown in Table 8. 

5   Conclusion 

This paper is different from the conventional research that only aimed at multi-
symptoms for one disease to judge if it is really that disease.  It attempts to aim at 
the association rule for 27 symptoms of 10 diseases.  And it applies the back-
propagation algorithm of the artificial neural network to construct ophthalmologic 
approximation medical record decision model.  It computes the input data of the 
unknown diseases to acquire best approximated reference medical record, taking 
the best approximated medical records as the reference of the clinic treatment and 
prescription for the doctors, and provide the ophthalmologic approximation deci-
sion modular of the clinic treatment guidance system to facilitate the subsequent 
construction of the whole system.  The experimental results have proved that it has 
achieved the expected results. 

During the experiment, it is found that the collection and establishment of the 
“rule library” and “coding” of the input and output variables are of great impor-
tance, which are directly related to the success or failure of the network training.  
If there is no approach to distinctly differentiate the relation between the clustering 
of the symptoms and the diseases, it will be very difficult to achieve network con-
vergence.  Facing with the finer and finer medical specialties, more and newer 
discoveries will be made about the relation between the symptoms and diseases 
with the efforts and advancement of the medical field.  This information must be 
considered when more disease diagnosis decision models for other medical de-
partments or practical clinic diagnosis and treatment guidance system need con-
structing in the future.  In other words, for either a decision model or the complete 
system, both the expandability and compatibility should be taken into account so 
as to bring the due effect into play and adapt to the development of medical sci-
ence in future. 
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A Multi Model Voting Enhancement for 
Newborn Screening Healthcare Information 
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Abstract. The clinical symptoms of metabolic disorders during neonatal period 
are often not apparent. If not treated early, irreversible damages such as mental 
retardation may occur, even death. Therefore, practicing newborn screening is es-
sential, imperative to prevent neonatal from these damages. In the paper, we estab-
lish a newborn screening model that utilizes Support Vector Machines (SVM) 
techniques and enhancements to evaluate, interpret the Methylmalonic Acidemia 
(MMA) metabolic disorders. The model encompasses the Feature Selections, Grid 
Search, Cross Validations as well as multi model Voting Mechanism. In the 
model, the predicting accuracy, sensitivity and specificity of MMA can be im-
proved dramatically. The model will be able to apply to other metabolic diseases 
as well.  
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1   Introduction 

Tandem Mass Spectrometry (MS/MS) has been used for years to identify and 
measure inborn errors of metabolism [1][2]. In National Taiwan University Hos-
pital (NTUH), Taiwan, MS/MS is used to quantify concentrations of up to 35 me-
tabolites simultaneously from a single blood spot. It leads high dimension data of 
each newborn. The primary markers are selected by clinical experience and then 
tested against patient and control groups to maximize diagnostic accuracy. Ac-
cording to the most important feature, cut-off value is applied to be a threshold of 
concentration value of metabolism [3]. The newborn’s data, which exceed the 
cut-off values in the primary tests, are submitted to the confirmatory tests with 
the same cards. If the result is successively positive, the case will be diagnosed of 
suspect positive. For some diseases, it has already been demonstrated that sensi-
tivity and specificity can be improved by taking into account combinational fea-
tures rather than single feature alone. For example, for methylmalonic acidemia 
(MMA) disease, the features of C3 and C4DC have been proven useful. 

Machine learning has been widely and successfully applied to many real 
world classification problems such as text categorization, face detection, protein 
secondary structure prediction, etc. In the most cases, the generalization per-
formance of machine learning is outstanding. The basic idea of machine learn-
ing, for example, a Support Vector Machine (SVM) which is a classifier that the 
set of binary labeled training data vectors can be separated by a hyperplane. In 
the simplest case of a linear hyperplane there may exist many possible separat-
ing hyperplanes. There are many possible linear classifiers that can separate the 
data, but among them, the SVM classifier seeks the separating hyperplane that 
produces the largest separation margin (maximizes the distance between it and 
the nearest data point of each class). This linear classifier is termed to the opti-
mal separating hyperplane. The hyperplane with maximal margin is the ultimate 
learning goal in statistical learning theory, and will probably perform well in 
classifying the new data. 

Finding good features of the data for the learning algorithms [10], in the form 
of suitable features, is known to have high influence on the performance of the re-
sulting classifiers. This task is addressed by feature selection and feature cross 
validation techniques, which are directed at optimizing the data representation for 
subsequent data-driven learning algorithms. 

In the following sections of the paper, we first elaborate the method of our pro-
posed adaptive feature selection and SVM. The experiment results as well as 
comparison with original method in NTUH and published results will be illus-
trated in Section 3. Finally, the paper concludes in Section 4. 
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2   Methodology  

We propose a proper supervised classification [4] data flow to enhance the accu-
racy and sensitivity of the Newborn Screening process, as depicted in Figure 1. In 
the diagram, the Train Dataset undergoes learning to produce the SVM prediction 
model; the New Dataset processes the same methods to obtain the prediction result 
according to the trained model. Before training or predicting, the dataset is pre-
processed by the MS/MS machine. The Feature Selection part will generate the 
most relevant features by a Pearson-like formula [5]. The Scaling method is used 
to avoid biasing and to improve computing efficiency. The SVM machine learning 
with Grid Search then generates the prediction model for the New Dataset. 

 

 

Fig. 1 Data Flow Model for Newborn Screening  

A. Preprocessing 
 

Tandem mass spectrometry (MS/MS) has been used for years to identify and  
measure carnitine ester concentrations in blood and urine of children suspected of 
having inborn errors of metabolism. MS/MS permits very rapid, sensitive and, with 
internal standards, accurate quantitative measurement of many different types of 
metabolites by conversion of raw mass spectra into clinically meaningful results. 

 
B. Feature Selection 
 
We apply a Pearson-like Correlation coefficient for the feature selection method. 
After ranking the features’ coefficients, we choose the most relevant features for 
the continued machine learning model and the new predicted datasets. For a series 
of n measurements of X and Y, written as xi and yi where i = 1…, n, the Correla-
tion coefficient formula as the form: 

                                         (1) 

Where  and  are the sample means of X and Y, sx and sy are the sample 
standard deviations of X and Y and the sum is from i = 1 to n. 
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C. Scaling 
 

The range of the feature’s raw data is not always the same, and can be either too 
large or too small. Therefore, all features must be scaled to a proper range. The 
training and predicting processes will be faster, and they can avoid certain large 
value features so as not to induce a learning model bias. The most common range 
is [0, 1] or [-1, 1].  

 

D. SVM Training  
 

The central idea of SVM classification [8] is to use a linear separating hyperplane 
to create a classifier. The vector which can effect the separation is called a “sup-
port vector”.  

Given a training set of instance-label pairs: 

( ) { }ln
iii yRxliyx 1- ,1 ,,,...,1 ,, ∈∈=                            

(2) 

The hyper-plane can be expressed as bellow: 
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                                              (3) 
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Then the definition of a decision function is 

( ) ( ( ) )Tf sign w x bφ= +x                                        (4) 

with the largest possible margin, which apart from being an intuitive idea has been 
shown to provide theoretical guarantees in terms of generalization ability.  

If the data is distributed in a highly nonlinear way, employing only a linear 
function causes many training instances to be on the wrong side of the hyperplane, 
which results in underfitting occurs and the decision function does not perform 
well. Thus SVM non-linearly transforms the original input into a higher dimen-
sional feature space. More precisely, the training data x is mapped into a (possibly 
infinite) vector 

1 2( ) ( ( ), ( ) , ( ), )ix x x xφ φ φΦ = LL L  

In this higher dimensional space, it is more possible that data can be linearly sepa-
rated. We therefore try to find a linear separating plane in a higher dimensional 
space. 
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The parameters iξ  are called the slack variables, and they ensure that the problem 

has a solution in case the data is not linear separable. The constraints in (5) contain 
a penalty term, ∑=

⋅ L

i IC
1
ξ , where C > 0, and the parameter is chosen by the user to as-

sign a penalty to errors. Usually this problem is called a primal problem. After the 
data are mapped into a higher dimensional space, the number of variables (w, b) 
becomes very large or even infinite. We handle this difficulty by solving the dual 
problem [6][7].  

A Kernel for a nonlinear SVM projects the samples to a feature space of higher 
dimension via a nonlinear mapping function. Among the nonlinear kernels, the ra-
dial-based function (RBF) is defined as  

( ) ( ) 0 , exp,
2

>−−= γγ jiji xxxxK                               (6) 

Where γ is a kernel parameter. 

 
E. Parameter Optimization and Cross Validation 
 
There are two parameters while using RBF kernels: a penalty (C) and a gamma 
(γ). It is not known beforehand which C and γ are best for a given problem; con-
sequently, some kind of model selection (parameter search) must be performed. 
The goal is to identify a good set of (C, γ) such that the classifier can accurately 
predict unknown data (i.e., testing data). Note that it may not be useful to achieve 
a high training accuracy (i.e., the classifiers accurately predict training data whose 
class labels are already known). Therefore, a common method is to separate the 
training data into two parts where one part is considered unknown in training the 
classifier. Then, the prediction accuracy on this set can more precisely reflect the 
performance in classifying the unknown data. An improved version of this proce-
dure is a k-fold cross-validation.     

3   Experiment Results 

In the experiment, we intend to build a robust model, as depicted in Figure 2, to 
classifier the MMA cases by using the data mining system we proposed. In addi-
tion, the model will be implemented in the decision support system to help the 
NTUH staff of Screening Department identify the MMA cases. 
 
A. Data Set 
 
During the experiment, we collected 350 samples for SVM training. The samples 
were divided into 5 parts equally; in a part, we randomly selected 35 sick samples 
and 35 normal samples, i.e., the total data comprising (35+35)*5 = 350 samples. 
We utilized the data to build 5 models and to tune the model weights. Afterwards,  
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Fig. 2 Experimental Processes in Robust Model 

we took 60 sick samples and 60 normal samples from the origin MS/MS data set 
to be the New Data, and we used the new data to evaluate our voting mechanism. 
 
B. Experiment Steps 
 
At beginning, we decide weight ratios and adjust different misprediction penalties. 

While a positive case being predicted as a negative one is a very serious problem 

which should be avoided. However, a negative case being erroneously predicted 

as a positive one is not imperative. Under the current NTUH Newborn Screening 

Diagnoses MMA rule, it allows 1.6% false positive ratios [9]. In here, we require a 

higher specificity and a more accurate classification model. 

Secondly, we randomly separate the samples into N parts (N Folds), with each 
part possessing the same number of sick and normal cases (currently N = 5). Dur-
ing a Cross Validation, we choose N-1 parts as the training data and the remaining 
part (i.e., FoldN) as the prediction data. In the Grid Search, we select the different 
feature number, C and γ values for iteration in order to generate the weight ratio 
parameter. In the Search, all parameters are using the default values initially. After 
the N-1 parts are trained to generate the Train Model, we then verify the parame-
ters. We utilize the N part to be the prediction fold and obtain the weight ratio. Af-
ter N iterations, N weight ratios are generated to decide the individual model 
weight for voting mechanism later. 
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In the third step, we use all models to predict a New Data set and create Results. 

Finally, based on the Results and the model weights, we apply the voting rule to 

decide whether the case is positive or negative. The voting algorithm will be illus-

trated later. 

C. Weight ratio 

We randomly chose 235 sick samples and 235 normal samples in order to tune the 
weight ratio. This was different from the data set which we used to train the mod-
els. Using an equal number of sick and normal samples can avoid biasing the 
learning model. We used 5-part cross validation for the weight ratio result. 

A cross validation was performed for these experiments. We had 235 abnormal 
sample data points, so we divided the samples into 5 parts. Each part included the 
screening data of the same case, and 200 randomly chosen normal cases were 
added to each part. One part was used for the prediction, and the others were used 
as the training data. (i.e., part 1 was used to predict, and parts 2-5 were used to 
train). We performed the experiment five times, and took the average of the results. 

 
Weight Ratio
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Fig. 3 Weight ratio results 

Since we wanted the model to identify the sick cases as best as possible, we 
needed to check the sensitivity, and we were not overly concerned about the accu-
racy or specificity. Figure 5-4 shows that weight ratios of 3.2 and 3.9 performed 
well in classifying the sick samples. In this work, we decided to use 3.9 as the 
weight ratio result. 

 

D. Grid Search with Feature Numbers 
 
Next, a grid search was conducted on the features selected as indicated in red  
rectangular of Figure 4. In the diagram, by the definition of correlation [ ], a  
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Fig. 4 Features Ranking and Selection 
 

 
 

 

coefficient greater than 0.8 means strong correlation; between 0.6 to 0.8 means 

high correlation; and between 0.4 to 0.6 means intermediate correlation. There-

fore, we set the Features Numbers Ranking threshold equal to 0.5. In the experi-

ment, we decide to use the most relevant features to build the model. All 6  

features selected are greater than 0.5. 

After determined 6 features, we plan to find the best model in each iteration re-

peatedly by tuning the parameters: Feature, C and Gamma. For example, we can  
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Fig. 5 The accuracy from Grid Search with 5 Features in model1 to obtain the best Trained 
Model1 
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obtain the best Trained Model1 via the highest accuracy of Grid Search involving 

the top 5 correlation coefficient as the selected Features. In Figure 5, it indicates 

the best Trained Model of mode1 having the best parameters C = 7, γ = -3 and 

Feature Number = 5. In addition, in each Grid Search, the Cross Validation is per-

formed to prevent over fitting problem. 

From Figure 5, we can fix one axis and run through the other axis values. We 

can then analyze the trend of the log(C) and log(γ) for 5 feature numbers. We pre-

sent this figure to show that the best parameter set (denoted by 100%), which is 

the model parameter chosen in model 1. 

Fig. 6 comparison of default C 
& γ parameters # (default) with 
the best Trained Mode1 ones 
@(model)  
 

 

 
Figure 6 shows that in the log(C) and log(γ) space, point accuracy results 

above 98% are concentrated on the right side, which is the good region [As-

ymptotic Behaviors of Support vector machines with Gaussian Kernal / S. 

Sathiya Keerthi and Chih-Jen Lin]. @(model) denotes that the point is the 

model1 parameters we chose, and  #(default) denotes the default parameter of 

the model. The default parameters gave a poor result, with the accuracy lower 

than 90%. 

 
E. Model parameters model weight 
 

In Figure 7, the above graph shows the results for the 5 models with their parame-

ters respectively, and the table below shows the predicted results. We decided the  
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weighting of the model by the weight results. Models 4 and 5 yielded better  

results, so they were given higher weights of 3. Model 3 gave the worst result, and 

were given the lowest weight of 1. Models 1 and 2 were between model 3 and 

models 4 and 5 in terms of accuracy, so the weight value was chosen to be be-

tween the weight values of model 3 and models 4 and 5. 

 

 

Fig. 7 Model Parameters and model prediction results 

F. Voting 

 
The last step of the experiment was voting. We proposed a voting algorithm, 

which is implemented in our system and was introduced below. When the model 

weights are determined, we follow the algorithm to decide the voting results based 

on a sample having 60 sick ones and 60 normal ones. 

Figure 8 show that the voting result has a better performance than the original 

models. 99.17% was the highest accuracy, although the specificity of the vote was 

poor for models 1 and 3. The sensitivities of model 1 and model 3, however, were 

poor. The two models missed some sick samples, so that the vote system was still 

better. The predicted results of the 5 models are shown below. 

The algorithm is only biased for sick samples when Ss = Ns, i.e., when the sick 

score equals the normal score, and we judge the voting results as sick. In our ex-

periment, there are 5 different models. 
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Fig. 8 The voting results with Accuracy, Sensitivity and Specificity 

4   Conclusion 

In the paper, we design and develop a model for Newborn Screening System. The 
model provides Support Vector Machines (SVM) classification techniques and 
enhancements to evaluate, interpret, and determine whether a newborn has MMA 

Consider that we want to predict a sample Q. 

Model set M = {M1, M2,…Mn}; 

Wi = weight of Mi; 

Ri = predicted results of Mi; 
Ss is the sick score with an initial value of 0; 

Ns is the normal score with an initial value of 0; 

For i = 1 to n 

          If Ri = sick, then Ss = Ss + weight * 1; 

          If Ri = normal, then Ns = Ns + weight * 1; 

End of for 

          If Ss >=Ns then vote result of Q = sick 

else vote result of Q = normal; 
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metabolic disorders. The model encompasses the Feature Selections, Grid Search, 
Cross Validations and multi model Voting Mechanism. In the model, the predict-
ing accuracy, sensitivity and specificity of MMA can be improved dramatically. 
The model will be able to apply to other metabolic diseases as well. 
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Design and Implementation of Mobile 
Electronic Medication Administration 
Record 

Sung-Huai Hsieh, I-Ching Hou, Ching-Ting Tan, Po-Chao Shen, Hui-Chu Yu, 
Sheau-Ling Hsieh, Po-Hsun Cheng, and Feipei Lai1 

Abstract. Patients’ safety is the most essential, critical issue, however, errors can 
hardly prevent, especially for human faults. In order to reduce the errors caused by 
human, we construct Electronic Health Records (EHR) in the Health Information 
System (HIS) to facilitate patients’ safety and to improve the quality of medical 
care. During the medical care processing, all the tasks are based upon physicians’ 
orders. In National Taiwan University Hospital (NTUH), the Electronic Health Re-
cord committee proposed a localized standard of flows of orders. There are objec-
tives of the standard: first, to enhance medical procedures and enforce hospital 
policies; secondly, to improve the quality of medical care; third, to collect suffi-
cient, adequate data for EHR in the near future. Among the proposed procedures, 
NTUH decides to establish a Mobile Electronic Medication Administration Record 
(ME-MAR) System. According to researches, it indicates that medication errors are 
highly proportion to total medical faults. Therefore, we expect the ME-MAR sys-
tem can reduce medication errors. In addition, we predict ME-MAR can assist 
nurses or healthcare practitioners to administer, manage medication properly. 

Keywords: patients’ safety, quality of medical care, Electronic Health Records, 
Mobile Electronic Medication Administration Record. 
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1   Introduction 

1.1   The Trend of Health Information System 

In last two decades, many hospitals have applied information system to aid the 
medical, nursing, and administrative staff for daily routine operations. It is not 
only for the convenience of the hospital staffs, but also for better medical quality 
of patient cares. However, the aspects of the information system related to the 
hospitals in the past may be different from those at current. The goal of health in-
formation systems was and is as simple as relevant: to contribute a high-quality, 
efficient patient care [1]. Therefore, it is a patient-centered approach towards 
medical and nursing cares. In addition, the administrative and management tasks 
need to support those cares [2]. 

As mentioned above, because of the transition, from traditional paper-based to 
computer-based, the Electronic Health Record (EHR) has become the most popu-
lar topic among medical informatics. By developing EHR, we can manage and re-
trieve patients’ health data easily, reduce paper usages. Health records are the 
critical assets of patients. Once all medical records are translated or transformed 
into EHR, the patients can easily carry their own data. The essence of developing 
HIS is in fact to improve safety over the health care institutions. Publication of the 
U.S. Institute of Medicine’s 1999 reported: “To Err is Human” [3]. By implement-
ing the safety rule sets (for both medical, nursing staffs and patients) into HIS, 
computer can always notify the staffs without inducing errors. Furthermore, once 
medical errors inevitably occur, HIS has the ability to collect those errors, then the 
researches can analyze them and stored in the HIS database. Later, the system can 
provide solutions, issue new rules and strategies, as well as indicate further modi-
fications to make the system safer and more reliable. 

1.2   NTUH Present Status 

National Taiwan University Hospital (NTUH) has adopted healthcare information 
system for more than twenty-five years, and developed a new generation of HIS 
since four years ago. However, the health record is still paper-based due to ease of 
usage and legal reasons. In fact, currently we are still in a transition phase. Most 
patients’ data have been installed into the database, but portions of the medical 
processes have not been implemented in the NTUH HIS. Thus, not all legal health 
records are available in the system. Now, the EHR committee is taking charge of 
organizing standard processes for physicians prescribed data in NTUH. The com-
mittee decides what should be modified among the existing HIS subsystems and 
which subsystem should be constructed with additional, specific functionalities in 
order to support EHR. Moreover, all the computerized data, collected during the 
processes, will be formalized into EHR in the near future to replace the current 
paper-based charts. 



Design and Implementation of ME-MAR 495

--– 
1.3   Motivation and Objective 

As mentioned above, the EHR committee has sketched a complete plan of the 
flows of EHR orders. We plan to modify the existing systems or implement new 
ones to cover the entire process. The orders are prescribed, generated by the phy-
sicians initially, and the orders are received by the nurses. After the nurses review 
the orders, the nurses initiate and perform those orders. However, the nurses exe-
cute the orders written on papers. Thus, we need to develop new systems accord-
ing to the EHR committee standards to assist the nurses’ operations electronically 
and with mobility. Before the NTUH electronic medical administration record sys-
tem establishes, the orders are transcribed by hands or hard copies. The accuracy 
of the transcribed orders, records may induce errors or doubtable issues that need 
to prevent by the nursing staffs. Our objective is to construct the Mobile Elec-
tronic Medication Administration Record system (ME-MAR) to complete the 
closed-loop medication administration system, and then to achieve the entire proc-
ess computerized. To reduce human involvements can decrease human errors, so 
as to improve the medication safety. 

  In the following sections of the paper, we first elaborate the related work and 
background at NTUH in Section 2. Detailed design principles and features of ME-
MAR are illustrated in Section 3. In Section 4, the preliminary system assessment 
is provided. Finally, the paper concludes in Section 5. 

2   Backgrounds 

2.1   NTUH Health Information System 

NTUH is an education, medical center in Taiwan with large scale. There are  
approximately 8000 outpatients per day, and the hospital has 2200 beds for inpa-
tients. The number of staffs is more than 5000. As numerous patients and staffs in 
the hospital, we need to construct a reliable, effective information system to  
provide high quality of health care as well as to assist staffs’ daily routines. The 
legacy NTUH information system, developed by venders mainly, has been incom-
patible with current technologies. It is difficult to manage or control by NTUH. In 
addition, the cost of maintenance, provided by venders, is a great burden for 
NTUH. Therefore, the department of information in the hospital has begun to de-
velop our own HIS five years ago; the processing is still carrying on. The NTUH 
HIS encompasses many subsystems, i.e., clinics, medical report, pharmacy, pa-
thology, etc. as well as vender developed subsystems. Those subsystems will be 
replaced by our own newly, implemented ones in the near future. 

The new HIS system developed by the department of information are deploying 
under advanced technologies to enhance flexibility, efficiency, and ease of main-
tenance, using Service Oriented Architecture (SOA) over web services in a wired, 
wireless environment. The over all architecture of the NTUH HIS with multi-tier  
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is shown in Figure 1. The system separates user interfaces, subsystems and data-
base accessing in layers to ensure data security and integrity. In the diagram, the 
Web Services Servers represent the subsystems. Moreover, the Single-Sign-On 
mechanism, navigating via the subsystems, is included, by controlling the accessi-
bility of every single web page for every user. The healthcare certification IC card 
for validation during the login processes is also enclosed in the HIS. 

In the NTUH HIS, the most important system is Health Level Seven (HL7) [5] 
Central. It takes the responsibilities to exchange data among the subsystems, i.e., 
Web Services Servers. As long as the subsystem communicates according to the 
HL7 standards, despite the platform based upon, it can exchange data correctly in 
the HIS [6]. In Figure 1, it also indicates that the HIS is heavily dependent on web 
accessing by either wireless or wired front-ends, users. To expedite the processes, 
an efficient web adaption technique is essential. The issue will be addressed in the 
design approaches later. 

 

Fig. 1 NTUH HIS Hardware Architecture 

2.2   Related Systems with Mobile Medication Administration in 
NTUH 

Through the process of health care, the orders prescribed by the physicians are  
the initial bases. Any examination, inspection, and dispensing are made after the  
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Fig. 2 NTUH order flow of EHR 

orders generated. Therefore, to establish the medical records is the process after 
receiving the orders. The EHR committee proposed a flowchart of the prescribed 
orders in NTUH, shown in Figure 2. There are five steps included and five charac-
ters or roles involved in the workflow. The five steps are: order entry, con-
firm/receipt, review/perform/record, query, as well as billing. The five roles are: 
physicians, pharmacists, nurses, clerks, and patients. In the diagram, physicians 
generate, enter the orders. After confirmed the correctness of the orders, the phar-
macists dispense the prescriptions with care. In the meanwhile, the ME-MAR  
system, planned to develop in the HIS, provides services: recording the admini-
stration flows electronically; looking up or searching prescribed drugs or doses 
dynamically; verifying chemotherapy drugs mandatorily in real time. The nurses 
distribute the medicine in wireless, mobile nursing carts to the associated patients. 
The clerks calculate the billing; the patients pay the corresponding bills and can 
receive their own EHR.  

Currently, only the Computerized Provider Order Entry (CPOE) has been im-
plemented. Both the out-patient and the in-patient systems use the CPOE for diag-
nosing, prescribing, and other medical acts embedded in ME-MAR. The CPOE 
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can assist the physicians, make their routines more efficient and reduce the medi-
cal errors occurrence. One study indicates the rate of serious errors fall 55% [7], 
another study shows the rate of overall errors fall 83% [8]. The reasons for com-
puterizing of prescribing orders can improve safety are: first, all orders are format-
ted, so that they must include a dose, route, and frequency; secondly, they are 
legible and the orders can be identified under all instances; third, information can 
be provided to the physicians during the prescription; and fourth, all orders are 
checked for hidden problems including allergies, drug interactions, overly high 
dose, drug-laboratory problems, as well as whether the dose is appropriate for 
liver or kidney functions [9]. 

2.3   Introduce New Technique to Improve the Web Development 
of NTUH HIS 

Because NTUH adopts web service, it is very important to avoid the web inherent 
shortcomings. Asynchronous JavaScript and XML (Ajax) is a popular technique 
in recent years, and adopting Ajax can significantly improve front-end users [10]. 

By introducing Ajax technique can eliminate the start-stop-start-stop nature in-
teractive style of web application. From software architecture view, using Ajax is 
to add intermediary layer between the user and the server, and it seems making the 
Ajax application slower and less responsive, but actually it does not. When it 
starts to load an Ajax page, the server only initializes few data, and the most logic 
of the Ajax page is directly downloaded to the client, so the user would feel the 
Ajax page responses instantly. When the Ajax page is completely downloaded, the 
“Ajax” engine, it actually is written in JavaScript, communicates with the server, 
renders the interface, and prepares all the data needed by the Ajax page. The Ajax 
engine allows any interaction of the user happening asynchronously rather than 
communicating with the server via every single action. In this way, the client side 
can handle almost any logic of a task, such as simple data validation, editing data 
in memory, etc. The server side only takes responsible for data exchanging  
between database and other complex data processing. In fact, according to our  
experience in NTUH, the users do not aware of the page “refresh” more than wait-
ing. More precisely speaking, waiting cannot be totally eliminated. But by apply-
ing Ajax, refresh can be totally eliminated unless users want to do that. Although 
waiting cannot be eliminated, the waiting time can be reduced. 

3   Mobile Electronic Medication Administration Record 

3.1   Architecture Overview 

The ME-MAR System is one of the subsystems of NTUH HIS as mentioned in 
Section 2. We separate the access of database from user interfaces and the applica-
tion logics. Moreover, in order to control the accessibility, the system architecture 
also includes session services. Figure 3 shows the three components of the system 
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architecture: ME-MAR (web application server), session services, and HL7 Cen-
tral. In the diagram, the session services implement the login validation including 
authentication and authorization. The functionalities of the ME-MAR subsystem 
have been described clearly in Section 2.2. The HL7 Central glues the ME-MAR 
subsystem with all other HIS subsystem via HL7 communication standards. The 
front-end users are mainly designed for nurses moving mobile nursing carts and 
performing the prescribed orders for daily operation or routines as mentioned in 
the previous Sections. The wireless techniques are based upon WLAN 802.11a; 
the client browsers reside in Notebooks. 

3.2   The Design Principle of ME-MAR 

As mentioned in Section 2, we introduced Ajax to improve the development of 
web applications. When the requested page is downloaded, the JavaScript codes, 
contained in the page, will render user interfaces and process data at background, 
thus the users only see the phenomenon of “flash” while the page is being loaded. 
Figure 4 depicts the principle of our ME-MAR Ajax approach. 

 

Fig. 3 NTUH Electronic Medication Administration Record System Architecture 
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The Ajax technique can also reduce the users’ waiting time, for example, our 
EMAR needs to prepare data for three days, and we can query data of the selected 
date first, and then query the data of the other two days in background. If we use 
the traditional approach for our program, the users need to wait for the data of 
three days, and it must be longer than wait for data of one day.  The Ajax technol-
ogy can provide the flow, feature for ME-MAR. 

3.3   Medication Administration 

Nurses are recognized as the “last line of defense” in preventing medication errors 
made by pharmacists and physicians [11]. The main reasons of medication errors 
are: wrong route, wrong dose, wrong time, wrong drug, wrong frequency, wrong 
patient, without administering, ignore cosigning administration, prepare wrong di-
luted solution, wrong setting of devices, not comply with act (i.e. administer the 
drug which is only able to be administered by physician) [7]. The medication ad-
ministration procedure that has been taught for many years is focused on the five 
rights: right patient, right drug, right dose, right route, and right time [12]. The 
ME-MAR system must support the five rights as possible, and comply with 
NTUH local policies: one sign of one case which means the nurses administer one 
patient at a time. Previous paper-based sheet has a biggest shortcoming, because 
every station prints the sheets of patients once a day, but in real clinical situations, 
 

 

Fig. 4 The principle of ME-MAR Ajax approach 
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orders might be deleted, and modified after the sheets were printed, so the nurses 
must transcript new orders by hands, and this action is very error-prone, besides 
transcription is much more time consuming than computers directly transcript or-
ders to ME-MAR system, moreover sometimes the nurses might waste more time 
to figure out what illegible handwriting was supposed to. In order to reduce human 
errors, during the workflow of medical care manual steps must be reduced, so we 
want to construct a comprehensive computerized closed-loop medication admini-
stration system. Until now, NTUH HIS still lacks ME-MAR system to complete 
the closed-loop medication administration system. 

3.4   Detailed Features and Functionalities of ME-MAR System in 
NTUH 

3.4.1   Record the Administration 

The main purpose of ME-MAR is to record the data of patients’ medication ad-
ministration, the nurses need to record the administration which has already been 
given to the patients. In our design, the system will present the default timeslot by 
filling the buttons with blue according to the route code and frequency. In most 
cases, the nurses will administer medications to patients in the default timeslot, but 
in some other cases, the nurses might administer medications later or earlier, be-
cause of many other possible clinical situations. 

3.4.2   Follow the Five Rights of Medication 

Our system provides nurses with patient’s personal data includes patient’s name, 
drug name includes generic name and trade name, dose for single usage, route 
code, and system can calculate default time of administration according to order 
frequency; so our system is fully following the five rights of medication. 

3.4.3   Highly Warning Drugs Remind 

For those highly warning drugs, our system displays the generic name with red to 
notify nurse they must carefully administer this medication to avoid medical errors 
or damage to patients; highly warning drug such as “Potassium Solution”. 

3.4.4   Provide Special Orders 

Sometimes physicians would give additional direction of the drug they prescribed, 
for example, before administering blood glucose drugs, nurses should administer 
appropriate dose according to glucose value level. Besides, there are some special 
order frequencies, e.g. ASORDER, when physicians prescribe such frequency, 
they will give additional direction about the time of administration. 
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3.4.5   New and Deleted Orders Remind 

In real clinical situation, physicians may prescribe new orders or modify some ac-
tive orders anytime as needed, so when the nurses review patients’ order lists, they 
must be able to know that there are new orders need to be done or no more per-
form those old orders. So we implement the mechanism to highlight the new or-
ders, this makes sure that the nurses will note the new orders and perform them 
immediately if necessary. 

3.4.6   Easily Display the Details of the Administration 

If the nurses would like to know the details of a medication administration of par-
ticular some timeslot, they do not need to double click the button to show edit 
panel and then view all of the information, instead the nurses just need to move 
the cursor over the button, and all of the information will show under the cursor, 
including dose, dose unit, the reason if did not give drugs to the patients, the name 
of the nurse who signed for the record, name of the nurse who cosigned for the re-
cord before giving drugs, time of cosigning for the record before giving drugs, 
name of the nurse who cosigned for the record after giving drugs, time of cosign-
ing for the record after giving drugs, and ME-MAR. 

3.4.7   Real Time Lookup Drug Information 

Unlike the previous paper records, the online system can provide real-time lookup 
drug information, this functionality can significantly improve medication safety, 
because all the details of a drug are available if the nurses are not familiar with 
any drugs, they can look up for it, and avoid give wrong drugs to the patients, at 
the same time, the nurses can increase their knowledge about the drug. 

3.4.8   Sort Orders by Route or Frequency 

In order to facilitate works, the nurses would view orders sorted by specific fields 
on the order list, they would like to check the orders with the same frequency or 
same route listed together, so that they can prepare the medications which should 
be administered at the same time or same route. This convenient functionality can 
be achieved easily by programs, but it is impossible for paper sheets. 

3.4.9   Cosign before and after Administering 

In order to enhance medication administration safety, when the nurses are going to 
administer medications to the patients, sometimes there are other nurses except the 
nurse who administers the medication to check orders and drugs, then give the 
drugs to the patients. The system does not allow the administering nurse cosigns 
for his or her own administration, i.e. the cosigner and administering nurse must 
be different. 
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3.4.10   Chemotherapy Drugs Mandatory Check before Administering 

The usage of chemotherapy drugs is very critical for patients’ safety, any miss us-
ing will cause great damage to patients, so we implement a mechanism to enforce 
administering chemotherapy drugs to follow three steps: chemotherapy drug order 
review, chemotherapy drug administration review, and chemotherapy drug ad-
ministration. 

3.4.11   Check Single Administration Dose and Daily Dose Limitation 

We implement the mechanism to limit the administration dose, nurses cannot ad-
minister dose that exceed order dose in single administration, because they should 
not violate physicians’ orders, if necessary, physicians should modify or prescribe 
new orders rather than nurses sign an over dose administration. 

3.4.12   Support to Prepare Drugs 

Before the nurses administer medications to the patients, they will prepare all 
drugs of one patient into his or her drug box, and in order to let the nurses know 
what drugs have already been prepared, we implement the mechanism to record 
those drugs have been prepared, but this is just auxiliary functionality, the prepara-
tion records are not formal clinical data. 

3.4.13   Medication Administration Record Summary Print 

Because of policy and legal reason, we still print all the Mobile electronic medica-
tion administration records into paper sheets for patients’ health records at present. 
We are now in a phase transition, and it is hard to dispose paper-based record sud-
denly. Although we still need to print the records into paper sheets, but the quanti-
ties are greatly reduced, because previous paper-based records are printed every 
day, and it has to reserve much space for nurses administering, writing. After 
adopting ME-MAR, the paper sheets of medication administration records are 
printed only when the patients transfer wards or discharge, and the sheets leave no 
space for writing, so that we can reduce paper usage of medication administration 
records. 

4   Preliminary System Assessments 

4.1   Criteria 

There are three factors to evaluate the ME-MAR proposed by the Medication Ad-
ministration System — Nurses Assessment of Satisfaction (MAS-NAS) Scale. 
The three factors are: (a) efficacy, dependable and effective system: efficiency, 
user-friendliness, readily, available supplies, error prevention/reduction, and ade-
quate turnaround time; (b) safety, system components assure the nurse that it is 
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correct to administer the medication: pharmacist check, physician/pharmacist 
agreement, ease of checking, drug alert feature, following the five rights, and 
communication; and (c) access, having necessary information and medications 
immediately at hand: ease of finding information about drugs, managing medica-
tion reactions and knowledge of intended and side effects, access to needed sys-
tems, and knowing where to find medications [13]. 

4.2   Assessment 

4.2.1   Efficacy 

The inherent shortcoming of web page is the phenomenon of “flash”, but we intro-
duce new technique Ajax to avoid this shortcoming to achieve user-friendliness. 
We also test the system correctness for two months to make sure ME-MAR is able 
to record the administration correctly. We implement ME-MAR in a simple and 
straightforward way; we believe that nurses are able to operate this system after a 
class of education. There are descriptions of the colors which represent the status of 
administration. Besides, we implement sorted orders by route and frequency, and 
support to prepare drugs. 

4.2.2   Safety 

We design ME-MAR system following the five rights of medication to enhance 
patients’ safety, and other features and functionalities to facilitate safety: highly 
warning drugs remind, special orders, new and deleted orders remind, cosign be-
fore and after administering, chemotherapy drugs mandatory check before admin-
istering, and check single administration dose and daily dose limitation. 

4.2.3   Access 

The ME-MAR system is an independent page pop up from original web page, so 
if the nurses need to look for other information in NTUH HIS, they can continue 
their medication administration at the same time, besides the real time lookup drug 
information functionality is also a new pop up window provided by department of 
pharmacy, and nurses are able to look for drug information and keep their medica-
tion administration works. Table 1 concludes the features and functionalities of 
ME-MAR and corresponding criteria. 

The online progress of ME-MAR system in NTUH is divided into four phases, 
and the first phase started on April 21st, 2008. In this phase, there are few units 
deploying ME-MAR system, and we also collect data and advices from the clini-
cal users to modify our system. Table 2 outlines the main differences between the 
paper-based MAR and the ME-MAR system. 

There were five adverse drug events reported from January 1st, 2008 to April 
20th, 2008, and there was one case reported from April 21st, 2008 to July 18th, 
2008. Although we are not sure that the adverse drug events reduced by ME-
MAR, but our ME-MAR does not increase the adverse drug events. Although we 
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Table 1 The features and functionalities of ME-MAR and corresponding criteria 

 
Criterion Features and Functionalities 

Safety Follow the five rights of medication 
Safety Highly warning drugs remind 
Safety Provide special orders 
Safety New and deleted orders remind 

Efficacy Easily display the details of the administration 
Access Real time lookup drug information 

Efficacy Sort orders by route or frequency 
Safety Cosign before and after administering 
Safety Chemotherapy drugs mandatory check before administering 
Safety Check single administration dose and daily dose limitation 

Efficacy Support to prepare drugs 

Table 2 Main differences between the paper-based MAR and the ME-MAR system 

Action/Functionality Before After 

New or modified orders are transcribed to the MAR Y Y 

Sort orders by route and frequency Y 
Follow the NTUH local medication policy “one sign of one case” Y 

Real time look up drug information Y 

Chemotherapy drugs mandatory check before administering Y 

Automatically check single administration dose and daily dose 
limitation 

Y 

Light shading is enhanced by implement ME-MAR; white is for user-friendly; dark shading 
is new functionalities to promote safety. 

believe the ME-MAR system can promote the quality of health care safety, but 
successful adoption requires acceptance by nursing staff [11]. If users perceive the 
system’s inefficiencies, then the system may not promote safety, instead the sys-
tem becomes the reasons for nursing staff to circumvent hospital procedure or  
protocol to administer medication to the patients. The procedural features and 
functionalities of ME-MAR system must be acceptable to nurses to support them 
in this nursing role. There is a study showing that medication administration con-
sumes up to 40% of nurses’ time [14], so if nurses are satisfied with the ME-MAR 
system, they may less likely to develop “workaround” to save their time and then 
more likely to spend their time and energy focusing on the professional aspect of 
medication administration [11]. In order to evaluate the satisfaction of our ME-
MAR, we decide to adopt The Clinical Information System Implementation 
Evaluation Scale (CISIES) [16] for evaluation. The CISIES contains 37 items and 
is administered in the post implementation period of a CIS implementation. It  
 



506 S.-H. Hsieh et al.
 

can be used for formative purpose, to adjust on-going implementations, or summa-
tive purpose, to assist in judging the relative success of an implementation. The 
proposes recommend administering the CISIES for the first time between 45 days 
(after system turn-on) and 60 days, and we administer the CISIES on June 5th, ac-
tually after system turned-on 45 days. We select three units which started to use 
ME-MAR on April 21st, and we sent out 40 questionnaires but received only 27 
questionnaires. Our average score of satisfaction is 0.1 and according to the Ad-
ministration, Scoring and Interpretation Guidelines for the Clinical Information 
Systems Implementation Evaluation Scale (CISIES), this score means: in general 
the respondents are neutral to the implementation of the system. Neutral can mean 
several things—that they are satisfied with some aspects of the implementation 
and not others or that some respondents are satisfied overall and some are not sat-
isfied overall. Especially in this range, it is best to examine responses to individual 
items and individuals mean scores [16]. 

5   Conclusion and Discussion 

In the paper, we have developed the Mobile Electronic Medication Administration 
Record System to aid the nursing staff for administering medication. We must 
emphasize that the main purpose the ME-MAR system is to promote patients’ 
safety. In addition, there is a further benefit of the system, that is, NTUH started to 
establish the electronic health record recently, and the medication administration 
record is an essential part of health record. Therefore, after we constructed the 
ME-MAR system, all of the patients’ medication administration data are stored in 
NTUH HIS. Furthermore, once the electronic health record is installed, the medi-
cation administration data is available automatically. The evaluation results of the 
nurses’ satisfaction indicate that, in general, respondents are neutral regarding to 
the ME-MAR system. In other words, the system has spaces to improve or en-
hance. We will collect the users’ suggestions to modify the current ME-MAR in 
order to coordinate with their requirements. Moreover, we can combine with the 
RFID mechanism to further improve the system, because using machines to scan 
patients’ tags is conducive to identify patients correctly. The system can automati-
cally search for patients’ ME-MAR. As mentioned in Section 2, our goal is to im-
plement all procedures in the order flow of HER. We have already begun to de-
velop advanced CPOE currently; the advanced CPOE basically depends on ME-
MAR, but it deals with variations of orders. ME-MAR handles medication orders, 
and the advanced CPOE controls non-medication orders. The two systems cover 
the order flow of performing and recording; these are the essences of nurses’ daily 
operations. Another important procedure is pharmacists review medication orders, 
because pharmacists are experts of medication. If all medication orders are re-
viewed by them, when they discover problems, they can directly lock the prob-
lematic orders, and nurses will not be able to propagate the errors. The mechanism 
provides higher safety to patients. The systems we developed, implemented can 
facilitate entire medical staff for their operations in NTUH, and improve patients’ 
safety as well as the quality of medical cares. 
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Customer Relationship Management in 
Healthcare Service – An Integrated DSS 
Framework for Patient Loyalty 

Chi-I Hsu, Pei-Lun Hsu, and Chaochang Chiu1 

Abstract. Patient loyalty is a critical criterion for healthcare customer relationship 
management (CRM). An integrated framework with a case-based prediction 
model and a constraint-based optimization model is proposed to support the  
decision making of healthcare providers. This research first adopts a case-based 
prediction mechanism to forecast the possible loyalty level. We also proposes a 
constraint-based optimization approach as a subsequent mechanism to determine 
the optimum values of case features that may lead to the optimal patient loyalty. 
The potential use of this framework helps a decision maker allocate resources to 
increase the loyalty level for the given target patient segmentation. 

1   Introduction 

CRM is an important issue in healthcare service especially when there is potential 
for healthcare providers to build ongoing relationships with patients. In the com-
petitive healthcare environment, more healthcare providers focus on CRM with 
the assistant of information systems to deliver value over price. The purpose of 
CRM is to create and maintain good and long-term relationships with customers. 
Customer loyalty is a critical criterion for CRM. Oliver [8] suggested that loyalty 
refers to the repeated use of certain products or services by customers and even 
changes in business scenarios will not affect the purchase patterns or willingness 
to continue to use those products or services. Therefore, the core of the CRM in 
healthcare service is to satisfy patient interest and needs to increase the patient 
loyalty level.  
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Effective CRM requires comprehensive data and applications to support analy-
sis and to provide consistent customer services. Case-based reasoning (CBR) is a 
machine reasoning technique that adapts previous similar cases to infer further si-
milarity of the new input case. When developing a CBR system, a set of useful 
case features must first be determined to differentiate one case from the others. 
The case features are usually observable with concrete meanings. By retrieving 
and adapting previous similar cases, this research adopts a case-based prediction 
mechanism to predict the overall level of patient loyalty for a target patient seg-
mentation. The prediction result enables administrators of healthcare providers to 
assess the effectiveness of policies and programs and whether these are adapting 
to changing patient needs. 

Based on the prediction model, this research further proposes a constraint-based 
optimization mechanism to determine the optimum values of case features that 
best approximate the goal of patient loyalty. The optimization model is useful to 
make suggestions regarding the increase or decrease levels of adjustable case fea-
tures for a target patient segmentation. To upgrade the loyalty level, the tracking 
result provides information regarding the areas for improvement and prompts 
healthcare providers to take appropriate actions. 

A questionnaire is developed to collect the patient cases of seeking medical 
care. From a regional hospital in Taiwan, two hundred eighty-four real patient 
cases are collected in the case base for the experiment. The integrated system with 
both the case-based prediction model and the constraint-based optimization model 
can support the decision making of healthcare providers by the capability to pre-
dict the possible loyalty level for a target patient segmentation as well as to pro-
vide optimal suggestions leading to the goal of loyalty level. 

2   Healthcare CRM 

2.1   Healthcare in Taiwan 

With the implementation of the National Health Insurance (NHI) program in 1995, 
through risk pooling, the public in Taiwan has obtained comprehensive medical 
care such as health prevention, clinical care, hospitalization, resident care and so-
cial rehabilitation [1]. It is a change in payment methods for healthcare providers 
and does not affect the medical rights of the public. When seeking medical treat-
ments using their NHI cards, patients are not only focusing on the medical ex-
penses, but also the quality of healthcare services. Healthcare CRM concepts and 
solutions was initially addressed by private medical institutions [4]. To respond to 
a changing environment, both public and private healthcare providers are moving 
towards creating and maintaining good relationships with their patients. 

In addition to the implementation of NHI program, other reasons for Taiwan 
healthcare providers to emphasize CRM include (1) the competitive environment 
of health care, (2) the increase of patients’ knowledge level, and (3) the open of 
mass communication media [3]. Regarding the last point, the Internet is a new po-
tential media to build relationship with patients and to implement e-healthcare 
business on the net. Growing number of healthcare providers in Taiwan are using 
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the Internet to provide on-line information, appointments, and market services to 
patients. 

2.2   Patient Loyalty 

Loyalty refers to a long-term commitment that a customer makes to the target 
products or companies.  Loyalty is a manifestation of both attitudes and actual 
purchasing patterns towards specific products and services. Loyal customers con-
tinue to favor their preferred products or product mixes [8] despite they receive in-
formation regarding other similar products or services.  

Chaudhuri and Holbrook [2] discussed the issues of loyalty from two perspec-
tives: the levels of loyalty to the brands and willingness to purchase despite the 
brand premiums. Loyal customers tend to have the following characteristics: pur-
chases frequently and repeatedly, purchase other categories of products and ser-
vices from the same company, actively promote, through word-of-mouth, for the 
company, and indifferent to competitors’ promotions [9]. In the context of medical 
service, a loyal patient often choose to go to the preferred healthcare provider  to 
seek medical treatments for the same or the other syndromes, and recommend to 
others his or her preferred healthcare provider despite the promotions provided by 
other healthcare providers. 

3   Research Framework 

As shown in figure 1, the integrated DSS framework for patient loyalty consists of 
the human-computer interface, a patient loyalty case base, and both prediction and 
optimization models. For a target patient segment, users can issue queries to in-
quire the possible loyalty level for a target patient segmentation as well as to wait 
for optimal suggestions leading to the goal of loyalty level. 

3.1   Case-Based Prediction Model 

CBR is a problem-solving method that is similar to the analogical reasoning proc-
ess. Several researches have applied CBR for prediction in different business do-
mains, including the early cost prediction of structural systems [5], the predicting 
high risk software components [6] and etc. Our previous research proposed a case-
based prediction mechanism to predict IS outsourcing success using genetic algo-
rithms (GA) to support the retrieval of similar cases [7]. 

The general process of GA-CBR prediction is shown in Figure 2. A description 
of the prediction problem as the input case is feed into the system. The similarity 
is computed between the input case and retrieved cases. The higher the similarity 
the more likely the retrieved case matches the input case. The GA is employed to 
determine the optimal weights for the circulations of the similarity degree. Based 
on the similarity degree, the system retrieves similar cases from the case base. The 
adapting process aims to apply the outcome features of the most similar cases to  
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generate a solution for the current problem, that is, the expected outcome features 
for a certain input case. The mean absolute error (MAE) is applied to evaluate the 
results. The fitness function is defined as the equation (Eq.1).  

Minimize 

p
Y

p

t
tt OO∑

=

−
= 1

'

                                                  (1) 

where t=1 to p, p is the number of training cases. Ot’ and Ot are the expected and 
real composite outcome feature of the tth training case, respectively. Y is MAE. 

3.2   Constraint-Based Optimization Model 

A goal-seeking problem is to find out the most appropriate level for the adjustable 
inputs under the condition of a setting goal. The search space for the goal-seeking 
problem could become very huge as the number of case features increases. To re-
duce the search space, a feasible approach is to use constraints to define the set of 
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adjustable case features and adjust ranges. In general, the GA can deal with soft 
and hard constraints. Soft constraints refer to integrating a penalty into the fitness 
function. Hard constraints refer to abandoning invalid chromosomes after a popu-
lation is generated. Instead of soft and hard constraints, this research integrates the 
constraint-based reasoning into the GA process as a filter to assure that each 
chromosome is generated satisfying the constraints. This approach excludes inva-
lid chromosomes being generated and therefore considerably reduces the search 
space compared with the general GA approach. 

The proposed constraint-based optimization consists of four modules. As 
shown in Figure 3, these modules include GA initialization, chromosome filtering, 
fitness evaluation, and GA operation. 

In the GA initialization module, chromosomes are encoded as the values of the 
adjustable case features and the potential chromosome candidates for the first 
population are generated. 

The chromosome filtering module applies the constraint-based reasoning to en-
sure each chromosome satisfies the requirements of constraints. In this research, 
the constraints can be the valid adjust ranges of the case features. Figure 4 illus-
trates the detail chromosome filtering process. The filtering process adopts a con-
straint-based reasoning technique called the local propagation. As shown in Figure 
3, the local propagation uses the constraint information regarding each valid gene 
range (Gj domain). If the gene value is inconsistent with the constraints, the value 
of gene (gij) is replaced by a value randomly selected from the satisfactory uni-
verse set (SGj). By continuously executing the validation process on chromosome 
Ci(gi1, gi2, …gij, …, gim) in sequence by the loop (j=j+1) under the condition 
(j<=m), the new chromosome C’i is made to satisfy the constraints. By checking 
the defined gene range, the local propagation excludes invalid chromosomes being 
made and assures that invalid chromosomes will not further be processed by the  
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Fig. 3 Constraint-Based Optimization 
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Fig. 4 Chromosome Filtering 

Fitness Evaluation module and the GA operation module. This approach offers a 
way to reduce the search space of the GA and help the GA search for the optimal 
solution efficiently. 

In the fitness evaluation module, the case-based prediction denoted as CBR( )  
is used to determine the predicted loyal level (O''i) for each chromosome (C'i) in 
the population. The fitness function is defined as the equation 2 which is to  
minimize the difference between the goal of loyalty level (O) and the predicted 
outcome (O''i). 

            
Minimize 

fitness =｜O－O''i｜  where O is the goal and O''i = CBR ( C'i )          (2)

4   The Experiments and Results 

4.1   Case Description 

A case is represented with features tied to a context. In the healthcare service do-
main, this research proposed four dimensions for patient loyalty as shown in Table 
1. These dimensions focus on general concerns of patient loyalty with reference to 
the literatures of loyalty. 
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In addition to some socio-demographic characteristics of the patients (gender, 
age, marriage status, profession, education level, income level, and the department 
of receiving medical treatment), this research proposed features for a patient case 
as shown in table 2. These are perceived features when a patient seeks a medical 
treatment from a hospital. 

4.2   Case Collection 

Based on the above case description, a questionnaire was developed for collecting 
patient cases from a regional hospital in Taiwan. Ten patients were pre-tested with 
the entire questionnaire to ensure the face validity. The final questionnaires were 
distributed to patients at all departments in the hospital. Each patient was asked to 
rate on a scale of 1-5 about his or her perception with the questionnaire items. 
Two hundred eighty-six patient cases were collected in the case base. 

4.3   GA Control Parameters 

Chromosomes are designed for encoding the weights which use a number of 0~1 
to represent a weight. The key defined GA parameters consists of the population 
size, crossover rate, and mutation rate. The following values were adopted in this 
research. The population size was 100, crossover rate was 0.6, and mutation rate 
was 0.01. The entire learning process stopped after 500 generations. 

4.4   Prediction Results 

The prediction results are illustrated in Table 3 and Figure 5. All methods were 
tested with a 5-fold cross-validation method. The equal weights approach set fea-
ture weights equally without the support of GA. Our approach denoted as GA-
CBR demonstrated more accurate results than the equal weights approach. The 
GA-CBR results were the best with average MAE equal to 0.282 for training and 
0.293 for testing. 

Table 1 Outcome Feature — Patient Loyalty 

Dimension Definition 

Continued Treatments 
The willingness to seek medical treatments for the same 
syndrome in the healthcare provider.  

Extended Treatments 
The willingness to seek medical treatments for the other 
syndromes in the healthcare provider. 

Recommendation 
The willingness to recommend the healthcare provider to 
others. 

Resistance Against 
competitor's promotions 

The willingness to seek medical treatments in the healthcare 
provider though other health providers are on promotions 
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Table 2 Case Features 

Features Definition 

SPecialty (SP) Perceived medical specialty of attending medical personnel 

Service Attitude (SA) Perceived service attitude of attending medical personnel 

Service Flow (SF) Perceived efficiency of medical service flow 

ENvironment (EN) Space and facilities of receiving medical treatment 

Traffic Time (TT) Traffic time to hospital 

REputation (RE) Perceived reputation of attending medical personnel and 
hospital 

Time Consumed (TC) Average time consumed of receiving one medical treatment 

Table 3 MAE of Different Methods 

 GA-CBR Equal Weights 

Fold Training Testing Training Testing 

1 0.284 0.28 0.407 0.426 

2 0.281 0.314 0.412 0.418 

3 0.283 0.301 0.424 0.367 

4 0.287 0.283 0.418 0.38 

5 0.275 0.287 0.393 0.41 

Average 0.282 0.293 0.411 0.4 
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Fig. 5 Five-fold MAE results 

4.5   Optimization Example 

The following draws on an example to illustrate the potential use the constraint-
based optimization model. A target patient segment can be defined as specify the 
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socio-demographic characteristics of the patients including gender, age, marriage 
status, profession, education level, income level, and the department of receiving 
medical treatment. To increase the overall patient loyalty for a target patient seg-
mentation, for instance, to achieve the goal of loyalty level four in average, the 
healthcare provider would like to explore the appropriate levels for case features 
‘service flow efficiency’ (SF) and ‘average time consumed of receiving a medical 
treatment’ (TC). Chromosomes are designed for encoding the values of SF and 
TC, which use a number of -1 ~ 1 to represent the adjust direction and percentage 
(-100% ~ +100%). Constraints are defined as the feasible adjust range for each ad-
justable case feature. The constraint-based optimization model can generate the 
optimal levels for SF and TC which suggest the increase or decrease levels for the 
service flow efficiency and the average time consumed of receiving a medical 
treatment. The results can be used for the reference of healthcare providers to im-
prove their resource allocation and CRM plans. 

5   Conclusion 

In the domain of healthcare service, this research proposes a case-based prediction 
model to predict patient loyalty level and a constraint-based optimization model to 
determine the optimal values of the case features to achieve the setting goal of pa-
tient loyalty. This research suggests that appropriate input features can be found 
that best approximate the goal of patient loyalty. The result information is with 
highly strategic values as CRM becomes a strategic important practice to organi-
zations. The proposed research framework can help administrators of healthcare 
providers establish a proactive customer relationship management as well as pro-
vide better healthcare services.  
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Applying Fuzzy TOPSIS Approach for 
Evaluating RFID System Suppliers in 
Healthcare Industry 

Tien-Chin Wang, Hsien-Da Lee, and Po-Hsun Cheng1 

Abstract. RFID is an emerging technology intends to replace traditional barcode. 
Compared to barcode, RFID has the practical advantages of improving total prod-
uct traceability and increasing accuracy. Especially healthcare service is life-
critical, so that any careless mistakes may result in reversible loss. Due to the huge 
demand for automatic identification, many corporations and researchers devoted 
their efforts in RFID approaches for better achieving their goals. However, since 
there are various RFID solutions on the markets, it is critical to select the optimal 
solution to fit the desired scenarios. RFID deployment and implementation require 
not only technology concern, but also financial investment and user involvement. 
In this paper, we applied fuzzy TOPSIS to effectively evaluate suitable RFID so-
lution providers. The proposed framework intends to help decision makers better 
evaluate the important factors affecting RFID implementation, forecasting the 
probability of a successful RFID project, as well as identifying the actions neces-
sary before implementation. In addition, an experimental case study is presented 
to illustrate the application of the proposed approach. 

Keywords: RFID; MCDM; Fuzzy TOPSIS; Health care system. 

1   Introduction 

RFID stands for radio frequency identification, which is a wireless communication 
technology which is used to identity tagged objects. The RFID technology has  
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recently attracted much attention for application in many domains including prod-
uct tracking, point-of-sale applications, supply chain tracking, safety and access 
control and medical service. After the outbreak of SARS, Taiwan government in-
vests a large sum of fund to enhance patient safety. RFID can provide capability to 
promote visibility in healthcare management to ensure patient safety. Since RFID 
technology is still developing, many standards and devices have not yet acquired 
wide recognition. Most importantly, various scenarios may need to adopt different 
RFID solutions. In the selection process of evaluating RFID suppliers, many crite-
ria need to take into consideration. The selection of suitable RFID suppliers can be 
viewed as a multi-criteria decision making (MCDM) problem. Among many fa-
mous MCDM methods, Technique for Order Performance by Similarity to Ideal 
Solution (TOPSIS) is a practical and useful technique for ranking and selection of 
a number of possible alternatives through measuring Euclidean distances. TOPSIS 
was first developed by Hwang and Yoon [2]. It bases upon the concept that the 
chosen alternative should have the shortest distance from the Positive Ideal Solu-
tion (PIS), i.e., the solution that maximizes the benefit criteria and minimizes the 
cost criteria; and the farthest from the Negative Ideal Solution (NIS), i.e., the solu-
tion that maximizes the cost criteria and minimizes the benefit criteria. 

In this paper, we adopt fuzzy TOPSIS approach to model RFID supplier selec-
tion process in healthcare industry. The rest of the paper is organized as follows. 
In the next section, the literature reviews some RFID application systems in Tai-
wan healthcare institutions and theoretic background of TOPSIS. Section 3 will 
focus on the proposed group TOPSIS model in a step by step fashion. In section 4, 
an illustrated example is presented to confirm the feasibility of the proposed ap-
proach. In the final section, conclusions are drawn. 

2   Literature Review 

2.1   RFID Applications in Healthcare Industry 

In recently years, many countries have invested a large sum of budget and have 
initiated some pilot projects for the RFID deployment in healthcare industry. 
RFID technology can help medical institutions enhance the accuracy of identify-
ing patients without physical contact. RFID also can speed up the tracking process 
due to its active radio frequency feature. Deploying RFID technology could pro-
vide advantages identifying, tracking and tracing objects to provide high medical 
quality service and promote value-added operation efficiency. In USA, the emer-
gency unit of Washington Hospital Center in Washington, D.C. dispatched over 
20 readers and 100 tags to its patients since October, 2004. The well-known 
pharmaceutical company Pfizer declared it would place RFID tag on each product 
bottle from 2005. According to ID TechEx, the RFID market in USA healthcare 
industry will be worth more than 8.6 billion US dollar. Deployment of RFID tech-
nology in medical institutions has become a cost-effective trend of management 
and operations.  
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Many researchers present their studies about the critical factors of deploying 
RFID technology in medical institutions. Kuo and Chen [1] classify four dimen-
sions of deployment critical issues: technological, economical, industrial and so-
cial dimension. Benfatto and Vecchio [4] examine some of the key considerations 
and opportunities for SCM solutions in the field of health specific goods and focus 
the benefits of an integrated management of the processes and the main actors in-
volved. Sun et al. [5] stress the patient safety issue as the most important priority 
while implementing a RFID system. Fisher and Monahan [6] applied qualitative 
methods for tracking the social dimensions of RFID systems in hospitals and 
found that hospital staff, especially nurses, expressed concerns about increasing 
job load by operating newly implementing RFID systems. However, deploying 
RFID in healthcare industry for promoting patient safety and avoiding human  
errors is a complicated decision making process. This can viewed as MCDM prob-
lems. In this research, we proposed a fuzzy TOPSIS approach for a medical insti-
tution to select optimal RFID supplier from several alternatives.  

3   Proposed Method 

Assume a MCDM problem which has m alternatives ( )miAi ,...,2,1= and n crite-

ria ( )njC j ,...,2,1= . The decision matrix with respect to each criterion and alterna-

tive denoted as follow: 
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The fuzzy TOPSIS approach can be summarized as follows: 

Step 1: Calculate weighted decision matrix: Subjective assessments are to be made 
by DM to determine the weighting vector ( )nwwwW ,...,, 21= . The weighting vec-

tor W  represents the relative importance of n selection criteria ( )njC j ,...,2,1=  for 
the problem.  
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Assume in a fuzzy environment, ratings are described using triangular fuzzy num-
ber. The importance weights of the kth decision maker are ( )kkkk cbaR ,,

~ =  , then the 

aggregated fuzzy rating can be expressed as ( )cbaR ,,
~ =  and the aggregated fuzzy 

weights ( )321 ,,~
jjjj wwww =    



522 T.-C. Wang et al.
 

 { } { }33
1

2211 max,
1

,min jkj

K

k
jkjjk

k
j www

K
www === ∑

=

 (2) 

Step 2: Normalize the decision matrix so that each criterion is comparable. The 
initial data with respect to each criterion will be normalized by dividing the sum of 
criterion values.  For fuzzy data denoted by triangular fuzzy number as 
( )ijijij cba ,,  , the normalized values for benefit-related criteria and cost-related cri-
teria are calculated as follows. 
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Step 3: Determine the positive ideal solution 
+A   and the negative ideal solution 

−A . Sort the weighted normalized values for each criterion in descending order. 
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Step 4: Calculate the distance from the positive ideal solution and the negative 
ideal solution for each alternative. The distance between two triangular fuzzy 

numbers ( )1111 ,, cbaA =    and  ( )2222 ,, cbaA =   is calculated as 
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Step 5: Calculate the closeness coefficient (CC). And rank each CC of each alter-
native in descending order. The alternative with the highest CC value will be the 
best choice. 
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4   Illustrative Example 

This section is related with a medical institution which intends to deployment 
RFID technology to its emergency unit. We apply Wang and Lee’s fuzzy 
TOPSIS approach [3] to evaluate the RFID suppliers as to select the optimal one. 
Since the emergency operations need quick response, high accuracy and protec-
tion for staff from contamination. The medical institution desires to find an opti-
mal RFID solution. First of all, a committee is formed including three decision 
makers 321 ,, DDD . Then the criteria are determined as function accuracy 1C , im-

plement cost 2C , supplier service quality 3C  and organization acceptance 4C . 

After preliminary screening, three alternatives 321 ,, AAA  have remained in the 
candidate list. 

4.1   Application with Fuzzy TOPSIS Method 

Firstly, three decision makers evaluate the importance of each criterion by using 
linguistic variables in Table 1. The importance weights of each criterion deter-
mined by decision makers are shown in Table 2.   

Table 1 Fuzzy linguistic terms for importance and fuzzy numbers for each criterion 

Importance Abbreviation  Fuzzy Number 

Very Low VL (0, 0, 0.2) 

Low L (0.1, 0.2, 0.3) 

Medium Low ML (0.2, 0.4, 0.5) 

Medium M (0.4, 0.5, 0.6) 

Medium High MH (0.5, 0.7, 0.8) 

High H (0.7, 0.8, 0.9) 

Very High VH (0.8, 1, 1) 

Table 2 Importance weight of each criterion assigned by decision maker 

DM 

C 

D1 D2 D3 

C1 H VH H 

C2 VH H VH 

C3 MH VH M 

C4 H MH MH 
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The aggregated fuzzy weights of each criterion are shown in Table 3.  

Table 3 Aggregated fuzzy weights  

Criterion Fuzzy number 

C1 (0.7,0.87,1) 

C2 (0.7,0.93,1) 

C3 (0.4,0.67,0.9) 

C4 (0.5,0.73,0.9) 

 
The fuzzy linguistic terms and correspondent fuzzy numbers for each alterna-

tive listed in Table 4.  

Table 4 Fuzzy linguistic terms and correspondent fuzzy numbers for each alternative 

Performance Abbreviation  Fuzzy Number 

Very Poor VP (0, 0, 0.2) 

Poor P (0.05, 0.2, 0.35) 

Medium Poor MP (0.2, 0.35, 0.5) 

Fair F (0.35, 0.5, 0.65) 

Medium Good MG (0.5, 0.65, 0.8) 

Good G (0.65, 0.8, 0.95) 

Very Good VG (0.8, 1, 1) 

The original DM rating table obtained from DMs and normalized fuzzy decision 
matrix can be calculated. The results are shown in Table 5 and Table 6, respectively. 

Table 5 The initial DM rating table 

Criteria        Alternatives                  D1 D2 D3 

C1                   A1 F G G 

                        A2 P F P 

                        A3 G MG G 

C2                   A1 MP P G 

                        A2 VP P F 

                        A3 F F P 

C3                   A1 G VG F 

                        A2 G MG G 

                        A3 G VG G 

C4                   A1 F F MP 

                        A2 P F VG 

                        A3 F G G 
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Table 6 Normalized decision matrix 

 C1 C2 C3 C4 

A1 (0.35,0.70,0.95) (0.05,0.45,0.65) (0.35,0.77,1.00) (0.20,0.45,0.65) 

A2 (0.05,0.30,0.65) (0.00,0.23,0.65) (0.50,0.75,0.95) (0.05,0.57,1.00) 

A3 (0.50,0.75,0.95) (0.05,0.40,0.65) (0.65,0.87,1.00) (0.35,0.70,0.95) 

The overall weighted normalized ratings of each alternative in related with each 
criterion are shown in Table 7.  

Table 7 Overall weighted normalized ratings for each alternative 

 C1 C2 C3 C4 

A1 (0.25,0.61,0.95) (0.04,0.42,0.65) (0.14,0.51,0.90) (0.10,0.33,0.59) 

A2 (0.04,0.42,0.65) (0.00,0.22,0.65) (0.20,0.50,0.86) (0.03,0.42,0.90) 

A3 (0.35,0.65,0.95) (0.04,0.37,0.65) (0.26,0.58,0.90) (0.18,0.51,0.86) 

According to Table 7, fuzzy positive ideal solution (PIS) and fuzzy negative ideal 
solution are obtained as follows: 

     ( ) ( ) ( ) ( )[ ]90.0,90.0,90.0,90.0,90.0,90.0,65.0,65.0,65.0,95.0,95.0,95.0=+A  

( ) ( ) ( ) ( )[ ]03.0,03.0,03.0,14.0,14.0,14.0,0,0,0,04.0,04.0,04.0=−A  
 

Finally, the PIS and NIS for each alternative can be calculated and closeness coef-
ficients are used to rank the optimal alternative. The result is shown in Table 8. 

Table 8 Closeness coefficient table 

 d+ d- CC Ranking 

A1 1.92 1.94 0.50 2 

A2 2.18 1.80 0.45 3 

A3 1.67 2.17 0.57 1 

From above, the order of rating among those alternatives is 
213 AAA ff  , The 

best alternative would be 
3A . 

5   Conclusion 

Deploying RFID in healthcare industry for promoting patient safety and avoiding 
human errors is a complicated decision making process. Evaluating RFID alterna-
tives is not only about technologic and financial concerns, but also it may related 
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to organizational and management issues. Motivated by a need to systematically 
evaluate the RFID solutions, the paper presents a model based on fuzzy TOPSIS 
method. The model allows decision makers to utilize fuzzy linguistic terms to rate 
criterion importance and alternative performance. An experimental example also 
confirms the model’s feasibility. The proposed model can provide decision makers 
a systematic framework to select the optimal solution.   
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An Aspect of Decision Making in Rough
Non-deterministic Information Analysis

Hiroshi Sakai, Kohei Hayashi, Hiroshi Kimura, and Michinori Nakata

Abstract. We have been proposing a framework Rough Non-deterministic In-
formation Analysis (RNIA), which handles rough sets based concepts in not only
Deterministic Information Systems (DISs) but also Non-deterministic Information
Systems (NISs). We have recently developed some algorithms and software tools
for rule generation from NISs. Obtained rules characterize the tendencies in NISs,
and they are often applied to decision making. However, if the condition parts in
such rules are not satisfied, obtained rules are not applied to decision making. In
this case, we need to examine each data in NISs, directly. In this paper, we add a
question-answering with criterion values to RNIA. This addition enhances the aspect
of decision making in RNIA.

1 Introduction

Rough set theory offers a mathematical approach to vagueness and uncertainty,
and the rough sets based concepts have been recognized to be very useful [1-4].
This theory usually handles tables with deterministic information, which we call
Deterministic In f ormation Systems (DISs). Many applications of this theory to in-
formation analysis, data mining, rule generation, machine learning and knowledge
discovery have been investigated [1-4].

Non-deterministic In f ormation Systems (NISs) and Incomplete Information
Systems have been proposed for handling information incompleteness in DISs
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[5-8]. NISs have been recognized to be the most important framework for handling
information incompleteness in tables, and several theoretical works has been re-
ported. We follow this robust framework, and we have been developing algorithms
and software tools, which can handle rough sets based concepts in NISs. We are
simply calling this work Rough Non-deterministic In f ormation Analysis (RNIA).

In this paper, we briefly refer to rule generation in RNIA, and develop the aspect
of decision making in RNIA. Throughout this paper, we employ examples instead
of giving the details of definitions. The details of definitions are in [11-17].

2 Issues on Rough Non-deterministic Information Analysis

Let us consider Table 1 and Table 2. Table 1 and Table 2 are typical a DIS and a
NIS, respectively.

Table 1 A Deterministic Information System

Patient Headache Temperature Flu
p1 no very high yes
p2 yes very high yes
p3 no normal no

Table 2 A Non-deterministic Information System

Patient Headache Temperature Flu
p1 {no} {very high} {yes}
p2 {yes,no} {high,very high} {yes}
p3 {no} {normal,high} {yes,no}

In a DIS, each attribute value is fixed. However, in a NIS each attribute value is
given as a set. We interpret this set as that the actual value exists in this set but it
is unknown due to the information incompleteness. NISs were proposed by Pawlak,
Orlowska and Lipski in order to handle information incompleteness in DISs [5-8].

In NISs, the concept of an extension has been employed. Namely, it is possible to
generate a DIS by means of replacing each set with a value in the set. We name such
DISs derived DISs from a NIS. In Table 2, there are 16 derived DISs, and Table 1
is a derived DIS from a NIS in Table 2. The following two modalities, certainty and
possibility, are introduced into NISs.

(Certainty). If a formula F holds in each derived DIS from a NIS, F also holds
in the unknown real DIS.

(Possibility). If a formula F holds in some derived DISs from a NIS, there exist
such a possibility that F holds in the unknown real DIS.

We have coped with several issues related to these two modalities, for example,
the definability of a set in NISs [9], the consistency of an object in NISs [9,10],
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data dependency in NISs [10,11], rules and discernibility functions in NISs [12,14],
reduction of attributes in NISs [11-13], Apriori algorithm in NISs [15-17], the ma-
nipulation of numerical values in NISs [18], etc. The most important problem is how
to compute two modalities depending upon all derived DISs from a NIS. The num-
ber of all derived DISs increases in exponential order, therefore a simple method,
such that every definition is sequentially computed in all derived DISs from a NIS,
is not suitable. We have proposed some rough sets based methods for solving this
problem.

3 Rule Generation in Rough Non-deterministic Information
Analysis

This section surveys rules and algorithms in rule generation. Then, we show the real
execution by an implemented software tool.

3.1 Definitions of Rules in NISs

In Table 1, we can pick up a consistent implication τ1 : [Temperature,very high]⇒
[Flu,yes] from p1 and p2. In Table 2, we can also pick up τ2 : [Temperature,high]⇒
[Flu,yes] from p2. The implication τ1 from p1 appears in all 16 derived DISs, and
we say this implication is de f inite in this case. This τ1 from p1 is not influenced by
the information incompleteness at all, and τ1 from p1 is consistent in each derived
DIS. This seems so characteristic property that we define rules according to this
property. On the other hand, τ1 and τ2 from p2 appear in the half of 16 derived
DISs, and we say these implications are inde f inite. Here, τ1 from p2 is consistent
in all 8 derived DISs, and τ2 from p2 is consistent in 6 derived DISs.

Remark 1. For evaluating the validity of τx from an object x, we consider a set of
derived DISs with τx. We do not consider any derived DISs without τx. In the above
τ1

1 from p1, we consider 16 derived DISs, however we consider the half of 16 derived
DISs for τ2

1 from p2. We may employ all derived DISs for evaluating τx, however
we miss some useful implications like τ2

1 from p2 in this case. Therefore, we employ
a set of derived DISs with τx for evaluating the validity of τx.

In rule generation, we first defined the consistency based rules in the following,
and realized software tools.

(Consistency based rules from a NIS)

(1) A consistency based de f inite certain rule is defined by a definite implication
τ from a NIS, which is consistent in each derived DIS from a NIS.
(2) A consistency based inde f inite certain rule is defined by an indefinite im-
plication from a NIS, which is consistent in each derived DIS with τ from a NIS.
(3) A consistency based possible rule is defined by a definite or an indefinite
implication τ from a NIS, which is consistent in some derived DISs from a NIS.
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Then, we also defined the criterion based rules, which depend upon the criteria
support and accuracy. In a DIS, a rule is often defined by an implication τ sat-
isfying support(τ) ≥ α and accuracy(τ) ≥ β (0 < α,β ≤ 1.0). We extended this
definition to NISs, and defined the following.

(Criterion (α ,β ) based rules from a NIS)

(1) A criterion (α ,β ) based de f inite certain rule is defined by a definite impli-
cation τ from a NIS, which satisfies both support(τ)≥ α and accuracy(τ)≥ β
in each derived DIS from a NIS.
(2) A criterion (α ,β ) based inde f inite certain rule is defined by an indefinite im-
plication τ from a NIS, which satisfies both support(τ)≥ α and accuracy(τ)≥
β in each derived DIS with τ from a NIS.
(3) A criterion (α ,β ) based possible rule is defined by a definite or an in-
definite implication τ from a NIS, which satisfies both support(τ) ≥ α and
accuracy(τ)≥ β in some derived DISs from a NIS.

We have the next proposition, which connects the consistency based rules with
the criterion (α ,β ) based rules.

Proposition 1
(1) A consistency based definite certain rule is a criterion (α ,1.0) based definite
certain rule.
(2) A consistency based indefinite certain rule is a criterion (α ,1.0) based indef-
inite certain rule.
(3) A consistency based possible rule is a criterion (α ,1.0) based possible rule.

In both consistency based rules and criterion based rules, definite certain rules are
the most reliable. Possible rules specify implications which may be rules, and any
implication except possible rules does not become a rule.

3.2 Some Properties in NISs

We have already proved some important properties, and we apply them to criterion
(α ,β ) based rule generation.

Proposition 2
(1) For each implication τx from object x, there is a derived DISworst , where both
support(τx) and accuracy(τx) are minimum. Furthermore, there exist formulas
calculating these minimum values (minsupp and minacc), and this calculation
does not depend upon the number of derived DISs.
(2) For each implication τx from object x, there is a derived DISbest , where both
support(τx) and accuracy(τx) are maximum. Furthermore, there exist formulas
calculating these maximum values (maxsupp and maxacc), and this calculation
also does not depend upon the number of derived DISs.
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According to Proposition 2, the definition of criterion (α ,β ) based rules is equiv-
alently translated to the following.

(Criterion (α ,β ) based rules from a NIS): Revised equivalently

(1) A criterion (α ,β ) based de f inite certain rule is a definite implication τ from
a NIS, which satisfies both minsupp(τ)≥ α and minacc(τ)≥ β .
(2) A criterion (α ,β ) based inde f inite certain rule is an indefinite implication
τ from a NIS, which satisfies both minsupp(τ)≥ α and minacc(τ)≥ β .
(3) A criterion (α ,β ) based possible rule is a definite or an indefinite implication
from a NIS, which satisfies both maxsupp(τ)≥ α and maxacc(τ)≥ β .

In this revision, criterion (α ,β ) based rule generation does not depend upon the
number of all derived DISs. Like this, we can escape from the computational issue.

Now, we briefly refer to the method to calculate minsupp, minacc, maxsupp and
maxacc. We employ the following two sets for attributes Ai and attribute values ζi, j.

Descin f ([Ai,ζi, j]): A set of objects, whose attribute value is definite and ζi, j .
Descin f (∧i[Ai,ζi, j])=∩iDescin f ([Ai,ζi, j]).
Descsup([Ai,ζi]): A set of objects, which include a value ζi, j.
Descsup(∧i[Ai,ζi])=∩iDescsup([Ai,ζi, j]).

Descin f and Descsup are the minimum and the maximum sets for an equivalence
class, respectively. Clearly, Descin f (∧i[Ai,ζi, j]) ⊆ Descsup(∧i[Ai,ζi, j]) holds. The
unknown real equivalence class by ∧i[Ai,ζi, j] is between Descin f (∧i[Ai,ζi, j]) and
Descsup(∧i[Ai,ζi, j]).

According to the above two sets Descin f ([Ai,ζi, j]) and Descsup([Ai,ζi, j]), we
can calculate most of definitions. For example, we can obtain the minimum and the
maximum criterion values of an implication τ .

If τ : [CON,ζ ]⇒ [DEC,η ] is definite,
minsupp(τ)=|Descin f ([CON,ζ ])∩Descin f ([DEC,η ])|/|OB|,
minacc(τ)= |Descin f ([CON,ζ ])∩Descin f ([DEC,η])|

|Descin f ([CON,ζ ])|+|OUTACC| ,

(OUTACC=[Descsup([CON,ζ ])−Descin f ([CON,ζ ])]−Descin f ([DEC,η ]),
maxsupp(τ)=|Descsup([CON,ζ ])∩Descsup([DEC,η ])|/|OB|,
maxacc(τ)= |Descin f ([CON,ζ ])∩Descsup([DEC,η])|+|INACC|

|Descin f ([CON,ζ ])|+|INACC| .

(INACC=[Descsup([CON,ζ ])−Descin f ([CON,ζ ])]∩Descsup([DEC,η ])).

If τ is indefinite, four adjusted formulas can be similarly derived. As for the
definite τ1 from object p1 in Table 2, the following holds.

Descin f ([Temperature,very high])={p1},
Descsup([Temperature,very high])={p1, p2},
Descin f ([Flu,yes])={p1, p2}, Descsup([Flu,yes])={p1, p2, p3},
minsupp(τ1)=(|{p1}∩{p1, p2}|)/3=1/3,
OUTACC=[{p1, p2}−{p1}]−{p1, p2}={},
minacc(τ1)=(|{p1}∩{p1, p2}|)/(|{p1}|+ |{}|)=1.0,
maxsupp(τ1)=(|{p1, p2}∩{p1, p2, p3}|)/3=2/3,
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INACC=[{p1, p2}−{p1}]∩{p1, p2, p3}={p2},
maxacc(τ1)=(|{p1}∩{p1, p2, p3}|+ |{p2}|)/(|{p1}|+ |{p2}|)=1.0.

Since minacc(τ1)=1.0 holds, τ1
1 is a consistency based definite certain rule, i.e., τ1

1
from object p1 appears in all derived DISs and τ1

1 is consistent in each derived DIS.
We have to remark that the definitions of four criterion values depend upon all

derived DISs, whose number increases in exponential order. However, each formula
does not depend upon the number of all derived DISs.

3.3 An Algorithm for Criterion (α ,β ) Based Rule Generation

We follow Apriori algorithm in transaction data [19,20], and extend it to an al-
gorithm in NISs. Apriori algorithm employs large item sets, which correspond to
equivalence classes for descriptors, and support and accuracy values are calculated
in order to discriminate rules from lots of implications. On the other hand, we em-
ploy two sets for each descriptor, i.e., Descin f , Descsup and the criterion values
like minsupp and minacc are calculated. Since the calculation of criterion values
does not depend upon the number of derived DISs, the complexity of the extended
algorithm is almost the same as Apriori algorithm.

An Overview of Criterion (α ,β ) Based Certain Rule Generation

(1) For the condition minsupp(τ)=|SET |/|OB| ≥ α , obtain the number NUM of
elements in SET satisfying this condition.
(2) Generate conjunctions of descriptors.
(3) For every conjunction of descriptors [CON,ζ ]∧ [DEC,η ] (τ : [CON,ζ ]⇒
[DEC,η ]), if minsupp(τ) ≥ α and minacc(τ) ≥ β , τ is a certain rule. Remove
such τ . Otherwise, pick up candidates of conjunctions satisfying minsupp ≥ α ,
and repeat (2) and (3) until there is no conjunctions.

The following is the real execution of criterion (0.3,0.8) based certain rule gen-
eration in Table 2.

===== Lower Approximation Strategy =====
CAN(1)={[Head,no],[Head,yes],[Temp,high],[Temp,normal],
[Temp,very high],[Flu,no],[Flu,yes]}(7)

CAN(2)={[Head,no][Flu,no](<DEF>0.000,<INDEF>0.333),
[Temp,high][Flu,no](<DEF>0.000,<INDEF>0.500),
[Temp,normal][Flu,no](<DEF>0.000,<INDEF>1.000),
[Head,no][Flu,yes](<DEF>0.500,<INDEF>1.000),

: : : :
[Temp,very high][Flu,yes](<DEF>1.000,<INDEF>1.000)}(8)
---------- OBTAINED RULE ----------
[Temp,normal]=>[Flu,no]

minsupp<DEF>=0.000,minsupp<INDEF>=0.333,minacc<DEF>=0.000,
minacc<INDEF>=1.000,(<DEF>from )(<INDEF>from 3)

[Head,no]=>[Flu,yes]
minsupp<DEF>=0.333,minsupp<INDEF>=0.667,minacc<DEF>=0.500,
minacc<INDEF>=1.000,(<DEF>from )(<INDEF>from 2,3)
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[Temp,high]=>[Flu,yes]
minsupp<DEF>=0.000,minsupp<INDEF>=0.333,minacc<DEF>=0.000,
minacc<INDEF>=1.000)(<DEF>from )(<INDEF>from 2,3)

: : : :
[Temp,very high]=>[Flu,yes]

minsupp<DEF>=0.333,minsupp<INDEF>=0.667,minacc<DEF>=1.000,
minacc<INDEF>=1.000,(<DEF>from 1)(<INDEF>from 2)

CAN(3)={[Head,no][Temp,high][Flu,no](<DEF>0.000,<INDEF>0.500)}(1)
EXEC TIME=0.000(sec)

In the above execution, an indefinite implication τ : [Temp,normal]⇒ [Flu,no]
from p3 satisfies minsupp(τ) = 0.333≥ 0.3 and minacc(τ) = 1.000≥ 0.8. There-
fore, τ is a criterion (0.3,0.8) based indefinite certain rule. On the other hand,
[Temperature,very high]⇒ [Flu,yes] from p1 is a criterion (0.3,0.8) based defi-
nite certain rule.

4 Decision Making in Rough Non-deterministic Information
Analysis

Obtained rules characterize the tendencies of data, and they are often applied to de-
cision making. In reality, we applied our software tools to a revised mammographic
data (150 objects, 5 attributes:{Age,Shape,Margin,Density,Severity}, Decision at-
tribute: Severity, support=0.3, accuracy=0.5) in UCI machine learning repository,
and we obtained the following implications.
(1) Criterion (0.3,0.5) based definite certain rules:

[Margin,1]⇒[Severity,0].

(2) Criterion (0.3,0.5) based possible rules:
[Density,3]⇒[Severity,0],[Density,3]⇒[Severity,1].

Even though two possible rules are inconsistent, this may occur. Because, there ex-
ists a derived DIS, where two criterion values satisfy the condition.

These implications are very characteristic, however if the condition parts in such
rules are not satisfied, obtained rules are not applied to decision making. In reality,
we do not know that what does [Shape,1] conclude. For handling such cases, we
newly added a question-answering with criterion values to RNIA. We specify the
conditions, and we directly obtain the decision attribute values with criterion values.
According to the criterion values of each decision, we see the validity of the deci-
sion. Let us consider some real cases.

(CASE 1)
Condition:[Shape,1]
Decision 1:[Severity,1]
minsupp=9/150=0.060,minacc=9/48=0.181
maxsupp=13/150=0.087,maxacc=13/48=0.270

Decision 2:[Severity,0]
minsupp=35/150=0.233,minacc=35/48=0.729
maxsupp=39/150=0.260,maxacc=39/48=0.813
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There are two decisions, [Severity,1] and [Severity,0]. In this case, [Severity,0]
is probably concluded from the criterion values. Because, every value in De-
cision 2 is uniquely better than that in Decision 1. In reality, an implication
[Shape,1]⇒ [Severity,0] is a criterion (0.2,0.7) based certain rule. If we employ
lower values of α and β for generating rules, the question-answering with crite-
rion values may not be necessary. However, lots of improper rules may exist in this
case.

(CASE 2)
Condition:[Density,3]
Decision 1:[Severity,1]
minsupp=45/150=0.300,minacc=45/115=0.391
maxsupp=55/150=0.367,maxacc=55/88=0.625

Decision 2:[Severity,0]
minsupp=33/150=0.220,minacc=33/88=0.375
maxsupp=70/150=0.467,maxacc=70/115=0.609

In CASE 2, it may be difficult to decide the decision according to the crite-
rion values. In this case, 33 percent of the 150 objects are Imp1 : [Density,?]⇒
[Severity,1] or Imp2 : [Density,?]⇒ [Severity,0]. If we replace ? in Imp1 with 3
and ? in Imp2 with 2, [Severity,1] will be concluded. Because, both support and
accuracy values of Imp1 are much better than those of Imp2. On the other hand, if
we replace ? in Imp1 with 2 and ? in Imp2 with 3, [Severity,0] will be concluded.
Like this, CASE 2 shows that the conclusion strongly depends upon the information
incompleteness.

(CASE 3)
Condition:[Shape,2]∧[Margin,2]
Decision 1:[Severity,1]
minsupp=0/150=0.000,minacc=0/6=0.000
maxsupp=2/150=0.013,maxacc=2/2=1.000

Decision 2:[Severity,0]
minsupp=0/150=0.000,minacc=0/2=0.000
maxsupp=6/150=0.040,maxacc=6/6=1.000

In CASE 3, it may also be difficult to decide the decision according to the crite-
rion values. There exist less objects with the condition [Shape,2]∧ [Margin,2]. In
both cases, maxacc=1.0 holds, but the support values are too low.

According to three cases, we showed the aspect of decision making in RNIA.
The following is a real execution for a condition [Margin,1] in 961 total objects.
The support and accuracy values of [Severity,0] are much better than those of
[Severity,1].
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Fig. 1 Real execution for the condition [Margin,1]

5 Concluding Remarks

This paper briefly surveyed the framework of RNIA, and clarified the aspects of
decision making in RNIA. Decision making in RNIA is depending upon all derived
DISs from a NISs, and we see that each derived DIS satisfying some constraints is
an evidence for a decision. According to a set of evidences, we make a decision.
If we employ a sequential method depending upon each derived DIS, this method
depends upon the number of derived DISs. Therefore, a computational problem
occurs, however we employ a method of granular computing, i.e., the manipulation
of Descin f and Descsup, and solved this computational problem.

We have just started this evidence based decision making in RNIA, which will be
different from statistical decision making nor fuzzy decision making. This will be a
new framework for decision making from incomplete information.
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A Value for Multi-alternative Games
with Restricted Coalitions
under the Equally Divided Spoils Assumption

Satoshi Masuya, Masahiro Inuiguchi, and Teruhisa Nakai

Abstract. This paper deals with cooperative games with n players and r alterna-
tives which are called multi-alternative games with restricted choice situations. In
these games, a value based on marginal contributions has been proposed. Many
well-known values such as the Shapley value and the Banzhaf value are based on
marginal contributions. On the other hand, some values such as the Deegan-Packel
value are based on equally divided payoffs. Then, in this paper, we investigate a
value based on equally divided payoffs for multi-alternative games with restricted
choice situations.

Keywords: game theory, cooperative game, multi-alternative game, restricted game.

1 Introduction

The cooperative game theory provides useful tools to analyze cost allocation, voting
power, and so on. The problems analyzed by the cooperative game theory include
n entities called players and are usually expressed by characteristic functions called
games which map each subset of players to a real number. The real number shows
a profit or a cost when all players in the subset cooperate. The solutions to the
problems are given by value functions which assign a real number to each player.
The real number called a value can show the cost borne by the player, power of
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influence, and so on depending on the problem setting. Several value functions have
been proposed. As representative examples of value functions, the Shapley value [8]
and the Banzhaf value [1, 5] are well-known. Reasonable axiom systems character-
izing those values uniquely are shown in literature [8, 5].

In the conventional cooperative games, each player can take one from two op-
tions: cooperate and non-cooperate. However, in the real world problems, we may
face a decision problem to choose one from several options. From this point of
view, it is worthwhile to treat cooperative games in which each player has r options.
Then multi-alternative games also called games with r alternatives have been pro-
posed by Bolger [2]. A multi-alternative game is expressed by a generalized char-
acteristic function which maps an arrangement showing all players’ choices to an
r-dimensional real vector. Bolger [2] proposed a generalized value function which
maps a multi-alternative game to an n-dimensional real vector whose i-th compo-
nent shows the value of player i. This function is a generalization of the Shapley
function. On the other hand, Ono [7] proposed a multi-alternative Banzhaf value (an
MBZ value) as a generalization of the Banzhaf value.

The value functions/generalized value functions described above are considered
under the assumption that all coalitions/arrangements are formed with equal possi-
bilities. In the real world, there are many cases when this assumption does not hold.
For example, when each player has his/her own ideology, he/she would be diffi-
cult to cooperate with players having totally different ideologies. Moreover, when
a certain license is necessary to choose an option in a multi-alternative game, play-
ers without the licenses cannot choose it and then some arrangements cannot be
realized.

Considering such restrictions on coalition forming, Masuya and Inuiguchi [6]
investigated restricted multi-alternative games, more specifically, multi-alternative
games with restricted choice situations. In the situation, some alternatives cannot be
chosen by certain players. They [6] proposed a value based on marginal contribu-
tions for these games and succeeded in giving an axiom system which characterizes
it uniquely.

While many well-known values such as the Shapley value and the Banzhaf value
are based on marginal contributions, some other values such as the Deegan-Packel
value [4] are not. The Deegan-Packel value is proposed under three fundamental as-
sumptions with respect to simple games. The most characteristic assumption for the
Deegan-Packel value is the equally divided spoils assumption. The equally divided
spoils assumption is supported by some experimental evidence [3, 10].

In this paper, we propose a value for multi-alternative games with restricted
choice situations under the equally divided spoils assumption. Further, we give an
axiom system for the proposed value. The system is composed of four axioms con-
cerning zero players, additivity, symmetry, and sharing the expected payoff of a
coalition.

In Section 2, we introduce the multi-alternative games with restricted choice sit-
uations and a value based on marginal contributions which are proposed by Masuya
and Inuiguchi [6]. In Section 3, we propose an explict function as a value for the
restricted multi-alternative games under equally divided spoils assumption. Further,
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some concepts for characterizing the proposed value are given. In Section 4, we
show an axiom system characterizing the proposed value uniquely. In Section 5, we
give a numerical example and compare the proposed value and the value based on
marginal contributions.

2 Multi-alternative Games with Restricted Choice Situations
and a Value for These Games

In this section, we introduce the multi-alternative games with restricted choice situ-
ations and a value for these games proposed by Masuya and Inuiguchi [6].

First, we provide the conventional multi-alternative games (games with r alterna-
tives) proposed originally by Bolger [2] and extended by Tsurumi et al. [9].

Let N = {1, . . . ,n} be the set of players and R = {1, . . . ,r} the set of alternatives.
Let Γj be the set of players who have chosen the alternative j ∈ R. A finite sequence
of subsets of players, Γ = (Γ1, . . . ,Γr), is called an arrangement. Each arrangement
Γ satisfies Γ1∪·· ·∪Γr⊆N andΓk∩Γl = /0 (∀k �= l). LetΓ0 be a subset of players who
have chosen none of alternatives. In the original multi-alternative games treated by
Bolger [2], Γ0 is assumed to be empty. Then we have Γ0 = N−⋃k∈RΓk. For the sake
of convenience, we define R0 = {0,1, . . . ,r}. We denote ∃k ∈ R such that S = Γk by
S ∈ Γ . For any S ∈ Γ , we call (S,Γ ) an embedded coalition (ECL). Let E(N,R) be
the set of ECLs and A(N,R) the set of arrangements on N and R. Then a function
v : E(N,R)→ R satisfying v( /0,Γ ) = 0 is called an extended multi-alternative game
on N with r alternatives. Let MG(N,R) be the set of extended multi-alternative
games on N and R.

Example 1 (Job Selection Game)
Three students A, B and C are considering to work part-time. There are two jobs 1
and 2 but students cannot take both. Then each student can take one job or nothing.
They can take the same job. If only two students would take different jobs, the
remaining student would not get any payoff but the students taking jobs would get
some payoffs independently. The payoff does not depend on the job taken but on
the student taking a job. The payoffs of students A, B and C would be 8, 6 and 4
units, respectively. If student A would work alone while students B and C would
make the same choice, independent of the job taken by A, student A would get 5
units as a payoff. If students B and C would work together while student A would
not work with them, independent of the job taken by them, students B and C would
get 18 units as the total payoff. If student B would work alone while students A and
C would make the same choice, independent of the job taken by B, student B would
get 3 units as a payoff. If students A and C would work together while student B
would not work with them, independent of the job taken by them, students A and C
would get 25 units as the total payoff. If student C would work alone while students
A and B would make the same choice, independent of the job taken by C, student C
would get 1 unit as a payoff. If students A and B would work together while student
C would not work with them, independent of the job taken by them, students A and
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B would get 30 units as the total payoff. If all students A, B and C would work
together, independent of the job taken, they would get 50 units as the total payoff.

This game can be represented by the following multi-alternative game v with
N = {A,B,C} and R = {1,2}:

v({A},Γ ) = 8, for Γ such that {A} ∈ Γ and |Γi|= 1, i = 1,2,

v({B},Γ ) = 6, for Γ such that {B} ∈ Γ and |Γi|= 1, i = 1,2,

v({C},Γ ) = 4, for Γ such that {C} ∈ Γ and |Γi|= 1, i = 1,2,

v({A},Γ ) = 5, for Γ such that {A} ∈ Γ and ({B,C} ∈ Γ or /0 ∈ Γ ),
v({B},Γ ) = 3, for Γ such that {B} ∈ Γ and {A,C} ∈ Γ or /0 ∈ Γ ),
v({C},Γ ) = 1, for Γ such that {C} ∈ Γ and {A,B} ∈ Γ or /0 ∈ Γ ),
v({A,B},Γ ) = 30, for Γ such that {A,B} ∈ Γ ,

v({A,C},Γ ) = 25, for Γ such that {A,C} ∈ Γ ,

v({B,C},Γ ) = 18, for Γ such that {B,C} ∈ Γ ,

v(N,Γ ) = 50, for Γ such that N ∈ Γ ,

v( /0,Γ ) = 0, for Γ such that /0 ∈ Γ ,

where |Γi| is the cardinality of Γi.

Now we introduce the restrictions on choice of alternatives. In the conventional
multi-alternative games, each player can choose any alternative from a given set of
alternatives. However, in the real world, there exists a situation where some alterna-
tives cannot be chosen by all players. For example, in Job Selection Game described
above, some students cannot take some job due to their inabilities or conflicts with
regular lessons. In order to treat such situations, restricted games with r alternatives
(restricted multi-alternative games) have been proposed.

Let W be the set of arrangements which can be formed. Namely, W is the set
of feasible arrangements. Let Ri be the set of alternatives which player i ∈ N can
choose. Obviously, we have Ri ⊆ R0 and Ri � 0, ∀i ∈ N. Especially, Ri = R0 holds
if player i can choose any alternatives and Ri = {0} holds if player i can choose
none of alternatives. Then W can be regarded as the sequence of (R1, . . . ,Rn). We
call the set W of feasible arrangements a restricted choice situation. Let AR(N,R)
be the set of restricted choice situations. We define a multi-alternative game with a
restricted choice situation as a pair (v,W ) where v ∈MG(N,R) and W ∈ AR(N,R).
An extended multi-alternative game can be represented by (v,A(N,R)).

In order to describe a value based on marginal contributions for multi-alternative
games with restricted choice situations, we define a set of arrangements.

Definition 1. Given W ∈ AR(N,R), we define Wi, j by

Wi, j = {Γ ∈W | i ∈ Γj}.

The value based on marginal contributions is defined by the functions g j :
MG(N,R)→ (Rn)AR(N,R), j = 1, . . . ,r with the following i-th component:
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g j
i (v)(W ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∑
Γ ∈W,

Γj � i

∑
k ∈ R0−{ j},
Γ i→k ∈W

1
|W | [v(Γj,Γ )− v(Γj−{i},Γ i→k)], if Wi, j �= /0,

0, otherwise,
(1)

where Γ i→k is the arrangement obtained by moving i ∈ Γj from Γj to Γk (k ∈ R0−
{ j}).

The function defined by (1) is interpreted as follows. The term v(Γj,Γ )− v(Γj−
{i},Γ i→k) can be interpreted as the marginal contribution of player i to Γj. |W |
shows the number of feasible arrangements. Therefore, the weight 1

|W | means that

each feasible arrangement is formed with equal probability. Then g j
i (v)(W ) is the

expected value of the marginal contribution of player i to alternative j in restricted
game (v,W ).

For the comparison with the axiom system with respect to the proposed value in
this paper, we describe the axiom system with respect to the value defined by (1).
To this end, we introduce a few notions in multi-alternative games with restricted
choice situations.

Definition 2. Given v,w ∈MG(N,R), we define the sum game v + w by

(v + w)(Γj,Γ ) = v(Γj,Γ )+ w(Γj,Γ ), ∀(Γj,Γ ) ∈ E(N,R).

Definition 3 (j-null player for restricted multi-alternative games [6]). Let v ∈
MG(N,R), W ∈ AR(N,R), i ∈ N and j ∈ R. Player i is called a j-null player on
(v,W ) if and only if the following holds:

if Wi, j �= /0 then v(Γj,Γ )−v(Γj−{i},Γ i→k)= 0, ∀Γ ∈Wi, j,k∈R0−{ j},Γ i→k ∈W.

Note that if Wi, j = /0, Player i is a j-null player.

Definition 4. Let v ∈MG(N,R), W ∈ AR(N,R) and i ∈ N. Then player i is called an
unrelated player if Ri = {0}.

Unrelated players are the players who cannot choose any alternatives.
An axiom system of the value g j defined by (1) is given by Masuya and

Inuiguchi [6]. The system is composed of the four axioms described below. The first
two axioms are employed to those of the Bolger value [2] and the MBZ value [7].

Let π j be a vector function from MG(N,R) into (Rn)AR(N,R). The i-th component
of π j is denoted by π j

i . Note that for any v,w ∈MG(N,R), v+w ∈MG(N,R) holds.

Axiom 1 ( j-null player). Given v ∈MG(N,R), i ∈ N, j ∈ R and W ∈ AR(N,R), the
following holds:

π j
i (v)(W ) = 0⇔ i is a j-null player on (v,W )

Axiom 2 (Linearity). Given v1,v2 ∈ MG(N,R) c1,c2 ∈ R and W ∈ AR(N,R), the
following holds:
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π j(c1v1 + c2v2)(W ) = c1π j(v1)(W )+ c2π j(v2)(W ), j = 1, . . . ,r

Axiom 3 (Independence from unrelated players). Let v ∈ MG(N,R) and W ∈
AR(N,R). Let us add an unrelated player n + 1 to the set of players N, and we
denote v′ the (n + 1)-person game. Then, the following holds:

π j
i (v
′,W ) = π j

i (v,W ), ∀i ∈ N, ∀ j ∈ R.

Axiom 4 described in what follows is a property with respect to voting games [2].
In a voting game, v(Γj,Γ ) takes 0 or 1. Γj such that v(Γj,Γ ) = 1 is called a winning
coalition while Γj such that v(Γj,Γ ) = 0 is called a losing coalition.

If Γj is changed from a winning coalition to a losing coalition by player i’s
moving from Γj to Γk (k ∈ R0 − { j}), the movement is called a negatively in-
fluential movement under arrangement Γ . On the contrary, if Γj changed from
a losing coalition to a winning coalition by player i’s moving from Γj to Γk

(k ∈ R0−{ j}), the movement is called a positively influential movement under ar-
rangement Γ . Under an arrangement Γ , let M−i, j(Γ ) be the number of negatively
influential movements of player i from Γj and M+

i, j(Γ ) the number of positively
influential movements of player i from Γj. Using M−i, j(Γ ) and M+

i, j(Γ ), we define
Mi, j = ∑Γ∈W (M−i, j(Γ )−M+

i, j(Γ )). Then Axiom 4 is given as follows.

Axiom 4 (Property of voting games). Let W ∈AR(N,R), Γ ∈W, i,k∈N and j ∈R,
and let v be a voting game with r alternatives. If Mi, j−Mk, j = l, we have

π j
i (v)(W ) = π j

k (v)(W )+
l
|W | .

Then we have the following theorem which shows value g j defined by (1) is the
unique function satisfying all those four axioms.

Theorem 1 (Masuya and Inuiguchi [6]). Function g j, j = 1, . . . ,r defined by (1) is
the unique function which satisfies Axiom 1 through Axiom 4.

3 The Proposed Value

In this section, we propose a value for multi-alternative games with restricted choice
situations under equally divided spoils assumption. Moreover, we introduce some
notions used for characterizing the proposed value.

We define a function f j : MG(N,R)→ (Rn
+)AR(N,R) ( j = 1, . . . ,r) by its i-th com-

ponent,

f j
i (v)(W ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∑
Γ ∈W,

Γj � i

1
|W | ·

v(Γj,Γ )
|Γj| , if Wi, j �= /0,

0, otherwise.

(2)



A Value for Multi-alternative Games with Restricted Coalitions 543

The interpretation of this function is given as follows. The term
v(Γj ,Γ )
|Γj | means that

the coalition Γj divides their common payoff equally. |W | shows the number of fea-
sible arrangements. Therefore, the weight 1

|W | means that each feasible arrangement

is formed with equal probability. Then f j
i (v)(W ) is the expected value of equally

divided spoils that player i may obtain by the selection of alternative j in restricted
game (v,W ).

Definition 5. Given W ∈ AR(N,R), v ∈ MG(N,R) and j ∈ R, we define v̄ j(W ) as
follows:

v̄ j(W ) =
1
|W | ∑Γ∈W

v(Γj,Γ ). (3)

v̄ j(W ) is understood as the expected payoff which the coalition choosing the jth
alternative gets.

Definition 6 (j-zero player for restricted multi-alternative games). Let v ∈
MG(N,R),W ∈ AR(N,R) satisfying Wi, j �= /0 for a player i ∈ N and an alternative
j ∈ R. If v(Γj,Γ ) = 0 ∀Γ ∈W satisfying Γj � i holds , i is called a j-zero player on
(v,W ). Note that if Wi, j = /0, Player i is a j-zero player.

This concept is a generalization of zero players defined by Deegan and Packel [4].
The j-zero players for restricted multi-alternative games coincide with zero players
when r = 1 and Ri = {0,1} ∀i ∈ N, i.e., there is no restriction on player’s choice.

The j-null players defined in the previous section are the players who have ”no
marginal contributions” in all coalitions while the j-zero players are the players
who can participate only to zero value coalitions. Therefore, j-null players would
be more influential to their coalitions than j-zero players.

Definition 7 (symmetry). Let W ∈ AR(N,R) and two players i, k ∈ N satisfying
Ri = Rk. Interchanging i with k in anyΓ ∈W , we make the new arrangementΓ ′ ∈W .
Two players i and k are called symmetric in the game (v,W ) for alternative j if and
only if

v(Γj,Γ ) = v(Γ ′j ,Γ
′) ∀Γ ∈W. (4)

Definition 8 (monotonicity). (v,W ) is said to be monotone if and only if v satisfies

v(Γj,Γ )≥ v(Γj−{i},Γ i→k),∀i ∈Γj,∀k such that Γ i→k ∈W,∀ j ∈ R0,∀Γ ∈W. (5)

If (v,W ) is monotone, all j-zero players are j-null players and j-null players could
contribute more than j-zero players.

4 An Axiomatic Approach

In this section, we give four axioms other than the axioms described in Section 2.
The axioms given in this section are also regarded as reasonable for a value function
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to multi-alternative games with restricted choice situations. The four axioms are
concerning zero players, additivity, symmetry, and sharing the expected payoff of a
coalition.

Let π j be a vector function from MG(N,R) into (Rn
+)AR(N,R). The i-th component

of π j is denoted by π j
i .

Axiom 5 ( j-zero player). Given v∈MG(N,R), i ∈ N, j ∈ R and W ∈ AR(N,R), the
following holds:

π j
i (v)(W ) = 0⇔ i is a j-zero player on (v,W )

Axiom 5 is similar to Axiom 1. The j-null player in Axiom 1 is replaced with the j-
zero player in Axiom 5. If (v,W ) is monotone, Axiom 5 is a weaker requirement than
Axiom 1 because all j-zero players are j-null players. By the difference between j-
zero players and j-null players, even if we assume Axiom 5, j-null players may take
non-zero values.

Axiom 6 (Additivity). Given v1, v2 ∈MG(N,R) and W ∈ AR(N,R), the following
holds:

π j(v1 + v2)(W ) = π j(v1)(W )+π j(v2)(W ), j = 1, . . . ,r,

where v1 + v2 is the sum game of v1 and v2.

Axiom 6 is weaker requirement than Axiom 2. Let c1 = c2 = 1 in Axiom 2. Then
we obtain Axiom 6.

Axiom 7 (Symmetry). Let v ∈MG(N,R),W ∈ AR(N,R), i,k ∈ N j ∈ R. If i and k
are symmetric in the game (v,W ) with respect to alternative j, the following holds:

π j
i (v)(W ) = π j

k (v)(W ).

The axiom with respect to the symmetry is often employed in the values of co-
operative games such as Shapley value, Banzhaf value, Bolger value, and so on.
Moreover, value g j defined in Section 2 satisfies Axiom 7.

Axiom 8 (Sharing the expected payoff of a coalition). Given v ∈MG(N,R),W ∈
AR(N,R), and j ∈ R the following holds:

∑
i∈N
π j

i (v)(W ) = v̄ j(W ). (6)

Axiom 8 requires that the sum of all players’ values with respect to each alternative
equals to the expected payoff of the coalition choosing the alternative. This axiom
is resemble to j-efficiency in Bolger value [2]. Namely, the sum of all players’
value is required to equal to the payoff of a grand coalition (all players choose same
alternative). Bolger assumes that a grand coalition is formed even if the formation
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process is different. On the other hand, Axiom 8 assumes that any arrangement
(coalition situation) can be formed with equal probability. Considering those four
axioms, we obtain the following theorem.

Theorem 2. Function f j , j = 1, . . . ,r defined by (2) is the unique function which
satisfies Axiom 5 through 8.

5 Numerical Example

We calculate the proposed value ( f j) in Job Selection Game described in Example 1
and compare it with the value (g j) based on marginal contributions. Because the sum
of f j over players is different from that of g j, we compare them by their normalized
values f̄ j and ḡ j. We consider two different situations: a situation when all students
can choose all jobs and a situation when student A cannot choose job 2.

The results of computations are shown in Tables 1 and 2. Table 1 shows the values
when all students can choose all jobs while Table 2 shows the values when student
A cannot choose job 2. Because v is symmetric with respect to jobs, the values
are same independent of the jobs students choose when all students can choose all
jobs. Let us compare f̄ j-values with ḡ j-values when all students can choose all jobs.
The range of f̄ j-values are smaller than that of ḡ j-values. Since this Job Selection
Game is monotone, this result may be obtained from the fact that Axiom 5 is weaker
than Axiom 1. In other words, by the weakness, f̄ j might share the profit more
impartially among players than ḡ j.

As shown in Table 2, f̄ 2-value as well as ḡ2-value are zero for student A. This
would be natural from the restriction that A cannot take Job 2. A remarkable dif-
ference between f̄ j-values and ḡ2-values is observed in the changes of those values

Table 1 The normalized values when all students can choose all jobs

Job 1 Job 2
Player f̄ 1 ḡ1 f̄ 2 ḡ2

A 0.390 0.413 0.390 0.413
B 0.330 0.327 0.330 0.327
C 0.278 0.254 0.278 0.254

Total 1 1 1 1

Table 2 The normalized values when student A cannot choose job 2

Job 1 Job 2
Player f̄ 1 ḡ1 f̄ 2 ḡ2

A 0.448 0.309 0 0
B 0.296 0.387 0.562 0.569
C 0.255 0.303 0.437 0.430

Total 1 1 1 1
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of student A with j = 1 by the restriction (Job 2 cannot be taken by student A).
From Tables 1 and 2, we know that f̄ 1-value increases by the restriction while ḡ1-
value decreases. This would be a reflection of Axiom 4, i.e., ḡ j-value increases as
the student has more selectable alternatives. On the other hand, f̄ j does not satisfy
Axiom 4.

6 Conclusion

We have proposed the value for multi-alternative games with restricted choice sit-
uations under equally divided spoils assumption. A system of axioms have been
given to characterize the value uniquely. In numerical example, we have compared
the proposed value with the value based on marginal contributions. We observed
big differences between those two values. The proposed value tends to share payoffs
more impartially among players while the other value tends to decrease as selectable
alternatives decreases. A further investigations on properties of those values as well
as comparisons are future topics of our research.

References

1. Banzhaf, J.F.: Weighted Voting Doesn’t Work: a Mathematical Analysis. Rutgers Law
Review 19, 317–343 (1965)

2. Bolger, E.M.: A Value for Games with n Players and r Alternatives. International Journal
of Game Theory 22, 319–334 (1993)

3. Caplow, T.: A Theory of Coalitions in the Triad. American Sociological Review 21,
489–493 (1956)

4. Deegan, J., Packel, E.W.: A New Index of Power for Simple n-Person Games. Interna-
tional Journal of Game Theory 7, 113–123 (1978)

5. Lehrer, E.: An Axiomatization of the Banzhaf value. International Journal of Game The-
ory 17, 89–99 (1988)

6. Masuya, S., Inuiguchi, M.: A value based on marginal contributions for multi-alternative
games with restricted coalitions. In: Proceedings of the 11th Czech-Japan Seminar, pp.
15–20 (2008)

7. Ono, R.: Values for Multialternative Games and Multilinear Extensions. In: Holler, M.,
Owen, G. (eds.) Power indices and coalition formation, pp. 63–86. Kluwer Academic
Publishers, Dordrecht (2001)

8. Shapley, L.S.: A Value for n-person Games. In: Kuhn, H., Tucker, A. (eds.) Contributions
to the theory of games II, Princeton, pp. 307–317 (1953)

9. Tsurumi, M., Inuiguchi, M., Tanino, T.: A Solution for Fuzzy Generalized Multi-
alternative Games. In: The 2006 NOLTA Proceedings, pp. 95–98 (2006)

10. Vinacke, W.E., Arkoff, A.: Experimental Study of Coalitions in the Triad. American
Sociological Review 22, 406–415 (1957)



Variable Accessibility Models for Modal Logic
on Topological Spaces

Tetsuya Murai, Seiki Ubukata, and Yasuo Kudo

Abstract. In this paper, we described a relationship between topological spaces
and neighborhood frames in modal logic. Then we introduce variable accessibility
models for modal logic by, for each world, selecting a neighborhood adequate under
a given context and/or time.

Keywords: Topological spaces, Modal logic, Kripke frames, Neighborhood frames,
Variable Accessibility, Agent control.

1 Introduction

Topological spaces[5] are very important in agent control in artificial intelligence.
Logical properties of topological spaces has been investigated in the tradition of
modal logics. McKinsey el al.[4] showed that normal system S4(=KT4) corresponds
to topological systems. On the other hand, Kripke semantics (cf. [1, 2, 3]) shows
that reflexive and transitive frames determines S4, but a Kripke frame generated
from a neighborhood system is too strong in the sense that a generated accessibility
relation is just the equality relation, which corresponds to S5. In this paper, given
a topological space, we propose a variable accessibility model as a kind of Kripke
models by selecting one neighborhood from a given neighborhood system under a
given context and show some properties.

2 Preliminaries

This section is arranged based on several textbooks[1, 2, 3] on modal logics.
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2.1 Kripke Frames and Models

Given a set of atomic sentences P, a language LML(P) for modal logic is formed
from P using logical operators � (the truth constant), ⊥ (the falsity constant), ¬
(negation), ∧ (conjunction), ∨ (disjunction),→ (material implication),↔ (equiva-
lence), � (necessity), and � (possibility) as the least set of sentences generated by
the following formation rules:

(1) p ∈P⇒ (p) ∈LML(P)
(2) (�), (⊥) ∈LML(P)
(3) p ∈LML(P)⇒ (¬p),(�p),(�p) ∈LML(P)
(4) p,q ∈LML(P)⇒ (p∧q), (p∨q), (p→q), (p↔q) ∈LML(P).

A Kripke frame F is a structure

〈U,R〉,
where U is a universe (set of possible worlds) and R is a binary relation on U . Given
a Kripke frame F , a Kripke model M on F is a structure

〈U,R,V 〉,
where V is a valuation which assigns truth values to every atomic sentence at each
world. We define two subsets in U by

‖p‖M ={x ∈U |M ,x |= p},
UR(x)={y ∈U | xRy}.

Then, the truth conditions for modal sentences are given by

M ,x |= �p⇔UR(x)⊆ ‖p‖M ,
M ,x |= �p⇔UR(x)∩‖p‖M �= /0.

It is well-known that different properties of binary relations validate different ax-
iom schemata. Thus they play an essential role of soundness and completeness of
systems of modal logic with respect to corresponding classes of Kripke frames. In
particular, the correspondences shown in Table 1 are well-known in literature: For
example, the second line shows that the smallest normal system K is sound and
complete with respect to any class of Kripke models.

2.2 Topological Spaces and S4

The relationship between topological spaces and normal system S4 was examined
McKinsey and Tarski[4] in 1944. Here we take a definition of topological space as

〈U,N〉,

where N is a neighborhood system, that is,
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Table 1 Modal systems and properties of a relation R

System Relation R
K a binary relation (no conditions)
D(=KD) serial
T(=KT ) reflexive
B(=KT B) reflexive and symmetric
S4(=KT 4) reflexive and transitive
S5(=KT 5) an equivalence relation

N : U → 22U

is a function that satisfies the following conditions.

(N1) U ∈ N(x)
(N2) X ∈ N(x)⇒ x ∈ X
(N3) X1,X2 ∈ N(x)⇒ X1∩X2 ∈ N(x)
(N4) (X ∈ N(x) and X ⊆ Y )⇒ Y ∈ N(x)
(N5) X ∈ N(x)⇒∃Y ∈ N(x)[Y ⊆ X and ∀y(y ∈ Y ⇒ X ∈ N(y))]

On the other hand, S4 is usually axiomatized as KT4 by the following rules of
inference and axiom schemata

RN. From p infer �p
Df �. �p↔¬�¬p
K. �(p→q)→(�p→�q)
T. �p→p
4. �p→��p

and their corresponding conditions in a Kripke model are reflexivity and transitivity
of the relation in the model. Thus we cannot find deep relationship between neigh-
borhood systems and modal logic S4 in Kripke frames. It is, however, possible when
we consider the relationship in neighborhood frames.

2.3 Neighborhood Frames and Models

The standard neighborhood system in a topological space must satisfy the five ax-
ioms (N1),...,(N5) in the previous section. When we do not assume any axiom on N,
we obtain a neighborhood frame F as a structure

〈U,N〉,

where N is just a function

N : U −→ 22U
.
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A neighborhood frame is also called a Scott-Montague frame. Conversely, when a
neighborhood frame satisfies the following conditions (N1),. . . ,(N5) in the previous
section, it is just a neighborhood system in the sense of the standard topology.

Given a neighborhood frame F , a neighborhood model M on F is a structure

〈U,N,V 〉,

where V is a valuation.
The truth conditions of modal sentences are given by

M ,x |= �p⇔‖p‖M ∈ N(x),
M ,x |= �p⇔ (‖p‖M )C �∈ N(x).

Normal system S4 is proved to be both sound and complete with respect to the class
of topological spaces.

2.4 From Kripke to Neighborhood Models

Following to Chellas[1], given a Kripke model, we can generate a neighborhood
model, which is equivalent to the given Kripke one. First recall the truth condition
of necessity sentence in a Kripke model M :

M ,x |= �p⇔UR(x)⊆ ‖p‖M

Then we can define a function NR : U → 22U
by

NR(x) = {X ∈ 2U |UR(x)⊆ X}

Then the truth condition can be rewritten into an equivalent expression

M ,x |= �p⇔ ‖p‖M ∈ NR(x).

Thus the Kripke model has another equivalent expression

〈U,NR,V 〉,

which is nothing but a neighborhood model.
The above NR has the following properties:

[m] (X ∈ NR(x) and X ⊆ X ′)⇒ X ′ ∈ NR(x)
[c] X ,X ′ ∈ NR(x)⇒ X ∩X ′ ∈ NR(x)
[n] W ∈ NR(x)
[a] ∩NR(x)(= ∩X∈NR(x)X) ∈ NR(x)

The former three conditions validate the following three schemata
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M. �(p∧ p′)→ (�p∧�p′)
C. (�p∧�p′)→�(p∧ p′)
N. ��.

All of them are valid in any Kripke model. This means that Kripke semantics cannot
distinguish these schemata in their framework. On the other hand, neighborhood
semantics can do, because it has their corresponding properties. If you want some
axiom, say C, invalidate, we can by removing, say, [c]. Note that the axiom schemata
are not necessarily independent of each other.

The last condition [a] has a very important role in the sense that, by [a], we have
the following relationship between the set of worlds from x and NR(x):

UR(x) = ∩NR(x).

2.5 From Neighborhood to Kripke Models

A neighborhood frame 〈U,N〉 is called a filter when its function N satisfies the three
condition [m], [c], and [n]. By a filter we also mean a neighborhood model on a filter
if confusion does not arise. The smallest normal system K is sound and complete
with respect to a class of filters. Note that the class of filters is not equal to the class
of Kripke models.

A filter is said to be augmented when it satisfies [a]. Then, it has the least ele-
ment in every N(x), that is, ∩N(x), by which we can define an accessibility relation
RN by

xRNy⇔ y ∈ ∩N(x).

Thus an augmented neighborhood models is equivalent to its corresponding Kripke
models by the above formula. Hence we can say the smallest normal system K is
sound and complete with respect to the class of augmented neighborhood models.

We show various properties of a function N and their corresponding axiom
schemata in Table 2.

3 Topological Spaces and S4 Revisited

Following Chellas[1], there are other ways of axiomatization for S4 as classical
modal system EMCNT 4:

RE. From p↔p′ infer �p↔�p′
M. �(p∧ p′)→ (�p∧�p′)
C. (�p∧�p′)→�(p∧ p′)
N. ��
T. �p→p
4. �p→��p
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Table 2 Properties of a function N and axiom schemata

Properties of N Axiom Schemata
[m] (X ∈ N(x) and X ⊆ X ′)⇒ X ′ ∈ N(x) M. �(p∧ p′)→ (�p∧�p′)
[c] X ,X ′ ∈ N(x)⇒ X ∩X ′ ∈ N(x) C. (�p∧�p′)→ �(p∧ p′)
[n] U ∈ N(x) N. ��
[p] /0 �∈ N(x) P. ¬�⊥
[f] X ∪X ′ ∈ N(x)⇒ (X ∈ N(x) or X ′ ∈ N(x)) F. �(p∨ p′)→ (�p∨�p′)
[k] (XC∪X ′ ∈ N(x) and X ′ ∈ N(x))⇒ X ′ ∈ N(x) K. �(p→ p′)→ (�p→�p′)
[d] Not (X ∈ N(x) and XC ∈ N(x)) D. �p→�p
[dC] X ∈ N(x) or XC ∈ N(x) DC. �p→�p
[t] X ∈ N(x)⇒ x ∈ X T. �p→ p
[b] x ∈ X ⇒ {y ∈W | XC �∈ N(y)} ∈ N(x) B. p→��p
[4] X ∈ N(x)⇒{y ∈W | X ∈ N(y)} ∈ N(x) 4. �p→ ��p
[5] X �∈ N(x)⇒{y ∈W | X �∈ N(y)} ∈ N(x) T. �p→��p

Such systems whose code starts from E are called classical systems of modal
logic[1]. The properties of a function N corresponding to S4 is

[m] (X ∈ N(x) and X ⊆ X ′)⇒ X ′ ∈ N(x)
[c] X ,X ′ ∈ N(x)⇒ X ∩X ′ ∈ N(x)
[n] U ∈ N(x)
[t] X ∈ N(x)⇒ x ∈ X
[4] X ∈ N(x)⇒{y ∈W | X ∈ N(y)} ∈ N(x)

Thus we have the following correspondence

(N1)⇔ [n]
(N2)⇔ [t]
(N3)⇔ [c]
(N4)⇔ [m]

Here condition (N5) seems to be different from condition [4], but we can easily show
that

[m]⇒ ((N5)⇔ [4]),

thus the two formulations are equivalent to each other. Now we can explicitly un-
derstand a deep relationship between neighborhood systems and modal logic S4.

4 Variable Accessibility Models

Topological spaces, particularly distance spaces, or moreover, Euclidean spaces, are
very important in agent control in artificial intelligence. Any topological spaces
〈U,N〉 is an augmented filter, but, unfortunately, we have

∩N(x) = {x},
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for x ∈U , so its generating relation RN is just equality, which means neighborhood
systems have too much freedom.

Hence we need select just one neighborhood from N(x) at each world x. Such
selection of neighborhoods is, in general, done under a given context. In some cases,
it depends on time when we must consider time sequences like agent control. Let
UC

x be such a neighborhood selected from N(x) under context C. Then we have a
Kripke frame

FC = 〈U,RC〉
by defining an accessibility relation

xRCy⇔ y ∈UC
x .

When such frame depends on time t, we denote Ft and Rt instead of FC and RC,
respectively.

By condition (N2), F is apparently a reflexive frame, so Kripke models on such
frames are KT-models. Further, by condition (N5), if we choose neighborhoods in a
well-defined way, then F may also be transitive, thus we may have KT4-models.

5 Concluding Remarks

In this paper, we described a relationship between topological spaces and neighbor-
hood frames in modal logic. Then we introduce variable accessibility models for
modal logic by, for each world, selecting a neighborhood adequate under a given
context and/or time. Some experimental results will be shown at the conference
site.

Acknowledgements. This work was partially supported by Grant-in-Aid No.19300074 for
Scientific Research(B) and Grant-in-Aid No.19650046 for Exploratory Research of the Japan
Society for the Promotion of Science.

References

1. Chellas, B.F.: Modal Logic: an Introduction. Cambridge University Press, Cambridge
(1980)

2. Hughes, G.E., Cresswell, M.J.: A New Introduction to Modal Logic. Routledge (1996)
3. Goldblatt, R.: Logics of Time and Computation. CSLI (1987)
4. McKinsey, J.C.C., Tarski, A.: The Algebra of Topology. Annals of Mathematics 45, 141–

191 (1944)
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A Heuristic Algorithm for Selective Calculation
of a Better Relative Reduct in Rough Set Theory

Yasuo Kudo and Tetsuya Murai

Abstract. In this paper, we consider a heuristic method to partially calculate rel-
ative reducts with better evaluation by the evaluation criterion proposed by the au-
thors. By using the average of certainty and coverage of decision rules constructed
from each condition attribute, we introduce an evaluation criterion of condition at-
tributes, and consider a heuristic method for calculating a relative reduct with better
evaluation.

1 Introduction

Rough set theory [4, 5] provides mathematical foundations of set-theoretical approx-
imation of concepts and reasoning about data. In the aspect of reasoning about data
by rough set, generating relative reducts and decision rules from a given decision ta-
ble have been central topics, and there are various studies about this topics. Skowron
and Rauszer [8] have proposed an algorithm to calculate all relative reducts by using
the concept of the discernibility matrix. However, they have also proved that compu-
tational complexity of calculation of all relative reducts in the given decision table is
NP-hard [8]. Thus, there are many proposals of approximate algorithms to partially
calculate relative reducts instead of calculating all relative reducts [1, 2, 6, 9, 10, 11].

The authors have proposed an evaluation criterion of relative reducts based on
partitions of objects that are generated from the relative reducts [3]. However, the
evaluation criterion needs to construct partitions from generated relative reducts, it
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is difficult to use the evaluation criterion for approximate algorithms to partially
calculate relative reducts.

Thus, in this paper, we consider a heuristic method to calculate a relative reduct
with better evaluation by the evaluation criterion proposed by the authors.

2 Rough Sets

In this section, we review rough set theory and the evaluation criterion of relative
reducts proposed by the authros. Note that contents of this section are based on
[3, 7].

2.1 Decision Tables and Lower and Upper Approximations

Generally, subjects of data analysis by rough sets are illustrated by decision tables.
Formally, a decision table is the following triple:

DT = (U,C,d), (1)

where U is the set of objects, C is the set of condition attributes such that each
attribute a∈C is a function a : U→Va from U to the set Va of values of the attribute
a, and d is a function d : U →Vd called the decision attribute.

Classification of elements in decision tables are done based on indiscernibility
relations. For any set of attributes A ⊆ C∪{d}, the indiscernibility relations RA is
the following binary relation on U :

RA = {(x,y) | a(x) = a(y),∀a ∈ A}. (2)

If a pair (x,y) is in RA, then two elements x and y are indiscernible with respect to all
attributes in A. It is well-known that any indiscernibility relation is an equivalence
relation, and equivalence classes by an equivalence relation consists of a partition
on the domain of the equivalence relation. In particular, the indiscernibility relation
Rd based on the decision attribute d provides a partition D = {D1, · · · ,Dk}, and each
element Di ∈D is called a decision class.

Classifying elements with respect to condition attributes provides approximation
of decision classes. Formally, for any set B ⊆ C of condition attributes and any
decision class Di ∈D , we let

B(Di) = {x ∈U | [x]B ⊆ Di}, (3)

B(Di) = {x ∈U | [x]B∩Di �= /0}, (4)

where the set [x]B is the equivalence class of x by the indiscernibility relation RB.
The set B(Di) and the set B(Di) are called the lower approximation and the up-
per approximation of the decision class Di with respect to B, respectively. Note that
the lower approximation B(Di) illustrates the set of elements which are correctly
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Table 1 A decision table

U c1 c2 c3 c4 c5 c6 d

x1 1 0 0 0 0 1 1
x2 0 1 0 0 0 1 1
x3 0 2 1 0 1 0 2
x4 0 1 1 1 0 0 2
x5 0 1 2 0 0 1 1
x6 0 1 0 0 1 1 3

classified to the decision class Di by checking all attributes in B. A pair (B(Di),B(Di))
is called a rough set.

Example 1. Table 1 illustrates a decision table which consists of the set of objects
U = {x1, · · · ,x6}, the set of condition attributes C = {c1, · · · ,c6} and the decision
attribute d. For example, an attribute c2 is a function c2 : U→{0,1,2}, and the value
of an object x3 ∈U at c2 is 2, that is, c2(x3) = 2. Moreover, the decision attributed d
provides the following three decision classes, D1 = {x1,x2,x5}, D2 = {x3,x4} and
D3 = {x6}.

2.2 Decision Rules

In this paper, we denote a decision rule constructed from a subset B ⊆C of condi-
tion attribute, the decision attribute d and an object x ∈U by (B,x)→ (d,x). The
concepts of certainty and coverage are well-known criteria for evaluating decision
rules. For any decision rule (B,x)→ (d,x), the degree Cer(·) of certainty and the
degree Cov(·) of coverage are defined as follows, respectively:

Cer((B,x)→ (d,x)) =
|[x]B∩Di|
|[x]B| , (5)

Cov((B,x)→ (d,x)) =
|[x]B∩Di|
|Di| , (6)

where the set Di is the decision class such that x ∈ Di, and the notation |X | is the
cardinality of the set X .

For example, in Table 1, a decision rule (B,x1)→ (d,x1) constructed from a set
B = {c2,c3}, the decision attribute d and an object x1 ∈U has actually the following
form:

(c2 = 0)∧ (c3 = 0)→ (d = 1),

and its certainty is 1, and the coverage is 1
3 .
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2.3 Relative Reducts

By checking values of all condition attributes, we can classify all discernible ele-
ments in a given decision table to those correct decision classes. However, not all
condition attributes may need to be checked in the sense that some condition at-
tributes are essential to classify, and the other attributes are redundant. A minimal
set of condition attributes to classify all discernible elements to correct decision
classes is called a relative reduct of the decision table.

To introduce the concept of relative reducts, for any subset B ⊆ C of condition
attributes in a decision table DT , we let

POSB(D) =
⋃

Di∈D

B(Di). (7)

The set POSB(D) is called the positive region of D by B. All elements x∈POSB(D)
are classified to correct decision classes by checking all attributes in B. In particular,
the set POSC(D) is the set of all discernible elements in DT .

Here, we define relative reducts formally. A set A ⊆C is called a relative reduct
of the decision table DT if the set A satisfies the following conditions:

1. POSA(D) = POSC(D).
2. POSB(D) �= POSC(D) for any proper subset B⊂ A.

Note that, in general, there are plural relative reducts in a decision table. Common
part of all relative reducts are called the core of the decision table.

For example, there are the following three relative reducts in Table 1: {c3,c5},
{c5,c6}, and {c2,c4,c5}. The condition attribute c5 appears in all of the relative
reducts in Table 1, and therefore the core of Table 1 is {c5}.

The discernibility matrix is one of the most popular method to calculate all rel-
ative reducts in the decision table. Let DT be a decision table with |U | elements.
The discernibility matrix DM of DT is a symmetric |U |× |U |matrix whose element
at i-th row and j-th column is the following set of condition attributes to discern
between two elements xi and x j:

δi j =
{ {a ∈C | a(xi) �= a(x j)}, if d(xi) �= d(x j),

/0, otherwise.
(8)

Each attribute a ∈ δi j in the non-empty element δi j represents that xi and x j are
discernible by checking the value of a.

Using the discernibility matrix, we get all relative reducts of the decision table as
follows:

1. Construct the following logical formula L(δi j) from each non-empty set δi j =
{ak1, · · · ,akl} (i > j and l ≥ 1) in the discernibility matrix:

L(δi j) : ak1∨·· ·∨akl. (9)

2. Construct a conjunctive normal form
∧

i> j L(δi j).
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Table 2 The discernibility matrix of Table 1

x1 x2 x3 x4 x5 x6

x1 /0
x2 /0 /0
x3 {c1,c2,c3,c5,c6} {c2,c3,c5,c6} /0
x4 {c1,c2,c3,c4,c6} {c3,c4,c6} /0 /0
x5 /0 /0 {c2,c3,c5,c6} {c3,c4,c6} /0
x6 {c1,c2,c5} {c5} {c2,c3,c6} {c3,c4,c5,c6} {c3,c5} /0

3. Transform the conjunctive normal form to the minimal disjunctive normal form:

∧
i> j

L(δi j)≡
s∨

p=1

tp∧
q=1

apq (10)

4. For each conjunction ap1∧·· ·∧aptp (1 ≤ p ≤ s) in the minimal disjunctive nor-
mal form, construct a relative reduct {ap1, · · · ,aptp}.

Example 2. Table 2 illustrates the discernibility matrix of the decision table by Ta-
ble 1. Each non-empty set that appears in the matrix represents the set of condition
attributes that we should check to discern the corresponding objects. For example,
the set δ65 = {c3,c5} represents that we can discern the objects x6 and x5 by either
of values of these objects at the condition attribute c3 and c5. Note that we omit
upper triangular components of the discernibility matrix in Table 2 because the dis-
cernibility matrix is symmetric by the definition. We construct a conjunctive normal
form by connecting logical formulas based on non-empty elements in Table 2, and
transform the conjunctive normal form to the minimal disjunctive normal form as
follows;

(c1∨ c2∨ c3∨ c5∨ c6)∧ (c2∨ c3∨ c5∨ c6)∧·· ·∧ (c3∨ c5)
≡ (c3∧ c5)∨ (c5∧ c6)∨ (c2∧ c4∧ c5).

Consequently, from this minimal disjunctive normal form, we have the three relative
reducts {c3,c5}, {c5,c6}, and {c2,c4,c5}.

2.4 Evaluation of Relative Reducts Based on Partitions

In this subsection, we review an evaluation method for relative reducts by using
partitions constructed from the relative reducts [3].

This evaluation method is based on the following idea; We consider that the more
rough partition a relative reduct constructs, the better evaluation the relative reduct
has. From the viewpoint of rule generation, such rough partitions constructed from
relative reducts provide decision rules with higher degrees of coverage rather than
degrees of coverage of decision rules based on fine partitions. Thus, we consider to
evaluate relative reducts by using criteria of decision rules constructed from relative
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reducts. Suppose we fix a non-empty subset of condition attributes B ⊆C. For any
equivalence class [x]B ∈U/RB, we define the following set:

Dec([x]B) def= {Di ∈D |Di∩ [x]B �= /0}. (11)

The set Dec([x]B) corresponds to the set of conclusions of decision rules with the
formula (B,x) as the antecedent. Thus, the degree defined as follows:

NR
def= ∑

[x]B∈U/RB

|Dec([x]B)| (12)

is the total sum of the number of all decision rules constructed from B.
We have shown the following theorem about averages of certainty and coverage

of all decision rules constructed from B [3].

Theorem 1. For any non-empty subset B⊆C of condition attributes, the average of
certainty ACer(B) of all decision rules (B,x)→ (d,x) (∀x ∈U) constructed from B
is calculated by the following equation:

ACer(B) =
|U/RB|

NR
. (13)

Similarly, the average of coverage ACov(B) is calculated as follows:

ACov(B) =
|D |
NR

. (14)

In Theorem 1, if we use relative reducts as subsets of condition attributes in any con-
sistent decision table, the average values of certainty of decision rules constructed
from the relative reduct are equal to 1 for any relative reducts. On the other hand,
the smaller the number of equivalence classes constructed from the relative reduct
is, that is, the more “rough” the partition is, the higher the average of coverage of
decision rules constructed from the relative reduct is. Therefore, in this sense, we
can use the average values of coverage of decision rules constructed from relative
reducts as an evaluation criterion for relative reducts.

Example 3. We can construct the following five decision rules from a relative reduct
{c3,c5} of Table 1:

• (c3 = 0)∧ (c5 = 0)→ (d = 1), Certainty= 1, Coverage= 2
3 ,

• (c3 = 2)∧ (c5 = 0)→ (d = 1), Certainty= 1, Coverage= 1
3 ,

• (c3 = 1)∧ (c5 = 0)→ (d = 2), Certainty= 1, Coverage= 1
2 ,

• (c3 = 1)∧ (c5 = 1)→ (d = 2), Certainty= 1, Coverage= 1
2 ,

• (c3 = 0)∧ (c5 = 1)→ (d = 3), Certainty= 1, Coverage= 1.

The average of certainty of these rules is (1 + 1 + 1 + 1 + 1)/5 = 1, and this value
is equal to the degree “the number of equivalence classes / the number of decision



A Heuristic Algorithm for Calculation of a Better Relative Reduct 561

Table 3 Average of certainty and coverage calculated from relative reducts

Relative reducts Avg. of certainty Avg. of coverage

{c3,c5} 1 0.6
{c5,c6} 1 0.75
{c2,c4,c5} 1 0.6

rules” by Theorem 1. On the other hand, the average of coverage is ( 2
3 + 1

3 + 1
2 +

1
2 +1)/5 = 3

5 , and it is also equal to the degree “the number of decision classes / the
number of decision rules” by Theorem 1.

Thus, we have the evaluation degree 3
5 of the relative reduct {c3,c5}. Table 3

shows the average values of certainty and coverage by each relative reduct. By this
result, we regard the relative reduct {c5,c6} as the best relative reduct that provides
the most rough and correct approximations of decision classes.

3 A Heuristic Algorithm for Selective Calculation of a Better
Relative Reduct

In this section, we propose a heuristic algorithm for calculating a better relative
reduct of a given decision table. Here, we intend to construct a relative reduct with
higher evaluation degree by the evaluation criterion in Section 2.4.

As we have reviewed, the evaluation of a relative reduct is based on the number
of generated decision rules from the relative reduct, and therefore, the evaluation
relies essentially on a partition constructed from the relative reduct. Because the
constructed partition is represented by combination of partitions constructed from
each condition attribute in the relative reduct, we consider that, for each condition
attribute, we use some evaluation of partitions constructed from each condition at-
tribute for selective calculation of a better relative reduct.

Generally, decision rules constructed from a condition attribute are not correct,
and we need to consider not only the average of coverage of decision rules, but also
the average of certainty. Thus, we introduce the following evaluation criterion of
condition attributes.

Definition 1. Let DT = (U,C,d) be a decision table. For each condition attribute
a ∈C, an evaluation degree Eval(a) of a is defined as follows:

Eval(a) def=
1
2

(ACer({a})+ ACov({a})). (15)

The evaluation degree Eval(a) of a condition attribute a is simply the average
of ACer({a}) defined by (13) and ACov({a}) defined by (14). We consider that the
higher the evaluation Eval(a) is, the more suitable for the better relative reduct the
attribute a is.

However, in some cases, evaluation of condition attributes using the average of
certainty and coverage may not be sufficient for selecting condition attributes used
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Table 4 Avg. of certainty and coverage, evaluation of each condition attribute

Attributes Avg. of certainty Avg. of coverage Evaluation Core

c1 0.5 0.75 0.625 ×
c2 0.4 0.6 0.5 ×
c3 0.75 0.75 0.75 ×
c4 0.5 0.75 0.625 ×
c5 0.5 0.75 0.625 ©
c6 0.67 1 0.83 ×

in the better relative reduct. This is because the proposed evaluation of condition
attributes does not consider the existence of core of decision table, and therefore
condition attributes in the core may have low evaluation even though the selectively
calculated relative reduct has to contain such condition attributes.

Thus, we need to consider whether the core of decision table exists. The following
property enables us considering the core of decision table without calculating all
relative reducts.

Proposition 1. Let DM = {δi j | 1≤ i, j ≤ |U |} be a discernibility matrix of a deci-
sion table DT = (U,C,d). For each condition attribute a∈C, a is in the core of DT
if and only if a satisfies the following property:

min
a∈δi j

∣∣δi j
∣∣= 1. (16)

This proposition exhibits that we can detect the core of decision table by checking
the size of elements in the discernibility matrix. Table 4 represents the average of
certainty, the average of coverage and the evaluation of each condition attribute in
Table 1, and whether each condition attribute is in the core of Table 1. The symbol
© represents that the condition attribute c5 is in the core because the element δ62 =
{c5} in Table 2 is the singleton such that c5 ∈ δ62.

By using the evaluation criterion of condition attributes defined by (15) and the
property of core by (16), we consider the following heuristic algorithm for calculat-
ing a relative reduct with better evaluation:

1. Calculate the discernibility matrix DM, and let

n =
∣∣{δi j ∈DM | δi j �= /0}∣∣ .

Moreover, let m = 0.
2. If there exist condition attributes a1, · · · ,ai that satisfy the equation (16), let S =
{a1, · · · ,ai} and remove a1, · · · ,ai from the list of condition attributes; Otherwise,
let S = /0.

3. Sort the list of condition attributes by descending order of the evaluation degrees
of attributes.

4. From the current list of condition attributes, select condition attributes a j, · · · ,ak

with the highest evaluation in the current list. Update the set S as follows:
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S := S∪{a j, · · · ,ak},

and remove a j, · · · ,ak from the current list.
5. Update the number m as follows:

m :=
∣∣{δi j ∈ DM | δi j ∩S �= /0}∣∣ .

6. If m = n, output S as the result of selective calculation, and finish; Otherwise, go
back to Step 4.

Example 4. We calculate a better relative reduct of Table 1 by the proposed algo-
rithm. In Step 1, we have 11 non-empty elements in the discernibility matrix by
Table 2, and let n = 11.

In Step 2, from Table 4, we know that the condition attribute c5 is in the core
of Table 1, and therefore we have the set S = {c5} and remove c5 from the list of
condition attributes.

In Step 3, the list of current condition attributes c1,c2,c3,c4,c6 are sorted as fol-
lows; 1. c6, 2. c1, c3 and c4, and 3. c2.

In Step 4, we select the attribute c6, update the set S as S = {c5,c6}, and remove
c6 from the current list of condition attributes.

In Step 5, we count the number m of elements δi j in Table 2 such that δi j∩S �= /0,
and consequently, we have m = n. Therefore, in Step 6, we get S = {c5,c6} as
the result of selective calculation of a better relative reduct. From Table 3, the set
S = {c5,c6} is actually the relative reduct of Table 1 with the highest evaluation.

4 Conclusion

In this paper, we considered a heuristic method for partial calculation of relative
reducts with better evaluation by the evaluation criterion proposed by the authors.
By using the average of certainty and coverage of decision rules constructed from
each condition attribute, we introduced an evaluation criterion of condition at-
tributes, and proposed a heuristic method for calculating a relative reduct with better
evaluation. The proposed method was demonstrated by a small example. More re-
finement of the proposed method and experiments using more large data are future
issues.
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6. Pawlak, Z., Słowiński, R.: Rough Set Approach to Multi-Attribute Decision Analysis.
European Journal of Operation Research 74, 443–459 (1994)

7. Polkowski, L.: Rough Sets: Mathematical Foundations. Advances in Soft Computing.
Physica-Verlag (2002)

8. Skowron, A., Rauszer, C.M.: The discernibility matrix and functions in information sys-
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Rule Induction for Decision Tables with Ordered
Classes

Yoshifumi Kusunoki, Masanori Inoue, and Masahiro Inuiguchi

Abstract. In this paper, we study rule induction based on the rough set theory. In
the rough set theory, we induce minimal rules from a decision table, which is a
data set composed of objects. Each object is described by condition attributes and
classified by a decision attribute. When the decision attribute of a given decision
table is ordinal, we may induce rules w.r.t. upward/downward unions of decision
classes. This approach would be better in simplicity of obtained rules than inducing
rules w.r.t. decision classes directly. However, because of independent applications
of rule induction methods, inclusion relations among upward/downward unions in
the conclusions of obtained rules are not inherited to the premises of those. This non-
inheritance may debase the quality of obtained rules. In this paper, we propose two
approaches to inherit the implication relations among the conclusions of obtained
rules to the premises of those. Moreover, we propose an approach to classification
unseen objects using rules w.r.t. upward/downward unions of decision classes. The
performances of the proposed approaches are examined by numerical experiments.

Keywords: Rule induction; Rough sets; Decision rule.

1 Introduction

Rough set theory [8] provides useful tools for analysis of decision tables. Rule
induction is one of major applications of rough set theory. Methods for inducing
minimal rules from a given decision table have been proposed. Let us mention
some methods related to our research. Grzymala-Busse [1] proposed LEM2 as a
rule induction algorithm under a given decision table with categorical attributes.
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This method does not induce all decision rules in a decision table but a mini-
mal set of rules which can explain all consistent objects in the decision table.
Grzymala-Busse [2] proposed MLEM2 as an extension of LEM2 for accommodat-
ing numerical/ordinal attributes in a decision table. Greco et al. [3] proposed DRSA
(dominance-based rough set approach) assuming the monotonicity between condi-
tion attributes and a decision attribute. Greco et al. [4] proposed the rule induction
algorithm DOMLEM as another extension of LEM2 based on DRSA. DOMLEM in-
duces rules showing monotonic relations between condition and decision attributes.

We consider decision tables with ordinal decision attributes. In this case, even if
we do not assume the monotonicity between condition and decision attributes, we
may induce rules with respect to upward and downward unions of decision classes as
DOMLEM does. This approach would be better in the simplicity of induced rules
than the approach of inducing rules from decision classes directly. However, any
LEM2-based algorithms described above are independently applied to the induc-
tion of rules inferring the membership to each upward/downward union of decision
classes. By the nature of upward and downward unions, we have inclusion relations
between two upward unions as well as between two downward unions. However,
because of the independent applications of LEM2-based algorithms, the premises
of induced rules corresponding to two upward/downward unions do not reflect the
inclusion relation of the upward/downward unions. This non-reflection may debase
the quality of obtained rules. In this paper, we propose a few approaches to re-
flect the inclusion relation between two upward/downward unions to premises of
the corresponding rules. The performances of the proposed approaches as well as
the conventional approaches are examined and compared by numerical experiments.

This paper is organized as follows. In next section, we briefly review rule in-
duction and rough sets. Then the approaches to induce rules whose premises reflect
the implication relations between conclusions are described in Sect. 3. In Sect. 4,
the proposed combined approaches and applications of induced rules to unseen ob-
ject classification are delivered. In Sect. 5, numerical experiments are explained and
results of experiments are shown and interpreted. Finally, in Sect. 6, concluding
remarks are given.

2 Rule Induction Based on Rough Sets

2.1 Decision Tables, Decision Rules and Rough Sets

In rough set theory, decision tables showing object features are analyzed. A decision
table is formally characterized by a quadruple 〈U,C∪{d},V, f 〉, where U is a finite
set of objects, C is a finite set of condition attributes, d /∈ C is a unique decision
attribute, V =

⋃
a∈C∪{d}Va is a set of attribute values, Va is a set of values with re-

spect to attribute a and f : U×C∪{d}→V is a total function called an information
function. Objects in a decision table are classified by their decision attribute values
into decision classes Cli, i = 1,2, . . . , p. We assume that each attribute is nominal or
ordinal. Values for a nominal attribute are considered labels and used to distinguish
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objects. Therefore, there is neither an order relation between nominal attribute val-
ues nor degrees of differences. On the other hand, values of an ordinal attribute are
assumed to be totally ordered, however degrees of differences are meaningless.

A decision rule is an if...then... rule composed of a premise and a conclusion. It
is described as “IF premise THEN conclusion”. The premise of a decision rule is
expressed as a conjunction of elementary conditions. The elementary condition is
represented as ‘ f (a,x) = v’ (v ∈ Va) for a nominal condition attribute a while it is
represented as ‘ f (a,x)≥ vL’ or ‘ f (a,x) < vR’ (vL,vR ∈Va) for an ordinal/numerical
condition attribute a. The conclusion is represented as ‘x∈Cli’ or ‘x∈⋃iCli’ in this
paper. Decision rules are induced based on objects in the given table by generalizing
their conditions. A decision rule is simply called a rule if there is no confusion.

When a given decision table includes at least two objects which share the same
condition attribute values but take different decision attribute values, the table is in-
consistent. In this case, we cannot induce exact rules corresponding to those objects.
Then we apply the rough set theory [8]. In the rough set theory, the inconsistency is
treated well by lower and upper approximations of decision classes.

Now let us introduce lower and upper approximations. First, we define an equiva-
lence class of an object x with respect to C by [x]C = {y∈U | f (y,a) = f (x,a), ∀a∈
C}. Then lower and upper approximations of Cli are defined by C∗(Cli) = {x ∈U |
[x]C ⊆Cli} and C∗(Cli) = {x∈U | [x]C∩Cli �= /0}. If C∗(Cli) = C∗(Cli), the decision
class Cli is rough; otherwise, Cli is crisp.

The lower approximation of a decision class includes only consistent objects
while the upper approximation includes possible objects. Objects in lower approx-
imations as well as those in upper approximations are consistent in the sense that
there is no conflict between members and nonmembers.

When a given decision table includes inconsistent objects, we induce rules with
respect to Cli (resp.

⋃
iCli) based on objects in its lower approximationC∗(Cli) (resp.⋃

i Cli) or those in its upper approximation C∗(Cli) (resp.
⋃

i Cli). Rules induced
based on objects in lower approximations are called certain rules while rules induced
based on objects in upper approximations are called possible rules. In this paper, we
focus on certain rules.

2.2 Rule Induction Algorithm

In this paper, we study methods for inducing rules whose premises reflect the im-
plication relations between conclusions. We use MLEM2 proposed by Grzymala-
Busse [2] as the fundamental rule induction algorithm.

The algorithm of MLEM2 is shown in Fig. 1. First, a target decision class or a
set of decision classes is approximated by the manner of rough set theory. In this
algorithm, B is the input and it is defined by a lower approximation or a upper ap-
proximation of a certain class or a union of classes. The algorithm outputs T , a
minimal set of minimal rules. The minimal set of decision rules means that there
exists no redundant rule in itself. On the other hand, the minimal rule means there
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Input: a set B
Output: a single local covering T of B
1: T := /0; G := B;
2: while G �= /0 do
3: T := /0; T (G) := {t | [t]∩G �= /0};
4: while T = /0 or [T ] �⊆ B do
5: † select t ∈ T (G) with the highest priority,

if a tie occurs, select t ∈ T (G) such that |[t]∩G| is maximum;
if another tie occurs, select t ∈ T (G) with smallest cardinality of [t];
if a further tie occurs, select a first one;

6: T := T ∪{t};
7: G := [t]∩G;
8: T (G) := {t | [t]∩G �= /0}; T (G) := T (G)−T ;
9: end while

10: for each t in T do
11: if [T −{t}]⊆ B then T := T −{t}; end if
12: end for
13: T := T∪{T};
14: G := B−⋃T∈T[T ];
15: end while
16: for each T in T do
17: if

⋃
S∈T−{T}[S] = B then T := T−{T}; end if

18: end for

Fig. 1 Algorithm of MLEM2

exists no redundant condition in its premise. The algorithm is based on the sequen-
tial covering method [7] equipped with the general to specific search [7].

The algorithm iteratively adds the best condition in a given greedy criterion until
objects satisfying all conditions belong to B, and removes those objects from target
set G. Redundant conditions are removed at first screening process at lines 10–
12. Taking a conjunction of remaining conditions, a rule having the conjunction
as its premise is induced. This iteration written from lines 2–15 of Fig. 1 repeats
until G becomes empty. The greedy criterion is lexicographical as specified at line
5. From the first criterion, a condition satisfied with the most objects in target set
G is selected. The lines 16–18 are the second screening process which removes
redundant rules.

3 Rule Induction for Ordered Classes

In the real world, we may have decision tables whose decision attribute is ordinal.
As examples of such an ordinal decision attribute, we may have the evaluation of
candidates for the employment in a company, the environment assessment of cities,
and so on. In this paper, we focus on such decision tables, and assume Cl1 ≺ . . . ≺
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Clp, i.e., Cl1 and Clp are the worst and best, respectively, and the other decision
classes are linearly ordered.

When decision classes are ordered, we may induce rules inferring member-
ships of upward and downward unions of decision classes. The upward and down-
ward unions of decision classes are respectively defined by Cl≥i =

⋃
j≥iCl j and

Cl≤i =
⋃

j≤iCl j. The induction of those rules would be more advantageous than
the induction of rules inferring memberships of decision classes concerning to the
simplicity of induced rules. Then we consider the induction of rules inferring mem-
berships to upward/downward unions of decision classes.

In the conventional application, we use a rule induction algorithm independently
for each upward/downward union of decision classes. Due to the independent ap-
plications, the two sets of induced rules with respect to upward unions Cl≥i and Cl≥j
(i > j) may have no relation despite the fact that Cl≥i ⊆ Cl≥j . Considering inclu-

sion relation Cl≥i ⊆ Cl≥j , it is natural that there exists an induced rule concluding

Cl≥j having a weaker premise than the premise of any induced rule concluding Cl≥i .
However, such implication relations are not guaranteed in the conventional appli-
cation of a rule induction algorithm. Similar unfavorable results may also happen
for rules with respect to downward unions. Under such unfavorable results, we may
have a strange consequence that an unseen object is in Cl≥i whereas it is not in Cl≥j
in the utilization of induced rules.

In this paper, we consider approaches to rule induction which guarantee the impli-
cation relations described above between any two sets of induced rules with respect
to upward/downward unions. In [6], we have proposed possible approaches to this
subject using MLEM2 as the rule induction algorithm. Two approaches used in this
paper are explained as follows:

Refining Approach. Let X and Y be conclusions of rules and X implies Y . This
approach is based on the idea that the premise of rules concluding X should be
stronger than the premise of rules concluding Y . To crystallize this idea, after
inducing all rules having conclusion Y , rules having conclusion X are induced by
refining the premises of rules having conclusion Y . In MLEM2, we may realize
this approach by the following changes: (1) we replace “T := /0;” by “T := T ′;
G := [T ]∩G;” at line 3 of Fig. 1, where T ′ is the premise of a rule concluding Y .
(2) Before this command, we should select T ′ from premises of all rules conclud-
ing Y by the same criterion described at line 5. (3) Moreover we must modify the
screening of T so that we maintain the relation that T implies T ′.

Alleviating Approach. In contrast to the refining method, this method is based
on the idea that the premise of rules concluding Y should be weaker than the
premise of rules concluding X when X implies Y . To crystallize this idea, after
inducing all rules having conclusion X , rules having conclusion Y are induced
by alleviating the premises of rules having conclusion X . In MLEM2, we may
realize this approach by the following changes: (1) we replace “T (G) := {t | [t]∩
G �= /0}” by “T (G) := {t | [t]∩G �= /0,T ′ implies t}” at lines 3 and 8 of Fig. 1,
where T ′ is the premise of a rule concluding X . (2) Moreover we must modify
the screening of T so that we maintain the relation that for each rule concluding
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Table 1 Five possible combinations

Combination Upward unions Downward unions
CA1 Refining approach Refining approach
CA2 Refining approach Alleviating approach
CA3 Alleviating approach Refining approach
CA4 Alleviating approach Alleviating approach

X , there exists at least one rule concluding Y whose premise is implied by the
premise of it.

Other than the two approaches described above, we can have more sophisticated
approaches. For example, one possible approach is as follows: (0) we select t ∈
{1, . . . , p}, appropriately. (1) we induce rules with respect to Cl≥t using MLEM2,
(2) we induce rules with respect to Cl≥t+1, . . . ,Cl≥n by the refining approach, and (3)
we induce rules with respect to Cl≥t−1, . . . ,Cl≥1 using the alleviating approach. This
approach is the mixture of the refining and alleviating approaches. However, in this
paper, we restrict ourselves within the two basic approaches described above.

4 The Proposed Combined Approaches and Rule Application

4.1 Combinations of Approaches for Upward and Downward
Unions

In the previous section, we have described rule induction approaches to upward
or downward unions. However, we have not yet mentioned about the rule induction
approaches to obtain both rules with respect to upward unions and rules with respect
to downward unions. Unless both rules with respect to upward unions and rules with
respect to downward unions are induced, we would not infer the membership to
decision class from condition attribute values of an unseen object with a sufficient
accuracy. In this paper, we consider four combinations of two approaches described
in the previous section. The four combinations are shown in Table 1.

As shown in Table 1, the first combined approach, CA1 uses the refining ap-
proach to both rule induction with respect to upward and downward unions. The
second combined approach, CA2 uses the refining approach to rule induction with
respect to upward unions and the alleviating approach to rule induction with respect
to downward unions. The third combined approach, CA3 is the opposite to CA2 and
uses the alleviating approach to rule induction with respect to upward unions and
the refining approach to rule induction with respect to downward unions. The fourth
combined approach, CA4 uses the alleviating approach to both rule induction with
respect to upward and downward unions.
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4.2 Application of Induced Rules to Unseen Objects

Once we obtain rules concluding upward unions as well as those concluding down-
ward unions, we can use those rules to classify an unseen object into a decision
class. However, due to the lack of the comprehensiveness and total consistency of
data in a given decision table, induced rules are often imperfect. They would have
some conflicts, inapplicabilities and indecisiveness. Therefore, we have proposed
a resolving method to those difficulties in [6]. The method consists of two steps.
First, we decide whether an unseen object u is classified into Cl≥i or Cl≤i−1 for each
i = 2, . . . , p using the method described in [2]. The method in [2] classifies u based
on factors pertaining to degrees of support and lengths of rules whose premises are
completely or partially matched by u. Second, we aggregate results in the first step.
We adopt a majority voting, namely, if u is classified into Cl≥i (and not into Cl≤i−1) in
the first step, then it votes for Cli,Cli+1, ...,Clp, and u is finally classified into a deci-
sion class with the most votes. A tie is broken by selecting arbitrarily. For example,
there exist four classes Cl1, Cl2, Cl3 and Cl4, and an unseen object u is classified
into Cl≥2 , Cl≥3 and Cl≤4 in the first step, then votes of Cl1, Cl2, Cl3 and Cl4 become
1, 2, 3 and 2, respectively. Consequently, u is classified into Cl3.

5 Numerical Experiments

5.1 Explanation of the Experiments

In order to examine the performances of the proposed approaches, we executed
numerical experiments. We compare the proposed approaches with the conventional
approach in MLEM2, i.e., independent applications of MLEM2 to each of upward
and downward unions.

We apply the proposed approaches as well as the conventional approach to a set
of training data. We then evaluate the performance of the obtained set of rules by a
set of checking data. The performance is measured by classification accuracy, i.e.,
the rate of objects correctly classified, to all checking data.

To execute the experiments, we need data suitable for proposed approaches.
However, unfortunately, it is not very easy to obtain such data set from the pub-
lic domain, even though we often to come across them in the real world. Then we
artificially generate data which has nested structures. To obtain the data, we ran-
domly generated hyper rectangles H1 ⊇ ·· · ⊇ Hp, where p is a given number of
decision class and Hl , l = 1, . . . , p are subsets of the Cartesian product of attribute
value sets to assumed condition attributes. We then regard a point in the Cartesian
product as an object and the vector representing the point as condition attribute
values. The decision class Cll is composed of points in Hl \Hl+1, where, for conve-
nience, we define Hp+1 = /0. Several sequences of hyper rectangles Hj1 ⊇ ·· · ⊇Hjp,
j = 1, . . . ,q are independently generated. Then some hyper rectangles of different
sequences may have intersections. In this case, the decision attribute value of an



572 Y. Kusunoki et al.

Fig. 2 The figure is an ex-
ample of the nested structure
with two condition attributes
each of which takes five or-
dered values. A decision
attribute has four values,©◦ ,
©,% and× which are or-
dered as©◦ &©&%&×

object x in an intersection is determined by the largest value l among Hjl’s such that
x ∈ Hjl . Figure 2 shows an example of the nested structure.

We generate all objects in Hj1, j = 1, . . . ,q and collect pairs of condition attribute
values and the decision attribute value of them as data. The set of training data are
composed of sampled data and the checking data are composed of the remaining
data.

5.2 Results and Discussion

Results in four decision tables which vary in numbers of condition attributes and
numbers of its values are shown in Tables 2–5. All of the decision tables have four
ordered decision classes and three sequences of hyper rectangles. All condition at-
tributes in each decision table are ordered. We executed the experiments with several
different sampling rates for training data. The sampling rates are 1%, 2%, ..., 8%,
9%. In each table, row ‘Rate’ shows the sampling rates and row ‘ML’ indicates the
results of the conventional approach based on MLEM2, i.e., the independent appli-
cations to upward/downward unions. Rows ‘CA1’, ‘CA2’, ‘CA3’ and ‘CA4’ show
results in the proposed approaches of Table 1.

All degrees of the classification accuracy are calculated using checking data. We
prepare 100 different sets of training data for each sampling rate. We conducted 100
experiments for each proposed approach at a sampling rate. Each entry of Tables
shows the average ave and the standard deviation dev in the form of ave ± dev.
The mark ∗ means the average of the accuracy of the proposed approach is not
significantly different from that of MLEM2 by the paired t-test with significance
level α = 0.05.

From Table 2–5, CA2 is significantly better than ML for all sampling rates. How-
ever, CA1, CA3 and CA4 are worse than or equal to ML, especially CA3 is sig-
nificantly worse than ML. CA2 is better than CA1 and CA4 is better than CA3
at averages of accuracy. Note that CA2 and CA4 use the alleviating approach to
downward unions while CA1 and CA3 apply the refining approach. Moreover, CA2
is better than CA4 and CA1 is better than CA3. CA2 and CA1 use refining ap-
proach to upward unions. Combining this observation with the data generation in the
experiments, alleviating approach seems to be good for reverse-hill/reverse-valley
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Table 2 Classification accuracy in a decision table with five ordinal condition attributes
which take four values, four ordered classes and three sequences of hyper rectangles

Rate 1% 2% 3% 4% 5% 6% 7% 8% 9%
ML 34.2 ± 7.3 43.3 ± 7.7 51.2 ± 6.4 55.6 ± 7.5 61.0 ± 7.2 65.7 ± 5.8 67.1 ± 6.1 70.2 ± 6.1 73.1 ± 6.4

CA1 32.9 ± 7.2 42.3∗ ± 7.2 50.5∗ ± 7.3 54.0 ± 7.5 59.1 ± 6.6 63.1 ± 6.1 65.6 ± 6.7 68.6 ± 6.2 71.7 ± 6.3

CA2 34.0∗ ± 8.0 43.8∗ ± 8.1 53.6 ± 7.5 56.6∗ ± 7.4 61.7∗ ± 6.3 66.4∗ ± 6.1 68.2 ± 6.5 70.4∗ ± 5.8 73.5∗ ± 5.9

CA3 32.4 ± 6.6 41.3 ± 7.0 47.5 ± 6.9 51.4 ± 6.8 56.2 ± 6.9 61.4 ± 6.6 64.1 ± 6.9 67.3 ± 6.8 69.3 ± 6.9

CA4 33.5∗ ± 6.9 41.4 ± 6.5 48.9 ± 7.0 52.6 ± 6.5 57.9 ± 6.8 62.4 ± 6.8 65.6 ± 7.1 68.3 ± 6.8 70.3 ± 6.9

Table 3 Classification accuracy in a decision table with five ordinal condition attributes
which take five values, four ordered classes and three sequences of hyper rectangles

Rate 1% 2% 3% 4% 5% 6% 7% 8% 9%
ML 48.1 ± 8.3 64.1 ± 8.1 76.7 ± 6.5 83.2 ± 5.8 88.2 ± 4.9 92.7 ± 4.3 95.6 ± 3.0 96.6 ± 2.6 97.3 ± 2.5

CA1 47.7∗ ± 9.0 64.1∗ ± 10.0 76.3∗ ± 8.4 83.3∗ ± 6.8 89.4 ± 5.2 93.1∗ ± 4.5 95.9∗ ± 3.4 97.0∗ ± 2.5 97.9 ± 2.4

CA2 49.4∗ ± 9.7 67.5 ± 9.0 80.5 ± 8.3 86.9 ± 6.4 92.1 ± 5.5 96.0 ± 3.9 97.8 ± 2.9 98.6 ± 2.1 98.9 ± 1.8

CA3 46.7 ± 9.5 61.5 ± 10.0 73.8 ± 8.5 81.4 ± 7.1 87.6∗ ± 5.7 91.9 ± 5.1 95.2∗ ± 3.6 96.6∗ ± 3.1 97.6∗ ± 2.9

CA4 47.2∗ ± 9.5 64.5∗ ± 10.2 77.3∗ ± 7.8 84.6 ± 7.0 90.2 ± 5.5 94.3 ± 4.6 96.9 ± 3.5 98.1 ± 2.6 98.6 ± 2.2

Table 4 Classification accuracy in a decision table with six ordinal condition attributes which
take four values, four ordered classes and three sequences of hyper rectangles

Rate 1% 2% 3% 4% 5% 6% 7% 8% 9%
ML 47.1 ± 6.8 65.2 ± 6.9 76.6 ± 5.9 85.7 ± 4.9 90.6 ± 4.0 93.6 ± 4.0 96.0 ± 2.6 97.9 ± 2.1 98.4 ± 1.7

CA1 46.9∗ ± 7.3 62.9 ± 7.6 74.3 ± 7.5 83.9 ± 5.3 88.8 ± 4.8 92.0 ± 3.7 94.6 ± 2.8 96.6 ± 2.8 97.7 ± 2.2

CA2 51.2 ± 8.8 68.4 ± 8.2 81.6 ± 7.3 90.5 ± 5.7 94.1 ± 4.1 96.7 ± 3.1 98.1 ± 2.1 99.2 ± 1.2 99.5 ± 0.9

CA3 43.7 ± 6.9 58.6 ± 7.6 69.7 ± 6.7 81.2 ± 6.6 86.8 ± 5.7 90.8 ± 5.1 93.7 ± 3.4 96.4 ± 3.1 97.3 ± 2.4

CA4 46.8∗ ± 7.9 62.7 ± 8.1 75.7∗ ± 7.0 86.4∗ ± 6.9 91.6 ± 5.2 94.9 ± 4.5 97.1 ± 3.3 98.9 ± 1.7 99.1 ± 1.5

Table 5 Classification accuracy in a decision table with six ordinal condition attributes which
take five values, four ordered classes and three sequences of hyper rectangles

Rate 1% 2% 3% 4% 5% 6% 7% 8% 9%
ML 72.1 ± 4.9 86.8 ± 3.6 92.7 ± 2.3 95.5 ± 1.6 96.9 ± 1.2 97.8 ± 0.9 98.6 ± 0.7 98.8 ± 0.6 99.1 ± 0.6

CA1 70.7 ± 5.8 85.5 ± 3.7 91.8 ± 2.7 94.9 ± 1.8 96.6 ± 1.5 97.6∗ ± 1.2 98.3 ± 0.9 98.6 ± 0.8 98.9 ± 0.7

CA2 74.5 ± 6.2 88.1 ± 3.2 93.8 ± 2.2 96.1 ± 1.6 97.5 ± 1.3 98.3 ± 1.0 99.0 ± 0.6 99.2 ± 0.6 99.4 ± 0.5

CA3 65.1 ± 5.3 82.1 ± 4.2 89.6 ± 2.8 93.4 ± 2.0 95.2 ± 1.6 96.5 ± 1.3 97.7 ± 1.0 98.1 ± 0.8 98.5 ± 0.8

CA4 68.1 ± 5.4 84.0 ± 3.8 91.2 ± 2.5 94.5 ± 1.8 95.9 ± 1.5 97.1 ± 1.2 98.3 ± 0.8 98.6 ± 0.7 98.8 ± 0.6

structures, where a reverse-hill (resp. reverse-valley) structure is a structure com-
posed of complements of upward (resp. downward) unions when upward (resp.
downward) unions form a hill (resp. valley) structure. Moreover, refining approach
seems to be good for hill/valley structures.
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6 Concluding Remarks

In this paper, we have investigated the rule induction approaches when the decision
attribute values are ordered. We have studied the refining approach, the alleviating
approach to induce rules whose premises reflect implication relations among con-
clusions. Since we may apply different methods to upward unions and downward
unions, we consider four combinations of the rule induction approaches. In order
to evaluate the performances of the proposed combined approaches, we executed
numerical experiments. We compared the four combined approaches and the con-
ventional approach in the classification accuracy of the induced set of rules. As the
result, we conclude that the best combined approach adopts the refining approach
for hill/valley structures and adopts the alleviating approach for reverse-hill/reverse-
valley structures.

We may construct a new rule induction approach by hybridization of refining and
alleviating approaches as described in Sect. 3. The investigation of the utilization of
the new rule induction approach would be a future topic.

Acknowledgements. This work was partially supported by the Grant-in-Aid for Scientific
Research (B) No.17310098.
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Dynamic Index Fund Optimization by a
Heuristic GA Method Based on Correlation
Coefficients

Yukiko Orito, Hisashi Yamamoto, Yasuhiro Tsujimura,
and Yasushi Kambayashi

Abstract. The portfolio optimizations are generally to determine the proportion of
funds in the portfolio consisting of the static assets. Then, it is hard to determine the
proportion-weighted combination for the optimal portfolio consisting of the static
large number of assets. In order to avoid this problem, we propose a Heuristic GA
Method that optimizes the portfolio that consists of not only the given static assets
but also the dynamically selected assets in this paper. In order to demonstrate the
effectiveness of our method, we apply the method to creating an index fund based
on correlation coefficients for the Tokyo Stock Exchange. This fund is one of the
passively managed portfolios. The results show that our method works well for a
dynamic index fund optimization.

1 Introduction

Portfolio optimization problems, based on the Markowitz’s modern portfolio the-
ory [1], are to select assets for a certain portfolio in advance and to optimize the
proportion of funds in these static assets in order to achieve investment targets. Re-
cently, many researchers have expanded the Markowitz’s mean-variance model into
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the practical applications by using evolutional methods [2, 3, 4, 5]. However, the
static assets included in their portfolios have already been determined before ap-
plying optimization methods. The proportion-weighted combination of these static
assets are represented as a real-valued array and they apply their own method to
these assets. Therefore it is hard to determine the proportion-weighted combination
for the optimal portfolio consisting of the static large number of assets.

On the other hand, Orito et al. [6] proposed a method to construct a portfolio by
selecting a subset of the given assets. Aranha and Iba [7] also proposed a similar but
different method. Both methods employ the binary digit 0 or 1 as the representations
of “not-selected” or “selected” assets. However, when the number of selected assets
for the portfolios increases, the number of proportion-weighted combinations also
increases. Therefore it is hard to determine the proportion-weighted combination
for the optimal portfolio consisting of the static large number of assets.

In order to avoid these problems, we propose a Heuristic GA Method that makes
portfolios that consists of not only the given static assets but also the dynamically
selected assets in this paper. Our method alternately repeats to move the assets ex-
pected to have good influence on the objective function into the portfolio and to
remove the assets expected to have not-so-good influence on the objective function
from the portfolio. The portfolio is optimized through a GA whenever the assets
are dynamically selected. Hence, our method has the following advantages. First,
even the assets not included in the portfolio in the first place can be selected to the
portfolio by the repetition of procedure of our method. Second, we can optimize the
portfolio that consists of only the valuable assets expected to have good influence
on the objective function.

2 Portfolio Optimization Problem

In this section, we describe the portfolio optimization problem. First, we define the
following notations.

i: Asset i, i = 1, · · · ,N.
A: the set consisting of all the assets. That is A = {1, · · · ,N}.
X: the set consisting of assets. That is X = {1, · · · ,#X} whose #X represents the
number of elements in the set X.
t: time basis, dates data t = 1, · · · ,T .
Pindex: the value of the given benchmark index at t.
Pindex: the rates of changes of benchmark index. That is the vector Pindex=(Pindex(1),
· · · ,Pindex(T )) whose Pindex(t) is defined by Pindex(t) = (Pindex(t + 1)−Pindex(t))
/Pindex(t).
Fi(t): the price of Asset i at t.
Pi: the rates of return of Asset i. That is the vector Pi = (Pi(1), · · · ,Pi(T )) whose
Pi(t) is defined by Pi(t) = (Fi(t + 1)−Fi(t))/Fi(t).
wi: the weight (the proportion of funds) of Asset i included in a portfolio. That is
0≤ wi ≤ 1. Note that we do not discuss the short sale in this paper.
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GX: the portfolio for the set X. That is the vector GX = (w1, · · · ,w#X) such that
#X

∑
i=1

wi = 1.

PGX : the return rates of portfolio GX. That is the vector PGX = (PGX(1), · · · ,PGX(T ))

whose PGX(t) is defined by PGX(t) =
#X

∑
i=1

wi ·Pi(t).

In this paper, we apply the Heuristic GA Method to optimize the index funds.
Index funds are popular passively managed portfolios and are constructed to mimic
the performance of the given benchmark index, such as the S&P 500 in New York.
As an objective function to evaluate the relation between the fund’s price and the
benchmark index, Orito et al. [8] adopted a coefficient of determination and Oh et
al. [9] adopted a fitness measure based on the beta. The coefficient of determination
or the beta is one of the major functions in order to evaluate correlation between the
fund and the overall market. In this paper, we focus on the index fund optimization
problems based on Orito et al. [8]. However a coefficient of determination has an
important problem that it is expressed by the square of a correlation coefficient.
It means that the coefficient of determination might approach 1 even though the
correlation coefficient approaches -1. In order to avoid this problem, we adopt the
correlation coefficient between the fund’s return rates and the rates of changes of
the benchmark index as our objective function.

In this paper, we define the portfolio optimization problem based on the coef-
ficient of determination between the return rates of portfolio PGX and the rates of
changes of benchmark index Pindex as

max
X∈A

RGX =
cov(Pindex,PGX)√

var(Pindex) · var(PGX)
, (1)

s.t.
#X

∑
i=1

wi = 1 (i ∈ X)

where cov(Pindex,PGX) is covariance of Pindex and PGX , var(Pindex) is variance of
Pindex and var(PGX) is variance of PGX , respectively.

3 Heuristic GA Method

Suppose that the initial set consisting of N assets is defined as a set A = {1, · · · ,N}.
Based on the set A, two subsets are defined as H (⊆ A) and L (⊆ A). We note that
the subset H is a subset consisting of assets selected for the portfolio and the subset
L is a subset consisting of assets not selected for the portfolio. Hence, as the relation
between the subsets H and L, note that A = H∪L and H∩L = /0 hold. In this paper,
we call the subsets H and L “Portfolio Set” and “Non-portfolio Set”, respectively.

In order to maximize the correlation coefficient defined by Eq. (1), we propose
a Heuristic GA Method that alternately repeats to move the “valuable assets” from
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Non-portfolio Set L into Portfolio Set H and to remove the “less-valuable assets”
from Portfolio Set H to Non-portfolio Set L. The valuable asset means the as-
set expected to have good influence on the correlation coefficient. On the other
hand, the less-valuable asset means the asset expected to have not-so-good influence
on the correlation coefficient. These valuable and less-valuable assets are selected
through a GA.

We describe a GA in Sect. 3.1. In addition, the selection criteria of the valuable
and less-valuable assets are given by a property of correlation coefficient. We de-
scribe this property in Sect. 3.2 and describe the procedure of our Heuristic GA
Method in Sect. 3.3.

3.1 GA

In Heuristic GA Method, we apply the following GA to Portfolio Set H and Non-
portfolio Set L.

For the genetic representation, a gene represents the weight of Asset i, and is
denoted by wi (0 ≤ wi ≤ 1). A chromosome represents a portfolio for the set X,
and is denoted by GX = (w1, · · · ,w#X). The fitness value of GA is to maximize the
correlation coefficient given by RGX .

For the genetic operations, the GA randomly generates Spop chromosomes for
the initial population. In the above genetic representation, the chromosome GX con-
sists of the dynamically selected genes. We apply the uniform crossover and the
uniform mutation. After making a new offspring, the GA repairs the new genes via
renormalization. On each generation, the GA selects Spop chromosomes by using
the elitism selection in the order of high fitness values of GA. The GA repeats these
operations until the terminate criterion, the final K-th generation, is satisfied. On the
K-th generation, we choose one chromosome with the highest fitness value of GA
in the population. This chromosome is expressed as GX∗ for the subset X.

3.2 Property of Correlation Coefficient

The Portfolio Set H is defined by the union set of all the valuable assets selected by
the repetition of procedure of the Heuristic GA Method. Therefore, in our method, it
is assumed that the correlation coefficient becomes high by the union set of valuable
assets.

We are now ready to present the following property that the correlation coefficient
RGXa∪Xb

, which is obtained by the portfolio consisting of the union set of Xa and Xb,
is greater than or equal to the minimum of coefficients RGXa

and RGXb
.

Property 1. For the two sets Xa and Xb, let w (0 ≤ w ≤ 1) be the weight of the
portfolio for the set Xa. If RGXa

≥ 0 and RGXb
≥ 0 are satisfied, the relation of

correlation coefficients obtained by the portfolios is defined as follows:

RGXa∪Xb
≥min

(
RGXa

,RGXb

)
(2)
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Proof. Using Eq. (1), the correlation coefficient obtained by the union of set Xa∪Xb

is defined by

RGXa∪Xb
=

cov(Pindex,PGXa∪Xb
)√

var(Pindex) · var(PGXa∪Xb
)

. (3)

Since Eq. (3) holds the properties of PGXa∪Xb
= wPGXa

+(1−w)PGXb
, it is rep-

resented by

RGXa∪Xb
=

w ·RGXa

√
var(PGXa

)+ (1−w) ·RGXb

√
var(PGXb

)

w ·
√

var(PGXa
)+ (1−w) ·

√
var(PGXb

)

×
w ·
√

var(PGXa
)+ (1−w) ·

√
var(PGXb

)√
w2var(PGXa

)+ (1−w)2var(PGXb
)+ 2w(1−w)cov(PGXa

,PGXb
)

.

From the Cauchy-Schwarz inequality, that is
√

var(PGXa
)
√

var(PGXb
)≥

cov(PGXa
,PGXb

), we have the following equation for 0≤ w≤ 1,

w ·
√

var(PGXa
)+ (1−w) ·

√
var(PGXb

)√
w2var(PGXa

)+ (1−w)2var(PGXb
)+ 2w(1−w)cov(PGXa

,PGXb
)
≥ 1.

Therefore, if 0≤ w≤ 1, RGXa
≥ 0 and RGXb

≥ 0 are satisfied,

RGXa∪Xb
≥

w
√

var(PGXa
)

w
√

var(PGXa
)+ (1−w)

√
var(PGXb

)
RGXa

+
(1−w)

√
var(PGXb

)

w
√

var(PGXa
)+ (1−w)

√
var(PGXb

)
RGXb

≥min
(

RGXa
,RGXb

)
. (4)

From Eq. (4), the correlation coefficient obtained by the portfolio consisting of
the union set of Xa and Xb is greater than or equal to the minimum of coefficients for
Xa or Xb. '(

3.3 Procedure of Heuristic GA Method

The Heuristic GA Method alternately repeats to move the valuable assets from Non-
portfolio Set L into Portfolio Set H and to remove the less-valuable assets from
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Portfolio Set H to Non-portfolio Set L. In this paper, we call the movement opera-
tion of valuable assets Step A and the removal operation of less-valuable assets Step
B, respectively.

Let s A be the repetition number of Step A and s B be the repetition number of
Step B. For example, the first process in Step A is expressed as 1 A. The Portfolio
Set H and the Non-portfolio Set L on the s-th process from s = 1 to s = 3 are shown
in Fig. 1. We describe the procedure of Steps A and B in Sects. 3.3.1 and 3.3.2,
respectively.

Fig. 1 Steps A and B in
Heuristic GA Method
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3.3.1 Step A

Step A in our method is to move the valuable assets expected to have good influence
on the correlation coefficient from Non-portfolio Set Ls A into Portfolio Set Hs B.
First, the subsets L1 A and H1 A are initialized as L1 A = A and H1 A = /0. On the
s-th process, we apply the above GA to the Ls A and then we choose the best chro-
mosome GLs A∗ on the K-th generation. Our method moves the group of valuable
assets, defined by Js A, whose weight belongs to the chromosome GLs A∗ from the
subset Ls A to the subset Hs B by using the heuristic rule defined as
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Js A =
{

i|wi ≥ Abound, i ∈ Ls A,wi ∈GLs A∗
}

,

Hs B = Hs A∪Js A, (5)

Ls B = Ls A \ Js A,

where the boundary parameter Abound is given in advance.
Since Hs A and Js A in Eq. (5) hold the same properties of Xa and Xb in the prop-

erty 1, the relation RGHs A∪Js A
≥min

(
RGHs A

,RGJs A

)
holds. Hence, the correlation

coefficient obtained by the union set Hs B is greater than or equal to the minimum
of coefficients obtained by Hs A and Js A.

In addition, it is desired that Js A consists of more valuable assets to the Portfolio
Set Hs B than the assets included in Ls B. We define the relation of Js A and Ls B as

RGJs A∪Hs A
≥ RGLs B∪Hs A

. (6)

However, the property 1 is not strong enough to select Js A consisting of valuable
assets that holds Eq. (6). Therefore, we give the following constraints to select Js A

that holds Eq. (6). ⎧⎪⎪⎨
⎪⎪⎩

cov
(

PGLs B
,PGHs A

)
> 0

cov
(

PGJs A
,PGHs A

)
> 0

RGJs A
≥ RGLs B

≥ 0

(7)

Hence, Step A in our method moves the valuable assets to the Portfolio Set Hs B

that holds Eq. (5) if the set Js A holds Eq. (7).

3.3.2 Step B

Step B in our method is to remove the less-valuable assets expected to have not-
so-good influence on the correlation coefficient from Portfolio Set Hs B into Non-
portfolio Set Ls+1 A. The subsets Hs B and Ls B are given by Step A. On the
s-th process, we apply the above GA to the Hs B and then we choose the best
chromosome GHs B∗ on the K-th generation. Our method removes the group of
less-valuable assets, defined by Js B, whose weight belongs to the chromosome
GHs B∗ from the subset Hs B to the subset Ls+1 A by using the heuristic rule
defined as

Js B = {i|wi ≤ Bbound, i ∈Hs B,wi ∈GHs B∗} ,

Ls+1 A = Ls B∪Js B, (8)

Hs+1 A = Hs B \ Js B,

where the boundary parameter Bbound is given in advance. As we did in Sect. 3.3.1
for Step A, we give the following similar constraints to select Js B in Step B.



582 Y. Orito et al.

⎧⎪⎪⎨
⎪⎪⎩

cov
(

PGJs B
,PGLs B

)
> 0

cov
(

PGHs+1 A
,PGLs B

)
> 0

RGHs+1 A
≥ RGJs B

≥ 0

(9)

Hence, Step B in our method removes the less-valuable assets from the Portfolio
Set Hs B that holds Eq. (8) if the set Js B holds Eq. (9).

3.3.3 Terminate Criterion

Repeating the processes of Steps A and B, we can define the GHs B∗ as our portfolio.
However, we cannot obtain the accurate number of assets that should move to the
portfolio only by the property 1. Hence, we define Eq. (10) as the terminate criterion
of procedure of Steps A and B.

RGHs+1 B
∗ ≤ RGHs B∗ (10)

When the terminate criterion is satisfied, we get the chromosome GHs B∗ as our
portfolio obtained by our Heuristic GA Method.

4 Numerical Experiments

We have applied our method to each of 12 data periods of the First Section
of Tokyo Stock Exchange from Jan. 6, 1997 to Oct. 2, 2006. Each data pe-
riod consists of 100 days, and is shifted every 200 days. The dataset is a subset
of the TOPIX (Tokyo Stock Price Index). The TOPIX is a well known bench-
mark index and represents the increase or decrease in stock values of all assets
on the market. The parameters used in our method are as follows: Total num-
ber of assets: N = 1000; Population size: Spop=100; Crossover rate: 0.9; Mutation
rate: 0.1; Generation size: K = 100; Method run: 20; Boundary parameter in Eq.
(5): Abound = α · 1/#Ls A (α = 1.5,2.0,2.5,3.0); Boundary parameter in Eq. (8):
Bbound = β ·1/#Hs B (β = 0.3,0.5,0.7).

In order to demonstrate the efficiency of our method, we compare the coeffi-
cients and the numbers of assets obtained by our method with those of obtained
by a method that applies the GA to optimize the portfolio consisting of the static
1000 (= N) assets. The parameters and operations of GA for the compared method
are the same of our GA except generation size. The generation size for the compared
method is set to K = 500.

For each period, the average of correlation coefficients and the average of number
of selected assets to the portfolio obtained by our method with α = 2.0 and β = 0.5
and those of obtained by compared method are shown in Table 1.

We can observe that the correlation coefficients obtained by our method are
higher than those of obtained by the compared method and our portfolio consists of
the small number of assets. Hence, the results suggest that our method works well
for the selecting and optimizing the index funds based on correlation coefficients.



Dynamic Index Fund Optimization by a Heuristic GA Method 583

Table 1 The correlation coefficient and the number of selected assets

Data Our method Compared method
Period Coefficient Number of assets Coefficient Number of assets

1 0.999922 323.65 0.998377 1000
2 0.999879 319.55 0.998228 1000
3 0.999952 336.60 0.998929 1000
4 0.999886 381.65 0.997674 1000
5 0.999019 207.40 0.989667 1000
6 0.999791 311.45 0.995740 1000
7 0.999888 318.85 0.997331 1000
8 0.999906 315.35 0.998267 1000
9 0.999852 296.25 0.998399 1000
10 0.999970 335.35 0.999368 1000
11 0.999961 376.30 0.998173 1000
12 0.999971 400.00 0.999480 1000

For our portfolios, however, the number of selected assets depends on the bound-
ary parameters Abound in Step A and Bbound in Step B. This is our future subject.

5 Conclusions

In this paper, we have proposed a Heuristic GA Method for the dynamic index fund
optimization based on correlation coefficients.

The numerical experiments demonstrate that our method works well for the op-
timization problem that makes the portfolios consisting of the small number of dy-
namically selected assets.

However, the number of selected assets depends on the boundary parameters in
our method. Our next objectives are to improve these parameters in the method and
to stabilize the number of dynamically selected assets.
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Simulation Modeling of
Emergence-of-Money Phenomenon by
Doubly Structural Network

Masato Kobayashi, Masaaki Kunigami, Satoru Yamadera, Takashi Yamada,
and Takao Terano

Abstract. This paper describes simulation studies in order to examine the
validity of our previous predictions of the emergence of money using Doubly
Structural Network Model (DSN model). DSN model consists of two levels of
networks: the one of inner-agent model to represent their beliefs or knowledge
about the world and the other of inter-agent model to represent a social net-
work among agents. Using DSN model, we have explained how the concepts
of money as a exchangeable media emerges through agent interaction. DSN
Model is congenial to agent-based simulation. In this paper, using large scale
intensive computer experiments, we investigate the bifurcation analysis de-
rived from dynamics of DSN model. We also show new emergent phenomena
on various types of social networks.
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1 Introduction

A kind of goods called “money” plays an unique role as a “medium for
exchange” in economy and society, even though that has little practical ad-
vantage. In this paper, we executed the Agent-Based Simulation for the emer-
gence of money to verify our previous work’s analytical results.

In our previous work, we proposed a new social model “Doubly Structural
Network Model”[7][8]. The “Doubly Structural Network Model” is describing
“the emergence of the money from the barter economy”. Especially [8] shows
the following bifurcation analysis results. a) The dynamics shows that even a
commodity with no distinctive properties can become a medium of exchange.
b) The dynamics enables bifurcation analysis, which shows that the degree
of connection of the social network strongly affects the number of media of
exchange.

1.1 Problem of the Origin/Emergence of Money

In economics, “money” is usually defined by the following functions [3, 4, 10];

• a medium of exchange,
• an unit of value,
• storage of value.

Amongst these, many economists maintain that money is essentially a
“medium of exchange” [3, 5, 4, 10, 12]. For emergence of “medium of ex-
change”, almost all the agents within the society must recognize that “a
particular commodity is exchangeable with almost all others”. This nature is
called “general acceptability”. In this paper, commodities that have general
acceptability as a medium of exchange are defined as “proto-money” [8], the
most primitive form of money. The emergence of money, therefore, means the
emergence of “proto-money” from a barter economy.

1.2 Mathematical Models for the Emergence of
Money

The emergence of money is studied in not only economics but also mathe-
matical models [2, 6, 11, 9, 14].

A simulation model of exchanging commodities [17] shows that by adding
the Maxim ’Accept what others accept!’ (Menger’s ’salability’), a commodity-
money emerges when the “threshold of exchange” in the “view vector” of the
Maxim exceeds a certain level. Another agent simulation [16] in lattice space
shows a commodity becomes money based on the “trust” from agents.

In [17] and [14], they point out that the general acceptability of a certain
commodity can be represented as a star-shaped network of acceptability or
exchangeability around the commodity. We focus on that the networks of
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exchangeability are essentially important for bottom up approach. In the next
section, we introduce our “Doubly Structural Network Model”. This model
can describe a emerging process of the general acceptability via coherent
growth of individual star-shaped networks of recognition.

From another point of view, these researches suggest that emergence of
money needs some structural change (change of the “threshold of exchange”
in the “view vector” [17], establishing common recognition and a large distur-
bance [5], establishing trust [16]) in the society. Following sections illustrate
that our model is useful to describe an emergence mechanism based on a
social structure.

1.3 Why We Need Simulation Studies

In [7, 8], they have investigated the theoretical analyses of the emergence
of money phenomena with doubly structural network model. However, the
analyses were based on the simple assumptions about the network structures,
because we must simplify the model to apply isocline analysis techniques in
nonlinear systems. To employ the more realistic situation in to the model,
we should move the theoretical analyses to agent-based computer simulation.
The objectives of the simulation are summarized as follows:

1) Validate the simulation results compared with the theoretical ones applied
to the regular network environment.

2) Investigate the hub effects extended from the regular network environment.
The Environment is too complex to examine with the isoclines method.

3) Examine what will happen in the much more complex network environ-
ments in order to investigate the emergence mechanism of the money con-
cept and the behaviors of the processes.

In section 2, we explain the principles of doubly structured network model
and the simulation model will follow in section 3.

2 The Doubly Structural Network Model of the
Emergence of Money

2.1 Doubly Structural Network Model

In this subsection, we review the model introduced in our previous work [8].
This model is unique from other related work since it has double structure of
inter-agent social network and inner-agent recognition networks. This double
structure of networks enables us to describe and to analyze the emergence of
common knowledge or organized/collective recognitions in the society.

We proposed the Doubly Structural Network Model that handles the prop-
agation of knowledge and recognition between agents in society. The structure
of this model is illustrated as in Fig.1, and is defined by formula (1).
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Fig. 1 A doubly structural network of society

GS ≡ (V S, ES), V S ≡ {vS
i |i = 1 . . . N}, ES ⊆ V S × V S (a)

GI
i ≡ (V I , EI

i ), V I ≡ {vI
α|α = 1 . . . M}, EI

i ⊆ V I × V I (b)
GD ≡ {{vS

i , GI
i |i = 1 . . . N}, ES} (c)

GD
t+dt ≡ F (t,GD

t ) (d)

(1)

• In formula (1a), “social (inter-agent) network” GS represents the social
structure composed of N agents. The node (vertex) vS

i represents the i-th
agent. The edge set ES represents connection or disconnection between
these agents.

• In formula (1b), “internal (recognition) network” GI
i represents the inter-

nal landscape or recognition of the i-th agent on certain objects (α, β, . . .).
The node (vertex) vI

α represents the object α. The edge set EI
i represents

connection or disconnection between those objects in the i-th agent’s recog-
nition.
(Whichever directed/undirected graph is available for social or internal
network.)

• Formula (1c) shows that “doubly structural network” GD is created
by attaching (/ mounting) each internal / recognition network GI

i (i =
1, 2, . . . , N) onto the corresponding node i (i-th agent) of the social net-
work GS .

• Formula (1d) shows that a propagation / learning model of the doubly
structural network is defined through providing change of state (edges
connect / disconnect) in the internal network via interaction of social net-
work nodes (agents) for this network. At this time, we call as the doubly
structural network model of static society if the social network does not
change autonomously. On the other hand, we call it as the model of dy-
namic society if its social network changes autonomously.

In the next section the doubly structural network model is applied into a
classical problem of economics (the emergence of money) and we employ an
analytical method suited to this feature.

2.2 Emergence Model

Here, we implement a specific mechanism to describe the emergence of money
in our model. On the implementation, the social network reflects the topology
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of economical/social relationship between agents (indicated as i, j = 1 . . . N).
The agents’ inner networks show their own recognition on the exchangeabil-
ity between commodities (indicated by α, β, γ = 1 . . .M). Each element of
adjacent matrix is defined by e

(i)
αβ = e

(i)
βα = 1 if “α and β are exchangeable”,

and e
(i)
αβ = e

(i)
βα = 0 if not.

Among possible stage for emergence of money, this paper focuses on the
emergence of proto-money in which a certain commodity achieves “general
acceptability” in the society. In our doubly structural network model, the
emergence of proto-money α is represented as a self-organizing process in
which almost inner-networks become similar star-shaped networks with com-
mon hub α. (Fig.2)
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Fig. 2 Emergence of a proto-money: common hub represents general acceptability

Agents in our model interact each other by the following manners in each
time step.

1. Exchange: In the social network, neighboring agents i and j exchange
commodities α and β with probability PE , if both of them recognize that
α and β are exchangeable.

2. Learning: Learning process of agents consists of the following four ways.

• Imitation: If an agent i’s neighbor j succeeded in exchanging α − β,
then i imitate j (i.e. e

(i)
αβ → 1) with the probability PI .

• Trimming: If an agent i has cycle recognition of exchangeability, then
the agent i will trim its inner-network by cutting randomly one of these
cyclic edges with the probability PT . (Zirkulartausch [13])

• Conceiving: Even if an agent i has no recognition of α − β exchange-
ability, it will happen to conceive that with the probability PC .
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• Forgetting: Vice versa, even if an agent i has recognition of α − β ex-
changeability, it will happen to forget this with the probability PF .

3 Agent-Based Simulation

This section shows the main outcomes of this paper. Here we use an agent
based simulation model to examine the following research issues.

a) To verify the analytical results [8] found by the mean field approximation
on the homogeneous (regular) networks.

b) To verify that heterogeneity (Hub) of networks encourages the emergence.
c) To verify that complexity of networks (Small World / Scale Free) encour-

ages the emergence.

The agent-based simulation is based on the emergence model shown in
section 2.2. We executed the simulation 200 times, changing the degree of
social network, and observed the number of the proto-money emerging for
each network degree and their corresponding percentage. Table 1. shows the
parameters in the simulation.

Table 1 Parameters and corresponding values for simulation

Parameters Values
Probability of Imitation (PI) 0.2
Probability of Trimming (PT ) 0.1
Probability of Cenceiving (PC) 0.01
Probability of Forgetting (PF ) 0.01

Num of Agents 250
Num of Goods 32

3.1 Regular Network

To verify the prediction of mathematical analysis, we executed a simulation
using Regular Network as a social network and we compare the experimental
result with the prediction depended on Mean-field Dynamics shown in [8].

Fig.3(a) is the experimental result that used the regular network as a
social network. A horizontal axis expresses the network degree and the ver-
tical axis expresses the percentage of different the numbers of the emerged
proto-money.

Fig.3(a) shows that in the beginning, no proto-money emerged till the
degree was increased to 5 when single emergence phenomenon was observed.
As the degree was further increased, multiple emergences phenomenon began
to rise till degree up to 15. This result is in agreement with the result shown
by the mean-field approximation in [8]. However, when the network degree
was increased further, the percentage of a multiple emergences decreased and
the percentage of a single emergence increased.
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(a) Regular Network
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(b) Regular Network with Hub

Fig. 3 The Simulation Result of Regular Network

3.2 Regular Network with Hub

Fig.3(b) shows the result when hub agents were added to the regular network.
The social network was made by replacing 5% of the agents in a regular net-
work with hub agents. The horizontal axis represents the average degree. The
simulation result verified the results shown in [8]. Compared with Fig.3(a),
the emergence started earlier at lower degree when a hub agents were added
to the social network. Unlike regular network without hub, it can be seen in
Fig.3(b) that multiple emergence of proto-money are very rare and difficult
to achieve. However similar to regular network without hub, the percentage
of single emergence roe as the degreee of the social network was increased.
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3.3 Complex Network

Next, we alter the social network into the network reflecting reality. We exe-
cuted the same simulation as section 3.1, using “Small-World network” and
“Scale-Free network” as the example of real-world’s social network. Fig.4(a)
shows the experimental result which used Watts-Strogatz (WS) model [15]
network with re-wiring probability 10%. Fig.4(b) illustrates the result of the
simulation used Barabasi-Albert (BA) model [1] which is Scale-Free network.
As for the graph of BA model, the value of a horizontal axis is increased by
two units. These graphs show that emergence of proto-money has occurred at
a lower network degree as compared to the regular network with hub shown
in Fig.3(b) and there are almost no multiple emergences.
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Fig. 4 The Simulation Result of Complex Network
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4 Conclusion

In this paper, we executed the Agent-Based Simulation for the emergence
of money using “doubly structural network model”. From the intensive sim-
ulation experiments, we confirmed the result of mathematical analysis, and
verified the effect which a social network structure has on the emergence. As
a result, we are successful in the illustration of the emergence of money (es-
tablishment of general acceptability). It also illustrated that a nature (degree
of social network: k) of social structure plays an important role in emergence.

When k was large, the experimental results differed from the mathemati-
cal analysis. An elucidation of this phenomenon needs further study. When
network structures are changed even if the network degree is the same, emer-
gence speed will vary. The variance of degree has also considerable effect on
phenomenon of emergence.

Insight gained by this analysis on emergence of money suggests that the
doubly structural network model can be a valid analytical method when
applied to other fields by looking at money as a communication medium in
different transactions.

The proposed model and simulation results are not able to be validated
in real cases, because we have not had the data on what really happened in
the history of money. However, recently, we have experienced much about
the use of regional money in various areas in the real cities, virtual money
in cyber world such as the Second-Life, and mileage points systems in the
markets. To examine what would happen in such money systems, we would
utilize our theoretical and simulation methods: whether 1) they would have
enough degrees of connections among users, 2) the hub effect would work, and
3) the exchange system would survive against the competitive environments
with the other systems. We would not examine such situations without the
proposed agent-based model. Future studies include the application of the
proposed model to such realistic situations.
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Detecting Environmental Changes through
High-Resolution Data of Financial Markets

Aki-Hiro Sato

Abstract. This article proposes methods to detect states of financial markets both
comprehensively and with a high-resolution. In order to quantify trading pat-
terns several mathematical methods are proposed based on frequencies of quo-
tations/transactions estimated from high-resolution data of financial markets. The
empirical results (graphical network representation and quantification of states of
market participants) for the foreign exchange market are shown. It is concluded that
synchronous behavior associated with a large population of market participants may
be a candidate of precursory signs leading to an environmental change.

1 Introduction

Recent world economy tightly couples due to both globalization of trading and de-
velopment of communication technology. Globally spreading of digital highways
from the end of the last century enables us to have launched electronic commerce
systems through digital computer networks due to development of Information and
Communication Technology (ICT). As a result one can collect massive data about
human activities and analyze our society from a physical perspective based on such
data [1, 2].

Since the electronic commerce systems possess several advantages to human-
based commerce systems they have been covered with our globe since the end of the
last century. At the same time electronic trading systems in financial markets have
launched across the globe. As a result one can directly access financial markets
through computer terminals on one’s desktop. Furthermore a vast amount of data
about trading (order book data and trades and quotes data) has been accumulated on
server computers of such electronic trading systems.
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Moreover market participants developed automated trading systems based on
techniques of algorithmic trading or financial robots and administrators of mar-
kets introduced high-performance matching systems which can operate a massive
amount of quotations and transactions in order to avoid systemic risks for increases
of the number of quotations.

However technological development may be increasing difficulties that nobody
can catch up their information generating speed. Therefore it is a challenging sub-
ject to understand states of financial markets based on a larger amount of data than
human cognitive capability.

Several researchers in fields of financial engineering, econophysics, and compu-
tational finance have paid significant attention to this challenging issue [3, 4, 5, 6,
7, 8, 9, 10]. Specifically ICT is also helpful for us to collect and handle a massive
amount of data and to extract information from them.

Detecting environmental states both comprehensively and with a high-resolution
seems to provide us with meaningful insights for us to act in our incomplete world.
If one can learn spatio-temporal correlation patterns for environment, then one can
predict a post-environmental change from a pre-environmental change, and/or one
can infer the other environmental change which one has not observed yet from an
environmental change which one has observed. Therefore detecting environmental
changes in detail and learning patterns of such changes bring us predictability.

In this article visualization techniques and quantification methods to detect envi-
ronmental changes through high-resolution financial data are proposed. Furthermore
by using high-resolution data of the foreign exchange market empirical investigation
is conducted.

This article is organized as follows. In Sec. 2 high-resolution data of the foreign
exchange market is briefly explained. In Sec. 3 mathematical methods to visualize
and quantify states of market participants are established and several empirical re-
sults obtained from data of the foreign exchange market by means of the proposal
methods are shown. Finally Sec. 4 is devoted to concluding remarks.

2 Data

The foreign exchange market is a network consisting of bank traders, investors, and
brokers. They gather together in order to exchange currencies. The trades between
currencies occur based on quotations including ask/bid rates which market partici-
pants want to sell/buy currencies.

Before 1990s all the quotations were transfered via voice through the interna-
tional telephone system and were matched via human brokers. At the beginning of
1990s several brokerage institutions (Reuters, EBS) have been launched computer-
based brokerage systems, which consists of terminal computers that traders use and
server computers that conduct matching operation automatically via digital highway
across the globe.

Since the computer-based brokerage systems have advantages to human-based
brokerage system because of cost-effectiveness, high-speed, and fairness,
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computer-based brokerage systems have been dominant in the foreign exchange
market. Over 90% turnovers have been reported to be traded via computer-based
brokerage system as of 2006.

As a result massive data about quotations and transactions have been accumulated
on the matching engine and it becomes possible to analyze states of the foreign
exchange market by using such data.

In this analysis we use ICAP EBS Data Mine 1.0 [11]. This data for a period from
1st June to 30th September 2008 includes exchangeable currency pairs consisting
of 23 currencies and 4 commodities. In this data we found that 40 kinds of currency
pairs 1. From the records one can confirm arrivals of quotations and occurrences of
transactions with 1-second resolution.

3 Methods and Results

Recently several researchers have paid remarkable attention to constituents flows
on topological networks [12]. In general topological networks are extracted from
relationship between two elements which exchange constituents. Therefore it seems
to be important to consider processes of constituents as well as their network struc-
ture. Recently several studies focus on conveyance process of constituents on net-
works [13, 14, 15, 16].

Fig. 1 Conceptual illustra-
tion of the foreign exchange
market as a bipartite graph.
Large filled boxes represent
currency pairs, and small
filled boxes market partici-
pants. If a market participant
enters a quotation for a cur-
rency pair then the market
participant is regarded to be
connected with the currency
pair. Transactions occur
when two quotations which
two market participants en-
tered for the same currency
pair are matched

1 The analyzed data include quotations or transactions for AUD/JPY, AUD/NZD,
AUD/USD, CHF/JPY, EUR/CHF, EUR/CZK, EUR/DKK, EUR/GBP, EUR/HUF,
EUR/ISK, EUR/JPY, EUR/NOK, EUR/PLN, EUR/SEK, EUR/SKK ,EUR/USD,
EUR/ZAR, GBP/CHF, GBP/JPY, GBP/USD, NZD/USD, USD/CAD, USD/CHF,
USD/HKD, USD/JPY, USD/MXN, USD/PLN, USD/RUB, USD/SGD, USD/TRY,
USD/ZAR, XAG/USD, XAU/USD, XPD/USD, XPT/USD, USD/THB, CAD/JPY,
NZD/JPY, EUR/RUB, ZAR/JPY
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The foreign exchange market can be described as bipartite graph consisting of N
market participants and M(M− 1) currency pairs with M currencies (See. Fig. 1).
Define f jk(t) (t = 0, . . . ,T − 1) as the number of quotations/transactions for the
currency pair ( j/k) for a period in [tΔ ,(t + 1)Δ ] (Δ > 0).

Ask/bid rates of the currency pair j/k means that selling/buying prices at the
second currency k for a unit of the first currency j. Since trading of curren-
cies is symmetric, buying/selling currency j with currency i is equivalent to sell-
ing/buying currency i with currency j. Therefore we assume that the number of
quotations/transactions is symmetric f jk(t) = fk j(t). From the definition it obvi-
ously satisfies f j j(t) = 0.

Fig. 2 shows quotation/transaction flows at the foreign exchange market from
04:57 to 05:00 on 7th July, 2008 (UTC).

Fig. 2 Network representation of quotation arrivals (left) and transaction occurrence (right)
for a period from 5:00 to 5:05 on 7th July, 2008 (UTC) at Δ = 1[min]. A node represents
currency, and a link between two nodes a currency pair. The thick/thin link shows that a
large/small amount of quotations/transactions is observed for Δ

A relative occurrence rate of quotations/transactions can be useful to understand
comprehensive behavior of market participants. The relative occurrence rate for the
currency pair j/k is estimated from f jk(t) as

p jk =
∑T−1

t=0 f jk(t)

∑M
j=1∑M

k=1∑
T−1
t=0 f jk(t)

. (1)

Furthermore the occurrence rate of quotations/transactions associated with the cur-
rency k is defined as
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qk =
M

∑
j=1

p jk. (2)

Note that a certain kind of uncertainty relationship between temporal resolutions
and estimation accuracies of relative occurrence rates exists. Namely if TΔ is small
(large) then environmental changes can be detected with a high (low) temporal res-
olution with low (high) estimation accuracy of the relative occurrence rates.

From the bipartite graph description p jk (qk) are related with a population of
market participants who want to quote/trade the currency pair j/k (the currency
k). Therefore the shape of p jk (qk) may quantify a degree of monopolization in
the foreign exchange market. In order to quantify the degree of monopolization we
employ the normalized Shannon entropy for p jk (qk),

Hcp = −∑
M
j=1∑M

k=1 p jk log p jk

logM(M−1)
, (3)

Hc = −∑
M
k=1 qk logqk

logM
, (4)

where 0 log0 = 0. From this definition Hcp (Hc) takes values from 0 to 1. If all the
currency pairs or currencies are equally traded then Hcp (Hc) takes the maximum
value 1.
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Fig. 3 The normalized Shannon entropy of relative frequencies for currency pairs and cur-
rencies. These values are estimated by using relative frequencies of quotations/transaction for
a week (ΔT = 10,080 [min])
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Fig. 4 Time series of impulsive occurrence of quotations/transactions for currency pairs.
Lines represents time when the impulsive occurrence is detected. The horizontal axis repre-
sents time (UTC), and the vertical axis currency pairs

Fig. 3 shows Hcp and Hc estimated from relative frequencies of quotations and
transactions for TΔ = 7200[min]. We can find that the degree of monopolization
temporally varies. Specifically it is found that the trading patterns at the foreign
exchange market may drastically change around the middle of July 2008.

Sometimes synchronized behavior of human actions are found. For example hit
products in merchandise sales [17], bubbles and crashes of financial markets [18],
business cycles alternating between boom and bust [19, 20] have been considered in
successive studies.
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Fig. 5 The normalized Shannon entropy of relative frequencies of quotations for currency
pairs and currencies and synchronous index computed at D = 5.0

These phenomena commonly happen when participants synchronously behave
(active/inactive, buying/selling, and so on). Therefore it seems to be important to
quantify and to understand synchronous states of participants. Here we propose a
method to visualize and quantify the synchronous states of market participants from
f jk(t). If f jk(t) instantaneously becomes larger than before then one may regard
that many participants make the same decision at the same time. Therefore it is
meaningful to detect an impulsive change of f jk(t). In order to detect the impulsive
variation we employ a median filter, which is one of rank-order filters. Let filtered
time series f̃ jk(t) be defined as

f̃ jk(t) = Mediant′∈[t−K,t+K]

(
f jk(t ′)

)
, (5)

where Mediant′∈[t−K,t+K]

(
x(t ′)
)

is denoted as a median of x(t ′) in a range of [t−
K,t + K]. Defining f̂ jk(t) = | f jk(t)− f̃ jk(t)| one can determine that an impulsive
change happens at t if f̂ jk(t)≥ θ for any θ > 0. Although a selection of θ is arbitrary,
θ is assumed as θ = m+Dσ , where m denotes a mean value averaged over time, σ a
standard deviation, and D a parameter to determine a resolution. We set D = 5.0 and
calculated time when an impulsive occurrence of quotations/transactions happened.
If the impulsive occurrence of quotations/transactions is detected/undetected then
we assign y jk(t) = 1/0.
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As shown in Fig. 4 it is found that several impulsive events are detected and that
sometimes some currency pairs show synchronous big jumps. In order to quantify
synchronous states in the foreign exchange market we define a synchronization in-
dex as

Q(t) =
1

M(M−1)

M

∑
j,k=1; j �=k

y jk(t). (6)

Fig. 5 shows temporal development of Hcp (Hc) and Q(t). Before Hcp (Hc) becomes
larger than previous values around the middle of July 2008 Q(t) sharply took large
values around 21st June 2008. This synchronous behavior associated with a large
population of market participants may be considered as precursory changes leading
to the environmental change.

4 Conclusions

In order to detect environmental changes through high-resolution financial data
both comprehensively and circumstantially mathematical methods to visualize and
quantify states of market participants from quotation flows at the financial mar-
ket were proposed. The normalized Shannon entropy for relative frequencies of
quotations/transactions and the synchronous index by means of median filtering
for quotation flows and transaction occurrences were established. By using high-
resolution data of the foreign exchange market empirical investigation was con-
ducted. From comparative analysis with results obtained from these proposed
methods it was found that synchronous behavior associated with a large population
of market participants may be a premonitory phenomenon leading to environmental
changes.

In order to conclude that the synchronous behavior of market participants can
be the precursors of environmental changes both persistent and comprehensive
investigation is needed. At this moment the proposal methods become one of can-
didates to provide us with some useful information on market situations and to cap-
ture environmental changes at least since to visualize situations is to understand
them.

Both comprehensive and precise visualization of states of financial markets allow
us to improve our detectability for environmental changes. Such kinds of investiga-
tion with high-resolution financial data will be helpful for us to understand our social
environment.
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9. Heimo, T., Tibély, G., Saramäki, J., Kaski, K., Kertész, J.: Spectral methods and cluster
structure in correlation-based networks. Physica A 387, 5930–5945 (2008)

10. Sato, A.-H.: Comprehensive high-resolution analysis on behavior of market participants
in the foreign exchange market (in preparation)

11. ICAP PLC, http://www.icap.com
12. Albert, R., Barabási, A.-L.: Statistical mechanics of complex networks. Reviews of Mod-

ern Physics 74, 47–97 (2002)
13. Noh, J.D., Rieger, H.: Random walks on complex networks. Physical Review Letters 92,

118701 (2004)
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A Stochastic Model for Pareto’s Law and the
Log-Normal Distribution under the Detailed
Balance and Extended-Gibrat’s Law

Shouji Fujimoto, Masashi Tomoyose, and Atushi Ishikawa

Abstract. We verify that Takayasu–Sato–Takayasu (TST) model satisfies not only
Pareto’s law but also the detailed balance under Gibrat’s law, by using numerical
simulation. We employ a tent-shaped function as multiplicative noise. We also nu-
merically confirm that the reflection law is equivalent to the equation which gives
the Pareto index μ in TST model. We extend the model modifying the stochastic
coefficient under a Non-Gibrat’s law, and also numerically observe the detailed bal-
ance. The obtained pdf is power-law in the large scale region, and is the log-normal
distribution in the middle scale one. We also study the dependence of Pareto index
on the average of the additive noise.

1 Introduction

In the large scale region of a company size such as wealth, sales, profits, the number
of employees and so forth (x), the probability distribution function (pdf) P(x) obeys
Pareto’s law [1]:

P(x) ∝ x−(μ+1) for x > x0 . (1)

Recently, Fujiwara et al. [2] find that the Pareto’s law is derived from the law of de-
tailed balance and Gibrat’s law [3]. The detailed balance is time-reversal symmetry
(x1↔ x2) observed in a stable economy
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P12(x1,x2) = P12(x2,x1) . (2)

Here, x1, x2 are two successive company sizes, and P12(x1,x2) is the joint pdf. Also,
we define a growth rate as R = x2/x1. Gibrat’s law means that the conditional pdf
Q(R|x1) of the growth rate R is independent of the past value x1 in large scale region

Q(R|x1) = Q(R) for x > x0 . (3)

This derivation is, however, only valid in the large scale region. The Pareto’s law
(1) is not observed below some threshold x0 [3, 4] because the Gibrat’s law (3) is not
satisfied in the middle scale region [5, 6, 7]. In Ref. [8], we show that the log-normal
distribution in the middle scale region:

P(x1) = Cx1
−(μ+1) e

−α ln2 x1
x0 for xmin < x1 < x0 (4)

is derived from a Non-Gibrat’s law

Q(R|x1) = Const. R∓t±(x1)−1 for R ≷ 1 , (5)

t±(x1) = t±(x0)±α ln
x1

x0
(6)

under the detailed balance (2). The Non-Gibrat’s law means that a statistical de-
pendence of Q(R|x1) on the past value x1 exists in the middle scale region. In the
derivation, under the detailed balance (2), we show that the expression of t±(x1) (6)
is unique if the pdf of growth rate distribution is approximated by tent-shaped func-
tion (5) observed in profits data of Japanese firms[9]. We observe that the distribu-
tion (4) fits with the above data in the large scale Pareto’s law region and those in
the middle scale log-normal region consistently. The parameters are estimated as
follows: α ∼ 0 for x1 > x0, α ∼ 0.14 for xmin < x1 < x0, x0 ∼ 63,000 thousand yen
and xmin ∼ 1,600 thousand yen [8].

All these analyses are, however, concerned with non-negative profits data. The
exhaustiveness of negative data is untrustworthy and reliable statistical analysis is
difficult because the number of negative profits data is much less than that of non-
negative data, in the database. Also, these data analyses are restricted in the finite
period and category, because it is not easy to obtain complete data.

On the other hand, negative company size distributions are thought to be deeply
related to default probabilities which are important when one considers investments,
bond rating, insurance, and so forth. Especially negative profits must be taken into
account to derive company’s default. In this study, we propose a stochastic model
based on the detailed balance and (Non-)Gibrat’s law, and confirm the consistency
of the model. Pareto index is calculated for the case in which x can be negative, as
well as the case that x is non-negative. We also examine the dependence of Pareto
index on the functional form of the noise which is included in the model. These
numerical analyses aim at calculating default probabilities under restricted data in
the context of decision-making in environmental changes.
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2 Simulation in the Large Scale Region

There is a model which leads the Pareto’s law by using multiplicative stochastic
process. It is called Takayasu–Sato–Takayasu(TST) model[10]. TST model is given
by the Langevin equation with a multiplicative stochastic noise b(t) and an additive
stochastic noise f (t):

x(t + 1) = b(t)x(t)+ f (t) . (7)

They find that the necessary and sufficient conditions for power-law (1) are as
follows:

〈lnb(t)〉< 0 , 〈b(t)2〉> 1 . (8)

They also show that the index μ of power-law (1) is derived from the equation1

〈b(t)μ〉= 1 . (9)

Here 〈· · · 〉 denotes an average over realizations. In order to clarify that this model
is consistent with the empirical observation, the detailed balance and Gibrat’s law
must be satisfied. As known from Eq. (7), Gibrat’s law holds in the region where a
noise f (t) is negligible. The result in Ref. [2], therefore, suggests that the detailed
balance exists in TST model which leads Pareto’s law.

In the following two sections, we utilize a tent-shaped distribution: Eqs. (5)–(6)
with α = 0 and Weibull distribution:

k
λ

(
x
λ

)k−1 exp[−(
x
λ

)k] (10)

as distribution of b(t) and f (t) respectively. In this case, the multiplicative noise
b and the additive noise f are non-negative. Consequently, x should also be non-
negative. Of course, profits, income of firms and so forth can be negative; however,
the simulation in the following two sections is concerned with the only non-negative
quantity x.

Figure 1 shows the typical scatter plot of the simulation in which we choose
the following parameters: t+(x0) = 2.5, t−(x0) = 1.5, x0 = 100, k = 0.5 and λ =
30. To clarify the validity of the detailed balance, we apply the one-dimensional
Kolmogorov-Smirnov (K-S) test. We compare the distribution sample for P(x1 ∈
[103+0.2(n−1),103+0.2n],x2) with another sample for P(x1,x2 ∈ [103+0.2(n−1),103+0.2n])
with n = 1,2, · · · ,20 by making the null hypothesis that these two samples are taken
from a same parent distribution. Each p value is shown in Fig. 2. The null hypoth-
esis is not rejected in 5% significance level in the region where the noise f (t) is
negligible. The detailed balance is observed in the region. On the other hand, in
the region where the detailed balance is not observed, the additive noise f is not

1 Using Eq. (11) reduced from this equation, the range of μ corresponding to Eqs. (8) is
clarified to be 0 < μ < 2 .
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Fig. 1 The scatter plot of
data points under Gibrat’s
law, the number of which
is “500,000 ”. We employ
the following parameters:
t+(x0) = 2.5, t−(x0) = 1.5,
x0 = 100, k = 0.5 and λ = 30

Fig. 2 Each p value
of the one-dimensional
Kolmogorov-Smirnov test
for Fig. 1. The null hypoth-
esis is not rejected in 5%
significance level in the re-
gion where the noise f (t) is
negligible

0

0.2

0.4

0.6

0.8

1

100 101 102 103 104 105 106 107 108 109 1010

p
va

lu
e

x1,2

p value = 0.05

Fig. 3 The cumulative dis-
tribution of P(x) shows that
the Pareto’s law is observed
above xmin ∼ 104. The
Pareto index μ is estimated
by nearly 1

negligible and Gibrat’s law is not satisfied. The boundary between the two regions is
denoted by xmin. In the upper region, the additive noise f is negligible, and Pareto’s
law is observed (Fig. 3).
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Fig. 4 The comparison
with μ and t+(x0)− t−(x0).
Here, μ is estimated by the
least square method of the
simulation result, in which
we take various values of
t±(x0)
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We also verify the reflection law Q(R) = R−μ−1Q(R−1) derived in Ref. [2]. In
the simulation, from Eqs.(5) and (6) with α = 0, the reflection law is represented as

μ = t+(x0)− t−(x0), (11)

which is equivalent to the condition (9). Using this notation, the conditions (8) are
expressed as 0 < μ < 2. Note that this equation (11) is consistent with the We ob-
serve this reflection law in various t±(x0) (Fig. 4). profits data of Japanese firms[8].

From the above simulation results, we recognize that TST model holds the de-
tailed balance under the Gibrat’s law in the large scale region.

3 Simulation in the Middle Scale Region

In the middle scale region, the log-normal distribution must be deduced[8] if the
detailed balance and the Non-Gibrat’s law are satisfied. However, this scheme is not
manifest analytically in the stochastic simulation because a multiplicative noise b(t)
in Eq. (7) must be modified as b(x(t), t) under the Non-Gibrat’s law. This extension
is beyond the analytical framework of TST model. Hence, we examine this scheme
numerically.

Now, we introduce xint satisfying t+(xint) = t−(xint). As for the distribution of b,
we employ Eqs. (5)–(6) with α = 0 for x > x0, α �= 0 for xint < x < x0 and α = 0 for
x < xint keeping t±(x) continuously (Fig. 5). The last parameterization is imposed to
exclude immoderate slopes of growth rate distributions. As the middle scale region,
we recognize the region max(xmin,xint) < x < x0.

Figure 6 shows the typical scatter plot of the simulation in which we choose the
following parameters: t+(x0) = 2.5, t−(x0) = 1.5, x0 = 106, k = 0.5, λ = 30 and
α = 0.1. In order to judge the validity of the detailed balance, we apply the same
K-S test in the previous section. Each p value is displayed in Fig. 7. The detailed
balance is verified not only in the Gibrat’s large scale region (x > x0 = 106) but also
in the Non-Gibrat’s middle scale one (max(xmin,xint) = 104 < x < x0 = 106).
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Fig. 5 The shape of contin-
uous functions t±(x) defined
as t±(x) = t±(x0)±α ln x

x0
with α = 0 for x > x0, α > 0
for xint < x < x0 and α = 0
for x < xint. The horizontal
axis is logarithmic scale

xint x0

t-(x0)

t+(x0)

x

t (x)

Fig. 6 The scatter plot of
data points under Non-
Gibrat’s law, the number
of which is “500,000”.
We employ the following
parameters: t+(x0) = 2.5,
t−(x0) = 1.5, x0 = 106,
k = 0.5, λ = 30 and α = 0.1

Fig. 7 Each p value of one-
dimensional Kolmogorov-
Smirnov test for Fig. 6
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The resultant pdf of x appears in Fig. 8. This figure tells us that the log-normal
distribution in the middle scale region is observed besides Pareto’s law in the large
scale one. In order to ensure the adequacy of the log-normal distribution, we com-
pare the parameter α inputted in the simulation and that estimated by fitting the pdf
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Fig. 8 The resultant pdf
P(x) with t+(x0) = 2.5,
t−(x0) = 1.5, x0 = 106,
k = 0.5, λ = 30 and α = 0.1.
In the large scale region,
Pareto’s law is observed. In
the middle scale one, the
log-normal distribution is
observed
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Fig. 9 The relation between
α and αfit for the case
t+(x0) = 2.5, t−(x0) = 1.5,
x0 = 106, k = 0.5 and λ = 30
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Fig. 10 The relation be-
tween α and αfit for the case
t+(x0) = 3.5, t−(x0) = 2.0,
x0 = 106, k = 0.5 and λ = 30
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in the Non-Gibrat’s region (denoted by αfit). The result is displayed in Fig. 9 for the
case t+(x0) = 2.5, t−(x0) = 1.5, x0 = 106, k = 0.5 and λ = 30 and in Fig. 10 for
the case t+(x0) = 3.5, t−(x0) = 2.0, x0 = 106, k = 0.5 and λ = 30 for example. The
significant correlation between α and αfit exists. We can recognize form the above
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results that the simulation model also satisfies the detailed balance even under the
Non-Gibrat’s law in the middle scale region.

4 Issue of the Functional Forms of b(t) and f (t)

In the above simulation, we have fixed the functional forms of the multiplicative
noise b(t) and the additive noise f (t). A tent-shaped distribution and Weibull one
are employed as the distribution of b(t) and f (t) respectively. There are several
candidates for the distributions of b(t) and f (t). Moreover, b and f are non-negative.
So, x is also non-negative. However, profits can be negative.

In this section, we consider another two cases. Normal distribution N(m,σ2) is
commonly utilized as the additive noise f (t)[11], and a tent-shaped distribution, an
exponential one are employed as the multiplicative noise b(t). In these two cases,
the additive noise can become either positive or negative, and these might be asym-
metric. Also, x can be positive and negative value. Hence, there are two indices of
power-law (1) for positive and negative sides. Here, we confirm the dependence of
two indices μ+ and μ− on m.

Firstly, a tent-shaped distribution is employed as the distribution of b(t). The
distribution of f (t) is Normal distribution N(m,σ2) with the standard deviation σ =
20. For the case t+(x0) = 2.6, t−(x0) = 1.4, x0 = 106, the index μ is estimated 1.2
from Eq. (11). The result is shown in Fig. 11. The index μ+ takes 1.20 and the
index μ− does 1.21 at m = 0. The index μ+ hardly changes as m increases and takes
1.19 at m = 30. Namely, μ+ does not depend on m. Also, μ− hardly changes as m
increases until around m = 10, and takes 1.26 at m = 10. However, μ− increases for
m over 10. This dependence is thought to be due to statistical effects because the
number of negative x is much less than the positive one for m over 10. The similar
results are obtained by using the following parameters sets; t+ = 3.0, t− = 1.5 and
the index μ = 1.5, and t+ = 2.9, t− = 1.1 and the index μ = 1.8.

Next, an exponential distribution: γ exp(−γb) is employed as b(t). The distribu-
tion of f (t) is same as the above. We simulate the cases that the parameter γ =1.1,
1.2 and 1.3. For γ =1.1, the result is shown in Fig. 12. The index μ+ takes 1.24

Fig. 11 The dependence
of the positive side index
μ+ and the negative side
indexμ− on m. A tent-
shaped distribution and
normal one N(m,σ2) with
the standard deviation σ =
20 respectively
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Fig. 12 The dependence
of the positive side index
μ+ and the negative side
indexμ− on m. An expo-
nential distribution and nor-
mal one N(m,σ2) with the
standard deviation σ = 20
respectively
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and the index μ− does 1.23 at m = 0. The index μ+ hardly changes as m increases
and takes 1.22 at m = 30. Also, μ− hardly changes as m increases until around
m = 10, and takes 1.27 at m = 10, and increases for m over 10. This dependence is
also thought to be due to statistical effects. Similar results are obtained for γ =1.2
and 1.3.

In the above two cases, the value of μ+ and μ− are consistent with results in
section 2. Also, μ+ does not depend on m. These facts suggest that results obtained
in section 2 are independent on the functional form of additive noise.

5 Summary and Future Problems

We confirm that TST model satisfies not only Pareto’s law but also the detailed bal-
ance under Gibrat’s law, by using numerical simulation. We utilize a tent-shaped
function the multiplicative noise b(t). Equivalence of the reflection law and the
equation which gives the Pareto index μ in TST model is also verified numeri-
cally. Furthermore, we extend the model modifying the stochastic coefficient under
a Non-Gibrat’s law. The detailed balance is also observed in the extended model.
The obtained pdf of x is power-law in the large scale region, and is the log-normal
distribution in the middle scale one.

We also simulate the case that the distribution of additive noise f (t) is normal
one. In this case, x become either positive and negative. We calculate the positive
side index μ+ and the negative side one μ−. These values are consistent with the
former results, and μ+ does not depend on m. Apparently, the index μ− seems to
depend on m. This dependence is, however, considered to be artificial due to sta-
tistical effects. In this case, we merely calculate the indices μ+ and μ−. Thus, we
must examine whether the detailed balance and Non-Gibrat’s law hold or not in the
middle scale region. To verify the independence of the above results on the func-
tional form of b, other simulation is required by using another functional forms, for
instance normal distribution. On the other hand, if the indices μ+ or μ− do depend
on m using another functional form b, the simulation will has helpfulness for ac-
tual business situations. Because it is conceivable that the indices μ+ and μ− take
different values in empirical data [12].
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Effect of Reputation on the Formation of 
Cooperative Network of Prisoners 

Mieko Tanaka-Yamawaki and Taku Murakami1 

Abstract. We consider in this paper the effect of the player’s reputation imple-
mented in a multi-agent model of iterated prisoner’s dilemma to develop coopera-
tive networks. Our model assumes two separate strategies per agent to apply upon a 
cooperative partner and a defective partner. Starting from a randomly selected pair 
of strategies, (SD , SC) where SD and SC being the strategy on the defective partner 
and the cooperative partner, the agent autonomously learns a set of better strategies 
by imitating the better performing agent. Reputation is defined to be the rate of 
cooperative choice that the agent has chosen in the course of iteration. Each agent is 
given a fixed criterion on the minimum reputation to require upon the partner, so 
that this agent refuses to play the game with agents of bad reputation. We show by 
simulations that the model successfully develop cooperative networks of players by 
means of selecting the reputable partners as well as updating the strategies. 

1   Introduction 

It is of great interest to observe under the iterated prisoner’s dilemma (IPD) that 
selfish players autonomously establish a cooperative relationship with their partners 
by means of co-evolution to learn global perspectives. Evolutional computation 
offers a self-learning system for agents to update their own knowledge under a 
certain criterion (maximizing, or minimizing the evaluation function, for example) 
in order to improve their own chromosomes. Co-evolution implies a competition 
among agents representing a certain population of strategies that drives the agents 
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toward a cooperative society, by means of properly chosen criterion, which is im-
plemented by maximization or minimization of an evaluation function. 

Lindgren obtained an interesting result by evolving the chromosomes of strategy 
of IPD by setting the length of chromosomes to grow by doubling and point muta-
tions. [3] 

Nowak and Sigmund [4] introduced the effect of players’ reputation into the 
game in order to form a cooperative society. Robert and Sherratt [5] expanded the 
choice of actions to include intermediate actions between the perfect cooperation 
and the perfect defection. By combining both, Yao and Darwen [6] used a 3 layered 
neural network by adding the “reputation” as one of the input elements, in order to 
compute the best action out of four choices: {-1, -1/3, 1/3, 1}, corresponding to the 
defection, mild defection, mild cooperation, cooperation, and showed that the 
“reputation” indeed helps the agents to cooperate. 

In this paper, we put forward the idea of including the effect of “reputation” 
by means of evolving network, in which agents of bad reputation have difficulty 
finding partners in the network of IPD. Namely, each player is given a right to 
refuse matching with the partner whose reputation is lower than his criterion. 
This selection process determines a network of IPD players as a subset of the 
fully connected network of N agents, which grows time to time. Can we achieve 
a cooperative society by doing this? Do such networks show any notable 
characteristics? 

The rest of the paper is constructed as follows. We review the problem of pris-
oner’s dilemma (PD) and the iterated prisoner’s dilemma (IPD) in Section 2 and 3, 
respectively. Section 4 is devoted to present our model and Section 5 to show our 
result. We conclude our paper in Section 6 with some remarks. 

2   Prisoner’s Dilemma（PD） 

Neumann and Morgenstein [7] presented a model called “prisoner’s dilemma” for 
the model of social relationships where the cooperation is a difficult task when both 
sides cannot trust each other [8]. Namely one gets the mutual reward (R for both 
sides) by denying the crime under a severe fear of the partner’s betrayal where the 
partner gets a traitor’s reward (T, larger than anything else) and he suffers a sacrifice 
(S, smaller than anything else), while he betrays his partner by getting a traitor’s 
reward (T) and giving the partner a sacrifice (S), and naturally suffers a penalty (P) 
if both sides betray. This condition S<P<R<T is shown in Table 1. An additional 
condition S+T<2R is applied in order to avoid alternating a C (Cooperation) and D 
(Defection). And help forming a mutual cooperation. 

From the global point of view, the mutual cooperation is the best profitable so-
lution for both sides objectively because a traitor eventually pays the debt by 
loosing the reputation as well as deteriorating the whole environment surrounding 
him by giving damage on the partners. Yet a player cannot choose a cooperative  
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action easily, even though he realizes the cooperation is the best solution for both 
sides. Unless he perfectly trusts the partner, his final decision is to betray the partner. 
As shown in Table 1, his rational thinking concludes that the better choice is D if the 
partner chooses D to protect himself from the sacrificing situation when he receives 
S while the partner receives. In this case he is contend with a modest reward of P 
because this is still larger than S as shown in the right column of Table 1. The first 
column of the same table show that even if the partner chooses C the better choice 
of himself is again D since the reward as a traitor (T) is better than the reward as a 
cooperator (R). This is the reasoning for both players to choose the defective action, 
D, which is often called as the Nash equilibrium. In other words, the player chooses 
the larger reward out of the partner’s possible choices, which is always the smaller 
reward to the player (min-max action). 

Table 1 Payoff table of PD: Self (Partner) 

Self/Partner  Cooperate Defect 

Cooperate R(R) S(T) 

Defect T(S) P(P) 

  ※ S<P<R<T, S+T<2R 

3   Iterated Prisoner’s Dilemma（IPD） 

Repeated games can change the situation. By playing the game repeatedly, the past 
defective action would cause retaliation by the partner, or at least the fear on the 
potential retaliation makes the player to refrain from the defection. However, there 
is another problem. At the final matching when they have no more fear of retalia-
tion, both sides would betray. This situation influences the second last matching, 
where both sides choose D because there is no point choosing C when the partner 
would definitely choose the defective action in the next matching. The same logic 
applies for the entire series of the iterated game and the entire population is trapped 
by the Nash equilibrium. This problem can be avoided by terminating the iteration 
by throwing dice, for example, so that the players cannot prepare for the final 
matching. 

The real question is whether one can choose the cooperative action under a cer-
tain situation. One would do this under a tremendous mental suffering of trusting 
the unreliable partner, or disregarding his own profit completely. 

If the prisoners are given a chance to communicate, they might reach mutual 
cooperation. This seems the current world situation encouraging various interna-
tional conferences in various places such as Himeji, etc. Still, it is quite difficult for 
both sides to cooperate when they suffer from the fear of being betrayed by the 
partner. 
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Perhaps the most effective way of escaping from the Nash equilibrium is not to 
obey the voice of almighty but to prepare a certain environment under which the 
players autonomously choose the mutual cooperation.  

We consider a multi-agent model over the evolving network of players in which 
the reputation of each player is implemented as the most important component to set 
up the network. 

4   Reputable Players Network Model 

We implement the players’ reputation to our model in two ways. One is by means of 
updating the players’ network where the players of bad reputation, measured by the 
rate of D that he/she had chosen in the IPD at the last generation, loose the chance to 
participate the game. Another element is the evaluation function, measured as the 
accumulation of payoffs to be used to update the players’ strategies. 
  The model assumes the payoff parameters as shown in Table 2. The reputation (r) 
of the player i is defined as follows. 

)i(f)i(f

)i(f)i(f
r

DC

DC
i

＋

－
=   ( 1r1 i ≤≤− )                                   (1) 

Here fC(i) and fD(i) are the frequencies of action C and D, respectively, out of the 
number (m= fC(i)+fD(i), m=1,..,M) of the PD played so far.  

4.1   Evolvable Network 

Each PD game is played by the two players chosen from the entire population of N 
players and repeated M times. The first game is played by the entire population. The 
Second and the later PD are played only by the pairs who have agreed to match. 
Every player is given a fixed criterion of minimum reputation (given randomly) to 
require of the partner and is allowed to refuse playing the game if the partner does 
not satisfy the required criterion. This determines a network of the players of IPD. 

This mechanism prompts the players toward cooperation. Each agent autono-
mously tries to keep its own reputation, to maintain the chance of joining the game 
for the sake of accumulating the payoffs. As a result, cooperative action is generated. 
However, the total setting is PD whose structure implies a potential sacrifice on 
cooperative agents. 

Table 2 Payoff table of this model 

Self/Partner  Cooperate Defect 
Cooperate 3(3) 0(5) 
Defect 5(0) 1(1) 
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4.2   Evolvable Strategies 

Each player holds two different strategies, one for cooperative partners and the 
other for defective partners. Those strategies are strings of length K, composed 
from the two actions C and D. We take K=4 in this article as a first step, thus we 
have 16 different types of strategies for each component. Initially those strategies 
are randomly given to the players and the players repeatedly use those strategies 
until the end of one generation. For example, some players are always cooperative 
by acting CCCC, tricky players would act CCCD, and wicked players would act 
CDDD for a cooperative partner, and persistent retaliators would choose DDDD for 
a traitor, or tactic player would choose CDCD to hint cooperation for a traitor.  By 
doing so, we attempt to reflect various characters of the players chosen from the 
total 256 choices available in this model for a cooperative partner as well as de-
fective partner. 

We denote those strategies by ordered pairs whose first (second) element repre-
sents the action toward a defective (cooperative) partner. 

For example, All_C strategy in the original IPD settings is written as <CCCC, 
CCCC> in our model. TFT (tit for tat) is written as <DDDD, CCCC> and All_D is 
written as <DDDD, DDDD>, etc. 

Those pairs of strategies are updated by means of evolutional algorithm as follows. 
 
1) The first generation 
 
A pair of players is chosen from the entire population of N players and they play the 
game M times. Repeat the above process for all the possible pairs. The accumulated 
score and the number of D (defective action) are recorded and the reputation is 
counted for each player. Each player repeatedly uses the given strategy, in such a 
way that he uses the first (second) component of the ordered pair one by one if the 
partner’s previous action was D(C). For example, a player having the strategy 
<CDDD, CCCD> would act CDD… when the partner acts DDD…, and the same 
player would act CCC… when the partner acts CDC…, until the chosen pair finish 
M iterated games. 
 
2) Generation change 
 
By sorting the N players in the descending order of the accumulated score, we keep 
the players beyond the average score unchanged and make the players below the 
average score imitating the strategies of upper scores. 
 
3) Noise effect in imitating the strategies 
 
We assume the effect of noise with a fixed rate. Using the Gaussian noise, we 
convert two D in the strategy string of length 4 to C for the output +2, and convert 
one C in the string to D for the output -1. 
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4) Reputable player’s network 
 
From the second generation to the end of simulation, the chosen pair of players 
plays the game only when the partner’s reputation is higher than his/her criterion for 
both sides. Namely, the game is actually played only if 

ji rq <   ( 1rq1 j,i ≤≤− )                                         (2) 

Here iq  is a criterion of reputation for player i requires for his partners, which is 
given as a random number (between -1 and 1) as the initial condition. The pair does 
not play the game if one side refuses the match. 

A question arises if the reputation of the players must be made public. In our 
model, all the players hold information on every other’s reputation after the first 
generation when all the pairs have played M times of iterated games, thus the 
scores do not need to be publicized. From the second generation and after, not all 
the pairs match, and the players use the previous information on the reputation of 
partners if no mating was made with that partner in the previous generation. This 
situation corresponds to defining different reputations of the same player to  
different partners, so that the player i plays the game only if the following condi-
tion is satisfied. 

i,ji rq <   ( 1rq1 i,j,i ≤≤− )                                           (3) 

Here i,jr  is the reputation of player i to the player j, defined similarly as Eq. (1) for 
a particular partner. 

5   Simulation Result 

We have obtained the formation of cooperative networks within a few hundred 
generations in all the cases we have tried, although there are some variances in 
terms of the onset of cooperation and the strategy distributions, as shown in 
Fig.1(a)-(d), where the vertical axis on the right hand side represent the average 
payoff, and the vertical axis on the left hand side represents the population of 
strategies represented by the numbers of C in the two different action of partners. 
For example, <DDDD, CCCD> is represented by (0,3) in those figures. The hori-
zontal axis shows the generation. 

All the 4 figures show that the average payoff curve rises up to 3, implying the 
cooperation, and stays around this value throughout the simulation. Also, it can be 
observed in all the figures that the regime where the strategy (3,3) dominates, the 
average payoff curve stays around the value 2.7, and as (3,3) decline, the curve 
rapidly reaches the final cooperation level at around 3. 
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Fig. 1 (a)-(d) Average payoff and the population of strategies vs. the generation 
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Fig. 1 (continued) 

6   Conclusion and Future Perspectives 

We have presented a multi-agent model of IPD including the effect of reputation, by 
considering two different strategies against two different actions, C and D of the 
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partner. We also place the model on an evolvable network of reputable players. By 
co-evolving the strategies and the players’ network, we have successfully realized 
cooperation among selfish prisoners. 

We will explore this model in more detail by extending the length of the strate-
gies from 4 to the larger to include more complicated strategies. 
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A Multi-agent Wideband Signal Detector

John Hefferan

Abstract. A group of intelligent agents exploring a time-frequency communications
environment control a group of narrowband radio receivers. Multi-agent reinforce-
ment learning is used in order to potentially increase the rate of processing wide-
band data and also to effectively co-ordinate the perceived narrowband information.
The Multi-Agent System (MAS) attempts to detect the presence of a single tone fre-
quency agile radio transmission contained within the wider received band. Differing
learning policies are investigated and the performance of the detector is considered.

Keywords: Multi-Agent System (MAS), Frequency Hopping (FH).

1 Introduction

Modulated carrier electromagnetic transmission was originally accomplished by the
transmission of a single modulated carrier frequency signal. This relatively simple
approach made detecting the presence of information bearing signals also relatively
easy. The carrier frequency, or one its signal components, were a constant feature of
the power spectrum and could be detected by integrating the spectral region around
the carrier frequency of the transmission. More recently, frequency hopping (FH)
carrier transmissions have been developed. In these signals the carrier frequency is
changed in a pseudo-random sequence after a fixed dwell time at each frequency.
These FH signals have the advantage of a greater immunity to narrowband inter-
fering signals than that of a single carrier frequency transmission. However, the
difficulty in detecting and tracking a FH signal requires a much more complex re-
ceiver. Conventionally, FH signal reception has been carried out by the analysis of
the output of a single wideband receiver [1] - using what could be thought of as a
single agent approach.
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In this work a multi-agent approach is introduced to the problem of detecting
(and characterising) FH signals. The advantage of processing many regions of the
time-frequency (t-f) environment concurrently, together with the opportunity to trial
several learning policies have prompted this approach. Using many, digitally con-
trolled, narrowband receivers is also now a feasible alternative to a single wideband
tuner.

In this paper section 2 reviews the characteristics of the wideband communica-
tions band. Section 3 then introduces and defines the demodulator agent. This is
followed, in sections 4 and 5, by a description of each of the two levels of learning
that a group of demodulator agents undertake. Section 6 provides the investigation
of the performance of the multi-agent detector in the task of detecting a FH signal
in a simulated communications environment. Finally, some areas of future research
and the conclusion are discussed.

2 Detection in a Wideband Environment

Figure 1 shows a representation of a wideband communications environment com-
prised of several communications carriers in a background of Additive White Gaus-
sian Noise (AWGN). A FH signal will appear as very short bursts appearing at a
predetermined sequence of frequencies and will, in general, only be visible in a
power spectral plot such as figure 1 when the spectral plot is integrated over time
and the FH signal revisits a set of fixed frequencies. Figure 2 shows a representation
of a wide bandwidth communications environment as it varies in time.

3 The Demodulator Agent

In this work the concept of a demodulator agent is introduced. The agent, depicted in
figure 3, is, in this work, a software frequency agile element capable of demodulat-
ing short bursts of modulated carrier wave transmissions at a given centre frequency
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Fig. 3 A Demodulator Agent using a time-frequency (t-f) plot

(the carrier frequency fc). Analog amplitude modulation (AM) may be used to con-
vey information on the carrier. This modulation may be defined as in equation 1.

s(t) = m(t).cos(2πfct) (1)

Here, the low frequency signal m(t) modulates the higher frequency carrier. A key
concept in this work is that of the time-frequency space as an environment for de-
modulator agents. The interaction of the agent with its environment is determined
by the rule-set that each of the agents possess.

4 The Learning Algorithm - Layer 1 Reinforcement Learning

When using re-inforcement learning [2] in a multi-agent environment as described,
the effects of agent interactions during learning is a complex process.1 Inde-
pendent learning by the multi-agent system is the simplest learning method to
employ. Agents do not record the actions or effects of other agents in the envi-
ronment thereby reducing the computational requirement. In cases where the multi-
agent interactions effect the environment of other agents, this simplification cannot
in general, be justified - the actions of other agents will have an effect on whether
a particular agent can calculate the correct probability of entering a new state given
its own action. In the first learning phase of this work however, agents are able to be
treated as being independent and the results of their actions do not effect other agents
directly. It is only in the subsequent cluster analysis phase that agent outcomes from
the first learning phase are correlated.2

Each demodulator agent is initially placed randomly at a point on the time-
frequency plane of interest. In this work the boundaries of the environment are
a frequency boundary of 1000Hz ≤ f ≤ 15000Hz and a time boundary of
0 ≤ t ≤ 640msec.

1 See, for example [3] for an overview of some of the important issues.
2 See [4] for an introduction to multi-agent intelligent clustering.
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FH Signal at 10dB SNR
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Fig. 5 Local Region

A FH signal consisting of a 10msec burst time AM modulated carrier is present
in the environment together with a variable background level of AWGN. A t-f plot
of a FH carrier modulated with a 200Hz sine wave in a background AWGN level of
10dB SNR is shown in figure 4

The environment that each agent finds itself in consists of a group of t-f cells
surrounding its present location in t-f space. Figure 5 depicts the range of cells
‘visible‘ to each agent during each iteration of the first learning phase.

4.1 Local Value

Each grid space (t, f) in the local environment is, in effect, a short duration narrow-
band segment of the wideband environment. Hence, agents are able to demodulate
each of the segments in their range and thereby estimate a value for each. Here, the
reward gained by agent (i) in each state ri(t, f) is defined in equation 2.

ri(t, f) = S(200)/
f=fhi∑
f=flo

S(f) (2)

Here, the S(f) is an estimate of the spectral energy at frequency f .
Hence, the particular state reward to an agent will be higher if the spectral com-

ponent at 200Hz is relatively high. Other transmitted characteristics could be used
for the value term such as demodulated speech characteristics, baud parameters or
unique transmitter characteristics in the time-frequency space, for example the trans-
mitter’s RF signature.

In this work a reinforcement learning rule is used where different policies deter-
mine which action the agent will take depending upon its own current state and the
state values that surround it. This is, effectively, a form of Q-Learning [2] where we
can say that agent i, currently in state sk(t, f) at iteration k will determine its next
state s(k+1)(t, f) using [5] in equation 3.

Q̂(s, a)← r(s) + γ max
a′

Q̂(s′, a′) (3)
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Where Q̂ is the current approximation to the Q function value for the state-action
pair (s, a). γ is the discount factor devaluing the effect of future states, in this case
γ = 0.9 to allow significant look-ahead influence.

4.1.1 Local Learning Policies (πx)

Several different learning policies may be used here. The greedy policy is denoted
by π1. Here each agent updates its Q table for each state in range and will choose
the path with the calculated value as its destination during that iteration.

Policy π2 contains an element of exploration for each agent. Here during each it-
eration, the agent calculates the Q value for surrounding states as with π1. However,
if the highest value state is the current state and it has a local value Qk(t, f) less
than some minimum value δ, then the agent will choose to move to the highest state
in range other than its current state. This policy attempts to prevent agents becoming
trapped at low value points in the environment by forcing a move to a different state.

Policy π3 is an extension of π2. It is similar except that instead of making a small
exploratory move to a lower state when there are no higher states nearby, the agent
is randomly reassigned to another point in the environment.

4.2 Global Value

The co-ordinated performance of the population of agents in detecting a FH wide-
band signal is determined by calculating the global value of the population at iter-
ation k, V gk. In this work the V gk value is determined by scanning down the time
axis of the given environment and testing the output of the agent population at time
segments equal to half the expected burst time of the FH signal. Hence, the value
of the current state of all agents can be quantified by calculating the global value.
Here, this is defined in equation 4.

V gk =
∑

t

Vi(200) (4)

Where Vi(200) is the local value of agent (i) if present at contiguous time in-
tervals through the entire environmental timeframe. The global value is a measure
of how well the agent population has been able to detect a FH transmission during
the entire environment time window and may be used to update the local estimates
of the Q function at each agent. The longer the contiguous sequence of high value
states found by the population then the higher is the global value obtained.

5 The Learning Algorithm - Layer 2 Multi-agent Cluster
Network Analysis

As a result of the initial layer of learning, the agent population converges to states of
high local value whilst concurrently maximizing the global value of the population
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as a whole. As a result of this, the agent population effectively form clusters around
each likely burst of modulated energy detected in the t-f environment. Figure 6
shows the clustering of the agent population following the initial learning layer when
applied to the environment of figure 4.

The multi-agent clusters that have been formed are now analysed statistically and
measures considered here are the cluster start time, cluster duration, cluster centre
frequency and number of agent members.

We can further analyse the cluster data as depicted in figure 6 in an attempt to
filter out clusters which are least likely to be part of a FH transmission.

5.1 Burst Time Multiples

Figure 7 is a histogram plot of the cluster duration of those depicted in figure 6.
Here we can see a peak cluster duration of approximately four units which, when
appropriately scaled equates to a mean cluster duration of 660 samples or 11mSec.
The estimation of the likely burst time allows us to filter out clusters that do not
conform to a burst time multiple derived from this value and are, hence, unlikely to
be one the FH bursts.

5.2 Burst Networks

Each burst in the transmitted FH sequence links to a specific subsequent burst at the
end of the burst time. These linked bursts are generally, but not necessarily, at dif-
ferent carrier frequencies and each burst follows on immediately from its predeces-
sor. At the receiver however, detected energy bursts will potentially link to several
clusters that have been detected. We can depict this as in figure 8 which assigns a
probability to the links between successive clusters in the ambiguous burst network.
The receiver is presented with the task of estimating the most probable path through
the network of clusters and links. Burst length, inter-burst time and burst modulation



A Multi-agent Wideband Signal Detector 631

Fig. 8 Reconstructed Burst
Network

all influence the path probability through clusters. As we now have an estimate of
the burst structure and linkages we can estimate the path through the finite number
of states by using Bellman’s dynamic programming [6].

V ∗(sj) = max
aj

⎛
⎝E[rj+1] + γ

∑
sj+1

P (sj+1|sj , aj)V ∗(sj+1)

⎞
⎠ (5)

Here the P (sj) term is derived from the estimated probability of a cluster at
time offset j being from a burst distribution together with an estimate of the path
probability (pi,j) from cluster i to cluster j as depicted in figure 8. V ∗(s) indicates
the path through the most likely clusters when the optimal policy is followed. It
is evaluated effectively, from the likelihood of the particular cluster belonging to
a distribution of FH bursts obtained from the prior cluster analysis (giving rise to
estimates of a reward term r(sj)). Specific knowledge of likely burst durations and
frequency spacings will improve our confidence in the P (sj) estimates for each
energy burst. We retain the most likely path in order to reconstruct the FH sequence
as in figure 8.

6 Noise Performance

The performance of this approach to wideband signal detection in varying levels of
background AWGN is studied in this section. Here, an AM FH signal with a con-
stant 200Hz modulating tone was generated and a simulated transmission using a
five carrier tone hopping transmission distributed within a frequency boundary of
3kHz−15kHz. The sampling frequency fs was set at 60k samples per second. The
t-f environments of the signal at the differing AWGN levels is shown in figure 9.

The resulting cluster distributions of 512 demodulator agents is shown for each
of the noise environments also in figure 9. As the SNR is decreased it can be seen
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Fig. 9 Varying AWGN levels

that more agents were grouping at the lower frequency range (hence leaving fewer
for the higher frequency bursts). This lower frequency signal is the result of noise
floor components increased magnitude. Filtering of this noise component may occur
in the cluster analysis phase of this algorithm. Increasing the number of demodula-
tor agents would also leave a higher number available to associate with the higher
frequency burst energy.

The presence of the 10mSec (600 sample) burst was detected in all cases with
the longer duration interferer and noise clusters becoming more prominent as SNR
decreased. Improved cluster filtering, local agent learning discriminants and distri-
butions will facilitate better resolution of the burst network.

7 Future Work

Several areas of further investigation lend themselves here to improving this method
in the detection of received signals. Firstly, the scalability of this approach to higher
frequency transmissions needs to be tested. In an implementation of this method,
the maximum sampling rate of the system’s analog to digital (A/D) converter would
be a limiting factor. A conventional 100M sample per second A/D would permit
the capture of a 40MHz frequency band which is adequate to cover many satellite
transponders in use currently.

Improved feature identification and analysis is possible. For example, the identifi-
cation of specific transmitter characteristics (i.e.: the transmitter signature) would be
potentially identifiable with this approach. Other features in the modulation space
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(for example speech spectra or envelope distribution) would also allow a greater
application in the detection of active FH voice transmissions.

Finally, a directional antenna, providing a line of bearing to incident signal energy
would also provide another important feature to aid the cluster filter.

8 Conclusion

This work has presented a multi-agent approach to the detection and recognition
of wideband, frequency hopping communications signals. The two stage learning
and analysis method employs a number of demodulator agents to each explore a
region of the local time-frequency space and search for energy with features of
interest. A collective measure of global value has been introduced which is able
to provide quantitative reinforcement during the learning process. When used with
an AM modulated FH carrier this method was shown to be able to detect the main
burst duration. A method for determining the most likely burst sequence was also
discussed. With further development this approach will provide a practical method
of facilitating the analysis of frequency agile signals in the wideband time-frequency
environment.
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Bayesian Estimation of GARCH Model with an
Adaptive Proposal Density

Tetsuya Takaishi

Abstract. A Bayesian estimation of a GARCH model is performed for US
Dollar/Japanese Yen exchange rate by the Metropolis-Hastings algorithm with a
proposal density given by the adaptive construction scheme. In the adaptive con-
struction scheme the proposal density is assumed to take a form of a multivariate
Student’s t-distribution and its parameters are evaluated by using the sampled data
and updated adaptively during Markov Chain Monte Carlo simulations. We find
that the autocorrelation times between the data sampled by the adaptive construc-
tion scheme are considerably reduced. We conclude that the adaptive construction
scheme works efficiently for the Bayesian inference of the GARCH model.

Keywords: Markov Chain Monte Carlo, Bayesian inference, GARCH model,
Metropolis-Hastings algorithm.

1 Introduction

In finance volatility of asset returns plays an important role to manage financial risk.
To forecast volatility, various empirical models which mimic the properties of the
volatility have been proposed. Engle[1] proposed Autoregressive Conditional Het-
eroskedasticity (ARCH) model where the present volatility is assumed to depend on
the squares of past observations. Later Bollerslev[2] advocated Generalized ARCH
(GARCH) model which is an extension of the ARCH model and includes addi-
tional past volatility terms to the present volatility estimate. It is known that the
volatility of the financial assets exhibits clustering in the financial time series. The
GARCH model can captures this property. Furthermore the return distribution gen-
erated from the GARCH process shows a fat-tailed distribution which is also seen in
the real financial markets. There also exists extension of the GARCH model which
incorporates the asymmetric property of the volatility[3, 4, 5, 6].
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A preferred algorithm to infer GARCH model parameters is the Maximum Like-
lihood (ML) method which estimates the parameters by maximaizing the corre-
sponding likelihood function of the GARCH model. In this algorithm there is a
practical difficulty in the maximization procedure when the output results are sensi-
tive to starting values.

By the recent computer development the Bayesian inference by Markov chain
Monte Carlo (MCMC) methods, which is an alternative approach to estimate
GARCH parameters, has become popular. There exist a variety of methods pro-
posed to implement the MCMC scheme[7]-[12]. In a recent survey[11] it is shown
that Acceptance-Rejection/Metropolis-Hastings (AR/MH) algorithm works better
than other algorithms. In the AR/MH algorithm the proposal density is assumed to
be a multivariate Student’s t-distribution and the parameters to specify the distribu-
tion are estimated by the ML technique. Recently a new method to estimate those
parameters without relying on the ML technique was proposed[13]. In the method
the parameters are determined by an MCMC simulation. During the MCMC simu-
lation, the parameters are updated adaptively using the data sampled by the MCMC
method itself. We call this method ”adaptive construction scheme”. The adaptive
construction scheme was tested for artificial GARCH data and it is shown that the
adaptive construction scheme can significantly reduce the correlation between sam-
pled data[13]. In this study we apply the adaptive construction scheme to real finan-
cial data, US Dollar/Japanese Yen exchange rate and examine the efficiency of the
adaptive construction scheme.

2 GARCH Model

The GARCH(p,q) model by Bollerslev[2] is given by

yt = σtεt , (1)

σ2
t = ω+

q

∑
i=1
αiy

2
t−i +

p

∑
i=1
βiσ2

t−i, (2)

where the GARCH parameters are restricted to ω > 0, αi > 0 and βi > 0 to ensure a
positive volatility, and the stationary condition∑q

i=1αi +∑p
i=1βi < 1 is also required.

εt is an independent normal error∼ N(0,1).
In this study we focus on GARCH(1,1) model where the volatility σ2

t is given by

σ2
t = ω+αy2

t−1 +βσ2
t−1. (3)

The likelihood function of the GARCH model is given by

L(y|θ ) =Π n
i=1

1√
2πσ2

t

exp (− y2
t

σ2
t

). (4)
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3 Bayesian Inference

Using Bayes’ rule the posterior density π(θ |y) with n observations denoted by y =
(y1,y2, . . . ,yn) is given by

π(θ |y)∝ L(y|θ )π(θ ), (5)

where L(y|θ ) is the likelihood function. π(θ ) is the prior density which we have
to specify depending on θ . In this study we assume that the prior density π(θ ) is
constant.

With π(θ |y) we infer θ as expectation values of θ . The expectation values are
given by

〈θ 〉= 1
Z

∫
θπ(θ |y)dθ , (6)

where Z =
∫
π(θ |y)dθ is the normalization constant. Hereafter we omit Z since this

factor is irrelevant to MCMC estimations.
The MCMC technique gives a method to estimate eq.(6) numerically. The basic

procedure of the MCMC method is as follows. First we sample θ drawn from a
probability distribution π(θ |y). Sampling is done by a technique which produces a
Markov chain. After sampling some data, we evaluate the expectation value as an
average value over the sampled data θ (i),

〈θ 〉= lim
k→∞

1
k

k

∑
i=1

θ (i), (7)

where k is the number of the sampled data. The statistical error for k independent
data is proportional to 1√

k
. When the sampled data are correlated the statistical error

will be proportional to
√

2τ
k where τ is the autocorrelation time between the sampled

data. The autocorrelation time depends on the MCMC method we employ. Thus it
is desirable to take an MCMC method which can generate data with a small τ .

4 Metropolis-Hastings Algorithm

The Metropolis-Hastings (MH) algorithm[14] is an MCMC simulation method
which generates draws from any probability density. The MH algorithm is an exten-
sion of the original Metropolis algorithm[15]. Let us consider a probability distribu-
tion P(x) from which we would like to sample data x. The MH algorithm consists
of the following steps.

(1) First we set an initial value x0 and i = 1.
(2) Then we generate a new value xi from a certain probability distribution

g(xi|xi−1) which we call proposal density.
(3) We accept the candidate xi with a probability of PMH(xi−1,xi) where
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PMH(xi−1,xi) = min

[
1,

P(xi)
P(xi−1)

g(xi|xi−1)
g(xi−1|xi)

]
. (8)

When xi is rejected we keep xi−1, i.e. xi = xi−1.
(4) Go back to (2) with an increment of i = i+ 1.
For a symmetric proposal density g(xi|xi−1) = g(xi−1|xi), eq.(8) reduces to the

Metropolis accept probability:

PMetro(xi−1,xi) = min

[
1,

P(xi)
P(xi−1)

]
. (9)

5 Adaptive Construction Scheme

Since the proposal density g(xi|xi−1) is dependent of the previous value xi−1, usually
the sampled data are correlated. One may use an independent proposal density g(xi)
which does not depend on the previous value. Although in this case we can generate
independent candidates xi, it is important to choose the one close enough to the
posterior density, in order to make the acceptance high enough.

The posterior density of GARCH parameters often resembles to a Gaussian-like
shape. Thus one may choose a density similar to a Gaussian distribution as the
proposal density. Following [10, 11], in order to cover the tails of the posterior
density we use a (p-dimensional) multivariate Student’s t-distribution given by

g(θ ) =
Γ ((ν + p)/2)/Γ (ν/2)

detΣ1/2(νπ)p/2

[
1 +

(θ −M)tΣ−1(θ −M)
ν

]−(ν+p)/2

, (10)

where θ and M are column vectors,

θ =

⎡
⎢⎢⎢⎣
θ1

θ2
...
θp

⎤
⎥⎥⎥⎦ ,M =

⎡
⎢⎢⎢⎣

M1

M2
...

Mp

⎤
⎥⎥⎥⎦ , (11)

and Mi = E(θi). Σ is the covariance matrix defined as

νΣ
ν−2

= E[(θ −M)(θ −M)t ]. (12)

For later use we also define a matrix V as

V = E[(θ −M)(θ −M)t ]. (13)

ν is a parameter to tune the shape of Student’s t-distribution. When ν → ∞ the
Student’s t-distribution goes to a Gaussian distribution. In this study we take ν = 10.

There are three parameters to be inferred for the GARCH(1,1) model. Therefore
in this case p = 3 and θ = (θ1,θ2,θ3) = (α,β ,ω), and Σ is a 3× 3 matrix. The
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values of Σ and M are not known a priori. We determine these unknown parameters
M and Σ through MCMC simulations. First we make a short run by the Metropolis
algorithm and accumulate some data. Then we estimate M and Σ . Note that there
is no need to estimate M and Σ accurately. Second we perform an MH simulation
with the proposal density of eq.(10) with the estimated M and Σ . After accumulat-
ing more data, we recalculate M and Σ , and update M and Σ of eq.(10). By doing
this, we adaptively change the shape of eq.(10) to fit the posterior density more
accurately. We call eq.(10) with the estimated M and Σ ”adaptive proposal density”.

The random number generation for the multivariate Student’s t-distribution can
be done easily as follows. First we decompose the symmetric covariance matrix Σ
by the Cholesky decomposition as Σ = LLt . Then substituting this result to eq.(10)
we obtain

g(X)∼
[

1 +
XtX
ν

]−(ν+p)/2

, (14)

where X = L−1(θ −M). The random numbers X are given by X = Y

√
ν
w

, where Y

follows N(0, I) and w is taken from the chi-square distribution ν degrees of freedom
χ2
ν . Finally we obtain the random number θ by θ = LX + M.

6 Empirical Analysis

We make an empirical analysis based on daily data of the exchange rates for US
Dollar and Japanese Yen. The sampling period of the exchange rates is 1 March
2000 to 29 February 2008, which gives 2007 observations. The exchange rates pi

are transformed to ri = 100[ln(pi/pi−1)− s̄] where s̄ stands for the average value of
ln(pi/pi−1).

Our implementation of the adaptive construction scheme is as follows. First we
make a short run by the Metropolis algorithm. We discard the first 3000 data as
burn-in process. Then we accumulate 1000 data to estimate M and Σ . The estimated
M and Σ are substituted to g(θ ) of eq.(10). The shape parameter ν is set to 10.
We re-start a run by the MH algorithm with the proposal density g(θ ). Every 1000
update we re-calculate M and Σ using all accumulated data and update g(θ ) for the
next run. We accumulate 100000 data for analysis.

We also make a Metropolis simulation and accumulate 100000 data for analysis.
The Metropolis algorithm in this study is implemented as follows. We draw a new θ ′
by adding a small random value δθ to the present value θ = (θ1,θ2,θ3) = (α,β ,ω):

θ ′j = θ j + δθ j, (15)

where δθ j = d(r−0.5). r is a uniform random number in [0,1] and d is a constant
to tune the Metropolis acceptance. We choose d so that the acceptance becomes
greater than 50%.

Fig. 1 compares the Monte Carlo time history of α sampled by the adaptive
construction scheme with that by the Metropolis algorithm. It is clearly seen that the
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Table 1 Results of parameters

α β ω
Adaptive construction 0.03151 0.9403 0.01104
standard deviation 0.0078 0.017 0.0047

statistical error 0.00004 0.0001 0.00003
2τint 2.8±0.3 3.8±0.4 4.1±0.5

Metropolis 0.0318 0.9391 0.0114
standard deviation 0.0079 0.018 0.005

statistical error 0.0005 0.0014 0.0004
2τint 400±60 650±100 620±80

10000 12000 14000
MC time

0

0.02

0.04

0.06

α

10000 12000 14000
MC time

0

0.02

0.04

0.06
α

Fig. 1 Monte Carlo time histories of α sampled by the adaptive construction scheme (left)
and the Metropolis algorithm(right)

data α produced by the Metropolis algorithm are very correlated. On the other hand
the sampled data by the adaptive construction scheme seem to be well de-correlated.
For other parameters β and ω we also see the similar behavior.

In order to see correlations between sampled data, we measure the autocorrela-
tion function (ACF) defined as

ACF(t) =
1
N ∑

N
j=1(x( j)−〈x〉)(x( j + t)−〈x〉)

σ2
x

, (16)

where 〈x〉 and σ2
x are the average value and the variance of certain successive data

x respectively.
Fig. 2 shows the ACF for the adaptive construction scheme and the Metropo-

lis algorithm. The ACF of the the adaptive construction scheme decreases quickly
as Monte Carlo time t increases. On the other hand the ACF of the Metropolis
algorithm decreases very slowly which indicates that the correlation between the
sampled data is very large.

We estimate the autocorrelation time by the integrated autocorrelation time τint .
To calculate τint we define τint(T ) as
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Fig. 2 Autocorrelation functions of α for the adaptive construction scheme (left) and the
Metropolis algorithm (right)

Fig. 3 The integrated auto-
correlation time τint(T ) of
α sampled by the adaptive
construction scheme
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τint(T ) =
1
2

+
T

∑
i=1

ACF(i). (17)

τint is given by τint(T =∞). In practice, however, it is impossible to sum up ACF(t)
to T =∞. Since typically τint(T ) increases with T and reaches a plateau we estimate
τint at this plateau. Fig. 3 illustrates τint(T ) of α sampled by the adaptive construc-
tion scheme. τint(T ) increases with T and reaches a plateau around T ≥ 20.

Results of τint are summarized in Table 1. The values of τint from the Metropolis
simulations are very large, typically several hundreds. On the other hand τint from
the adaptive construction scheme are very small, 2τint ∼ 2− 31. This results in a
factor of 10 reduction in terms of the statistical error. This reduction property is
confirmed by the statistical errors of the sampled data (See Table 1). Thus it is
concluded that the adaptive construction scheme is effectively working for reducing
the correlations between the sampled data.

Fig. 4 shows the convergence property of the matrix V . The matrix elements
Vi j are defined by V = E[(θ −M)(θ −M)t ] with θ = (θ1,θ2,θ3) = (α,β ,ω). For

1 2τint is called an inefficiency factor.
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Fig. 5 Acceptance at MH step with the adaptive proposal density

instance V12 = Vαβ . All elements of V converge quickly to certain values as the
simulations are proceeded.

Fig. 5 shows the acceptance at the MH algorithm with the adaptive proposal
density of eq.(10). Each acceptance is calculated every 1000 updates and the cal-
culation of the acceptance is based on the latest 1000 data. At the first stage of the
simulation the acceptance is low. This is because at this stage M and Σ are not cal-
culated accurately yet. However the acceptances increase quickly as the simulations
are proceeded and reaches a plateau where the acceptance is more than 70%.

7 Summary

We proposed the adaptive construction scheme to construct a proposal density for
the MH algorithm of the GARCH(1,1) model. The construction of the proposal den-
sity is performed using the data generated by MCMC methods. During the MCMC
simulations the proposal density is updated adaptively. In this study we applied the
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adaptive construction scheme for the Bayesian inference of the GARCH(1,1) model
by using US Dollar/Japanese Yen exchange rate. The numerical results show that
the adaptive construction scheme significantly reduces the correlations between the
sampled data. The autocorrelation time of the adaptive construction method is cal-
culated to be 2τint ∼ 2−3, which is comparable to that of the AR/MH method[11].
It is concluded that the adaptive construction scheme is an efficient method for the
Bayesian inference of the GARCH(1,1) model. The adaptive construction scheme is
not limited to the GARCH(1,1) model and can be applied for other GARCH-type
models.

Acknowledgements. The numerical calculations were carried out on Altix at the Institute of
Statistical Mathematics and on SX8 at the Yukawa Institute for Theoretical Physics in Kyoto
University.
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Elucidation of Industrial Structure of the
Japanese Economy through Visualization and
Community Analysis

H. Iyetomi, K. Kamehama, T. Iino, Y. Ikeda, T. Ohnishi, H. Takayasu,
and M. Takayasu

Abstract. We shed light on industrial structure of the economic system in Japan
by combining visualization technique and community analysis. The production net-
work consisting of submillion nodes (firms) and three million links (transactions)
is visualized taking advantage of MD simulation technique. Also communities
inherent in such a large-scale network is extracted through maximization of the
modularity using both greedy (bottom-up) and bisection (top-down) algorithms; the
bisection method works better. It is shown that nodes belonging to the same com-
munity are located close to each other in a visualization (three-dimensional) space.

1 Introduction

Various systems as encountered in informational, social, economical, and biological
sciences are recognized as complex networks consisting of an enormous number of
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linked elements [1, 2, 3, 4]. As an example, firms form a complex network through
their business transactions for their production activities. A firm obtains materi-
als from suppliers (upstream firms) and sell its products to customers (downstream
firms). The business relationship so established between firms may also reflect how
close are they geographically, financially, politically, historically, mentally and so
on. Fortunately we can have access to empirical database on production network in
which one million firms with four million links in Japan are listed. It almost exhausts
the whole production activity over the nation.

The objective of the present work is to develop a visualization technique adapted
for drawing such a large-scale network and to apply the method so obtained to the
empirical data. Complex networks are highly difficult to analyze all connections be-
cause of their multitude and complexity. Visualization is one of useful techniques
to illuminate structural properties of networks [5]. Of course visualization is not ev-
erything, but it helps us a lot to delve into complicated structures by stimulating our
intuition. To visualize the network structure, we assume a spring-electrical model
in which linked firms are connected with a spring and all of firms repels each other
through a repulsive Coulomb interaction. We take full advantage of a molecular dy-
namics (MD) method [6] for an optimized structure in the model. The MD works
well to reproduce ordered structures such as crystals of matter through slow cool-
ing starting from any initial configurations. We thus expect it is also successful in
visualizing network structures.

Here we also devote ourselves to development of a method for extracting com-
munity structures inherent in such a nationwide economic network. Finding com-
munities in a network is to separate densely connected groups of nodes from the
remainder. Then the network can be regarded as consisting of those groups which
are sparsely connected to each other. The structural heterogeniety would play an
important role in determining dynamics of macroeconomy such as business fluc-
tuations, one of long-standing problems in the economic theory [7]. The quality
function for communities is called modularity that was proposed by Newman [8].
The optimization of the modularity is one of promising approaches to identifying
community structures involved in complex networks.

We thus demonstrate that combination of visualization and community analysis
provides a useful tool for elucidating industrial structure and its evolution in the
Japanese economic system.

2 Data on Transactions between Firms

We use a set of data on transactions between firms in Japan, compiled by Tokyo
Shoko Research, Inc. It is almost the same dataset as analyzed in Ref. [9], where
details of the data are described including how the research agency collected infor-
mation. Here we just mention the dataset contains information in 2004 on individ-
ual firms exceeding one million in Japan and more than four million transactions
between firms. The total number of firms in Japan is now estimated to be 2.5 mil-
lion by the census due to the Ministry of Internal Affairs and Communications. By
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removing data irrelevant to the production network (isolated firms, incomplete data,
etc.), we reduced the original dataset to the one consisting of N = 780,544 nodes
(firms) and M = 3,196,282 links (transactions).

It has already been established that the connections between firms have charac-
teristics of a scale-free network [9, 10]. Namely, the number of links (degree) origi-
nating from a node has a power-law distribution; some firms thus have a number of
connections acting as hubs. The scale-free networks are observed in various places,
including the topology of web-page links, the collaborative network of Hollywood
actors, the power grid of U.S., and so on [1, 2, 3, 4]. Preferential attachment is a
possible mechanism for formation of the scale-free networks; probability of linking
to a node is proportional to the number of existing links that node has.

3 Network Visualization

The interaction potential between nodes in the MD simulation for an optimized
network structure is given by

Fig. 1 An optimized network structure of whole economy in Japan (e); only nodes are drawn.
And it is decomposed into various sectors: (a) construction, (b) manufacturing, (c) services,
(d) real estate, (f) transport, (g) wholesales/retail trade, (h) information/communications, (i)
others
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Fig. 2 Relaxation process for the optimized network structure, the rightmost drawing, iden-
tical to that in Fig. 1(e)

Φ(ri j) =
QiQ j

ri j
− 1

2
ki jr

2
i j, (1)

where Qi is the Coulomb charge for node i and ki j is the spring constant between
nodes i and j. Here we neglect the direction of links (flow of goods or money),
and assume that Qi and ki j take identical values for all of nodes and all of pairs,
respectively.

The MD simulation on a system consisting of charged particles of million or-
der is not a simple task because of the long-range nature of the Coulomb force;
the computational task is order of N2 without any tricks. To speed up the compu-
tation, we thereby implemented the hierarchical tree algorithm due to Barnes and
Hut [11, 12] into our MD code. The whole space is divided by cells at hierarchical
levels. The interactions of a given particle with other remote particles are replaced
by the interactions with the cells to which those particles belong. As the distance
between particles is larger, cells at higher level are used. On the other hand, the
force on the particle is calculated directly for its neighbors residing in the same cell
or the adjacent cells at the lowest level. This trick reduces the computational task to
O(N logN).

We exemplify an optimized structure of the transaction network in Japan obtained
by the MD simulation in Fig. 1 and its relaxation process in Fig. 2. We confirmed
the final structure was essentially independent of initial configurations and cooling
processes adopted. The distribution of firms is also decomposed into various sec-
tors of industry in Fig. 1. We see that each component has its own characteristics.
This figure thus constitutes a kind of industrial map in Japan. A partial network of
firms belonging only to the manufacturing sector was visualized in Ref. [9]. Fig-
ure 3 shows how firms with different sizes are distributed on the optimized network;
it is depicted that larger firms tend to concentrate at the center. We also prepared
a picture of the optimized network coarse-grained at prefecture level as shown in
Fig. 4; Tokyo occupies a very peculiar position linking over the whole nation. Fig-
ure 5 depicts how a shock due to a scandal over sale of contaminated rice by a food
distribution company propagate through the network. The scandal was brought to
light in fall, 2008. The shock is directed to the center of the network, indicating
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Fig. 3 Partial drawings of the optimized network structure in Fig. 2 where firms are selected
according to their size. The size of firms is measured by the total number Ne of employees: (a)
for Ne ≥ 500, (b) for Ne ≥ 100, and (c) for Ne ≥ 25. The radius of each sphere representing a
firm scales with the number of links it has

Fig. 4 Coarse-grained picture of the optimized network structure as shown in Fig 2 at pre-
fecture level

amplified impact on the economic system; actually a number of downstream firms
and consumers were affected.

4 Community Analysis

The modularity Q for a given network is defined by difference between the fraction
of within-module links in the network and the expected fraction of within-module
links in a randomly connected network with the same assignment of nodes into
modules. It explicitly written as

Q =∑
i

⎛
⎝eii−

(
∑

j

ei j

)2
⎞
⎠ (2)
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Fig. 5 Propagation of a shock due to the scandal over sale of contaminated rice by a food
distribution company through the production network. The circle depicts the trigger company

where ei j is the fraction of all edges connecting module Vi and module Vj given by

ei j =
1

2M ∑l∈Vi

∑
m∈Vj

alm, (3)

with the adjacent matrix alm for the network. Thus Q + 0 indicates that the net-
work has no statistically significant communities as compared with the randomly
connected network and Q + 1 corresponds to a network which is partitioned into
modules almost perfectly.

Table 1 Results of the community analysis on three networks

Network Power Grida Transaction (all)b Transaction (Ne ≥ 500)c

# of nodes 4,941 780,544 4,851
# of links 6,594 3,196,282 25,832
Greedy method

nc 43 9,540 38
Q 0.934 0.539 0.504

Bisection method
nc 46 1,352 18
Q 0.936 0.653 0.548

a Power grid network in a western part of US.
b Transaction network of firms in Japan constructed using all of available data.
c Transaction network of large firms in Japan which have employees equal to or more than
500.
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Fig. 6 Size distribution of
communities in the trans-
action network of Japanese
firms. Comparison between
the greedy and the bisection
algorithms

Fig. 7 The first (left) and second (right) largest communities in the optimized network as
shown in Fig 2; those are illuminated by black color

We first use a bottom-up algorithm of Clauset et al. [13], which makes the opti-
mization fast by using a greedy algorithm. However, this algorithm may not suffi-
ciently optimize the modularity because the optimization tends to be trapped by a
local maximum especially on large-scale networks. Alternatively we have worked
out a top-down algorithm that implements the annealing method; bisection of the
network is repeated to reach a maximum for the modularity. Table 1 compares ef-
fectiveness of the two algorithms; the bisection algorithm works better. As shown
in Fig. 6, the bisection method decomposes three huge communities appeared in the
greedy method into pieces. Also Newman has recently proposed a bisection method
by utilizing the modularity matrix [14].

We compare the results of the community analysis with those of the visualization
by the MD simulation. In Fig. 7, we highlight the first and second largest commu-
nities by discriminating from the remainder through change of the color. The nodes
belonging to the same community are located close to each other as appreciated in
those figures.



652 H. Iyetomi et al.

5 Conclusion

We obtained the optimized network structure for three million transactions between
submillion firms by carrying out MD simulations, and then visualized the network
in a three-dimensional space. Also we extracted communities inherent in such a
large-scale network through maximization of the modularity using both greedy
(bottom-up) and bisection (top-down) algorithms. The bisection method turned out
to work better. Comparing the results for the community analysis with the visualized
network, we demonstrated that firms belonging to the same community were located
close to each other in a visualization space. Thus combination of visualization tech-
nique and community analysis gives a useful tool to elucidate industrial structure
and its evolution in the economic system in Japan.

Acknowledgements. We thank the Research Institute of Economy, Trade and Industry (RI-
ETI) for having provided us with the data on transaction relationship between firms in Japan.
It was critcal for us to carry out the present work.
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