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INTRODUCTION

We present certain empirico-statistical methods for the analysis of narrative and nu-
merical data extracted from different texts of historical character such as chronicles
or annals. They are based on several statistical principles worked out by the author,
and originally reported at the Third International Vilnius Conference on Probability
Theory and Mathematical Statistics in 1981. The principal results were published
in the papers [15]-[32], [293]-[299], [304]-[319] and in the book: A. T. Fomenko,
Methods for Statistical Analysis of Narrative Texts and Applications to Chronol-
ogy, Moscow Univ. Press, Moscow, 1990 (in Russian). See also Part 1.

The methods are applied to the problem of correct dating of the events in ancient
and medieval history. These results induce conjectures on the redating of some
important ancient historical events.

Generally speaking, we might say that the commonly accepted “Modern Text-
book” of ancient and medieval European, Mediterranean, Egyptian and Middle
Eastern history is a fibered (layered) chronicle obtained by gluing together four
nearly identical copies of a shorter “original” chronicle. The other three chronicles
are obtained from the “original” chronicle by redating and renaming the events de-
scribed in them; we rigidly move the “original” chronicle in its entirety backwards in
time by approximately 333, 1053 and 1778 years. Thus, the full “Modern Textbook”
can be reconstructed from its smaller part, namely from the “original” chronicle for
the 9-17th cc. A.D. See Appendix 1, Figs. 101-104.

Of course, the research described here cannot claim to establish any final conclu-
sions, especially since we have used purely mathematical methods to analyze what
is really very complicated, multifaceted and sometimes subjectively embellished ma-
terial from the historical chronicles. Without doubt, a complete treatment of the
problem requires a combination of different methods, including those of pure history,
archaeology, philology, physics, chemistry, and, finally, mathematics, which, as the
reader has seen (Part 1), is capable of giving us a new vantage point from which to
view the problem of chronology.

xiii



Chapter 1

METHODS FOR THE STATISTICAL ANALYSIS
OF NARRATIVE TEXTS

1. The Maximum Correlation Principle for Historical Chronicles
and Its Verification by Distribution Functions. Analysis of
Russian Chronicles

The coefficient d(X,Y’) permitting us to estimate quantitatively the stability of the
maximum principle relative to original data perturbations was introduced in Part 1,
Ch. 2, §4. We give here a short description of it, and recall the basic related concepts.
Let t1(X),...,tp(X) be the years in the time interval (A, B) in which the volume
graph for a narrative text X exhibits splashes (= spikes or peaks). Suppose that
the vector T(X) = (t1(X),...,tp(X)) is related to the “authentic event” vector
T(A, B), where (A, B) is the period described in the text. If there are two texts X
and Y, then the simplest relations among them are described by the diagram

T(X) — T(A,B) — T(Y) and T(A,B) — T(X) —T(Y).

As the proximity measure for T'(X) and T(Y'), we can use the following, viz.,

P q9
R(X,Y) =) min[t:(X) = t;(Y)| + Y _ min [t;(Y) — t:;(X)|.
i=1

j=1

For brevity, R(X,Y) will be called in the following the distance between X and Y.
I offered V. V. Fedorov from the All-Union Institute of Systems Research, Moscow,
to verify the maximum correlation principle by the ordinary statistical methods. In
1981, Fedorov suggested the above function, which turned out to be convenient for
computerization and was carried out with the participation of I. S. Shiganov. The
meaning of R(X,Y) is extremely simple. We fix a certain maximum for a text X,
and find the nearest one of another text Y. We then calculate the distance in years
between them, and sum these distances for all maxima of the first text. Interchanging
the texts, we repeat the procedure. R(X,Y) is obtained by summing up the results.
I have performed the experiments without any further symmetrization of distance
so defined, i.e., considering the first and second sum separately, thus being able to
construct the non-symmetrical distance matrix.

1

A. T. Fomenko, Empirico-Statistical Analysis of Narrative Material and its Applications to Historical Dating
© Springer Science+Business Media Dordrecht 1994



2 Methods for the Statistical Analysis of Narrative Texts

Table 1

|1 |23 |45 |e]7 |8]|9 |10]1]i]
1. Russian Prima-| 0 ]0.550/0.569 |0.305
ry Chronicle
(850-1110 0 0.49710.515 {0.422
AD.) E=61
2. Nikiforovskaya (0.660| O |[0.01 {0.001
letopis’
(850-1430 0.993| 0 [0.03 |0.002
AD.) E=63
3. Suprasl’skaya |0.840 |0.001| 0 |0.003
letopis’
(850-1446 0.999 |0.004( O 0.003
AD.) E=132
4. Akademiches- |0.155 |0.343|0.375| 0
kaya letopis’
(1336-1446 0.699 10.929/0.887 | O
AD.) E=33
5. Dvinskoy letopisets (complete version) 0 |0.015
(1390-1717 A.D.) E = 52 o o012
6. Dvinskoy letopisets (shorter version) 0.013| O
(1390-1717 A.D.) E = 47 0.012]| 0
7. Nikiforovskaya letopis’ 0 |0.006
(850-1255 A.D.) E = 31 0 |[o.008
8. Suprasl’skaya letopis’ 0.006 | O
(850-1255 A.D.) E = 30 0.005| ©
9. Livy’s History of Rome 0 |0.002
(757-287B.C.) E=15 o |[o0.108
10. F. Gregorovius’ History of the city of 0.003( O
Rome in the Middle Ages (300-754 A.D.) E = 15 0.130| O
11. Suprasl’skaya letopis’ 0 |0.003
(1336-1274 AD.) E= 15 0 |o0.58
12. Akademicheskaya letopis’ 0.001| O
(1336—1374 AD)E=15 0.111| O

With such an approach, the number of maxima for two compared texts can be
different, and we must not equalize them by introducing the multiple maxima. This
choice of proximity measure has been mostly determined by the simplicity of its cal-
culation on a computer. Without doubt, the use of other natural proximity measures
1s possible, discovering experimentally that they can reliably distinguish between de-
pendent and independent texts. Use a rather standard statistical technique, and find
the distribution function f(R) of a random variable R(£,7) for some collection of
assumptions including that of independence of the vectors T'(¢) and T'(n). We then
find the distance R(X,Y’) between two concrete texts X and Y of interest. If the



Verification by Frequency Histograms 3

probability of appearance of such or a lesser distance is small, then it is natural to
reject the hypothesis regarding the independence of X and Y, and regard them as
related, or dependent in our sense. The computational experiment dealt with 12
texts (see Table 1). We performed the modelling for truncated normal and Poisson
distributions. Therefore, we give two probabilities calculated for each of them. The
first number is the probability for the normal distribution, and the second for the
Poisson distribution. Denote by E the number of maxima of the volume graph, and
indicate the bounds for the described historical periods in parentheses. It can be
seen from the table that the approaches of the present section and [15] (Part 1, Ch. 2,
§4) mostly lead to qualitatively the same results, which makes us hope that my ini-
tial hypotheses regarding the representability of information about the splashes of
the volume functions for historical texts is correct.

2. The Maximum Correlation Principle and Its Verification by
Frequency Histograms. Method for the Discovery of Dependent
Historical Texts. The Period of “Confusion” in the History of
Russia (1584-1600 A.D.)

As another example, we give the results of an analysis of a collection of sources
dating from the end of the 16th and beginning of 17th cc. A.D., the period of “con-
fusion” in the history of Russia. The investigation was performed by the author
in 1981-1982. The large textual volumes and complexity of integer relations create
enormous difficulties if we intend to study the texts traditionally. The 30 sources
were separated into annual fragments, or “chapters”, and then the volume of each
portion in words was determined. The job was done by N. S. Kellin and L. E. Mo-
rozova at the author’s request. The obtained data were systematized and tabulated,
indicating the textual volumes for each year from 1584 to 1619, the period tradi-
tionally referred to as “confusion”. Part of the table (from 1584 to 1598) is given in
Table 2, marking off years on the horizontal axis and the numbers of the following
basic historical texts along the vertical axis, viz.,

(1) Povest’ o chestnom zhytii, (2) Povest’ kako voschytiti, (3) Povest’ kako otom-
stiti, (4) Zhytiye Dmitriya (T.), (5) Zhytiye Dmitriya (M.), (6) Skazaniye o Grishke,
(7) Skazaniye o Fyodore, (8) Skazaniye o samozvantse, (9) Povest’ Shakhovskogo,
(10) Zhytiye Iova, (11) Skazaniye Avraamiya (1), (12) Skazaniye Avraamiya (2),
(13) The 1617 Chronograph, (14) Vremennik Timofeeva, (15) Povest’ Katyreva (1),
(16) Povest’ Katyreva (2), (17) Inoye skazaniye, (18) Piskarevskiy letopisets, and
(19) Novyi letopisets.

The volume graph was constructed for each text, and years in which they exhibit
splashes were indicated by 1 in Table 3. We also studied Izvet Varlaama, Bel’skiy
letopisets and Skazaniye o Skopine.



4 Methods for the Statistical Analysis of Narrative Texts

Table 2

1584 1585 1586 1587 1588 1589 1590 1591 15921593 1594 15951596 1597 1598
1 432 288 200 375 376 11121632 2784
2 140 455 458 105 196
3 230 800 157 380
4 120 740 48
5 180 500 400 300 306 500 400
6 152 52 180 76 68
7 240 200 206 240 200 208 210 2884 20 22 26 756
8 20 93 128
9 128 600 20 26 28 360
10 240 200 100 102 106 450 60 56 52 51 50 50 52
11 44 42 108 306
12 54 42 347 112
13 312 172 43 42 132 324
14 900 120 4420 26 22 20 20 26 28 3000
15 150 120 300 500
16 152 86 300 10 10 12 434
17 264 675 863 92 90 90 92 94 1034
18 325 75 50 44 32 46 122 430 86 35 140 20 110 110 1160
19 441 99 150 152 54 54 189 1548 522 36 342 648 50 50 540

All the 22 texts mostly describe the same events in one historical period; hence,
they are dependent in the sence of the above definition, which is explicitly seen
in Table 3 with expressed correlation between the local maxima of different texts.
Almost all graphs show splashes simultaneously, viz., in 1584, 1587, 1591, 1598, and
1606. The textual dependence is also confirmed by formal computations. We have
calculated the distance R(X,Y’) (see §1) between each two texts X and Y from the
indicated collection. Recall that we found the distance from each maximum of the
graph of vol X (t) to the nearest one for vol Y (t), and summed up the obtained values
for all the splashes. Obtaining a certain quantity r(X,Y), we interchanged X and
Y, and repeated the procedure in order to find r(Y, X). We took the sum of r(X,Y)
and r(Y, X) as R(X,Y). It is clear that, generally speaking, (X,Y) and r(Y, X) are
different. In principle, we can construct two square matrices made up of 7(X,Y) and
R(X,Y). In general, they differ in the non-symmetry of ||r(X,Y)|| and symmetry
of ||R(X,Y)|| obtained by symmetrizing ||7(X,Y)|. To estimate how dependent
Texts 1-22 are, we constructed the frequency histogram for R(X,Y), for which we
marked off the integers 0,1,2,3, ... on the horizontal. Recall that the “distance”
R(X,Y) assumes integral values, since we measured the distance between the points
of the splashes in years. We then determined how many times zero distance was
entered into the integral matrix ||R(X,Y)||. The obtained value was marked on the
vertical line passing through the point 0 on the horizontal axis. We also saw how
many times unity was recorded in ||R(X,Y)||. We marked the obtained value on
the vertical line passing through the point 1, etc., and derived a certain frequency
histogram. If there were many small R(X,Y) in the distance matrix ||R(X,Y)||,
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then the histogram maximum was shifted to the left, closer to the origin.

It occurred in the case of dependent texts. The more dependent they were, the
greater was the maximum shifted to the origin, i.e., to the left. The less dependent
they were, the more to the right was the histogram maximum (Fig. 35).

Table 3

158485 868788 899091 929394 9596 97 98 99100 101102103 104105 106

1 1 1 1
2 1 1 1 1 1 1
3 1 1 1 1 1 1
4 1 1 1 1 1
5 1 1 1 1 1
6 1 1 1 1 1
7 1 1 1 1 1 1
8 1 1 1 1 1
9 1 1 1 1
10 1 1 1 1 1 1
11 1 1 1 1 1 1
12 1 1 1 1 1 1 1
13 1 1 1 1
14 1 1 1 1 1
15 1 1 1 1 1 1
16 1 1 1 1 1 1
17 1 1 1 1 1
18 1 1 1 1 1 1 1
19 1 1 1 1 1 1 1 1
20 1 1 1 1 1 1
21 1 1 1 1 11 1
22 1 1 1 1

Thus, the direction of the shift of the histogram maximum indicates whether or
not the investigated texts are dependent, and how strong the dependence is. The
method was applied by the author to analyze the above textual group, and the result
is shown in Fig. 36.

It 1s seen explicitly that almost all of the histogram and its basic maximum are
shifted to the left, which means that practically the whole of the square matrix
[|R(X,Y)]|| of order 22x22 consists of small numbers, i.e., almost all the distances
between X and Y are small. We also constructed the histogram for the case of
independent texts for the purpose of comparison, for which we took the following
chronicles:

A—Russian Primary Chronicle (850-1110 A.D.), B—Akademicheskaya letopis’
(1336-1446 A.D.), and C—Nikiforovskaya letopis’ (850-1430 A.D.).

They were compared with the above 22 texts. We constructed the volume graphs,
indicated the splash-points, and calculated all the distances R(X,Y), where X
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Dependent text histogram

Independent text histogram

Figure 35. Histograms for dependent and independent texts
Figs 1-34 appear in Vol. I of this work

ranged over three texts A, B, and C, while Y ranged over 22 texts of the “con-
fusion” period. We obtained a rectangular matrix ||R(X,Y)|| of order 3x22. The
corresponding frequency histogram is shown in Fig. 37.

A qualitatively different character of the graph is explicit, viz., almost the whole
is shifted to the right. It is not surprising, since the texts A, B, and C describing the
events of the 9-15th cc. A.D. are independent of Texts 1-22 of the “confusion” period.
The performed experiment thereby confirmed again the validity of the maximum
correlation principle. The volume graphs for dependent texts turned out to make
splashes almost simultaneously, whereas the graphs for independent texts exhibited
splashes in different years. Note that the explicit dependence of the “confusion”
period does not at all mean that the contents is identical. In point of fact, each
text possesses its own characteristics and casts light on some events, while omitting
the others, accentuating them differently, etc. Nevertheless (and this is important!),
the graphs for the different chroniclers turn out to “exhibit splashes” practically
simultaneously in spite of their individualities. Without suspecting that themselves,
they thereby realize the maximum correlation principle in practice, proceeding from
approximately the same surviving information stock. We stress that the origin of
the primary information stock is subject to other and more complicated laws than
those discovered above. It is possible that some insignificant event was described in
many a text, whereas a substantially more important event was reflected only in one
of them or not described at all.
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Dependent texts

Figure 36. Frequency histogram for dependent texts

Independent texts

Figure 37. Frequency histogram for independent texts

Thus, to investigate the dependence or independence of a text group, we can
also do as follows. Consider two groups of texts (X) = (Xi,...,Xx) and (Y) =
(Yh,...,Yp) describing two time intervals of the same length. The question arises
whether they are dependent. To find the answer, we should construct all volume
graphs, e.g., annually, and superimpose the described intervals. We mark all the
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splash points for the volume graphs, and calculate the “distance” between each pair
of texts. The obtained values are naturally organized into a square matrix of order
(k + p) x (k+ p), viz.,

ST | et ot
R(X1,X1) R(X1,Xx)| R(X1,Y1) R(X1,Y,)
| Rex) U Rex | Ay R
| R(Y1,X1) R(Y1, Xx) R(Y1,Y1) R(11,Y,)
R(Y,,Xl) ........ (Yp S k) R(Y;Yl) ........ . (Y,, Yp)

It contains sufficiently complete information to make a hypothesis regarding tex-
tual dependence or independence. The dependence between the texts of the first
group (X) = (X1,...,Xx) and that inside the second group (Y) = (¥3,...,Y;)
reveal themselves by the smallness (almost zero) of all entries in ”R(X;,Xj)",
whereas that between the texts of (X) and (Y) by at least one of |R(X;,Ya)l||
and "R(Ya, X;) " consisting of small numbers, i.e., “being close to zero”.

Thus, we can generally construct four frequency histograms for each of

1R XM, [ROG Y, [[R(Ye, Xo)|| - and - [[R(Ya, V5)]].

For example, let them be of the form shown in Fig. 38, which means that the texts
Xi,..., Xk are independent of each other, Y,...,Y, are also independent, whereas
(X) = (X1,...,Xz) is dependent on (Y) = (Y1,...,Yp).

The method efficiency was demonstrated by us above with the example of “con-
fusion” period texts. Note that our method permits us to process extremely large
samples of information, which is especially important in discovering intrinsic depen-
dences, and that we discovered all the earlier-known dependences between certain
of the above-listed “confusion” texts, revealed by the classical methods for primary
source analysis. Besides, we also obtained certain new results, e.g., “Povest’ o chest-
nom zhytii tsarya Fyodora Ivanovicha” reveals an interesting dependence on the
other texts of the “confusion” period.

The suggested method also permits us to solve some other problems, e.g., it
may happen that the large matrix ||R((X), (Y))|| is “strongly asymmetric”, i.e., for
example, the elements of ||R(X,~,Ya) " are much greater than those of "R(Ya, X;) ",
which may indicate the “dependence direction”. The texts of the group (X) are then
dependent on those in the group (Y'), but not vice versa, which can point to the fact
that those from (Y) served as primary sources for (X). In other words, the texts of
(Y) became the components of later texts from (X). Meanwhile, all (or almost all)
local maxima of the texts in (Y) were preserved, and new local maxima of the texts
in (X) were added. Thus, we see that our method permits us, at least in principle,
to foresee the “dependence direction”, i.e., roughly speaking, “who copied whom”.
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(X).(X) (X).(v)

(¥).(x) (v).(v)

Figure 38. Frequency histograms for the square matrix

3. A Method for Dating Historical Events Described in
Chronographic Texts, and Its Verification Against Reliable
Historical Data

The obtained statement of the maximum correlation principle permits us to offer a
new method for dating ancient events described in texts of chronographic nature.
Let Y be a historical text satisfying the above constraints, and describing unknown
events whose absolute dating was lost. Let years t be counted from some date of
local importance, viz., the foundation of a city, coronation of a king, etc. How
can we restore the absolute dates of the described events? Count the “chapter”
volume graph (function) or other above-mentioned graphs based on partitioning a
text into fragments each of which describes its own year. Compare the obtained
volume graph with those for other texts whose absolute dating is already known
as reliable. If we discover a text X for which d(X,Y’) (see [15] and Part 1, §4) is
small, i.e., of the same order as for dependent texts (e.g., not exceeding 10~ for the
above number of maxima), then we can conclude with sufficiently large probability, it
being the greater the smaller d(X,Y) is, that the events described in these two texts
are possibly coincident or close. In other words, we should consider and analyze
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the hypothesis about their possible dependence. Certainly, the method is not at
all universal, and possesses sufficiently narrow application area. Therefore, some
conclusive results or other can be deduced only by involving other dating methods.
Meanwhile, two texts which are possibly dependent may be outwardly different: e.g.,
two versions of the same chronicle written in different countries, etc. It is important
that we date a text on the basis of the study of its quantitative characteristics,
and not its contents, which can be subjectively tinged. The described method was
checked against medieval and texts already dated. The obtained results led to the
same datings. We illustrate by two simple examples demonstrating the efficiency of
the method.

Example 1. Let Y = Dvinskoy letopisets (shorter version) describing the events
in a 327-year interval [248]. Let us attempt to date these events with the use of
the described method, i.e., proceeding only from the analysis of its quantitative
characteristics, and not involving the contents. Going through the list of the Com-
plete Collection of Russian Chronicles, we discover a text X whose volume graph
exhibits splashes practically in the same years as that of Y. It turns out that
d(X,Y) = 2 x 10725, Therefore, we can conjecture that the texts are dependent,
and, probably, describe the same epoch and region. In particular, we have dated
the events described in Y. The text X discovered by us is a lengthy version of the
Dvinskaya Chronicle (Dvinskoy letopisets) describing 1390-1717 A.D. The dating of
Y obtained by us coincided with its standard one, which confirms the efficiency of
the method.

Certainly, the answer was quite obvious in this elementary example, because we

possess both versions of the Dvinskaya Chronicle (the shorter and complete one).
However, we have demonstrated the possibility of dating an unknown text only on
the basis of analysis of its formal quantitative characteristics. This method does not
call for the investigation of the contents. On the one hand, this sharply narrows
the area of application. On the other hand, the method permits us to substantially
simplify many operations requiring the processing of large information samples. In
particular, the method is applicable to texts written in a unintelligible language,
e.g., texts which contain a large number of undecipherable abbreviations, notations,
etc.
Example 2. Let Y = Akademicheskaya letopis’[248]. Following the above procedure,
we attempt to date the described events. Going through the Chronicles, and finding
the volume functions, we discover the text X = part of the Suprasl’skaya letopis’
(see above) describing 1336-1374 A.D., whose volume graph shows splashes in the
same years as that of Y. We find that d(X,Y) = 10~%. We thereby date the events
in Y with respect to the texts already dated. The dating obtained by us coincides
with that usually given, and is generally known.

In 1980, I studied several dozen examples of the same kind, confirming the effi-
ciency of the method in all the cases: The obtained datings coincided with those
known earlier.

The suggested method is not at all universal. The most stable results are ob-
tained for texts of large volume, describing sufficiently large time intervals, several
decades or centuries long. The method’s application to “short” texts should be done
accurately.
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4. Methods for Ordering and Dating Old Geographic Maps and
Descriptions

4.1. The map-code and the map-improvement principle

Each geographic map described in a historical text graphically or verbally reflects
the state of geography in the epoch when it was made. With the development of
science, cartography developed, too, and erroneous information, generally speaking,
decreased, while the amount of correct information increased. It would be interest-
ing to work out a formal method of statistical character, permitting us to date one
or another geographic description and map, and, in particular, find a chronologically
correct relative ordering in time of the collection of surviving maps on the basis of
the analysis of configurational and terminological particulars. In the present section,
we offer such a technique, list the results of the associated experiment permitting
us to check the algorithm, and apply it for the purpose of dating. Since consider-
able geographic data have been accumulated until now, its systematic study requires
some global approach which can be based on the statistical “map-improvement prin-
ciple” formulated below, verified and confirmed by dated sources. Such an approach
permits us to process considerable cartographic information, and discover statisti-
cal regularities characterizing the evolution of geographic ideas. It should be noted
that a considerable number of works have appeared recently that are devoted to the
analysis of cartographic features of old maps [249)], [270], [271], [272].

Since we had to study a considerable number of geographic data, quite heteroge-
neous and fixed in ancient maps, we had to create a table, called by the author the
map-code (MC), that accumulates all the basic features of concrete map. The list
of the basic features was made up according to their importance, “invariance”, and
frequency of use by cartographers. This optimal map-code compiled on the basis of
the concrete ancient map study permits us to represent each map given graphically
or verbally as a table containing all basic map features in the order of decreasing
“invariance”. The MC was constructed in accordance with the same principle as
the enquéte-code (EC), introduced and studied by the author in Part 1. We only
give here its basic divisions: Whether it is (1) a terrestrial globe; (2) a plane map;
(3) the map of the world; (4) a regional map; whether it depicts (5) the structure of
the “map boundary” (water, land, etc.) in the case of the map of the world, position
of the poles, equator, tropics, climatic zones and time zones; (6) map orientation,
1.e., the use of the names “North”, “South”, etc., terms “above” or “below”, Cybele
(see [270], pp. 32-33), cartographic or chorographic orientation; whether it supplies
(7) a complete list of all geographic names translated: continents, oceans, seas, lakes,
rivers, states and individual regions, peoples and tribes, so-called “blank spaces”;
(8) principal topological (geometric) characteristics of water reservoirs: bays and seas
joined by them, representation of seas as large water reservoirs or narrow “rivers”,
the latter method being characteristic of many old maps, which can be explained by
coastal navigation); (9) topological characteristics of the Mediterranean as the sea
represented most often and accurately.

Thus, filling in all the items, we can represent each map as a set of characteristics,
each of which can be considered as a “formal name” describing the properties of the
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map. Meanwhile, Item 7 (list of the map names) is especially important, because
it indicates whether the map belongs to a particular cartographic tradition first of
all. The geometric characteristics (configurations of water reservoirs, rivers, etc.)
are more complicated for formalization; hence, in a rough “sorting-out”, the maps
were only classified in accordance with Items 1-7. Note that the geographical size
of the region described in one item of the MC should not be too large if we employ
Items 8 and 9 to compare MCs in order to eliminate a possible influence of various
projections also used today in making plane maps. If desired, we can introduce
additional and more differentiated characteristics into the MC structure; however,
we should always fulfil the condition that this list of characteristics must be included
in each map from the collection under investigation, i.e., it must be indicated for
each of them whether a particular feature is present.

Consider some set of concrete maps, enumerate them arbitrarily, and order them
as M(1),M(2),..., M(H). The map is denoted by M(T'), where the number T varies
from 1 to H. The question arises: How does one find a chronologically correct order,
in time, so that their sequence may correspond to their real datings and coincide
with the order in which they were made? To solve the problem without resorting to
some side information (which is often unavailable), and only making use of the data
fixed in the maps themselves, we shall do as follows: For each map M(T), we fill its
table MC (T') and make up the list of the basic features, indicating whether they
are present or not. We introduce the concept of correct and incorrect feature. We
call a feature correct if it corresponds to geographic reality, and incorrect otherwise.
For example, the absence of a strait between the Black and the Mediterranean Sea
should be regarded as an incorrect feature. We now formulate the map-improvement
principle describing the chronologically correct ordering of maps with respect to the
time they were made: (1) in passing from one map to another map, the incorrect
features not corresponding to real geography vanish and do not appear on subsequent
maps any longer (“errors are not repeated”), and (2) a correct feature which has
appeared (e.g., a bay or river) is fixed and retained on all the subsequent maps.

This principle is natural, because it is based on the fact that the maps were always
made mostly for the purpose of practice, seafaring, military expeditions, trade, etc.
Therefore, it was important for map owners in each epoch that their maps should
reflect reality more precisely. Under these conditions, the appearance of a correct
feature had to be immediately fixed and retained; on the contrary, if some feature
turned out to be incorrect, it was immediately removed and not retained any more.
In spite of its obvious nature, the principle needs verification. Note that it is not a
consequence of other principles formulated by the author in [15]-[25]. To check, it is
convenient to formalize the whole procedure as follows. Fix a map M (T) numbered
To, and find the value L(Ty, Tp) equal to the number of features first appearing there,
both correct and incorrect, and absent on all the earlier maps (as they are ordered
now). We then calculate L(Tp,T) showing how many of them were preserved on
M(T), where T is greater than Ty. We can thereby construct the graph of L(To,T)
for each M(Tp).

The map-improvement principle can now be re-stated as follows: A sequence of
maps is ordered chronologically correctly if and only if each graph of L(Tp, T') is of the
form shown in Fig. 39, i.e., vanishes to the left of Tp, attains an absolute maximum
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L(T.T)

1 T H

Figure 39. The map-improvement principle
at Tp, and falls monotonically to the right. This picture is precisely equivalent to the
above formulation, viz., appearing on a map, each correct feature does not vanish,

whereas each incorrect one vanishes sooner or later if we discover that it does not
correspond to reality (see Fig. 40).

Wrong tests

{

Correct tests {
1 To H

Figure 40. Evolution of correct and incorrect features for geographic maps

The collection of the graphs of L(To,T) can be conveniently organized into a
square matrix L{T} (see Fig. 41) if Ty is the number of the rows, and T of the
columns.

In the case of the maps ordered chronologically correctly, L{T'} should be of the
following form, viz., the absolute maxima of each row are on the principal diagonal,
the graph decreasing monotonically along each row and column. That the L(T,,T)
decrease with respect to the columns (as the numbers Ty decrease) means that each
map fixes the fewer incorrect features the more ancient they are.

Certainly, in the real situation, L{T'} can be remote from the theoretical matrix
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Figure 41. The square matrix L{T}

for concrete maps, i.e., the graphs of L(Ty,T) can have only the approximate form
shown in Fig. 39. However, if the maps were ordered chronologically incorrectly,
the graphs of L(Ty,T) deviate still more from the ideal in Fig. 39. To estimate
quantitatively the closeness of L{T'} to the theoretical, it is convenient to make use
of the averaged graph of Layer(T) by averaging the elements in the diagonals parallel
to the principal axis. (See Fig. 42.)

Figure 42. Averaged graph for the square matrix L{T'}

We have ]

Laver(T) =" Z L(TO:I’)~
H - T P—To:T

The more L{T} deviates from the theoretical, the more distorted is the averaged
graph.
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4.2. Confirmation of the map-improvement principle

After the described formalization, we can experimentally verify the map-improve-
ment principle. We use concrete medieval and modern maps whose ordering is free
of doubt. Here, we indicate the most interesting of them: (1) the map of the world
by Cosmas Indicopleustes, 6th c. A.D. (see [13], V. 1, p. 20, Fig. 11); (2) plane map
by Cosmas Indicopleustes, 6th c. A.D. (ibid.); (3) arabic map by al-Istakhri 950 A.D.
(ibid. V. 3, p. 221, Fig. 45); (4) map by Macrobius of the 10-15th cc. A.D. ([249],
p. 85, Fig. 9); (5) map of the 11th c. in the Cottonian collection from the British
Museum (ibid. V. 3, p. 223, Fig. 47); (6) map of the 12th c. A.D. from the Turin
Library ([13] V. 2, p. 300, Fig. 111); (7) several European maps of the 14th c. in the
History Museum, Moscow; (8) map from the 15th-c. book Opus sphericum by Sacro
Bosco; (9) map of the world of 1470, the so-called Rad Karte ([273], p. 13); (10)
a map of the world by Stefano Borgia of the 15th c. ([13], V. 2, p. 633, Fig. 162);
(11) 6th-c. plane map of the world, representing the terrestrial globe, by Johannes
Stabius (Stabius-Diirer-Karte, 1515) ([273], p. 15); (12) map of the 16th-c. book
Miindialis Sphere Opusculim by Sacro Bosco of 1519; (13) map by T. Occupario of
1522 (from the History Museum, Moscow); (14) map of the world by Diego Ribeiro
of 1527, ([273], p. 14); (15) map of Cornelius Niccolai of 1598 (from the History
Museum, Moscow); (16) terrestrial globe of the 17th c. (from the History Museum,
Moscow); and (17) several modern maps.

The map-improvement principle was absolutely verified against this, not very
considerable, data, and the averaged graph of Layer(T") practically coincided with
the theoretical one in Figs. 39 and 42. In particular, it means that the above relative
order of medieval maps was generally chronologically correct.

Hence, a method follows for finding a chronologically correct order of a collection
of maps whose datings are unknown or doubtful, for which we first enumerate the
maps under investigation in an arbitrary order, and construct the associated matrix
L{T}, i.e., all the graphs of L(To, T). We then start mixing up the maps, i.e., change
their relative order by means of all possible permutations &, each time computing
the matrix L{oT} associated with the permutations, and strive for reducing the
matrix to the ideal and theoretical form (see Figs. 39 and 42). This ordering of the
maps for which the matrix is closest to the theoretical, and the graph of Layer(T) is
monotonically decreasing, should be taken as chronologically correct and required.
The fact that the map-improvement principle was confirmed permits us also to offer
a method for dating old maps. Let A be a certain map whose dating is unknown.
Construct its map-code, and subjoin it to the map-code collection of the maps al-
ready dated. Construct the graphs of L(To,T') and the matrix L{T'} for all the maps
of the collection, and assign A its number Tp. In accordance with the above proce-
dure, we find the chronologically correct order for the whole collection. In particular,
we find a place for A, which permits us to date the map with respect to the other
dated maps. The method was applied to the following series of old maps: (1) the
well-known map from the Geography of Ptolemy (edition of 1545; see [249], p. 97,
Fig. 11), traditionally related to the 1st-2nd cc. A.D. fell into the 15th-16th cc. A.D.,
near maps 8-15 from the above list; (2) the famous Tabula pentingeriana ([13], V. 3,
pp. 232-233, Fig. 48), traditionally related to the time of Augustus Octavian fell
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into the 11-12th cc. A.D.; (3) a series of ancient maps, though being later graphic
reconstructions from the verbal description in old texts (see [249]): by Hesiod, tra-
ditionally dating from the 6th c. B.C. (ibid., p. 38, Fig. 1); Hecataeus, traditionally
dating from the 6-5th cc. B.C. (ibid., p. 39, Fig. 1); Herodotus, traditionally dat-
ing from the 5th c. B.C. (ibid., p. 44, Fig. 2); Democritus, traditionally dating
from 5-4th cc. B.C. (ibid., p. 45, Fig. 2); Eratosthenes, traditionally dating from
276-194 B.C. (ibid., pp. 68-71, Fig. 6); globe by Crates, traditionally dating from
168-165 B.C. (ibid., p. 77, Fig. 7) all fell into the 9-15th cc. A.D. when dated by
means of the graphs of L(Ty,T) (see above) with respect to the indicated scale of
Maps 1-17, and all after Cosmas Indicopleustes. Each of the maps was completed by
its list of geographic names (see the definition of the MC). For example, Herodotus’
map was extended with the data gathered from a map in [67*]. It should be noted
that the traditional datings of the indicated old maps are outside the 6~18th cc. A.D.
embraced by Maps 1-17. The performed experiment showed that the complete col-
lection of all these maps, including Nos. 1-17, if we retain the traditional datings,
did not satisfy the map-improvement principle; we, therefore, preferred Maps 1-17
as established sufficiently stably in chronological respect. An argument for the use
of such an approach is that the rejection of the traditional dates permitted us to
discover a new the map ordering which is well consistent with the graphs in Figs. 39
and 42.

4.3. Herodotus’ map

The above confirmation of the map-improvement principle means that if the maps
are ordered chronologically correctly, their quality improves as the ordinal number
increases. The maps characterized by approximately the same features and quality
turned out to be placed close to each other; the younger the map, the closer it is to
the modern one graphically. The beginning of the scale contains the maps distorted
most of all, and the exact contemporary ones are at the end. The map quality
becomes satisfactory only from the end of 16th to the beginning of the 17th cc. A.D.
One of the seas described by Herodotus was indentified by the historians as the
Black Sea; however, it turned out that the figures given by Herodotus are not at
all consistent with the data about the size of the Black Sea, known from ancient
geographies (see the Russian edition of the Histories, [67*], p. 521).

One of Herodotus’ seas was identified with the Caspian Sea; it then turns out,
that in the opinion of Herodotus, the Caucasus borders on this “Caspian” Sea in the
West ([67], [67*], Bk. 1, Nos. 203-204). It can mean that Herodotus’ map was turned
upside down, with North placed at the bottom, and South at the top. But then such
a position of the map superimposes Assyria on Europe (Germany) and, in particular,
Babylon on Rome. This change of map orientation (at least, in certain parts of the
Histories) does not contradict the other geographic data given by Herodotus.

According to him, the Persians lived in Asia up to the Southern Sea said to be
the Red Sea ([67], Bk. 4, No. 37). According to the modern version, the Persians
must have lived in Asia up to the Southern Sea called today the Persian Gulf.
The farther the worse. Describing the peninsula (regarded by today’s historians
as Arabia), Herodotus writes that it starts with the Persian land and extends to
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the Red Sea (ibid., Bk. 4, No. 39). Sounding true, this contradicts the historians’
assertions that Herodotus’ Red Sea is, actually, the Persian Gulf (ibid.) Therefore,
the commentator “corrects” Herodotus: “Here, the Red Sea is the Persian Gulf” (see
the Russian edition of the Histories, [67*], App. Bk. 4, Comm. 34). Further, the
Red Sea, as we understand it today, may extend above the Persian-occupied land
according to Herodotus, Bk. 40, under No. 40, under only one condition, viz., if the
map is turned upside down with respect to the modern one.

Saving the traditional localizations, the historians are, therefore, forced to identify
here the Red Sea with the Persian Gulf ([67*], App., Bk. 4, Comm. 36). However,
this is not a way out, because the Persian Gulf is situated lower (or east) than
the area inhabited by the Persians, but not at all above it. Herodotus made much
trouble for the historians with his “Red Sea”. It had to be identified with the whole
of the Indian Ocean when it was mentioned in Bk. 2, No. 102. (ibid., App. Bk. 2,
Comm. 110). And East and West were interchanged again. Herodotus identified the
Red Sea with the Southern Sea in Bk. 4. No. 37, which embarrasses the historians
still more when they attempt to adjust Herodotus to the framework of traditional
localizations. They are now forced to identify the Red (i.e., Southern) Sea with
the Black Sea! ([67*], App., Bk. 1, Comm. 12). And again the East and West are
interchanged with respect to the “Persians”. After the relocalizations of the type,
Red Sea = Southern Sea = Black Sea = Northern Sea = Mediterranean Sea = Persian
Gulf = Our Sea = Indian Ocean, any talk about Herodotus’ data confirming the
traditional locatizations is taken as inaccurate. The study of other examples, which
we omit here, demonstrates the possibility of the following overlappings, viz., Assyria
= Germany, Babylonia = Rome, Persia = Gaul (France?), Media = Hungary. The
repeated mentions by Herodotus of the Crestonaei are taken as extremely strange.
According to Herodotus, there exists an entire region called Crestonia and a city
Creston. The Crestonaei originated from the other countries in Greece ([67*], pp. 27,
239, 240, 524). Herodotus also uses the term Crossaea ([67*], pp. 345, 408, 344).
These numerous indications are unwillingly associated with the “Crusaders” (“cross”
is also a “Crusade” term) flooding Greece in the 12-13th cc. A.D. Comparison of the
Crestonaei with the Crusaders is also natural because certain ancient authors called
the Christians “Chrestians”. Even Tacitus wrote Chrestianos instead of Christianos
in the original of his manuscript of the Annals (15, 44; irrespective of the fact
whether or not they were forged; see the study of Anderson). Note that the modern
commentators do not discuss Herodotus’ numerous “Crusade” terms, though the
other tribes, peoples and cities were given extensive commentary. Moreover, the
most detailed map of the world according to Herodotus was included in the edition
[67*]. It was made by historians in 1964 (see the Russian edition of Herodotus and
“Das Geschichtswerk des Herodotos von Halikarnassos”. Berlin, 1964.). Even small
towns and villages mentioned in the Histories were marked. Neither the Crestonaei
nor Creston nor Crossaea are mapped (?!).

4.4. Medieval geography

In general, geographical knowledge in 16th-c. Europe was very far from modern,
e.g., T. Occupario’s map of 1522 (Moscow History Museum) represented Europe
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and Asia in proportions sharply different from the modern ones. Greenland turns
out to be a European peninsula, Scandinavia is drawn into a thin strip, the Bospho-
rus and Dardanelles are much extended and enlarged, the Black Sea is turned askew,
and the Caspian Sea elongated horizontally and made literally unrecognizable. The
only region reflected more or less faithfully is the Mediterranean (where seafaring
was developed most), but then Greece was represented as a triangle without the
Peloponnese. Ethnographic evidence was still farther from that fixed by traditional
history of the time. For example, Dacia is placed in Scandinavia, Albania on the
Caspian Sea, Gottia (the Goths’ land?) again in Scandinavia, China is completely
absent, Judei clausi can be seen in north of Siberia, etc. By the way, France is called
Gallia, the Don by its ancient name Tanais, and Russia and Moscovia are separated,
the latter being placed far north, near the Arctic Ocean. Cornelius Niccolai’s map
of 1598 is also rich in similar distortions, but now to a lesser degree. During this
century, geographical knowledge accumulated very rapidly. For example, the ter-
restrial globe of the 17th c. in the Moscow History Museum already reflects reality
quite well. We now point to the possibility, in principle, of substantially different, in
the geographic and ethnic sense, introduction of vowels into ancient texts. Having
studied the biblical (vowel-free) mentions of ASR, N. A. Morozov supplies them with
the translation “leader” or “Fiihrer”, and relates the term to Germany, whose geo-
graphic position is well consistent with that of Assyria (the canonical translation of
Ashur), given in the Bible with respect to the other geographic locations if we make
Jerusalem coincident with Rome or Pompeii. The data permitting us to understand
Rome in Italy by the term “guardian city” (Samaria) are given in [13], V. 2. We
then cannot help stressing the passage:

“... and Remaliah’s son (in N. A. Morozov’s translation, Romulus the Thunderer—
A. F.) the chief of Samaria (probably, the city’s founder—A. F.)” (Is 7:9).

It is written just in this way “RML-IEU”, i.e., Romulus the Thunderer, but it
was Romulus who had founded Rome! A still stranger impression is made by the
study of biblical vowel-free names of countries and peoples.

For example, according to N. A. Morozov,

“Tu-HERM implies a German not only due to the consonance with the primary
name of his country Die Germa, but also because the sound T is often affixed to
Jewish words when they become nominatives” ([13], V. 2, pp. 613-614).

N. A. Morozov extensively analyzed the ancient text, and asserted that almost all
of the largest peoples of medieval Europe and the Mediterranean had been mentioned
in the Bible, and almost always just where they are located today. The traditional
localizations of the biblical lands of Asia Minor are then questioned, the example
being old Phoenicia and its cities Tyre and Sidon. Due to the above possibility of
the European locations of many a biblical event and term, it should be noted that
the word Venetia could have been read by the ancients both as Venice in its Roman
version and Phoiniké (or Phoenicia) in the German version, reading v as “fau” and
the assimilation “C”=“K”, as might be seen in the words “caesar” =“kaesar” (note by
T. N. Fomenko). This simple observation does not contradict the other biblical data
regarding Phoenicia and, moreover, is confirmed by them. It is traditionally believed
that Phoenicia was a powerful sea state reigning over the whole of the Mediterranean,
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founding its colonies in Sicily, Spain, Africa, etc., trading widely with remote lands
in articles confirming its power (see, e.g., Ez. 27). The powerful medieval republic
of Venice does, in fact, satisfy all these data. On the other hand, traditional history
states that the main Phoenician cities were modern Tyre and Sidon (Saida). Here
are official sailing directions of the 19th c. [96], describing Saida with 1600 people in
1818. “There is a small harbour South of it. The jetty barely noticeable today was
earlier a small port, now completely covered by sands. Plague sometimes rages here.
Saida exhibits no remembrances of its earlier magnificence. A reef comes out of the
southern shore, and it is shallow near the northern shore. The depth is insufficient
between the town and island, the pass narrow and stony. You cannot gather water
here, because a large sloop cannot approach the shore” ([96], cited by [13], V. 2.
p. 637).

In the 19th c., this small town was at the mouth of a river, and existed mainly
from its gardens. The strategic position was hopeless. During the Crusades, it passed
from one rule to another many times, and had never existed as a large independent
medieval trading centre ([13], V. 2). All the above-said is in striking contrast with
the reports about great Sidon and Phoenicia. The situation with Tyre is still more
discouraging:

The earlier town vanished without leaving a trace. The newer one is situated on
a stony island joined to the mainland by an isthmus. The principal trading articles
are tobacco, coal, dried figs, wood. The markets are scarce. The port admits only
small boats ([13], pp. 640-641). All of this is again sharply different from the biblical
legends about “great Tyre”. Its flotillas (!) went as far as the Atlantic, traded in
fabrics of different make, ebony, luxury goods, indigo, glass and hardware, etc. The
Bible devotes many of its pages to the description of the literally grandiose trade by
Tyre (Ez. 27:1-24).

Studying the spelling of Tyre in the ancient original, N. A. Morozov conjectured
that, in fact, Tyre might mean “Caesar” city (Constantinople). Constantinople
indeed was a large medieval seaport of the power supported by the Venetian and
Genoese fleets.

5. Frequency Distributions in Rulers’ Numerical Dynasties

5.1. Parallel rulers’ dynasties

In this section, we give the list of rulers and the duration of their rules, possessing
small coefficients A(a,b). See Part 1, §5 for the definition of A(a, b).

The above algorithm acts as follows if we compare two authentic dynastic streams
(i-e., sequences of all rulers in the region). We select a dynastic jet, i.e., a subsequence
of rulers whose sum completely covers the whole time interval embraced by the
dynasty. Since the authentic dynastic streams contain many co-rulers, we can select,
generally speaking, several different jets, or numerical dynasties, from each stream.
Besides, we fix all possible versions of the start and end of each reign. We recall once
again that these dates are determined differently by different chroniclers; therefore,
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all these divergences were naturally taken into account in the choice of jets. This
fact also increases the number of possible jets distinguished for a chosen dynasty.

It may turn out in comparing two dynasties that only two jets are dependent
in the set of all possible pairs of them, whereas the others are independent. It is
important that the rule durations are considered only approximately, since the error
function f(a;) was introduced into the algorithm. In other words, if a rule duration
a; is less than 20 years, then the difference a; — b; is considered by us only to the
accuracy of +2 years. If a; varies from 20 to 30, then to the accuracy of +3 years.
However, if a; is greater than 30 years, then the admissible error may attain +10
years, and then increase linearly with the growth of [a;/10] ([ ] meaning the integer
part of the real number). Hence, it suffices to know only very approximate values
of rule durations, and not the exact ones, which are unknown in many cases. It
turns out that the nature of the rule-duration graph is important (i.e., the form of
the broken curve). Thus, both the algorithm and the results obtained on its basis
are extremely stable with respect to perturbations of the rule durations within the
indicated limits.

The application of the method to historical data traditionally believed to belong
to before the 13th c. A.D. unexpectedly led to the discovery of dynastic pairs (jets)
a and b, regarded as independent in all respects, but for which the proximity coef-
ficient A(a,d) is of the same order as for necessarily dependent dynasties, i.e., does
not exceed 1073, Below, we give Tables 4-18 indicating (relative to dating tradition-
ally) the rulers from the most interesting special dynastic pairs discovered, for which
Aa,b) < 1073 (Figs. 43-64). It means that they are probably dependent, and are
duplicates or parallels. We compare the rule-duration graphs for the rulers enumer-
ated consecutively, and also consider the overlapping of two dynasties on the time
axis after a rigid shift of one of them until it coincides with the other. The mutual
dispositions in time of individual rulers are nevertheless retained (under such rigid
shift). For better visuality, we join the starting points and ends of the overlapping
rulers by vertical lines. We illustrate this with further important examples. Calcu-
lating the average shift, we have compared the rule ends. That all these overlapping
dynasties in Tables 4-18 (Figs. 43-64) are parallel is perfectly consistent with the
decomposition of the Global Chronological Diagram (GCD) (Fig. 65), i.e., the mod-
ern ancient and medieval history “textbook” (see its definition and description in
the Part 1), into the sum of four identical chronicles. Its description in Table 19
(Figs. 66(1), 66(2), 66(3), 67) is more detailed than in [24], Fig. 3. The line E (left
column) schematically represents the ancient and medieval history of Europe, the
Mediterranean and Near East with respect to traditional dating, whereas B gives
the biblical chronology and history described in the Old and New Testaments. This
history is represented with an upward shift by c. 1,800 years in accordance with its
overlapping of the events of European history, discovered by the author. The letters
K, T, II, P, C, H in the GCD, Figs. 65, 66, Table 19, represent different historical
epochs or periods. For brevity, we re-designated the epochs denoted ibid. by black
triangles and the letters MT simply by T. The line Cy in Table 19 is the original,
i.e., the chronicle that probably describes the authentic history of the above regions
and their authentic chronology (see the first line at the bottom of Figs. 65, 66).
Line C; (third line from the bottom in Fig. 65) represents the distorted original Co
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to which several duplicates have already been added, whereas C,, C3, and C4 in Ta-
ble 19 (fourth, fifth and sixth lines from the bottom in Fig. 65), are the duplicates-
copies of the line C; driven backwards through 333, 1,053, and 1,778 years, respec-
tively. Thus, Table 19 contains events indexed identically by numbers or letters, and
placed on the same horizontal axis, i.e., duplicates identifiable completely or partly
on the basis of new dating methods. Moreover, those indexed by several letters in
the first and second columns are the sums (overlappings) of events on the same hor-
izontal axis in the remaining table columns with the same number. For example, for
Event 16: Event P/C in the 1st column of the Table 19 is obtained by (overlapping)
summing Event 16: Event C from the line C;, and Event 16: Event P from C;.
Table 18 contains the duplicates discovered by my enquéte-code method [15], [21]
(Part 1). The personages in one column are duplicates, as well as the events listed in
the first, their originals being, probably, those in 13th-c. Italy. Table 17 is devoted
to the description of the discovered parallel between the events in medieval and
ancient Greece. Their coincidence occurs when shifting the ancient events rigidly
upwards by c. 1,800 years. This table is also completely consistent with the GCD
decomposition into the sum of four identical chronicles Cy,Csy, C3, and Cy.

In the tables, we indicate the rule periods, and the duration in parentheses (e.g.,
Arcadius 395-408(13)). We also give certain enquéte-code fragments to give an idea
of the parallels of events. The complete enquéte-code tables are extremely large
and are omitted here. For the reader’s convenience, the bibliographic references are
indicated in the tables and some diagrams.

7-9th cc. A.D. Carolingians 3rd-6th cc. AD. Stream
(Charles’ Empire) from the Third Roman Empire
(basically in the East)
33 e 37

42

8 9

Rigid 360-year shift

Figure 44. Parallel between the Carolingians and the Third Roman Empire
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5.2. Statistical parallel between the Carolingians and the Third Roman Empire
Table 4 (Figs. 43, 44)

Carolingians, Charlemagne’s Empire in
the 6-9th cc. 360-year shift (see rule
variations in [74], [124])

Jet from the Third Roman Empire in
the 3rd-4th cc. A.D. (mainly, Eastern;
see rule variations in [74], [288])

1) Pépin of Héristal 681-714 (33)
2) Charles Martell 721-741 (20)

3) Pépin the Short 754-768 (14)

4) Charlemagne 768-814 (46)

5) Carloman 768-771 or 772 (3 or 4)
“Charlemagne’s donation” (774 A.D.)
of Italian lands

6) Louis I the Pious 814-833 (abduc-
tion) (19)

7) Lothair the Western 840-855 (15)
8) Charles the Bald 840-875 (35)

9) Louis the German 843-875 (32)
10) Louis II the Western 855-875 (20)

1) Constantius I 324-361 (37)
2) Theodosius I 379-395 (16)
3) Arcadius 395-408 (13)

4) Theodosius II 408-450 (42)

5) Constantine IIT 407-411 (4) Dona-
tion of Constantine (4th c. A.D.) of
Rome

6) Leo I 457-474 (17). Restoration
of “antiquity” under Carolingians (on
the left)

7) Zeno 474-491 (17)
8) Theodoric 493-526 (33)
9) Anastasius 491-518 (27)

10) Odoacer 476-493 (17)

11) Charles the Fat 880-888 (8). Disso- 11) Justin I 518-527 (9). Dissolution of

lution of Carolingian Empire in the
West. Shift by c. 360 years. War

official Third Roman Empire in the
West. Gothic war of 6th c. A.D.

The average shift with respect to the end of the rules equals 359.6 years, which
coincides with the 360-year first basic rigid shift, making coincident the left column
with the right. This parallel (one of the basic ones) identifies block II on line C,
with II on E (Fig. 65).

5.3. Statistical parallel between the Holy Roman Empire and the Third Roman
Empire

Table 5 (Figs. 45, 46)

Roman Empire in 10-13th cc. A.D. (see
rule variations in [74], [124] and [44])

1) Otto III the Red (= Chlorus) 983-
1002 (19). Julius Caesar’s duplicate

2) Henry II 1002-1024 (22)
3) Conrad 1I 1024-1039 (15)
4) Henry I1I 1028-1056 (28)

Third Roman Empire in 4-6th cc. A.D.
(see rule variationsin [74], [333] and [44])

1) Constantius I Chlorus 293-306 (13).
Caesar’s duplicate, 340-year shift

2) Diocletian 284-305, 304 (21)
3) Licinius 308-324 (16)
4) Constantine I 306-337 (31)
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5) Henry IV 1053-1106 (53). Hilde-
brand 1049-1085 (36) = original of
Basil the Great. Start of Hilde-
brand’s well-known reform in 1053,
hisstruggle with Henry IV (Canossa);
1049 = beginning of his activity in
Rome; 1085 = his death

6) Henry V 1098-1125 (27)

7) Lothair 1125-1138 (13)

8) Conrad 1138-1152 (14)

9) Frederick I 1152-1190 (38)

10) Henry VI 1169-1197 (28)

11) Anarchy and Philip Ghibelline

1198-1208 (10). Favourites Subur,
Petrus, Rainerius

12) Otto IV 1201-1217 (17 or 16) or
1197-1218 (21). Capture of Rome
and Coronation. OttoIVis German

13) Frederick II as a Roman King 1220
(last coronation)-1250 (30). Exe-
cution of Vineis (Boéthius?)

14) Or Frederick IT 1196-1250 (54) and
co-ruler Otto IV until 1218. Death
of Frederick II is the start of war in
Italy in 13th c. A.D.

15) Conrad IV 1237-1254 (17).
adversary is Charles of Anjou

His

16) Manfred 1254-1266 (12)

17) Conradin (very young) 1266-1268
(2). His death in Naples. Defeat in
battle with Charles of Anjou near
Troy and Naples. End of Empire
in 10-13th cc. A.D. Defeat and fall
of Hohenstaufen

Methods for the Statistical Analysis of Narrative Texts

5) Basil the Great (?) 333-378 (45).
Shift from Henry to Basil the Great
is 728 years (= 1106-378). Shift
from “birth” of Hildebrand to Basil
the Great is 720 years (1053-333).
Well-known reform of Basil (Basi-
lius) the Great. Struggle of Basil
the Great with Valens (Herod?)

6) Honorius 395-423 (28)

7) Theodosius I 379-395 (16)
8) Arcadius 395-408 (13)

9) Theodosius II 405-450 (42)
10) Valentinian IIT 425-455 (30)

11) Anarchy and Ricimer 456-472 (16).
Favourites Severus, Petronius and
Ricimer (see two close names on

the left)

12) Anarchy and Odoacer 476-493 (17).
Capture of Rome and coronation.
Odoacerisleader of German Herules

13) Theodoric 497-526 (29) (see varia-
tion in [44]). Names of Theodoric
and Frederick are close

14) Or Theodoric + Odoacer (co-ruler)
476-526 (50). Death of Theodoric
is start of Gothic war in Italy in
6th c. A.D.

15) Dynasty of Goths 526-541 (15).
Adversaries are Belisarius and Nar-

ses

16) Totila 541-552 (11)

17) Tejas (very young) 552-553 (1 or 2).
His death near Naples. Defeat in
battles with Narses near Troy and
Naples (Trojan war). End of Third
Roman Empire in Italy. Defeat and
fall of dynasty of Goths

The average shift with respect to the end of the rules is 723 years, which is close
to the 720-year rigid shift making the left column coincident with the right.

This is one of the basic parallels.
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Roman Empire in the
10-13th cc. A.D.

19 »

Third Roman Empire in
the 4-6th cc. A.D.

2
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Rigid 720-year shift

Figure 46. Parallel between the Holy Roman Empire and the Third Roman Empire

5.4. Statistical parallel between the Holy Roman Empire and the Empire of the

House of Hapsburg

Table 6 (Figs. 47, 48)

Holy Roman—-German Empire in the 10—
13th cc. A.D. Start of Saxon Dynasty
in 911 (see the rule variations in [74],
[124] and [274])

Empire of the House of Hapsburg in
the 13-17th cc. A.D. Start of Austrian
duchy in 1273. Overlapping on the left
arises under 362-year rigid shift

1) Conrad I 911-918 (7)
2) Henry I 919-936 (17)

3) Otto I the Great 936-973 (37).
Overlapping of Alberic II and
Albrecht 1

1) Adolf of Nassau 1291-1298 (7)
2) Rudolf Hapsburg 1273-1291 (18)

3) Henry VII 1309-1314 and Louis V
1314-1347 (altogether 38)
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4) Otto II from death of Otto I in 973
until his death in 983 and Otto III
983-1002 (altogether 29 years)

5) Henry II 1002-1024 (22)

6) Conrad II from his coronation in
Rome in 1027 until his death in 1039
(12)

7) Henry III the Black 1028-1056 (28).

Great Schism under Hildebrand in
1054

8) Henry IV 1053-1106 (53)

9) Henry V 1098-1125 or Henry V from
his coronation in Rome in 1111 until
his death in 1125. Lothair I 1125-
1137 (27 or 26)

10) Eruption of Vesuvius in 1138-1139.
Wars in Italy with participation of
Germany 1143-1155.  Revolt of
Arnold of Brescia

11) Frederick I Barbarossa 1152-1190
(38). Famous emperor; captured
Rome in 1154. Date difference is
373 years (shift). Pope Adrian IV.
Founded Franciscan and Dominican
orders in 1223 and 1220

12) Henry VI 1191 (coronation
Rome)-1197 (6)

13) Philip 1198-1208 (10)

14) Frederick IT 1211-1250 (39). Three
coronations in 1196, 1211 and 1220

15) William 1250-1256 (6)
16) Conrad IV 1237-1254 (17)
17) End of Empire 1250-1254

18) War in Italy 1250-1268. Start of
17-year anarchy in Germany (1256)

in

27
4) Charles IV 1347-1378 (31)
5) Wenceslas 1378-1400 (22)
6) Rupert Palatinate 1400-1410 (10)
7) Sigismund 1410-1438 (28). Great

church schism 1378-1417 (see Ezra,
Nehemiah and Esther)

8) Frederick IIT 1440-1493 (53)

9) Maximilian I Pius 1493-1519 (26).
Publishing of Ptolemy’s Almagest
written under Antoninus Pius (138-
161). Coincident under the shift
1,000 + 300

10) Eruption of Vesuvius in 1500. Ger-
man invasion and war in Italy, 1494-
1527. Revolt in Brescia in 1512 (on
the left)

11) Charles V 1519-1556 (37). Famous
emperor. During his rule: Frederick
the Wise and war with Barbarossa
(). Capture of Rome by Charles Vin
1527. Pope Adrian VI. Foundation
of order of Jesuits (c. 1540)

12) Ferdinand 1556-1564 (6)

13) Maximilian II 1564-1576 (12)
14) Rudolph II 1576-1612 (36)

15) Mathias 1612-1619 (7) (Matthew)
16) Ferdinand II 1619-1637 (18)
17) End of Empire 1618-1619

18) Start of 30-year war in Germany in
1618

This is one of the basic parallels which identifies block C on line C; (see the GCD
in Fig. 65) with block C on line E. The rigid shift by c. 360 years, i.e., is the first

basic shift.
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Holy Roman Empire
in the 10-13th cc. A.D.

Hapsburg’s Empire in
the 13-17th cc. A.D.
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5.5. Statistical parallel between the Holy Roman Empire and the Second Roman

Empire

Table 7 (Figs. 49, 50)

Holy Roman—German Empire in Italy in
10-13th cc. A.D. Lasts for 292 years from
962 or 964 to 1254 (see rule variations
in [74], [44], [274] and [39])

Second Roman Empire from the 1st
c. B.C. to the 3rd c. A.D.in Italy. Lasts
for 299 years from 82 B.C. to 217 A.D.
Overlapping under the rigid upwar shift
by 1,053 years

Start of Empire: three great emperors
in 10th c¢. A.D., viz., Otto I the Great
(anarchy and war), Otto II the Wild,
Otto III the Red (Chlorus):

(A) Otto I as German king 936-973
(37). Octavian, son of Alberic (Cae-
sar’s duplicate) comes to power at age
16 (young)

Start of Empire: three great emperors
in the 1st ¢. B.C. viz., Pompey the
Great (anarchy and war). Sulla Lucius
(interchanged with No. 1), Julius Caesar
(= Chlorus in 3rd Empire):

(A) Octavianus Augustus 23 (or 27)
B.C.-14A.D.(37). Octavianus, adopted
son of Julius Caesar, comes to power at
age 19 (young)
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(B) Otto II 960 (German coronation)-
983 (23)

(C) Emperors are German Kaisers. Gold
coins of 10-13th ¢. A.D. empire are prac-
tically unavailable, and are, possibly,

referred to the right column. Empire is
officially called Holy

Methods for the Statistical Analysis of Narrative Texts

(B) Tiberius 14-37 (23). Shift due to
11th c. A.D. = X. I = 1st c. since Christ

(C) Emperors are Caesars (Kaisers), of-
ten with the name of Germanicus. Many
ancient Roman gold coins date from Sec-
ond Empire. Emperors are called Au-
gusti (sacred)

1) Henry II the Saint and Conrad the
Salian 1002-1039 (37)

2) Conrad II the Salian 1024-1039 (15).
Hildebrand 1053-1073-1085 (pope in
Rome). Cencius’ treason, “pope’s
passion” [44]

3) Henry III the Black 1028-1056 (28)

4) Henry IV 1053-1106 (53). Names on
right are close (contain common part:
Tiberius Claudius Nero Germanicus)

5) Henry V the Black 1098-1125 (27),
German king (?) or

6) Henry V the Black 1111-1125 (14),
Roman emperor

7) Lothair 1125-1137 (12)

8) Eruption of Vesuvius 1138-1139 (du-
plicate of 15007)

9) Conrad III 1138-1152 (14)

1) Octavianus Augustus (Saint) 23 B.C.—
14 A.D. (37)

2) Germanicus 6-19(13). Jesus Christ 0-
33, Hildebrand’s duplicate under the
shift by 1,053 years, Judas’ treachery,
“Saviour’s passion”

3) Tiberius and Caligula 14-41 (27)

4) Tiberius, Caligula, Claudius and Nero
14-68 (54). Thisoverlappingis doubt-
ful

5) Claudius and Nero 41-68 (27). Com-
plete name contains “Black”

6) Nero 54-68 (14). This version con-
tains no overlapping

7) Two Tituses Vespasianuses 69-81 (12)

8) Eruption of Vesuvius burying Pom-
peii and Herculaneum in A.D. 79

9) Domitian 81-96 (15)

10) Frederick I Barbarossa 1152-1190(38).10) Trajan and Hadrian 98-138 (40).

Chronicles mix him up with Frede-
rick II

11) Henry VI 1169-1197 (28)
12) Philip Ghibelline 11981208 (10)

Both are called Trajan (name over-
lapping)

11) Antoninus Pius 138-161 (23)

12) Lucius Verus 161-169 (8)

13) Otto IV 1198-1218 (20). Erection of 13) Marcus Aurelius 161-180(19). Eques-

famous equestrian statue of Marcus
Aurelius ([44], V.4, [44*], V.4, p. 568,
Comm. 74)

14) Frederick IT 1211-1250 (39). His title
Gattin (Gothic?)

15) Conrad IV 1237-1254 (17)

16) Interregnum 1256-1273 (17). End
of 10-13th-c. Roman Empire. War
in Italy in mid-13th c., duplicate or
original of Gothic (Trojan war)

trian statue of Marcus Aurelius, fa-
mous antique Roman relic. Confusion
in medieval chronicles [44]

14) Commodus and Caracalla 180-217
(37), duplicate of Theodoric of the
Goths, 6th c. A.D.

15) Septimius Severus 193-211 (18)

16) Anarchy, Julia Maesa and her favour-
ites 217-235 (18). End of 2nd Ro-
man Empire. War in Italy in mid-
3rd c. A.D. Wars with Goths
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Holy Roman Empire
in the 10-13th cc. A.D.

Methods for the Statistical Analysis of Narrative Texts

Second Roman Empire in
the 1st ¢.B.C~3rd c. AD.

Rigid 1053-year shift
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Figure 50. Parallel between the Holy Roman Empire and the Second Roman Empire

The average shift with respect to the end of the rules is 1,039 years, which is close

to the second basic rigid shift by 1,053 years, making the left column coincident with
the right. This is one of the basic parallels which identifies block P on line C3 (see
the GCD, Fig. 65) with block P on line E.

5.6. Statistical parallel between the Holy Roman Empire and the kingdom of

Judah

Table 8 (Figs. 51, 52)

Holy Roman-German Empire in 10-
13th cc., 911-1307 A.D. Start of Saxon
dynasty in 911. Empire lasts for 396
years. German rules are also indicated.
We superimpose 911 A.D. on 928 B.C.
on the right (see rule variations in [74],

Kingdom of Judah in 10-5th cc. B.C.
Starting in 928 B.C., it lasted for
395 years according to Bible [39].
Coincident with left column under
rigid shift by c. 1,830 years, i.e., (1838
= 928 + 910). Dates are counted from
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[124], [44], [274], [39] and Bible referred
to as B)

33

“zero”, assuming 928 B.C. as the year
“zero” ([39] and Bible = [B])

1) Henry 1 919-936 (17)

2) Lothair 947-950 (3)

3) Otto I the Great 936-973 (37)
4) Otto IT 960-983 (23)

5) Otto III the Red 983-996 (Roman
coronation) (13)

6) (continued) Otto IIT 996 (Roman
coronation)-1002 (6)

7) Henry II 1002-1004, Conrad II
1024-1039 (altogether 37)

8) Henry III 1028-1056 (28)

9) Henry IV 1053-1106 (53). Struggle
with pope Hildebrand. Famous ex-
communication (Canossa). Came
to power at age 6. Departed to his
lonely castle at end of life. Betrayal
and coronation of his son Conrad.
Son rules instead of father ([44],
V. 5)

10) Lothair IT 11251138 (13)
11) Conrad III 1138-1152 (14)

12) Henry VI 1169-1197 (28). Attack
of Frederick I on Rome in 1167.
“Pestilence” in German armies and
their retreat. Overlapping of Ger-
many and Assyria (see on right)

13) Frederick II 1196-1250 (54). Well-
known Roman emperor

14) Conrad IV 1250-1254 (4)
15) Charles of Anjou 1254-1285 (31)

16) Confusion and events in Italy (?)
1285-1307 (22). End of 10-13th c.
empire

1) Rehoboam 0-17 (17)

2) Abijah 17-20 (3)

3) Asa 20-55 (35) or 20-61 (41)

4) Jehoshaphat 55-79 (24), or 61-86
(25)

5) Joram Judaean (8) [B] or (6) [39],
Ahaziah (Ochozias) Judaean, alto-
gether (9) and (7), i.e., 86-94 [B]

6) Athaliah (Athalia) (95-101) (6) (see

dates in Second Book of Chronicles,
First and Second Book of Kings)

7) Joash Judaean 92-130 (38) [39] or
(40) [B]

8) Amaziah 130-159 (29)

9) Uzziah 159 [39] - 211 (52) [B] or
(43) [39]; 211 = 159 + 52 [B].
Struggle with chief priest Azaria.
Exclusion of Uzziah from house of
Lord. Came to power at age 16.
Was leper at end of his life and lived
in “his own house”, his son actually
ruling (Second Book of Chronicles
26:21-23)

10) Jotham 211-227 (16) [B] or (7) [39]

11) Ahaz 227-243 (16) [B] or (20) [39]

12) Hezekiah 256-285 (29). Attack of
Jerusalem under King Hezekiah by
Assyrian king Sennaherim. “Pesti-
lence” in Sennaherim’s army and
his retreat (2 Kings 19:35-36;
cf. Theodoric in 6th c.)

13) Manasseh 285-340 (55) [B] or (45)
[39]. Well-known king

14) Amon 340-342 (2)
15) Josiah 342-373 (31)

16) Jehoahaz (less than 1), Jehoiakim
(11), Jehoiachin (less than 1) and
Zedekiah (11) 373-397 (22) or (24).
End of kingdom
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17) Adolf of Nassau 1291-1298 (7)
18) Albert I 1298-1308 (10)

19) Avignon exile of popes (and Holy
See) in France 1305-1376 (70) (up
to January 1376)

17) Jehoiakim 374-385 (11)
18) Zedekiah 386-397 (11)

19) Babylonian captivity by Persians
397-467 (70). Persia (PRS) =
France (?)

According to [39], the kingdom of Judah started in 928 B.C. Since the zeroth year
of the kingdom of Judah was in 910 A.D., the shift is c. 928 + 910 = 1,838 years,
which is close to the third basic shift by 1,778 (or 1,800) years [18], [24] and [21].
This is one of the basic parallels which identifies block P on line E (see the GCD
Fig. 65) with block P on line B (Bible).

5.7. Statistical parallel between Roman coronations of the Holy Roman emperors
and the kingdom of Israel

Table 9 (Figs. 53, 54)

Roman coronations of Holy Roman-
German emperors in 10-13th cc. A.D.
Rigid shift by 1,840 years (see the rule
variations in [74], [124] and [44])

Kingdom of Israel started in 922 B.C.
according to Bible [39]. For simplicity,
year count started from zero (922 B.C.
=920 A.D)

1) Hugh of Arles 926-947 (21), king of
Italy, start of Empire

2) Lothair 947-951 (3), king

3) Otto I the Great 936 (German coro-
nation)-960 (start of Otto II) (24)
or 936 (German coronation)-962
(Roman coronation) (26). Pope
John XII = Octavian [44] (see Oc-
tavianus Augustus)

4) 962 (Roman  coronation)-973
(German coronation) (11), death of
Otto I in 973 and German corona-
tion of Otto II

5) 973 (German coronation)-996
(Roman coronation) (23)
6) 996 (Roman coronation)-1014

(Roman coronation) (18) (see com-
plete table of all variations on right;
in Fig. 89 and [21]

7) 1014 (Roman coronation)-1027
(Roman coronation) (13)

8) 1014 (Roman coronation)-1046
(Roman coronation) (32)

1) Jeroboam 0-22 (22). Start of king-
dom of Israel

2) Nadab 22-24 (2)

3) Baasha 24-48 (24) (see Table 5, viz.,
Asa Judaean = Otto I’s duplicate;
proximity of names Asa = Baasha
(Jesus?). Cf. Hildebrand in 11th c.
A.D. Jesus was born under Octa-
vianus Augustus in 1st c. A.D.

4) Omri (Omrai) 51-63 (12). All rule
durations are restored according to
2 Chronicles and 1-2 Kings (Bible)

5) Ahab 63-85 (22). Biblical “double
count” leads to gaps [13]

6) Ahaziah (2),Jehoroam Israelian (12)
85-99 (14). This is first version of
Jehoroam according to Bible

7) Jehoroam 94-106 (12), second ver-
sion according to Bible

8) Jehu (28), gap (2), confusion 99—
127-129 (altogether 30 years)
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Holy Roman Empire in the Kingdom of Judah.
10-13th cc. A.D. (911-1307). Lasts 395 years (from the Bible)
In 911, start of the Saxon Dynasty,
the whole jet lasting for 396 years

Henry | (919-9838)[2] 17 17 [4], [B] (0~-17) Rehoboam

Germanic Administration

Lothair (847 -950) (1] 3 3 [4],(B](17-20) Abijah

Otto | the Great (936-973) (1] 37 35 [4],(20-55) Asa

(41) [4],[B](20-61)
24 [4)(55-79) Jehoshaphat
(25) [B](61-88)

Joram (8)[B], (8) [4], (86-984) and
Ahaziah (1) [B] and [4]; thus, (8), (7).

6 [B], [4] (85— 101) Athaliah

Otto Il (960-983) [1],[3] 23

Otto Il the Red from the accession to the

throne in 883 A.D. till his Roman coronation 13
in 996 A.D. (983-996)

Otto Il from the Roman coronation in 896 A.D. 6

til 1002 A.D. (996 - 1002) [1], [3]

38 [4](82-130) Joash
(40) (B, [4]

20 (4], [B](130-159) Amaziah
159 ([B]) to 211 ([4])

Henry Il (1002~-1024) and Conrad I 37
(1024 -1039) (1002-1039) [1]

Henry Il (1028 -1056) 1], [3] 28

According to [4], the kingdom of Judah
started in 828 B.C. Shift approximately
equals 928 +910 = 1838 years,
because the start of the Judaean
stream corresponds to 810 A.D.,
which is close to the 1778 (1800)-
year shift onthe GCD

52  [B] Uzziah
(43) [4] 211=159+52[B]

Henry IV (1053-11068) 53
[1} (3]

Lothair ( 1125 - 1138) [1]

13 16 [B], (7)[4] Jotham (211 -227) [4]

Conrad Il (1138-1152)[1] 14 18 [B], (20) [4] Ahaz (227 - 243) [4]

29 [B] (256 -285) Hezekiah

Henry VI (1169-1197) (3] 28

One of the main
parallels

55 [B] Manasseh

Frederick Il (1196 -1250) 54
(45) [4] (285-340)[B]

[11. (3]
Conrad IV (1250 - 1254 ) [2]

2 [B] [4] (340 -342) Amon

4

Charles Anjou (1254 -1285)[2], [5] 31 31 [B], [4] (342-373) [B] Josiah

Jehoahaz (<1), Jehoiakim (11),
22 or 24 Jehoiachin ( <1), and Zedekiah (11)
(373-397) (8]
[B], [4] (374 - 385 [B] Jehoiakim
(386-387)(B]
[B], [4] Zedekiah

Confusion (1285-1307)? 22

11

Adolf of Nassau (1281-1208)[1] 7

Albert | (1208 -1308)[1] 10 11

Babylonian Captiity [B] (397 - 467)

Avignon Captivity ( 1305 - 1376)
70 @

Figure 52. Parallel between the Holy Empire and the biblical kingdom of Judah

References to Fig. 52:

(1] J. Blair, Blair’s Chronological and Historical Tables, from the Creation to the
Present Time, G. Bell & Sons, London, 1882.

[2] C. Bémont and G. Monod, Histoire de I’Europe du Moyen Age, Paris, 1921.

[3] F. Kohlrausch, A History of Germany, from the Earliest Period to the Present
Time, D. Appleton and Co., New York, 1896.

(4] E. Bickerman, Chronology of the Ancient World, Thames & Hudson, 1968.
[6] F. Gregorovius, Geschichte der Stadt Athen in Mittelalter, Stuttgart, 1889.
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Figure 53. Parallel between the Holy Roman Empire in the 10-13 cc. A.D. and the biblical kings of Israel in the 10-7th cc. B.C.

The 1840-year rigid shift
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9) 1046 (Roman coronation)-1084 (Ro-

man coronation) (38) and begin-
ning of Saxon dynasty

10) 1084 (Roman coronation)-1125
(Death of Henry V, end of Frank-
ish dynasty and the beginning of
Saxon dynasty)

11) 1125-1134 (Roman coronation) (9)

12) 1134 (Roman coronation)-1155
(Roman coronation) (21)

13) Pope Alexander III 1159 (his elec-
tion)-1167 (attack of Frederick I)
(8). German wars in Italy 1143-
1155. Capture of Rome by Fred-
erick I in 1154

Methods for the Statistical Analysis of Narrative Texts

9) Jehoahaz (17), Joash = Jehoash
(16) 127-144-160 (altogether 33
years)

10) Jeroboam II 160-201 (41). Over-
lapping of Assyria and Germany,
Persia and France, Babylon and
Rome or Avignon and Hittites and
Goths

11) Menahem 203-213 (10)

12) Pekah 215-235 (20)

13) Hoshea 235-243 (8). Assyrian
wars, attack of Shalmaneser. Over-
lapping of Assyria and Germany
(left). End of kingdom of Is-
rael.  Overlapping of pharaohs
from Bible and TRK and TRNK
(Franks, Goths) (Part 1)

Roman coronations of the Holy Roman
emperors in the 10-13 cc. A.D.

Biblical Israeli rules from 922 B. C.

21

8

Approximately 1840-year rigid shift

Figure 54. Parallel between the Roman coronations of the Holy Roman emperors and the biblical

Israeli rules
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According to [39], the kingdom of Israel started in 922 B.C. Since the zeroth year
of the kingdom of Israel in the table was 920 B.C., the shift is c. 920 + 922 = 1842
years, which is close to the third basic shift by 1,778 (or 1,800) years on the GCD

(Part 1). This is one of the basic parallels.

5.8. Statistical parallel between the First Roman pontificate and the Second

Roman pontificate

Table 10 (Fig. 55)
(See the rule variations in [74], [119])

First Roman pontificate (141-314 A.D.)

Second Roman pontificate (314-532 A.D.)
Note consistency with Second and Third
Roman Empires

1) Pius I 141-157 (16)

2) Anicetus 157-168 (11)

3) Soter 168-177 (9)

4) Eleutherius 177-192 (15)

5) Victor I 192-201 (9)

6) Zephyrinus 201-219 (18)

7) Calixtus 219-224 (5)

8) Urban I 224-231 (7)

9) Pontianus 231-236 (5)

10) Fabian 236-251 (15)

11) Confusion 251-259 (8)

12) Dionysius 259-271 (12)

13) Felix I (or Eutychianus?)
275-284 (9)

14) Eutychianus (or Felix 1?)
271-275 (4)

15) Gaius 283-296 (13)

16) Marcellinus 296-304 (8)

17) Marcellus I 304-309 (5)

18) Eusebius 309-312 (3)

19) Meltiades 311-314 (3)

1) Silvester I 314-336 (18)

2) Julius I 336-353 (17)

3) Liberius 352-367 (15)

4) Damasus I 385-398 (13)

5) Siricius 385-398 (13)

6) Anastasius I Innocent 398-417 (19)
7) Boniface 418-423 (5)

8) Celestine I 423-432 (9)

9) Sixtus 11T 432-440 (8)

10) Leo I 440-461 (21)

11) Confusion, Hilarius 461-467 (6)
12) Simplicius 467-483 (16)

13) Felix IT 483-492 (9)

14) Gelasius 492-496 (4)

15) Symmachus 498-514 (16)
16) Hormisdas 514-523 (19)
17) John I 523-526 (3)

18) Felix IIT 526-530 (4)

19) Boniface III 530-532 (2)

This is a secondary parallel induced by the principal one. See also Figs. 94, 95 in

Appendix 1.
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First period of the Roman episcopate Second period of the Roman episcopate
in 141-314 A.D. in 314-352 A.D.

St. Pius (141-157) 16 & # 22 (314-338) Sivester

St. Anicetus (157-168) 11 17 (336-353) Julius |

St. Soter (168-177) © 15 (352-367) Liberius

St. Eleutherius (177-192) 15 18 (367-385) Damasus
St Victor (182-201) 8 13 (385-388) Siricius

19 (398-402-417) Anastasius
and Innocent

Zephyrinus (201-219) 18

Calixtus (219-224) 5

(418-423) Boniface |

Urban | (224-231) 7 9 (423-432) Celestine

Pontianus (231-236) 5 (432-440) Sixtus
21 (440-461) St Leo

. (Leo 1)
Confusion
(461-467) Hilarius

Fabian (236-251) 15

Confusion (251-259) 8 8

Dionysius (259-271) 12 16  (467-483) Simplicius
Eutychianus (?)

Felix | (275-284) 9

Feloc | (?)
@: Eutychianus (271-275) 4

9 (483-482) Felix Il

4 (492-496) Gelasius

Gaius (283-296) 13 16 (498-514) Symmachus

Marcellinus (296-304) 8 9 (514-523) Hormisdas

Marcellus (304-308) 5 3 (523-526) John |

Eusebius (309-312) 3 4 (526-530) Felic Ill

Meltiades (511-314) 3 2 (530-532) Boniface il

Figure 55. Parallel between the first period of the Roman episcopate in 141-314 A.D. and the
second period of the Roman episcopate in 314-532 A.D.
References to Fig. 55:

[1] J. Blair, Blairs Chronological and Historical Tables from the Creation to the
Present Time, etc., G. Bell & Sons, London, 1882.

[2] S. G. Lozinsky, History of the Papacy, Ogiz, Moscow, 1934 (in Russian).
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5.9. Statistical parallel between the First Roman Empire (regal Rome) and the
Third Roman Empire

Table 11 (Fig. 56)

41

Regal Rome, First Empire 753-500 B.C. Third Roman Empire jet in 3rd-4th cc.

according to Livy. Shift by c. 1,050 A.D.Timeintervalsareindicated in [21].

years. Dates shift is written as X+300, Some rulers, important representatives

where X are years since foundation of of above time intervals are listed. Peri-

Rome ods of their rules may be non-coincident
with bounds of distinguished interval.
(See detailes in Ch. 2, §4 (4.2))

1) Romulus Quirinus (37) 1) Constantine I 300-337 (37)

2) Numa Pompilius (43) 2) Basil the Great 337-380 (43)

3) Tullus Hostilius (32) 3) Honorius 380-423 (43)

4) Ancus Marcius (24) 4) Aetius 423-444 (21)

5) Tarquinius the Elder (38) 5) Ricimer 444-476 (32)

6) Servius Tullius (44) 6) Odoacer and Theodoric 476-526

(50)

7) Tarquinius the Proud (25) 7) Dynasty of Goths 526-552 (26)

8) Fall of regal Rome, expulsion of  8) Fall of Third Roman Empire, ex-
kings, war with Tarquins c¢. 500 B.C. pulsion of Goths. Gothic war in
(see below) 6th c. A.D. (see below)

9) Tarquins’ clan, TRQN (freed of 9) Goths’ clan of Roman adversaries
vowels), adversaries of Rome. Their in 6th c. war. Goths’ allies are
duplicate is Trojans (see Troy) Franks, i.e., TRK Cf. “f” = “¢”

10) Valerius (Volusius’ son), Roman 10) Belisarius, Roman army comman-
army commander, Tarquins’ adver- der and Goths’ adversary. Hisname
sary. His name freed of vowels is freed of vowels is BLSR. Charging
VLRS. Charging Valerius with be- Belisarius with betrayal
trayal

11) Letter of Tarquinius the Proud 11) Letter of Goth Totila to Roman
to Roman senate. Conspiracy in senate. Conspiracy in Rome and its
Rome and its discovery. Under discovery. These events occurred
shift by 1,050 years, this occurred in 543 A.D. Date shift on left is
in 543-544 A.D. written as X + 300, where X are

years since foundation of Rome

12) First battle of Rome in 545. Tar- 12) First battle of Rome in 545-547.
quins lost Goths lost
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13) Second expedition to Rome in 546.
Army commander Lartius, Roman.

Tarquins’ defeat

Methods for the Statistical Analysis of Narrative Texts

13) Second expedition to Rome in 548

549. Army commander Narses (=
Narcius?), Romaic. Goths’ defeat

This secondary parallel is a consequence of the second basic shift by c. 1,000 years.

Regal Rome in 753-500 B.C.

0 year since the foundation of Rome

Since the foundation of Rome in 244

:;oo (37) 337 (43) 380 (32 412 (24) 436 (38) 474 (44) 518 (25) 544AD

I Romulus | Numa | Tullus B Ancus\ Tarquinius |  Servius ‘Tarqumnus‘ -
| | 509
~7Bsg j Quirinus | Pompilus | Hostilius \MaruuS\ the Elder ! Tullius \\the Proud\\ B.C.

o LGN 1 W | @) ey @ | e\ ke

l 337l 380! 4231 444l 476! 5261 5521
A.D.

| | | - | —e— |

| | (Asa) | Honorius | — | O |

| | |Valent|n|an ] l Theodoric | |

: ConstantinelI Basil IValentlnlan | |Aetius, Ricimer |0doacer : Goths :

! 1 th Great A1 1 1 1 l

Stream of the Roman Empire 300-560 A.D.

Livy's Regal Rome

Romulus Quirinus 37 p—

Jet from the Roman empire in the
3rd-6th cc. A.D.

Numa Pompilius 43

Tullus Hostilius 32
Ancus Marcius 24

Tarquinius the Elder 38

Servius Tullius 44

— 37 (300-337) A.D.
43 (337-380) A.D.
43 (380-423) A.D.

21 (423-444) AD.
32 (444-476) A.D.

50 (476-526)A.D.

Tarquinius the Proud 25 *

Fall of Regal Rome.
Expulsion of the kings.
War with the Tarquins

26 (526-552) A.D.

Fall of the Westem Roman Empire.
Expulsion of the Goths.
Well-known Gothic war in the 6th c. A.D.

Figure 56. Parallel between Livy’s regal Rome in 753-500 B.C. (First Roman Empire) and the
Roman Empire in the 3-6th cc. A.D. The 1053-year rigid shift



Jet of the Roman Empire in the 3rd—6th cc. A.D.

270 290 310 330 350 370 380 410 430 450 470 490 510 530
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Roman Empire from the 1st c. B.C. to the 3rd c. A.D.

Figure 57. Parallel between the Second Roman Empire from the 1st c. B.C. to the 3rd c. A.D. and the Third Roman Empire

from the 3rd to the 6th cc. A.D. The approximately 333-year shift
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Second Roman Empire in the Third Roman Empire in the
1st ¢. B.C.- 3rd c. A.D. 3rd-6th cc. A.D.

Approximately 333-year shift

Figure 58. Parallel between the Second Roman Empire and the Third Roman Empire
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These jets were discovered by the
author; they differ from those
suggested by N. A. Morozov

Biblical Kingdom of Judah Roman Eastem Empire in 306—700 A.D.
Capital in Jerusalem Capital in New Rome
Rehoboam 17 16 (308-324)AD. Licinius

3 (5) (8), (330-333) Arius

(Jesus?) Asa 47 45 (333-378) Basil the Great (?)

Jehoshaphat 25 168 (379-385) Theodosius |

Jehoroam 8 13 (395-408) Arcadius Separation of the
Separation of Edom, followed Western from the
by an insertion (76 years) Eastern empire

(see below)

Uzziah 52 49  (408-450-457) Theodosius Il
(408-450) and Marcianus (450-457)
Interregnum 2 2 (451-453) Invasion of Attila and anarchy
Jotham 17 (457-474) Leo |
Ahaz 17 (474-491) Zeno
Hezekiah 29 27 (491-518) Anastasius
Manasseh 55 @ 47 (518-565) Two Justins: Justin |

(518-527) and Justinian | (518-565)

Insertion (76 years) 76 5 emperors:
Justin Il + Tiberius |l
+ Maurice + Phocas +

(4 kings) + Amon
26  (642-668) Heraclius (565-641)

(="they")(2 years).
Thus 5 kings (78 years)

Josiah 31

Constans Il = Constantine Il

Jehoahaz 1 (641-842) Constantine Il

Jehoiakim 11 17 (668-685) Constantine IV (Pogonatus)

Jeconiah 1 (641-642) Heraclion

Zedekiah 11 10 (685-695) Justinian II. First rule
End of the kingdom of Judah, Well-known crisis at the end of the 7th c. A.D.
Babylonian captivity, Disintegration of the Eastern Empire and
Nebuchadnezzar anarchy

This parallelism is secondary, and generated
by the main one in Fig. 52

Figure 59. Parallel between the Eastern Roman Empire in 306-700 A.D. and the biblical kingdom
of Judah in the 10-6th cc. B.C.
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These jets were discovered by the author;
they differ from those suggested by N.A. Morozov

Biblical kingdom of Israel

Jet from the Western Roman Empire in 4-5th cc. A.D.
24

Jeroboam | 22

31 (308-337) AD. Constantine I.

2~ 24 years after the fall of Maxentius (313-337)

Z
“heresy”, break with Rehoboam 3 (337-340) Constantine Il

Baasha 24 21 (340-381) Constantius II.

After the death of Constantine Ill

(Julius?) Elah 2 2 (361-363) Julian (Julius?)

Zimi 1 1 (383 AD.) Jovian

Omri 12 11 (364-375) Valentinian

Ahab (the Godless), the great prophet Elijah 22 14 (384-378) Valens (the Godless),
the great prophet Basil the Great

Ahazish 2 4 (379-383) Gratian (after Valens)

Jehoroam 12 13 (379-392) Valentinian Il

Jehu and prophet Elisha (seizure of power) 28 327 (378-403) Alaric and John Chrisostomus

Jehoahaz 17

16 (379-395) Theodosius

Joash isr. 16

13 (395-408) Arcadius

Jeroboam Il 41 28 (395-423) Honorius

Zachariah (6 months) 1

1 (7 months) (421 AD)) Constantius Ill

Shallum (1 month) 1

1 (2 months) (423 AD.) John

gnum followed by M. h 24

21 (423-444) Interregnum-guardianship

Invasion of the king Pul (or Tul?) 10 11 (444-455) Valentinian lll after the
guardianship-interregnum. Attila’s i

1 (455-456) Petronius Maximus

Pekahiah 2

Pekah 20 16 (456-472) Ricimer. King Gaiseric's invasion

Invasion of the migrating king . L
of Assyria Tiglath-pileser Anarchy 9, 6,2 3 (472-475) Beginning of the Great Migration
Anarchy

1 (475-478) Romulus Augustulus. Invasion of

Odoacer. Who captured Romulus Augustulus

Hoshea till captivity 1

Invasion of Shalmaneser, End of the independent Western Roman
Hoshea's captivity. empire in the 3rd—5th cc. A.D. as
End of the kingdom of Israel. “purely Roman” Kingdom.
Hoshea, the last king of kingdom of Israel Romulus, the last independent

Roman emperor
This parallel is secondary, and generated by
the main one in Figs. 54,53

Figure 60. Parallel between the Western Roman Empire in the 4-5th cc. A.D. and the biblical
kingdom of Israel in the 10-7th cc. A.D.
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5.10. Statistical parallel between the Second Roman Empire and the Third

Roman Empire

Table 12 (Figs. 57, 58)

Second Roman Empire from 82 B.C. to
3rd c. A.D. First eight numbers of col-
umn are approximate, which, however,
does not influence proximity of jets.
Confusion periods are also indicated

Jet from Third Roman Empire in 3rd-
6th cc. A.D. (see rule variations in
[74], [288], [13] and [39]). The year
count is sometimes indicated since co-

ruler’s death (see analysis of complete
list in [21])

1) Lucius Sulla 82-78 (5)

2) Confusion 78-77 (1)

3) Sertorius 78-72 (6)

4) Confusion 72-71 (2)

5) Pompey the Great 70-49 (21)

6) Co-rulers: Pompey and Caesar 60—
49 (11)
7) Confusion 49-45 (4)

8) Julius Caesar, winner in 1st Tri-
umvirate 45-44 (1)

9) Triumvirs and Octavianus Augus-
tus (Octavian) 44-27 (17)

10) Octavianus Augustus 27 B.C.-
14 A.D. (41) or 37 if counting from
23 B.C.

11) Nativity of Jesus in 27th year since
Augustus Octavianus (27)

12) Tiberius 14-37 (23)

13) Co-rulers: Tiberius and Germani-
cus 6-19 (13)

14) Caligula 37-41 (4)

15) Confusion 41 (1)
16) Claudius 41-54 (13)

17) Co-rulers: Claudius and Pallas 41—
54 (13)
18) Nero 54-68 (14)

19) Co-rulers: Nero, Burrus and Seneca
54-62 (8)

1) Lucius Aurelius 270-275 (5)

2) Confusion 275-276 (1)

3) Probus 276-282 (6)

4) Confusion 282-284 (2)

5) Diocletian the Great 284-305 (21)

6) Co-rulers: Diocletian and Constan-
tius Chlorus 293-305 (12)

7) Confusion 305-309 (4)

8) Constantius Chlorus, winner of 1st

tetrarchy 305-306 (1). Rule after
Diocletian, see No. 5

9) Tetrarchs and Constantine Augus-
tus 306-324 (18)

10) Constantine Augustus 306-337 (31)

11) Birth of Basil the Great in 27th year
since Augustus Constantine (27)

12) Constantius IT 337-361 (24). Rule
after Constantine, see No. 10

13) Co-rulers: Constantius II and Con-
stans 337-350 (13) from end of
No. 10

14) Julian 361-363 (2) from end of
No. 12

15) Confusion 363 (1)

16) Valentinian I 364-375 (11)

17) Co-rulers: Valentinian and Valens
(Pallas?) 367-375 (11)
18) Valens 364-378 (14)

19) Co-rulers: Valens, Valentinian and

Gratian 364-375 (11)
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20) Galba 68-69 (1)

21) Confusion 69 (1)

22) Two Tituses Vespasianuses 69-81
(12). Their names are coincident

23) Domitian 81-96 (15)

24) Nerva 96-98 (2)

25) Nerva co-ruling 96-98 (2)

26) Trajan 98-117 (19)

27) Hadrian 117-138 (21)

28) Titus Antoninus Pius 138-161 (23)

29) Marcus Aurelius 161-180 (19)

30) Lucius Commodus 176-192 (16)
31) Pertinax 193 (1)

32) Didius Julian 193 (1)

33) Clodius 193 (1)

34) Pescennius Niger 193-194 (1)
35) Septimius Severus 193-211 (18)

36) Caracalla 193-217(24). Well-known
reforms in Second Empire

37) End of Second Roman Empire. Cri-
sis in mid-3rd c. A.D. Gothic war.
Shift by c¢. 333 years

20) Jovian 363-364 (1) interchanged
18)
21) Confusion 378 (1)

22) Gratian and Valentinian II after
Valens and Confusion 379-392 (13)

23) Theodosius I 379-395 (16)

24) Eugenius 392-394 (2)

25) Eugenius co-ruling 392-394 (2)

26) Arcadius 395-408 (13)

27) Honorius 395-423 (28)

28) Aetius 423-444 or 423-438 (21) until
No. 29

29) Valentinian IIT 437-455 (18) or 444
455 (11).

30) Ricimer 456-472 (16)

31) Olybrius 472 (1)

32) Glycerius 473-474 (1)

33) Julius Nepos 474-475 (1)

34) Romulus Augustulus 475-476 (1)

35) Odoacer 476-493 (17)

36) Theodoric 493-526 (33) or 497
526 (29), well-known reforms

37) End of Western Third Roman Em-
pire, Gothic war in mid-6th c¢. A.D.

This parallel is the consequence of the first basic shift, secondary and due to
the basic overlappings listed above. Both jets include extra numerical data which
were not taken into account in calculating the jet proximity coefficient. They are
discovered by the author, and differ from those suggested by N. A. Morozov.

5.11. Statistical parallel between the kingdom of Judah and the Eastern Roman

Empire

Table 13 (Fig. 59)

Kingdom of Judah (biblical) with cap-
ital in Jerusalem 10-7th c. B.C.

Eastern Roman Empire in
306-700 A.D., with New Rome as cap-
ital (= Constantinople)

1) Rehoboam (17)
2) Abijah (3), “Yahweh is father”

3) Asa (Jesus?) 46 or 41

1) Licinius 308-324 (16)

2) Arius 330-333 (3) or (5) or (8) as
variants (see detailes in [13])

3) Basilius the Great(?) 333-378 (45)
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4) Jehoshaphat (25)
5) Jehoroam Judaean (8), Edom’s sep-
aration, 76-year insertion (see below)

6) Uzziah (52), participates in church
arguments, condemned and declared
“leprous”

7) Interregnum (2), gap in 2 Chronicles

8) Jotham (16)

9) Ahaz (16), Syrian king Rezin and
Pekah attack Jerusalem, Ahaz asks
for Tiglath-pileser’s (Theodoric’s du-
plicate?) help

10) Hezekiah (29)

11) Manasseh (55 or 50), famous king,
charged with Jerusalem massacre
(mutiny ?), overlapping of the capital
and New Rome

12) 76-year insertion, 4 kings, Amon
(“they”) (2), altogether 5 kings (78)

13) Josiah (31), Pharaoh’s attack

14) Jehoahaz (1)
15) Jehoiakim (11)
16) Jeconiah (1)

17) Zedekiah (1), Pharaoh Nebuchad-
nezzar captures people (of Judah)

18) End of kingdom of Judah, Babylo-
nian captivity

49

4) Theodosius I 379-395 (16)
5) Arcadius 395408 (13), separation of
Western from Eastern Empire

6) Theodosius II 408-450 and Marcian
450-457 (49), confrontation at coun-
cil of Ephesus

7) Attila’s hordes and anarchy 451-
453 (2)

8) Leo I 457-474 (17)

9) Zeno 474-491 (17) , German leader
Odoacer attacks Rome, Western ruler
Ricimer (= Rezin?) 456-472, Zeno
asks Theodoric of Goths for help

10) Anastasius 491-518 (27)
11) Two Justins: Justin I 518-527 and
Justinian I 527-565 or 518-565 (47),

suppression of Nika riot in New
Rome, massacre

12) Five Emperors: Justin II, Tiberius
II, Maurice, Phocas, Heraclius 565—
641 (76)

13) Constans II 642-668 (26), Arabian
attacks
14) Constantine III 641-642 (1)

15) Constantine IV 668-685 (17)
16) Heraclius 641-642 (1)

17) Justinian II, first rule 685-695 (10),
wars of Empire, Arabs

18) Crisis at end of 7th c. A.D., dissolu-
tion of the Eastern Empire

This parallel is secondary, and follows from those listed above and the author’s
[21]. The shift by c. 1,300 years is the sum of the 300- and 1,000-year basic shifts.

5.12. Statistical parallel between the kingdom of Israel and the Third Roman

Empire

Table 14 (Fig. 60)

Kingdom of Israel (biblical) in the 10-
8th cc. B.C. 1,300-year shift

Jet from Third Roman Empire in the 4~
5th cc. A.D. Sum of 1,000- and 300-year
shift

1) Jeroboam I, founder of “heresy”, dis-
ruption and war with Rehoboam (22).
“Heresy” = Arianism (?); see right

1) ConstantineI after overthrowing Max-
entius 313-337 (24), break and war
with Licinius, his co-ruler
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2) Nadab (2)

3) Vaasha (24), Basil the Great (Jesus
= Asa = Vaasha?); see right

4) Elah (= Julian?) (2)

5) Zimri (1)

6) Omri (12)

7) Ahab “father’s brother” the god-
less (22), fight with great prophet

Eljjah, was mortally wounded while
fleeing battlefield

8) Ahaziah (2), Samarian ruler (see
overlapping with Rome in right col-
umn)

9) Jehoroam Israelian (12)

10) Jehu and prophet Elisha (capture
of power) (28)

11) Jehoahaz (17)

12) Joash God-praising (16)
13) Jeroboam II (41)

14) Zachariah (6 months)
15) Shallum (1 month) (I)
16) Interregnum (24)

17) Menahem (10), and Pul (= Tul?),
overlapping of Tul (TL) and Attila

18) Pekahiah (2)
19) Pekah (20), Tiglath-pileser’s inva-

sion

20) Anarchy (6) or (9) or (12)
21) Hoshea (until captivity) (1), Shal-
maneser and Hoshea’s captivity

22)End of independent existence of
kingdom of Judah; Hoshea is last
independent king

2) Constantine IT 337-340 (3)

3) Constantius II after death of Con-
stantine II 340-361 (21)

4) Julian 361-363 (2)
5) Jovian 363-364 (1)
6) Valentinian I 364—(375) (11)

7) Valens (the godless) 364-378 (14),
fight with prophet Basilius the Great,
killed while fleeing battlefield

8) Gratian 379-383 (4) (after Valens
and confusion)

9) Valentinian II 379-392 (13) (rule
after Valens)

10) Alaric and John Chrisostomus 378—
403 (25) or (32)

11) Theodosius I 379-395 (16)

12) Arcadius 395-408 (13)

13) Honorius 395-423 (28)

14) Constantius III 421 (7 months)
15) John 423 (2 months)

16) Interregnum-guardianship 423-444

(21

17) Valentinian IIT 444-455 (11), and
Attila’s (TTL) invasion

18) Petronius Maximus 455-456 (1)

19) Ricimer 456-472 (16); Gaiseric’s
invasion, beginning of great migra-
tion

20) Anarchy 472-475 (3)

21) Romulus Augustulus 475-476 (1),
Odoacer and Romulus’ captivity

22) End of independent Western Third

Roman Empire as “purely Roman”
state

This secondary parallel is due to the sum of two basic shifts by 1,000 and 300

years. See also Fig. 93 in Appendix 1.
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Figure 61. Parallel between the First Byzantine Empire, the Second Byzantine Empire and the
Third Byzantine Empire. The 340-year rigid shift and doubled 340-year shift
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Figure 62. Parallel between the First Byzantine Empire and the Second Byzantine Empire
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5.13. Statistical parallel between the First Byzantine Empire and the Second

Byzantine Empire

Table 15 (Figs. 61, 62)

First Byzantine Empirein 527-829 A.D.
(302 years; see [74], [45)])

Second Byzantine Empire in 829-1204
A.D. (375 years; see [74], [45])

1) Basileus Justinian I and Theodora
527-565 (38), start of Eastern Ro-
man Empire; rigid shift by c. 340
years

2) Justin II 565-578, Tiberius II 578-
582 (17)

3) Maurice 582-602 (20)

4) Phocas 602-610 (8)

5) Heraclius 610-641 (31), then in
No. 6 (left and right) two confu-
sion periods

6) ConstantineIIl, Heracleonas = Her-
aclius II, 641 (1), overlapping of
confusion periods

7) Constans II 642-668, Constantine
IV 668-685, Justinian II 685-695
(53)

8) Confusion, Leontius II 695-698 or
Leoncius 694-697, Tiberius II1 697—
704 or 698-705, Justinian II (sec-
ondly) 705-711, Philippicus Barda-
nes 711-713, Anastasius Il 713-715
(or 716), Theodosius III 715 (or
716)-717 (22)

9) War under Justinian II (see above),
partial duplicate of Gothic—Trojan-
Tarquinian war, GTR-war

10) Leo III the Isaurian 717-741 (24)

11) Constantine V Copronymus 741-
775 (34)

12) Leo IV 775-780, Constantine VI
780-797, Irene 797-802, Nicepho-
rus 802-811 (36)

1) Theophilus 829-842, Michael III
and Theodora 842-867 (38), start of
Macedonian dynasty (cf. Justinian
)

2) Basil I (basileus) 867-886 (19) (cf.
Justinian I Basileus)

3) Leo VI 886-912 (26)

4) Alexander 912-913 (1)

5) Constantine VII 910 (or 912)-959
(47) or (49), two confusion periods

6) Romanus I1 959-963, Nicephorus II
Phocas 963-969, John I Tsimisces
963-975 (or 976) (16)

7) Constantine X or Constantine VIII
975-1028 (53)

8) Confusion, Constantine VIII 1025-
1028, Romanus IIT 1028-1034, Mi-
chael IV 1034-1041, Michael V
1041-1042, Constantine IX Mono-
machus 1042-1054, Theodora 1054-
1056, Michael VI 1056-1057 (29),
overlapping confusion (left), 340-
year shift

9) Tornicus’ (= Nika + TR?) revolt
1047 (cf. Nika riot under Justinian
I); duplicate of GTR war according
to [21])

10) John IT Comnenus 1118-1143 (25)

11) AlexiusI Comnenus 1081-1118(37),
interchanged with John from No. 10

12) Manuel I Comnenus 1143-1180(37)
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13) Confusion, Stauracius 811, Michael ~ 13) Confusion, Alexius II Comnenus

I Rangabe 811-813, Leo V 813-820 1180-1183, Andronicus11183-1185,
(or 821), Michael II 820 (or 821)- Isaac II Angelus 1185-1195, Alex-
829 (19), many confusion periods, ius IT1 1195-1203, Alexius IV 1203~
which makes situation complicated; 1204, Isaac II Angelus again 1203-
Empires are coincident under 340- 1204, Alexius V 1204-1205 (24),
year shift fall of Constantinople in 1204

The left and right columns of the table are made coincident under the first rigid
basic shift by c. 340 years. The same shift (!) makes the other two (Second and
Third) Byzantine Empires coincident (see next Table 16). This is one of the basic
parallels.

Third Byzantine Empire Second Byzantine Empire

18 ,

Figure 63. Parallel between the Second Byzantine Empire and the Third Byzantine Empire

5.14. Statistical parallel between the Second Byzantine Empire and the Third
Byzantine Empire
Table 16 (Figs. 63, 61)
Third Byzantine Empire 1204-1453 A.D. Second Byzantine Empire, jet from
(249 years, contains many confusion  Basil I until John III, 867-1143 A.D.

periods). Both Empires are made co-  (276; see rule variations in [45], [74])
incident under the 340-year shift

1) Start of Empire of Nicaea in 1204 1) Basil I (basileus) 867-886 (19), Nika

(cf. “Nicaea” and Nika in GTR-war riot under JustinianIin First Byzan-
in 6th c. A.D.), Theodore I Lascaris tine Empire; Theodora, wife of Jus-
1204-1222 (18) tinian [

2) John III Vatatzes or Ducas 1222  2) Leo VI the Philosopher 886-912 (26)
1254 (or 1256) (32), GTR-war
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3) TheodoreIl Lascaris 1254 (or 1256 )-
1258 (or 1259) (3)

4) Michael VIII 1259 (or 1260)-1282
(or 1283) (25)

5) Andronicus Palaeologus 1282 (or
1283)-1320 (or 1328) (46)

6) Andronicus III Palaeologus 1320-
1341
(21) or

7) Second version: Andronicus 11T 1328~
1341 (13)

8) John V Palaeologus 1341-1391 (or
1376) (50)

9) Confusion 1376-1391, Andronicus
IV 1376-1379, John V again 1379~
1391, John VII 1390-1391 (15)

10) Manuel IT 1391-1424 (or 1425) (34)

11) John VIII [45] or John VI [74] 1424
(or 1425)-1448 (24), fall of Con-

stantinople in 1453, end of Byzan-
tine Empire
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3) Alexander 912-913 (1)
4) Romanus I 919-945 (26)

5) Constantine VII 910 (or 912-959)
(47)

6) Romanus II, Nicephorus II Phocas,
John I Tsimisces 959-975 (or 976)
(16) or (17)

7) Nicephorus II Phocas, John I Tsi-
misces 963-976 (13) (second version)

8) Basil I Bulgaroctonus 975 (or 976)—
1025 (50)

9) Confusion 1025-1057 (see emperors
in Table 15)

10) Alexius I 1081-1118 (37)

11) John II 1118-1143 (25) (Nos. 10
and 11 of Comnenus dynasty), in-
cluding Manuel I and confusion in
1180-1204, fall of Constantinople in
1204 A.D.

This is one of the basic parallels, and is due to the first basic shift by c. 330 years.

5.15. Statistical parallel between medieval Greece and ancient Greece

Table 17 (Fig. 64(1), 64(2))

Medieval chronology in the 10-16th cc.
A.D. 1,810-year backward shift

Ancient chronology in the 10th-3rd cc.
B.C. Ancient Greek history [45], [74]

1) Crusades in 10-13th cc. A.D., Col-
onization of Mediterranean

2) Holy Roman-German Empire 911-
1305

3) Two wars in Italy in 10th c. A.D.
901-924 and 931-954, Alberic I,
Theodora I; Alberic II, Theodo-
ra Il

4) War in Italy 1250-1268, fall of Ho-
henstaufen and Troy, and Naples.
Manfred, Charles of Anjou, Con-
radin, enthronement of countship of
Anjou, fall of Roman pontificate

1) Epoch of Great Greek colonization
in 8-6th cc. B.C.

2) Kingdom of Judah and kingdom of
Israel 928-531 B.C.

3) According to Hellanic and Damast,
Trojan war took placein 850-830B.C.,
second version of its dating

4) War with Tarquins in Rome 522-
509 B.C., Peisistratus tyranny (=
TRN) 560-527 B.C., fall of Peisi-
stratus’ dynasty in 510-514 B.C.,
Zedekiah’s war with Pharaoh (TRN
= Franks; see above)
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880 840 1000 1060 1120 1180 1240 1300 1360 1420 1480 1540 AD.
° 2: Holy Roman Empire @ — Fall of Constantinople and
3 911-1305 4 5 10 ¢ Byzantine Empire in 1453
1 g > 11 Ottoman Sultanate in

15-16th cc., Hellenism,

Crusades in 10-13th cc. A.D, L " oreading antioue
Colonization of Mediterranean 8 %ﬁfg' fiterature in medieval

9 ‘_ Europe, end of
/ \ independent medieval Greece
-900| -840 -780 -720 -660 600 -540 / ~450 \-sso 330  -270 BC.
9
 — :
8 Ancient
1 L 7 Greece
6

Epoch of Great Greek colonization in > 11 Empire of Alexander the

8-6th cc. B.C. Great in 4th—3rd cc. B.C,

10 © Helenism, spreading of Greek

3 Fall of cufture in Mediterranean, end

° 4 ° Byzantium of dassical Greece
in 364 B.C.
5
2

Kingdom of Judah and kingdom of Izrael
928-531 B.C. or 590 B.C.

Figure 64(1). Parallel between medieval Greece and ancient Greece. General structure

5) Avignon exile 1305-1376 (70)

6) Wars in medieval Greece 1314-1332
(18)

7) Warin Greece 1374-1387(13), Thucy-
dides’ eclipse shifted by c. 300 years

8) Rise and fall of Navares and Mistra’s
despotate 1400-1450

9) Ottoman Sultanate 1298-1451, Ma-
hometans and expansion

10) Fall of Constantinople and Byzan-
tine Empire in 1453, war with Ma-
hometans, fall of Greece

5) Babylonian captivity 531-461 B.C.
(70 years)

6) Persian wars 492-479 B.C. (13)

7) Peloponnesian war 431-404 B.C.
(27)

8) Rise and fall of Sparta 400-
360 B.C.

9) Macedonian state 540-359 B.C., Mace-
donians, expansion

10) Fall of Byzantium in 364 B.C., and

siege by Macedonians in 340 B.C.,
Philipp II
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the Great

496 Sophodes 408

484 Herodotus 424
—

Figure 64(2). Parallel between medieval Greece and ancient Greece. Detailed structure

11) Empire of Alexander the Great in
4th-3rd cc. B.C., Hellenism, spread-
ing of Greek culture in Mediter-
ranean, end of classical Greece

11) Ottoman Sultanate in 15-16th cc.,
Hellenism, spreading of Greek and
antique literature in medieval Eu-
rope, end of independent medieval

Greece
12) Charles of Anjou 1254-1285 (31), 12) CyrusI560-530B.C. (30), conquest
of Lydia (LD = TL?) in 546 B.C.

capture of Italy (TL = LT?) in 1265
13) Manfred (Kaiser = KSR) 1254-1266 13) Croesus (CRS) 560-546 B.C. (14)

(12)
14) Charles II Napolitan 1285-1289 (4), 14) Cambyses (CM-bis, i.e., CM second)
here II = bis = second? 530-522 B.C. (8)
15) Frederick II Sicilian 1302-1337 15) Darius I Hystaspes 521-486 B.C.
(appr.) (35), Ferdinand, Margaret (35), Arthaphernes, Mardonius (=
(= MR-donna?), Mathilda MR-donna?), Miltiades (=Mathil-
da?)
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16) Duke Walter II de Brienne 1337-

1356 (19)

(22)
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16) Xerxes (XRX = duke?) 486-464B.C.

17) Restoration of Parthenon at end of 17) Erection of Parthenon in 447 B.C.

14th c. A.D.

18) Death of Pletho in 1450 A.D.

(1452 A.D.?)

19) Mohammed II Conqueror 1451-1480

(29)

(23)

18) Death of Plato in 347 B.C.

19) Philip II Conqueror 359-336 B.C.

This is one of the basic parallels which is a consequence of the third basic shift

by 1,800 years.

5.16. Statistical duplicates of the Trojan war

Table 18

1) Trojan war (13th c.|Odysseus (Ulysses | Agamemnon | Achilles Patroclus
B.C.) = Achilles?)

2) War with Tarquins | Lartius and Mar- | Tarquin the | Valerius Junius,
(6th c. B.C.) in Ro- | cius Coriolan Proud Marcus
me Brutus’

son

3) Civil war (Ist c.[Sulla and Cicero|Pompey the|Julius Marcus
B.C.) in Rome (RCC) Great Caesar Brutus

4) Civil war (3rd c.|Aurelian Lucius | Diocletian Constantius ”
A.D.) in Rome the Great Chlorus (*)

5) Gothic war (6th c.|Narses (=Narcius) | Justinian and | Belisarius | John II
A.D) in Rome Theodora

6) Civil war (901-|Alberic I (?) and|Theophilac- |[AlbericI |John X
924 A.D.) in Rome |Marocius (?) tus and Theo-

dora I
7) Civil war (931- Hugh and | Alberic II | John XI

954 A.D.) in Rome

©)

Theodora II

8) Start of Roman
Empire (10-13th cc.
AD)

Otto I, Otto II, Otto III, Alberic II, Octavian Augustus

9) War in Italy (13th c.
A.D.), fall of medie-
val Troy. Original?

Charles of Anjou
(NRCCQC)

Innocent IV

Charles
Anjou (?)

of

John XXI
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5.17. “Modern textbook of European history” and its decomposition into the
sum of four short isomorphic chronicles

Table 19-A (Figs. 65, 66(1), 66(2), 66(3), 67)
Global Chronological Diagram

Traditional chronology.
Chronicle E on the GCD
in [24], years B.C.; sche-
matically represents the
“modern textbook”. See
Part 1

Biblical chronology.
Chronicle B on the GCD,
years B.C. 1,800-year for-
ward shift.

The dates of the events
listed below are shifted for-
wards due to the statistical
parallels discovered by the
author. In addition to the
shift, there occurs identi-
fication of events with the
left column and, therefore,
general shortening of the
history. See Part 1

Chronicle C4 on the
GCD, years A.D. 1,778- (or
~ 1,800-) year backward
shift

(1)K 1460-1236.

Trojan Kingdom of
seven kings, Trojans,
Greeks

(2) T 1236-1226.
Trojan war (in Greece?),
driving Trojans out, fall
of Troy

(3) H 1226-850.
Dynasties

Greek kings
(4) T 850-830.

Second version of Trojan
war dating according to
Hellanic, Damast and
Aristotle. Apple of dis-
cord of Aphrodite—Ve-
nus (Eve?)

of ancient

(4) E 850-830.
Genesis 1-3. Adam
and Eve, apple of dis-
cord, expulsion from
Paradise

(1)K 306-535.
Eastern and Western
Third Roman Empire
in 4-6th cc.

(2) T 535-552.
Gothic war in Italy,
driving Goths out, fall
of Naples and Rome

(3)H 552-901.
Medieval papal Rome,
Greece

(4) T 901-924.
War in Italy. Alberic I
and Theodora I. Legend
of “woman of discord”
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Table 19-B
(continuation)

Chronicle C3 on GCD, Chronicle C; Chronicle C, Chronicle Cg
years A.D. 1,053-year back- on the GCD, on GCD, years on GCD, years
ward shift. years AD. AD. Distort- A.D. Original.

The 1,000-year shift is due 333-year shift ed original. No No shift. Column
to writing some dates as shift. Chronicle contains part of

follows: For example, 1lst c.
since Christ =X.I ¢. Letter
X was originally abbreviation
of name (which was forgotten
afterwards), and 11th c. ob-
tained upon formally decod-
ing “X.1 ¢.” Similarly,
“100th year since Jesus =
I. 100th year” =1100 year,
because letter I also means
one thousand. Eventually,
dates were shifted by 1,000
years

has not yet been
shifted back-
wards, but al-
ready contains a
few duplicates

modern “text-
book”, and serves
as original of
chronicles Ca,
C3 and C4 shifted
backwards.  His-
torical data earlier
than 10th c. are
almost absent




60

Table 19-A (continuation)

(5) T 760-753.
Foundation of Rome,
Romulus and Remus,
rape of Sabines

(6) K/P 753-522.
Regal Rome of seven
kings according to Livy.
Great Greek colonization
in 8-6th cc.

(7) T 522-509.
War with  Tarquins.
Kings’ exile, beginning of
republican Rome

(8) H/C 509-82.
Ancient Republican
Rome. Persian wars.

Cyrus, Darius, Xerxes.
Peloponnessian wars.
Macedonians, Philip II.
Fall of ancient Byzan-
tium. Empire of Alexan-
der the Great. Famous
period in history of clas-
sical Greece. Samnite
wars, Punic wars. Han-

nibal. End of classical
Greece. Start of Helle-
nism

(9) T 82-83.
Start of imperial Rome.
Sulla, Pompey, Cae-

sar, Augustus, Octavian,
civil wars of 1st c.
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(5) T 760-753.
Genesis 4:1-16. Cain
and Abel, killing of Cain

(6) K 753-522.
Genesis 4: 17-26, 5:31.
Enoch, Irad, Mehuja-
el, Methusael, Lamech,
Seth, Enos, Kenan, Ma-
halaleel

(7T 522-509.
Genesis 5:32, 6, 7, 8.
Story of Noah. Flood,
destruction of mankind,
ark, laws

(8) H 509-82.

Genesis  9,10:1-32.
Noah’s descendants,
separation of peoples
into their own coun-
tries. Noah’s sons
Shem, Ham and Ja-
pheth, Japheth’s sons
(comment to (7): There
is a parallel between No-
ah and Moses, dupli-
cation of term “ark of
the covenant” and “ark”
(Noah), duplication of
the laws). Legend of
foundation of city near
Rome by Noah ([44],
[44*) V. 3, p. 437 of
Russian edition)

(9) T 82-83.
Genesis 11:1-9. Tower

of Babel, dispersion of
people, confusion

(5) T 931-954.
War in Italy. Alberic II
and Theodora II

(6) P 962-1250.
Holy Roman-German
Empire in 0-13th cc.
Crusades

(7) T 1250-1268.
Famous war in Italy.
Manfred, Conrad, fall
of medieval Troy

(8) C 1300-1550.

Empire of House of
Hapsburg. Medieval
Greece and battles of
1316 (original battle of
Marathon). Duke Wal-
ter de Brienne, Wars
of Franks with Turks.
Mohammed II, Maho-
metans. Fall of Byzan-
tine Empire in
1453. Ottoman Sulta-
nate. End of medieval
independent Greece

End of chronicle (line)
C4. We described bulk
of events lowered upon
shifting by 1,778-1,800
years due to use of
abbreviations in writ-
ing of dates
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(6)

(")

(8)

(9)

Table 19-B (continuation)

K 300-535.

Roman Empire in 4-
6th cc. Foundation of New
Rome in 325. Eastern Ro-
man expeditions

T 535-552.

Gothic war in Italy. Fall
of Naples and Rome.
Justinian, Belisarius, Nar-
ses, Goths, Franks = TRN

H 552-901.

Medieval papal Rome.
Wars with Langobards in
705, 711 and further, up
to 765 and 769. Wars in
Southern Italy. Wars with
Saracens. Franks’ wars in
Italy (comment to (13): in
left chronicles B and E:
Charlemagne = Joshua,
Roland’s defeat = defeat
of army under Charlemag-
ne; both Charlemagne and
Joshua stop sun during
battle, unique episodes;
treacherous Ganelon =
“treacherous” Ahan)

T 931-954.

Wars in Italy. Albe-
ric II and Theodora II.
Restoration of many of
ancient customs. Start of
Holy Roman Empire

61
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Table 19-A (continuation)

(10) P/K 23 B.C.-235 A.D. (10)K 23 B.C-217 A.D.

Second Roman Empire
in 1st-3rd cc. Start
of “Christian era”, re-

ligious reforms, Jesus
Christ

(11) T 235-261.
Julia Maesa, anarchy,
Gothic war. T 270-
300. War

(12) II/K/P/C 300-535.
Roman Empire in 4-
6th cc. Separation into
Eastern and Western
kingdoms

(13) T 535-552.
Gothic war in Italy.
End of Roman Empire.
Wars of Charlemagne
= wars of Joshua

(14) II/H/P 566-901.
Medieval papal Rome.
Carolingians, Charle-
magne’s empire

(15) T 901-914-924.
War in Italy. Alberic I,
Theodora I. T 931-
954. War, Alberic II,
Theodora II

Genesis 11:10-32. Ar-
phaxad, Shelah, Eber,
Peleg, Reu, Serug, Na-
hor, Terah, Haran, Ab-
ram, Aaron (= Arius?)

(11) T 270-300.
Abram, Sarai, struggle
with Pharaoh = TRN.
Genesis 12

(12) K 306-535.
Genesis 13-38. Abram
and Haran. Separation
into two kingdoms.
Isaac, Esau, Jacob, Jo-
seph

(13) T 535-552.

Genesis 39-50. Exo-
dus (Moses). Leviticus.
Numbers. Deuterono-
my. Book of Joshua =
Song of Roland

(14) II/H/P 566-901.
Book of Judges 1-18.
Story of judges

(15) T 901-924.

Book of Judges 19-21.
War with Benjamites.
T 931-954. Ruth. First
and Second Book of Sa-
muel and Second Book
of Kings. First and
Second Book of Chron-
icles 1-9. Saul, David,
Solomon
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(10)

(11)

(12)

(13)

P 965-1250.
Holy Roman
Empire. Start
of “Christian
Era” (=“new
era’) under
pope Hilde-
brand. Schism

Table 19-B  (continuation)

(10) K 306-535.

Roman Empire
in 4-6th cc.
Basil the Great
and his religious
reforms in 4th c.
Separation of
Church. Arius

T 1250-1268. (11) T 535-552.

War in Italy.
Fall of medie-
val Troy and
Naples

Gothic war in
Italy. Fall of
Naples and Ro-
me

C 1273-1619. (12) II 681-887.

(Roman)
Hapsburg
Empire. Eas-
tern Romaic
Byzantine
Empire

Carolingians,
Charlemagne’s
empire. Eastern
Romaic Empire

End of chron- (13) T 901-924.

icle (line) C3

War in Italy, Al-
beric I, Theodo-
ra |

(14) P 962-1250.

Holy Roman
Empire

13th cc.

(15) T 1250-1268.

Famous war in
Italy. Fall of Ho-
henstaufen, Troy
and Naples.

Manfred, Char-
les of Anjou,
Conrad.  Med-
ieval legends of
Troy in Italy

in 10- \

(12) P/K 300-535.

Roman Empire
in 4-6th cc. Its
separation into

Eastern and
Western em-
pires

(13) P/K 535-552.

Gothic war in

Italy. Exodus of

Goths from Ita-
ly

(14) TI/H 552-901.

Carolingians,
Charlemagne’s
empire

(15) T 901-924.

War in Italy.
Alberic I, Theo-

dora 1
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(12) K 306-526.
Insignificant
remains of
traditional
data for 4-
6th cc.

(13) Negligible re-
mains of tradi-
tional data re-
garding
6th c.

(14) I/H 552-901.
Negligible re-
mains of data
regarding
6-9th cc.

(15) Negligible re-
mains of data
regarding first
half of 10th c.
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(16) P/C 962-1250.

Holy Roman—German
Empire. Emperors
are crowned twice: in
Rome and Germany
(two kingdoms)

(17) T 1250-1268.

Medieval war in Italy.
Fall of Hohenstau-
fen. Fall of Troy and
Naples. Charles of An-
jou, Manfred

(18) C 1273-1619.

Empire of House of
Hapsburg.  Avignon
exile of papacy in
1305-1376 lasts for 70
years. Return to Rome
in Italy

Methods for the Statistical Analysis of Narrative Texts

Table 19-A
(continuation)

(16) P 962-1250.

First Book of Kings
12-22, Second Book
of Kings 1-23, Second
Book of Chronicles 10-
34. Kingdoms of Is-
rael and Judah (two
kingdoms)

(17) T 1250-1268.

Second Book of Kings
24-25, Second Book
of Chronicles 35-36.
War with Pharaoh and
Nebuchadnezzar. Fall
of kingdom of Judah

(18) Ca 1273-1400.

Book of Ezra, Nehe-
miah and Esther. Ba-
bylonian captivity by
Persians lasts for 70
years. Return to Jeru-
salem
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Table 19-B

(continuation)
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(16) C 1273-1619.

Hapsburg Em-
pire. Renais-
sance in Europe,
revival of antique
themes. End of
chronicle C,

(17) 333-year shift can

possibly be ex-
plained by writ-

(16) P 962-1250.

Holy Roman-
German Em-
pire. Much in-
formation. Ger-
man emperors
in Roman Em-
pire.  “Double
Empire”

(17) T 1250-1268.

War in Italy.
Fall of Hohen-

ing dates like staufen. Fall
“3rd year since of Troy and
Maximilian” as Naples. Sub-

“MCL. III”, ie.,
“Maximus Caesar
Leo”.  Spelling
this out, we ob-
tain 1153 A.D.,
which differs from
actual date 1496
by 343 years.
Recall that Maxi-
milian I ruled in
1493-1519

stantial data

(18) C 1273-1619.

Hapsburg Em-
pire. Chronolo-
gists 1. Scaliger
and D. Petavius
in 16-17th cc.
Dionysius Peta-
vius is origin-
al of Dionysius
Exiguus  (6th
c.). Start of au-
thentic history

(16) P 962-1250.
Holy Roman-
German Em-
pire. Much in-
formation.
Start of au-
thentic histo-

ry

(17) T 1250-1268.
War in Italy.
Fall of Hohen-
staufen. Fall
of medieval
Troy and Nap-
les. Substan-
tial data

(18) C 1273-1619.
Hapsburg
Empire.
Council of
Trent at which
global chrono-
logy and Ca-
non of Bible
were created
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Figure 65. The Global Chronological Diagram and the three main chronological shifts. General
structure

The following supplement to the method on numerical dynasties and to the au-
thor’s paper [18] was made by G. Nosovsky.

The above (Part 1) distinction measure A admits a simple probabilistic interpre-
tation delineating the assumptions which were adopted in formalizing the problem.

Consider the above (Part 1) parallelepiped II, check consecutively all elements of
the set V(D), and see whether they belong to the set II. Thus, we have |V(D)| tests.
If an element from V(D) belongs to II, then we regard the corresponding test as a
success. The probability of a success in one test is estimated just by the number A in
accordance with the theorem known from mathematical statistics. We now assume
that the probability of a success in one test is unaltered if we only take the elements
from the set D (or, more exactly, the distribution of the random variable

£(a) = 1 if an element a belongs to II,
#) =10 if an element a does not belong to I (a € V(D))
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does not depend on the condition a € D). Note that V(D) was especially constructed
so as to fulfil the assumption; in other words, so that this set may not be “different”
from D in structure.

Thus, the probability that a point from V falls into the parallelepiped II (by
construction, already containing one point ao; this is an a priori condition, and we
do not speak of this point any more) equals A. Note that we assume the point under
consideration to be in II independent of a fixed point ag to fall into II. Therefore,
the average number of points in II from D (irrespective of ag) is A - |D|. If A - |D| is
small, then the probability that at least one point “independent” of a is in II equals
1—(1=X)IPl ~ 1—¢=*IPI ~ X.|D|. (For the values of A and |D| under consideration,
the exactness of this formula is very high.) Hence, if A - |D| is a quantity of the
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order of unity, then the fact that two points from D fall into II is unrelated to
their “dependence”; however, if A - |D| < 1, we are forced to acknowledge that it
is extremely improbable that two points should fall into IT independently (for |D|
tests, the probability is A - | D|). Therefore, they must be somehow dependent.

The computation is fully consistent with the obtained results, viz., for indepen-
dent numerical dynasties, we obtain A > 1073 ~ 1/|D| (i.e., the probability that they
fall independently into the corresponding parallelepiped II is of the order of unity);
whereas for dependent numerical dynasties, the value of A does not exceed 1073,
i.e., the probability that they fall into the corresponding parallelepiped II indepen-
dently is not greater than 10~°. Thus, the probability of “random” identification of
two independent numerical dynasties does not exceed 10~%. The standard counter-
argument that “an event of infinitesimally small probability can occur in great many
phenomena” can be reciprocated by the computation of probability, proceeding from
the complete number of tests. An event of an infinitesimally small probability can,
in fact, “occur” in a great number of tests; however, we should not forget that the
number of tests multiplied by the probability of the event in question in one test
must be of the order of unity.

5.18. Possible explanation of the three chronological shifts discovered in the
Global Chronological Diagram

1. The general idea and the 1,000-year shift. We now give one of possible explana-
tions for the chronological shifts discovered in the GCD. For example, the 1,053-year
(or c. 1,000-year) shift could have arisen from later juxtaposing two different tech-
niques for writing dates, viz., the abbreviated form “Illrd c. since Christ” could
have been written as “X. III century”, where X is the first letter of the word Christ
(Gr. XpioTos), i.e., one of the most widely spread medieval anagrams of the name
“Jesus” [44]. This is consistent with the overlapping of Gregory VII Hildebrand
(11th ¢. A.D., born c¢. 1020, pope from 1073 until 1085; ibid.) and Jesus Christ in
shifting downwards by 1,053 years (see the GCD, Fig. 66).

In particular, the 3rd c. since Christ (or Hildebrand) is the 3rd c. since the
beginning of the 11th c. A.D., which just yields the 13th c. A.D., or X.III century.
This form of writing is well consistent with the Italian names of centuries, widely
spread in the Middle Ages, viz., the 13th c. was called Trecento (the third hundred
years), and the 14th c. Quattrocento (the fourth hundred years). Similarly, the year
1300 could have meant originally 1.300, i.e., the 300th year since Jesus (Gr. Inoovs).
This way of writing is consistent with the preceding, since the year 1300 = 300th
year since Jesus = 300th year since the beginning of the 11th c. A.D. (from the birth
of Hildebrand). In this connection, in our opinion, more attention should be paid to
the fact that, in medieval documents, especially, of the 13-14th cc. A.D., the first
letters (meaning, as assumed today, “large numbers”) were separated by dots from
the last letters denoting dates representing less than ten. For example, the year 1527
is written in this fashion in the Latin letters on the well-known map of the world
by Diego Ribeiro. See “Diirer Kunst und Geometrie”, E. Schréder, Berlin, 1980,
p- 14.

Finally, another way, viz., a date in expanded form when the formula “since the
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birth of Christ” was written verbally and completely, and not replaced by one letter;
say, the “IIIrd century since the birth of Christ” instead of “X.III century”. With
time, the information that the letters “X” and “I” at the beginning of the above
formulas mean the first letters of the names Christ and Jesus was lost. The letters
were ascribed their numerical values instead (figures having been earlier denoted by
letters), viz., X = ten, I = unity, i.e., “X.III” and “I.300” started to be naturally
read as the “13th century” and “one thousand and three hundred years”, which led
to shifting “backwards” by 1,000 years the part of documents that made use of the
spelled form of writing dates, e.g., “IIIrd c. since the birth of Christ” instead of the
abbreviated (X.III c.). In other words, the 1,000-year shift is the difference between
the spelled form of writing dates and the abbreviated form. A similar mechanism
could, in the author’s opinion, have led to the appearance of various dates “since
the creation of the world”, e.g., the Byzantine date of 5508 B.C.

Since earlier each letter of the alphabet was associated with a figure (A=1, etc.),
numbers were denoted by letters in ancient documents. We now formulate a hypoth-
esis, viz., that the original basic dates with which the count from a particular year
started might have been written in literal abbreviations making up a meaningful
short verbal formula such as in the above example. This “word-date” was an ab-
breviation of the expanded verbal formula describing an event which was a basis for
one or another calendar. Denoting figures verbally, and counting years subsequently
from the first “word-date”, the figures were replaced by letters (1 by A, 2 by B, etc.),
which led to a rapid distortion of the first “word-date”, and all the subsequent ones
became senseless from the standpoint of the language in which they were written.
It is clear that the original meaning of the first “word-date” was soon forgotten.
Thus, in a long range of the meaning of the word-dates, e.g., consecutive years from
the creation of the world, we can attempt to find those rare original word-dates
which not only possess a meaningful reading as an abbreviation of expanded verbal
formulas, but also correspond to authentic events which form a basis for the given
calendar. We illustrate this by the example of the above date 5508 B.C. We have
already seen that the events related to Hildebrand in the 11th c. A.D. could serve
as a reference point for counting years since the birth of the Christ, i.e., for the
period “A.D.” We distinguish two basic dates relating to Hildebrand, viz., 1073,
his election as a pope [74], [44], and 1075, the year of Cencius’ conspiracy against
Gregory Hildebrand ([44], [44*] V .4, pp.155-156) and, at the same time, the year of
a lunar eclipse related by the early Christian authors to the Crucifixion, which was
traditionally believed to have occurred in the first half of the 1st c. A.D.

Re-calculating these two dates in terms of those since the creation of the world
according to Byzantine and Russian tradition, we obtain (6581 = 1073 + 5508), and
(6583 = 1075+ 5508). Now, writing the figures as letters in accordance with the tra-
ditional rules (see [275], p.150), we obtain the word-dates 6581 =# S®IIA, 6583 =#
S®IIT. The sign “ #” distinguishing word-dates from other words is regarded today
only as the formal notation of “one thousand”. However, we cannot exclude the
possibility of its being a distorted form of writing the letter I (Jesus) in the origi-
nal, (see also the above identification of the letter “I” with “1,000” in writing, e.g.,
the year 1.300). Further, the letter ® was also written as © (see the old Russian
texts). Taking into account these two remarks, we obtain the following word-dates,
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viz., 6581 = ISOIIA, 6583 = ISOIIT. It is obvious that they can be considered as
abbreviations of the following expanded formulas, viz., “Jesus God Pope Augustus”
(here IS = Jesus, ©cov = God, I = pope, A = augustus) and “Jesus God Pope
Gregory (or Hildebrand)”, “I'” meaning Gregory in the latter case.

Thus, both word-dates are perfectly meaningful and are related to the activity
of Hildebrand and two central events in his “biography”. We can now suggest the
following hypothetical re-construction of how the date of 5508 B.C. might have
arisen. The two above events could serve as basic reference points for counting
years “since Pope Gregory” in certain documents, i.e., A.D. (see above). Writing
the exhibited formulas expanded above in abbreviated form (or only the first of
them), the chronicler meant their original meaning, and started counting years.
Since the letter A means 1 (unity), the year count began with the natural figure,
e.g., “since Jesus the God Pope’s year One” = ISOIIA [275]. Subsequently, the letter
B = 2 appared instead of A = 1, etc., and the word-date started varying, whereas
the original word got distorted, and the sense of the initial abbreviation was soon
forgotten. Subsequent word-dates were understood only as a set of letter-figures for
writing dates.

The later chronologists substituted the corresponding figures for letters and ob-
tained, e.g., the number 6581 for the word ISOITA. Along with the documents mak-
ing use of this way of writing dates, there existed others in which the same date,
the year 1073, was written as 1.073, i.e., the “73rd year since Jesus”. For the later
chronologists, the letter I already possessed the meaning of “1,000”, and the whole
date was read as “the year 1073”. The question then arose regarding the com-
parison of these two calendars. Juxtaposing two different ways of writing the same
date, i.e., ISOIIA = 6581 and 1.073=1073, and substracting the second number from
the first, the chronologist just obtained the value 5508 = 6581 — 1073. He thereby
“recognized”, or “computed”, the date of the creation of the world in terms of the
calendar “since the birth of Christ”. It is obvious that the same result, 5508 B.C.,
could have been obtained by making use of the second date ISOIIT' = 6583, and sub-
tracting 1.075, or 1075, from it. Moreover, the same result could have been derived
by comparing the two dates ISOIIA + T and 1.073 + T, where T is any number of
years that have passed since Gregory’s election in 1073. In other words, to carry out
the described computation, it is not at all necessary to base it upon the “original
word-dates” from which counting the years had started.

It is probable that the other dates of the creation of the world were “computed”in
the same way, viz., 5872 (Septuagint), 5551 (Augustine), 5515 (Theophilus), 5493
(Alexandrian date), and 3761 (Jewish date), etc. These are quite different from
each other, namely by an oscillation amplitude of c. 2,100 years. The reason for
the discrepancies might be the use of different abbreviations, or “word-dates” by
different chronologists.

2. The 333-year shift. A similar mechanism, possibly, forms a basis for the c. 333-
or 360-year shift. The dates of the end of the 15th and the beginning of the
16th cc. A.D., the period of the rule of the emperor Maximilian I (1493-1519),
could have been written, e.g., as MCL.III, or “IlIrd year since Maximilian”, where
Great Kaiser Leo = M.C.L., or Maximus Caesar Leo. After later substitution of the
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figures for the Latin letters, the “date”, the year 1153, was obtained, differing from
the authentic 1496 = 1493 + 3 by 343 years.

Thus, the documents using the abbreviated formula MCL. (...) to denote dates
were shifted automatically downwards by c. 340 years. We have thereby formulated
a universal hypothesis explaining, in our opinion, the reason for the appearance
of different dates of the creation of the world and also for the chronological shifts
leading to a substantial lengthening of chronology. In particular, this conjecture
well accounts for the origin of the 333- and 1,053-year shifts. This mechanism turns
out to generate also the shift by 1,778 years (~1,800). If the first two are most
intimately related to Roman history, then the third is especially manifest in Greek
and biblical chronology. We will call it Greco-biblical. And it is natural to call the
first two shifts Roman.

3. The 1,800-year shift. Before analyzing the origin of the 1,800-year shift, we make
one simple remark. Assume that a chronologist possesses two outwardly totally
different texts written in different languages, employing different abbreviations, etc.,
but, actually, describing the same events. Suppose that one of them has already been
dated. The question arises regarding the dating of the second. Two points of view
concerning them are possible. The chronologist can discover in the first case that
they describe the same events, but that the inexplicable abbreviations and word-
dates assume the year count with respect to some unknown calendar. He can also
remain in the dark regarding textual proximity, and reckon that the texts describe
different events, while the abbreviations and word-dates indicate the dates relative
to a chronological system known to him, and being the same for both texts.

It is evident that, in the former case, another date of the creation of the world
can arise, whereas, in the second, another rigid shift of one chronicle with respect to
the other occurs, i.e., lengthening the chronology of history. I have stressed earlier
that the existence of a whole series of different dates of the creation of the world
can be probably accounted for by different spellings of the word-dates which are
literal abbreviations of expanded verbal formulas. Let us recall the basic dates of
the creation of the world: 5872 B.C. (Septuagint), 5551 B.C. (Augustine), 5515 B.C.
(Theophilus), 5508 B.C. (Byzantine date), 5493 B.C. (Alexandrian date), 4700 B.C.
(Samaritan date), 4004 B.C. (Hebrew date), 3941 B.C. (Jerome), 3761 B.C. (Jewish).
Of the basic dates for the creation of the world, two are important for the chronology
of Europe, viz., the Augustine (5551) and Jewish (3761) chronologies. Recall that it
was Augustine who had given the periodization of global chronology by breaking the
whole history into six epochs. Augustine’s conception was predominant in Roman
historiography during several centuries, whereas the latter date is closely related
to dating the biblical events, the difference between them being 1,790 years, which
almost coincides with the 1,800-year shift, and which could be due to the fact that
the chronologists used different initial reference points. Assume that the events in
a certain chronicle were dated since the creation of the world in 3761 B.C. A later
chronologist adhering to Augustine’s point of view could decide that they had been
counted from 5551 B.C (by Augustine).

It is obvious that he thereby “lowered” the chronicle downwards by 1,790 years,
i.e., made the Greco-biblical shift 1,800 years long without suspecting it himself.
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We shall now demonstrate the action of the general machinery for writing the
word-dates by this example, too. According to the GCD and the overlapping of the
events described in the First and Second Book of the Chronicles with the history of
the X—XIII cc. A.D., Nebuchadnezzar’s attack occurred c. 1250 A.D. (which finally
led to the Babylonian, or Avignon, captivity). Recall that 1230-1268 A.D. is the
time of the medieval war in Italy, fall of the Hohenstaufen and establishment of the
House of Anjou. It is probable that it was just this war which was the original of
such wars as the Trojan war, the war with the Tarquins and Nebuchadnezzar (see
the GCD).

Assume that a chronicler, the author of religiously tinged annals, reckons years
with respect to the popes, and denotes them by the popes’ names, making by small
numbers the period passed since the election or death. During Frederick II’s rule
(1212-1250), the principal pope who ruled for the greatest number of years was Gre-
gory 1X (1227-1241). The name “Gregory” is one of the most famous names among
popes (e.g., Gregory Hildebrand, Gregory the Great, etc.) The chronicler could as
well write the formula “4th year since Gregory”, which corresponds to 1230 A.D. ac-
cording to the modern calendar. Written in the Greek (Byzantine) way, it acquired
the form # 'PO.A, where I'P is the abbreviation of the name Gregory and A = 4.
After the original meaning of this work-date had been forgotten, it was written stan-
dardly by mechanically substituting figures for letters in accordance with the tables
then generally accepted. The chronicler eventually obtained the number 3174, whose
value itself allegedly showed that the date had been counted from “some” creation
of the world. Since the war with Nebuchadnezzar was described in the Bible, it was
natural to assume that the Jewish date was chosen, 1.e., 3761 B.C.

Therefore, from the standpoint of the chronologist-decoder, the date # 'PO.A
corresponded to 587 B.C. (since 3761 — 3174 = 587). Thus, he “calculated” the
date when Nebuchadnezzar had attacked the kingdom of Judah. It is remarkable
that 587 B.C. is mentioned in the modern traditional chronological tables for ancient
history as the year of Nebuchadnezzar’s attack [74], [39]. It remains to state that the
chronologist made the events of the 13th ¢. A.D. c. 1,800 years older by this writing
convention. Indeed, the original date is 1230 A.D. (the 4th year since Gregory),
whereas the calculated date was 587 B.C., their difference being 1,817 years.

Certainly, the above example is not at all unique, which illustrates the general
machinery for the appearance of shifts. To facilitate the search for meaningful
word-dates, N. A. Puchkov and N. S. Kellin tabulated the dates from 1700 B.C.
to 1700 A.D. on a computer (at my request), written in ten ways in accordance with
ten different calendars (the nine above and the Christian calendar). All these 34,000
numbers were represented as word-dates, figures denoted by letters in accordance
with the Greek (Byzantine) system. From the point of view of the author’s hy-
pothesis regarding the occurrance of the shift, especially interesting are those words
from the table that admit a natural writing as meaningful verbal formulas describing
some other medieval events. It should be noted that a whole series of word-dates
explicitly related to the name “Jesus” and the words “pope”, “Gregory” and “Hilde-
brand” were discovered in the 11th c. A.D. First, recall the word-date SOIIT (Jesus
God Pope Gregory). We also illustrate by new examples, viz., E (iésts), 1059 A.D.
according to Jerome, EIS (iésus, 1075 A.D., the year of the Crucifixion written since
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the creation of the word, according to Jerome), EII (iésiis pope, 1076 A.D. during
the rule of Gregory Hildebrand, written since the creation of the world in 4004 B.C.)

We have already given examples illustrating that certain chronicles were lowered
downwards by the sums or differences of the basic three shifts. For covenience, we

also give the matrix of pairwise differences between different dates for the creation
of the world.

5967 5872 5551 5515 5508 5493 4700 4004 3941 3761
0 95 416 452 459 474 1267 1963 2026 2206|5967
0 321 357 364 379 1172 1868 1931 2111|5872 (Septuagint)
0 336 43 58 851 1547 1610 1790|5551 (Augustine)
0 7 22 815 1511 1574 17545515 (Theophilus)
0 15 808 1504 1567 1747|5508 (Byzantine date)
0 793 1489 1552 1732|5493 (Alexandrian date)
0 696 759 939 |4700 (Samaritan date)
0 63 243 |4004 (Hebrew date)
0 180 | 3941 (Jerome)
0 {3761 (Jewish)

The number in the intersection of the ith row and jth column equals the difference
of the ith and jth dates of the creation. It can immediately be seen that the 333-
year and 720-year shifts are represented in the table (viz., 321, 357, 364 and 696,
759), and equal the differences between the corresponding dates of the creation of
the world. These numbers are underlined in the table. The 1,778-year shift (~ 1,800
years) is also represented, viz., 1,790 years. We can also see that for 2,111 years,
which is precisely the sum of the two basic shifts by 333 and 1,776 years. According
to the GCD, the Babylonian (= Avignon) captivity probably started in 1305 A.D.
Another important event occured in May 1305 in Corinth, where, in a sacred pine
grove, the Poseidon games were staged in ancient times [45], the famous jousts, the
first great “parliament” in the history of medieval Greece, took place. The latter
lasted for about 20 days, and some ten thousand men took part. The tournament
played an important role in the political history of contemporary (medieval) Greece
[45]. Under the total shift by 2,111 years (which is the sum of the two basic shifts), it
can be made coincident with another well-known event in Greek history, viz., the first
Olympic games in 776 B.C., from which the reckoning with respect to Olympiads
started ([74], Table 5, A, VIII). In fact, 1305 + 776 = 2111. The first winner of
the Olympic games was Horeb (= Corinth?) [74]. The difference in the month is
insignificant (May and July).

It is probable that this event in 1305 A.D. was the starting point for a year count
based on Olympiads. Note that the shift by 2,111 years can be also explained by
the writing mechanism demonstrated above. Indeed, the year 1305 is the 65th year
after the death of that very Gregory IX (1227-1241), whom we already know from
the 1,800-year shift. Having written the verbal formula “65th year since Gregory” in
abbreviated form, we obtain # I'P.SE (recall that the sign “#” admits the meaning
“Jesus”, i.e., the “Jesus era” is meant). A later chronologist, having forgotten the
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original meaning of the abbreviation, could understand all letters as figures, and
obtain 3165. If he took this date as written with respect to the Jerome era (i.e.,
the 3165th year since the creation of the world in 3941 B.C.), then he could obtain
776 B.C., since 3941 — 3165 = 776. Thus, he obtained just that date for the start
of the reckoning of years with respect to Olympiads, which is known to us from
I. Scaliger’s traditional chronology. It should be mentioned that the year count
since Gregory IX in both examples generates the Greco-biblical shift of 1,778 years
(or 2,111 = 1,778 + 333).

5.19. Dionysius the Little

In conclusion, we exhibit a triple duplicate which is important for understanding
the mechanism of the creation of the traditional chronology. It follows from the
GCD (Fig. 65) that the parallel pairs of epochs were discovered earlier than those
of I. Scaliger and D. Petavius, but not later. I. Scaliger and D. Petavius were the
ones who had fixed traditional chronology. In other words, the events of medieval
history were “lowered” by them if they had occured earlier than I. Scaliger’s and
D. Petavius’ epoch; however, if they are dated by a later period, then they should
not be lowered, and generate no duplicates, which indicates the special role played
by these chronologists in creating traditional chronology.

The following three well-known Dionysii related to the Roman Church are known
in European history, viz.,

Famous chronologist Dio-
nysius, died in 265 A.D.
(according to Eusebius).
He paid especially much
attention to calculation of
Easter date

Under total shift by
1053 + 333 = 1386 years,
Dionysius Petavius over-
laps with Dionysius from
3rd ¢. A.D. Dionysius
Petavius’ death coincides
exactly with that of Dio-
nysius, viz., 1652—1386 =
266

Dionysius the Little (from
6th c. A.D.) is considered
to be first author who
calculated “Jesus’ birth”,
which was 550 years
before Dionysius

Famous chronologist Di-
onysius the Little (Exi-
guus), died in 6th c. A.D.
In 563 A.D. - the so-called
“Dionysius’ pearl of Eas-
ter”

Under 1,053-year shift,
Dionysius Petavius over-
laps with Dionysius the
Little from 6th c. A.D.,
viz., 1652 — 10563 = 599.
Exiguus in Latin means
“Little”.

Dionysius Petavius, 1.

Famous chronologist Dio-
nysius Petavius (1583-
1652). He also was en-
gaged in Easter calcula-

tions. One of creators of
chronology
French authors called

Dionysius Petavius = Pe-
tit, or “Little”. I. Scaliger
and his disciples lived in
France. Thus, terms “Pe-
tavius” and “Exiguus”
are identical

Scaliger’s disciple, created

traditional chronology, and thereby indicated that
“Hildebrand’s birth” took place c. 600 years earlier.

He died in 1652
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There are several versions regarding the date of Dionysius the Little’s death in
the 6th c. A.D., viz., c. 540, c. 556, etc. I. Scaliger’s and D. Petavius’ chronology
was born from the controversy surrounding these problems in the 16-17th cc. A.D.
Their version was not unique (see above De Arcilla, J. Hardouin, I. Newton). The
question arises: why do the rulers coincident under parallels have, mostly, different
names? The answer is that ancient names are nicknames rather than names in the
modern sense of the word; therefore, they all possess a meaningful translation, e.g.,
“enlightened”, “powerful”, etc.

It can also be asked why the medieval texts of, say, the 12th c. A.D. contain the
names of personages whose originals turn out to have lived, e.g., in the 15th c. A.D.
according to the GCD. The answer is that either they should be applied as nicknames
to another historical character, or the 12th-c. document with the name is, actually,
of later origin, because, e.g., the 330-year shift could as well “lower” the documents
from the 15th c. to the 12th c. A.D.

The preserved ancient medieval chronicles are of multilayer character. They were
obtained as compositions of individual fragments in the dating which the above
errors could be made. The events from different epochs and occurring at different
times could thereby be “frozen” into a unified narrative jet.

6. Some Other Independent Proofs of the Existence of Three Basic
GCD Chronological Shifts

6.1. The list of Roman popes as the spinal column of medieval Roman history

In 1981, I applied the above method to the set of popes (pontifices) ordered in time.
This list embraces (if dated traditionally) the period from the 1st c. A.D. until the
present time [74], [119]. However, according to the results I gathered and ordered on
the GCD, it contains duplicates and repetitions (as well as the whole of ancient and
medieval history up to the 13th c. A.D.). In other words, it is, probably, the result
of repeated overlappings and gluing of several copies of the shorter list of popes,
who allegedly lived later. Recall that the basic shifts generating the “lowering” of
medieval documents from the 10-17th cc. A.D. are those by c. 333, 1,053 and 1,778
(~ 1,800) years. Since the list of popes embraces the period from the 1st c¢. A.D.
until the present day, i.e., is substantially shorter than, say, that of the whole of
Roman history until the 17th c. A.D., the greatest shift by c¢. 1,800 years does not
show itself inside the list. Therefore, the basic shifts involved in forming the list
of popes are those by 333 and 1,053 years, and also, possibly, their difference, the
720-year shift (see the GCD in Fig. 65). It is important that applying the above
method to the list of popes yields consequences fully consistent with the conclusions
made on the basis of the other methods discussed above.

The well-known list of popes is the spinal column of medieval Roman history
(along with the list of emperors). Today’s list is based on the Liber Pontificalis,
whose origin can be reliably traced into antiquity to not earlier than the 13th c. A.D.
[44]. We have also used the data of [74], [44], [119], [13]. The history of the first
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pope St. Peter and his seven successors, until Hyginus in 137-141 A.D., is regarded
today as extremely uncertain according to J. Blair [74] or, e.g., S. G. Lozinsky:

“Actually, reliable information about Roman bishops is available only starting
with the 3rd c¢. A.D., but also with gaps ...” ([119], p. 312).

Our method of dynastic parallels led to the discovery that the period of the
Roman episcopate, from 140-314 A.D., overlaps 314-532 A.D. with the proximity
coefficient 8.66 x 10~3. Recall that such a small value indicates the dependence of the
two dynastic streams. Forty-three parallels of the total number of 47 were discovered
in 141-532 A.D. (see the first and second periods above), and only four popes ruling
for a short time were not taken into account [74]. Both streams are exceptionally
representative. This patching together of church chronicles is fully consistent with
the above independent gluing of the emperors’ lists, i.e., with overlapping of the
Second and Third Roman Empires. It is a consequence of the rigid shift by c. 333
years.

The dating method based on the frequency-damping principle was applied to the
popes’ list in the interval from the 1st c¢. to the 17th c. A.D., then broken into
10-year intervals. A complete list was made of all popes beginning their rule in the
1st—17th cc. A.D., and all 89 names were entered in the order of their appearance.
The frequency matrix was constructed by A. Makarov (see below). Note that cer-
tain popes were called by substantially different names in the different tables. A
rectangular matrix of order 89 x 170 was constructed. The values placed in each row
represent the evolution of the frequencies of the mentioning of the names. There are
altogether 89 rows (as well as names) and 170 columns (as well as decades). More
precisely, for each name from the above list, those decades were marked in which at
least one pope with the given name ruled for at least one year. For example, row 53
indicates all the decades in which pope John ruled for at least one year, viz.,

523-526, 532-535, 560-573, 640-642, 635-636, 704-707, 872-882, 898-900, 914-
928, 931-936, 956-963, 965-972, 983-984, 985-996, 997-998, 1003, 1003-1009, 1024~
1033, 1258-1287, 1316-1334, 1410-1415 (Fig. 68).

The square matrix of order 170 x 170 was then constructed (Fig. 68). K(to,t0),
the numbers of popes ruling in a decade to, and whose names were not encountered
before, were placed in the row to. K(to,t) indicates how many times the names
first appearing in a decade t; were mentioned in the popes’ list in the decade t.
Thus, the principle for matrix construction coincides with the general rule discussed
above for the matrix K{t}. The obtained matrix was investigated on a computer by
G. Nosovsky at my request and by the above algorithm, thus leading to the discovery
of duplicates in the popes’ list. In particular, a whole group of popes ruling in the
Ist A.D. (e.g., Clement) according to traditional version, was unexpectedly born
again in the 11th c¢. A.D. (!), which precisely corresponds to the shift by 1,000-
1,050 years, i.e., the second basic shift on the GCD. The general picture of this
effect can be seen in the matrix K {t} (Fig. 68). All of the names first appearing
in 50-260 A.D. then almost completely vanish for several hundred years, and the
whole strip consisting of the first twenty rows is composed of zeroes only up to the
year 1050, when they unexpectedly come back to life again; this powerful splash
embraces 1050-1190 A.D., after which the frequency of use descreases again, though
not identically to zero (see Fig. 68). The same result is obtained also by constructing
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Figure 68. Square frequency matrix for the names of the Roman popes. Averaged graph. Fre-
quency of the name “John” in the dynastic stream of popes

the graphs of Ki,.(t). The other duplicates generated by the 333- and 720-year
shifts were discovered similarly. Moreover, they are so explicit that they can be seen
even on the averaged graph of Kayer(t), i.e., to discover tem, we can make use of
a substantially rougher method than the construction of the K  (t) graphs. The
graph of Kayer(t) is 170 units long and is shown in Fig. 68. Two principal maxima,
certainly, without the first being associated with the principal diagonal, and shown
in black in the figure, are seen clearly. Their distances from the first splash (i.e.
from the principal diagonal) are just c. 360 and 730 years. Thus, both shifts by 333
and 720 years are automatically seen when averaging the matrix K{t} with respect
to the diagonals parallel to the principal. The 1,053-year shift on the graph of
Kayer(t) is not explicit, since the considerable frequency amplitudes due to those by
333 and 720 years “eclipse” the zero strip of the first twenty rows, which makes the
shift manifest. It is important that after the discovery and identification of all these
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duplicates, the newly calculated matrix K {t} ideally satisfies the frequency-damping
principle both with respect to the rows and the columns.

The agreement of these results with the duplicates of the system marked on the
GCD is manifest (Fig. 65), e.g., for the name “John”. The investigation of the
enquéte-codes of the principal heroes of the Trojan and Gothic (6th c. A.D.) wars,
wars with the Tarquins (exile in the 6th c¢. B.C.) and in Italy in the 13th c. A.D.,
duplicates of the T series in Fig. 65, shows that they have the 13th-c. war as their
“original”. In Italy, John is one of the principal characters in the history of the
T-series wars. We construct the graph by marking years from the 1st A.D. to the
17th c. A.D. off on the horizontal, and the frequency of the name “John” in the
dynastic stream of popes on the vertical axis (see Fig. 68). It is explicitly seen that
they concentrate around the mid-6th c. A.D., the end of the 7th c. A.D., 10th ¢. A.D.
and the end of the 13th c¢. A.D. In other words, the concentration of “Johns” on the
time axis is at the duplicates of the series T, denoted on the GCD and Figs. 65, 66 by
black triangles. A duplicate of T, placed at the end of the 7th c. A.D., is localized in
the Byzantine Empire, whose history is also subjected to “convolution”. This is the
time of the well-known crisis and war in Byzantine history, Justinian II (duplicate
of Justinian I from the 6th c. A.D.). The duplicates of series T in Byzantine history
are sometimes different from their corresponding ones in the history of Rome by c.
100 years. In our case, Justinian I from the 6th c. and Justinian II from the end of
the 7th c. A.D. are unique Justinians in the history of the Byzantine Empire.

A similar method was applied to the same list of popes, but with their nationalities
taken as “names” (the data taken from the traditional tables [74], [119]). As in the
case of the name investigation, a rectangular matrix of 51 rows (according to the
number of nationalities) and 170 columns (according to the number of decades)
was made by A. Makarov. The nationalities were ordered as they appeared in the
popes’ list. We also include antipopes and gaps as two “names” in order to see the
evolution of these two periods in the history of the papacy, too. We then constructed
a square matrix of order 170 x 170 from the latter rectangular. Though satisfying the
frequency-damping principle “to the first approximation” (i.e., the graph of Kayer()
possesses one absolute and explicit maximum, and then more or less vanishes), the
calculation of the graphs of K], (t) and K2Z,.(t) (see their definition above) showed
that the list under investigation did contain duplicates. It is remarkable that the
duplicates are associated with the same two basic shifts by c¢. 333 and 1,053 years
and their difference of 720 years. Thus, the nationalities first appearing in 620-
630 A.D. completely vanish as soon as in two decades, and then again appear in
1380-1420 A.D. The difference between these two splashes is c. 750-760 years, which
is quite close to the 720-year shift. The nationalities which first appear in 280-
290 A.D. then vanish after 320 A.D., and are again “reborn” in 640-650 A.D. as
the only local splash in 320-340 years. These two splashes are unique in the whole
of the matrix row. Thus, we have here an explicit expression of the shift by c. 333
years. Finally, the nationalities first appearing in 50-150 A.D. again reappear (after
c. 1,050 years) in 1080-1210 A.D., which is, obviously, due to the 1,053-year shift. No
other shifts were discovered in investigating the nationality matrix. The method for
analyzing the graphs of K%J_ () was also applied to the name matrix constructed by

aver

A. Makarov for the list of Byzantine patriarchs (pontifices), beginning with 317 A.D.
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until 1690 A.D. However, the research has not been completed, because the frequency
of the name use in the stream of Byzantine pontifices turned out to be considerably
less than that of the popes, which makes the elements of the square matrix K{t}
small, and the investigation of the graph more difficult.

We now describe the results of statistically processing the rectangular and square
name frequency matrices constructed by V. P. Fomenko, T. G. Fomenko and the
author for the Old and New Testament, broken into 218 chapters generations. The
total number of different names mentioned there is 1,977, whereas that of multiple
mentions reaches several tens of thousands. Thus, the rectangular matrix describing
the evolution of biblical name frequences has 1,977 rows and 218 columns. The
square matrix K{t} has 218 rows and the same number of columns (Fig. 30 (a),
30 (b)). For the square matrix of the parallel biblical passages, see Fig. 69. We
have already described the results of the statistical investigation which led to the
discovery of a series of new and earlier unknown Old and New Testament duplicates
in our earlier publications. All of them are made manifest by the powerful repeated
splashes in the averaged graphs of Kii..(t), i.e., the names first appearing in the
chapter ¢, are then again found in certain subsequent chapter generations. We now
concentrate our attention on one of the principal duplicate series of form T (see
the GCD in Figs. 65 and 66, upper line), which are the chapter generations listed
below. We also indicate in parentheses their corresponding fragments from the
Old and New Testament, and their spelling in terms of the standard division into
books, usual chapters and verses. Thus, T: Chapter generation 1 (Genesis 1-3), T:15
(Genesis 6-8), T:49 (Genesis 11:1-9), T:60 (Genesis 12), T:73 (Genesis 39-50), T:74
(Exodus), T:97 (Book of Judges 19-21), T:98-102 (Ruth, First and second Books
of Samuel, First Book of Kings 1-11), T:137 (Second Book of Kings 24), T:138-140
(First Book of the Chronicles and Second Book of the Chronicles 1-9), T:165-167
(Second Book of the Chronicles 34-36). Finally, the duplicates of the T series are
the following chapter generations: 1, 15, 49, 60, 73, 74, 97, 98-102, 137, 138-140,
165-167. All of them are so explicit that they show themselves also upon applying
other duplicate recognition methods.

6.2. The mean age of all old historical names and the frequency-damping
principle for the matrix columns

We now give the results obtained on repeatedly investigating the same name fre-
quency matrix, but from a somewhat different point of view. We mean the same
repeated splashes of the graphs of K(to,t), but which are manifest if we apply a
somewhat different method for the matrix investigation, realized by G. Nosovsky on
a computer. Consider the sequence of chapter generations X (t), where ¢ ranges from
1 to n = 218 in the case of the Old and New Testament. Fix ¢, and consider its cor-
responding chapter X (t). Consider the rectangular name matrix and its companion
square matrix K{t}. Then all the names mentioned in X(t) are distributed in the
column ¢ in the rectangular and square matrices. We call the number of chapter
generations separating the name from the moment it appeared in the chapter X(t)
for the first time its age. The age of the name placed in the intersection of the row
to and column ¢, i.e., in block K(to,t), equals t — to, or the distance from K (%o, t)
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along the horizontal to the principal diagonal axis. We denote a name by e, and
its age by c(e). Count the age of each name from X(t), and the average age of all
names in it. We distinguish the following two cases.

Most essential concentrations are shown
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Figure 69. Square matrix for biblical parallel passages. Duplicate system in the Old and New
Testament
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(1) Single out in X(¢) all the names whose age c(e) is greater than zero. In other
words, we do not take into account the new ones, appearing in this chapter for the
first time. It is clear that all new names are of age zero, since c(e) =t —t = 0; here
t = to. Calculate now the mean age of all old names, i.e., of positive age, mentioned
in X(t). Denote the obtained value by c(t). It is clear that

t}—:l (t —to)K(to,t)

o(t) = =2

t_E:l K(to)t)

to=1

(2) Consider all the names mentioned in X(t), i.e., both old and new names of
non-negative age. In other words, we consider now the names of non-negative age,
c(e) > 0. Let us find the mean age a(t) of all names in X(t). It is obvious that

5 (t — to) K (to, 1
a(t) = to=1 ,

é K(to’t)

to:l

where Z:o=1 K(to,t) is the total number of all repeated names in X (t). It is evident
that a(t) < c(t). The greater the mean age, the earlier the names mentioned in
X (t) appeared in the text X, and the more ancient they are. We formulate the
following model, viz., for chapter generations ordered chronologically correctly, and
with the absence of duplicates among them, the graph of a(t) as well as of ¢(t),
where 1 < ¢ < n must be of the approximate form shown in Fig. 70, where the mean
age increases at the beginning of the text X, then the curve becomes stable, and,
finally, an almost horizontal straight line.

c(t)

0 n t

Figure 70. Mean age of all old names of positive age, mentioned in X (t)

In other words, the mean age a(t) (and c(t)) must oscillate about some constant
which is the same for all chapter generations, and, at any rate, bounded above by c.
100 years. It means that the bulk of names, with the exception of, possibly, certain
rare ones whose number is extremely small, vanish after approximately the same
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number of generations. This model is, actually, a re-statement of the frequency-
damping principle for the matrix columns; however, it can be advantageous in this
form. That it is natural becomes clear if we recall that, for historical texts embracing
a large time interval, the identity “complete name = personage” is valid in the
overwhelming majority of cases. Hence, calculating for X(¢) the mean name age,
we thereby compute that of the personages described. Since this is bounded above
by, say, one hundred years, most of the names cannot be older than a century, too.
Therefore, the number of anomalously old names in X (t) should be negligibly small,
compared with the bulk of the old ones. Generally, all the formulated laws are valid
only for large totalities like collections of names, etc. Certainly, there will always be
names of some famous historical figures who will be constantly mentioned, and form
the anomalously old name set. However, as shown by computation, their percentage,
or that of the historical figures, is negligibly small relative to the bulk of all used in
the text; hence, we shall see that the appearance of a large number of anomalously
old names is a weighty argument that we have discovered to be a duplicate.

6.3. Square matrix of biblical names and statistical duplicates in the Old and
New Testament

The validity of the model was confirmed by processing the texts of ancient Russian
chronicles written in the 15-16 cc. A.D., and those parts of the Old and New Tes-
tament, which do not contain any duplicates. Consider Case (1) above and analyze
the old names. Indeed, counting the names of zero age allows us to construct the
graph of a(t), and makes the general experimental picture somewhat more blurred,
because the variance is increased. The graph of ¢(t) for the whole of the Old and
New Testament is shown in Fig. 71. To get rid of small and random oscillations of
the graph, we marked off the values 2[c(t)/2] ([ ] meaning the integer part of a real
number) along the vertical. It can be clearly seen, e.g., that the graph of 2[c(t)/2]
in a continuous line does oscillate around a certain constant value, the mean age
for the fragment being made up of Chapters 70-86 without duplicates. The same
is also valid for the one composed of Chapters 100-116. However, as soon as the
experiment was extended to the entire sequence of chapters for the Old and New
Testament, the repeated splashes indicating duplicates surfaced immediately. The
graph of ¢(t) for Chapters 1-218 is represented in a continuous black line whereas
the dashed line indicates the variance (Fig. 71). The anomaly of the graph shows
that the mean age does not at all oscillate about a constant value, but is subject to
sharp “aging” anomalies in certain chapter groups. For now, we confine ourselves to
the Old Testament. The series T chapter duplicates are denoted by black triangles.
The maxima of the 2[c(t)/2] graph are associated just with them, i.e., the chapters
are characterized by aging the names sharply, and by employing the anomalously old
ones; those in which the graph forms splashes are especially interesting. Consider
Chapters 15, 35 and 48 in which it exhibits well-expressed splashes. We observe
not only the use of anomalously old names, but also the variance minimum, i.e.,
practically all the names mentioned there are anomalously old. Most probably, the
chapters are duplicates repeatedly describing the events already discussed in the
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previous duplicates. For simplicity, we restricted ourselves only to the investigation
of the series T duplicates. However, many other duplicates are contained in the Old
and New Testament. Their distribution (and structure) is represented in the upper
line of the GCD (Fig. 65). The graph of 2[c(t)/2] reveals these duplicates with its own
sufficiently powerful splashes. The greatest of them, which are different from those
of the T series, correspond to the other Old and New Testament duplicates (Fig. 71).
Similar results are obtained also by investigating the graph of a(t), which represents
the mean age of all the names mentioned in X(¢). The qualitative behaviour of the
graph of a(t) is almost verbatim that of ¢(t), though with a somewhat more blurred
picture, because the inclusion of new names of zero age turns out to increase the
variance. We now come back to the analysis of the principal graph of ¢(t). No less
interesting results are obtained if we analyze the second part of the graph which is
related to the New Testament. On the one hand, we see here the sharp name aging
and variance increase: Both graphs are on the increase. On the other hand, the
aging of names of middle age makes explicit the following important law for whose
description we distinguish a group A consisting of Chapters 1-137 (the historical part
of the Old Testament), B of Chapters 138-191 (the last part of the Old Testament,
made up of literary texts and books describing certain events from the end of period
A), and C of Chapters 192-218 (the whole of the New Testament) (Fig. 71). The
question arises: If the graph of ¢(t) is known, then how shall we learn from which
one most of the names used in a generation ¢ originate? The answer is that we have
to consider the value ¢(t) at the point ¢, and mark it off toward the left, since c(t)
equals the mean age of the name from X (¢). In other words, we have to draw a line
through ¢(t) (on the vertical axis passing through t) at an angle of 45° until it meets
the horizontal axis, i.e., construct an isosceles triangle (Fig. 72).

Let us apply this simple argument to the authentic graph of c(¢), constructed
for the group B chapters (see above). It is seen to intersect the horizontal axis
approximately between Chapters 99 and 137, i.e., the bulk of names used in Chapters
138-191 originates from Chapters 99-137. This result confirms the earlier-known
availability of duplicates at the end of the group A. In fact, Chapters 138-191 consist
of texts mainly depicting the events from the period already described in Chapters
99-137 in the First and Second Books of Samuel and the First and Second Books of
Kings. This fact is generally known in traditional chronology. Thus, Chapters 138-
167, i.e., the First and Second Books of the Chronicles, simply duplicate Chapters
99-137. Therefore, our duplicate-recognition method is effective, and indicates the
earlier-known repeated descriptions in the sequence of chapter generations. However,
we also obtain new statements. It can be clearly seen in Fig. 71 that all chapters
of group C (Nos. 192-218) from the New Testament also mostly contain the old
names approximately originating from Chapters 110-120. To see this, one has to
construct the above isosceles 45° triangle again. This, probably, indicates that the
events described in the New Testament duplicate certain of those described earlier
in Chapters 110-120. What are they? On the one hand, they were described in
the First Book of Samuel 19-22 and the Second Book of Samuel 1-7 as the period
of kings: in particular, the overlapping makes Jesus coincident with the king Asa,
which we discovered earlier by the method of dynastic parallels. On the other hand,
the dynastic parallel discovered shows that earlier the same events were described
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Figure 71. Average age graph of old biblical names (Old and New Testaments)

in medieval Roman chronicles and occurred c. 1010-1100 A.D. in the Holy Roman-
German Empire in Italy.

In particular, it was exactly the time of Gregory VII Hildebrand (c. 1020-1085
A.D., pope in 1073-1085) overlapping with Jesus according to the enquéte-codes.
We indicate below the overlapping of the well-known lunar eclipse of A.D. 33 during
the Crucifixion with that of 1075 A.D.

Recall also that it was, probably, with 1053 A.D. that the reckoning of years of
the Christian era started, being directly related to the chronology and dating of the
New Testament. Thus, we unexpectedly obtain a well-expressed agreement of several
independent dating methods. Therefore, it is possible that the New Testament
describes the events of the 11th ¢. A.D., and its principal character is Gregory VII
Hildebrand. Meanwhile, John the Baptist overlaps with John Crescentius (985-
998 A.D.), whereas Herod overlaps with emperor Otto III (983-1002 A.D.). All
these datings obtained by the author differ by 700 years from those suggested in
[13], and by 1,000 years from the traditional dates.

6.4. Matrix of parallel passages in the Old and New Testament

The matrix of parallel passages in the Old and New Testament developed by the
author and V. P. Fomenko, T. G. Fomenko was subjected to a similar investigation
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Figure 72. How shall we learn the generation from which most of the names used in a generation
to originate?

(Fig. 69). The total number of parallel passages amounts to several tens of thou-
sands. We retained the partition of the whole text into 218 chapter generations,
denoting the number of verses first appearing in the Bible in the chapter X (¢0) by
I(to,t0). A verse is regarded as appearing for the first time if it is not parallel to any
one of earlier origin. Suppose that the number of mentions of these verses in X(t)
is II(¢o, t), which, in other words, indicates the number of verses parallel to those in
X (t), first appearing in X (o). As we have already stressed in earlier publications,
the square matrix II{¢} admits processing by the same method as K{t}, since, as
was verified by the author, with the absence of duplicates and with chronologically
correct ordering of the chapters, the matrix II{t} satisfied the frequency-damping
principle both with respect to the rows and columns. As well as in the case of names,
we introduce the concept of verse age and mean age in X (t). Let p(t) be the mean
age of the old verses in X(t), of positive age. Following the procedure described
above, G. Nosovsky constructed the graph of p(t) (see Figs. 73, 74).

Similarly to the case of names with the absence of duplicates and with correct
ordering of chapter generations, the graph should have been oscillating around a cer-
tain mean value. However, this does not take place. The first half of the graph from
Chapter 1 to Chapter 100 is of particularly great interest. The splashes of anoma-
lously old verses are explicit. Moreover, they are characterized by zero variance for
Chapters 1, 8 and 49. The duplicates of the series T' are denoted by black triangles
in Figs. 73, T4 (the remaining duplicates are not being considered in order to make
the picture less complicated). The splashes near duplicates 15, 49, 73 and 74 are
particularly well expressed. The picture gets more complicated afterwards, though
duplicates 97-102, 137-140 and 165-167 (of the T series) also generate considerable
splashes, whereas the remaining ones are associated with the other duplicates whose
number is large (see the GCD in Figs. 65, 66).

Summarizing, we see that the analysis of the graphs for the mean ages of names
and verses confirms that the Bible contains duplicates distributed as in the GCD,
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and texts, probably speaking of “the same events”, but placed differently in the
canon. It also indicates that, to restore the chronologically correct order of chapter
generations, the chapters the Old and New Testament should be reshuffled by shifting
them towards each other, i.e., both of these groups were, probably, created at the
same, and not at different epochs as stated traditionally. The events described in
the New Testament overlap with the epoch described in the First and Second Books
of the Chronicles, and are, probably, those from the 11-13th cc. A.D. occurring in
Italy during the epoch of the Holy Roman—-German Empire. These corollaries are
consistent with the results obtained by other dating methods, including astronomical
methods [16], [19]-[22] (see Part 1).

In conclusion, we give an interesting modification of the described methods for
duplicate recognition, worked out and computerized by G. Nosovsky. This argument
is actually based on the above-mentioned frequency-damping principle.

6.5. Scatterings of related names in chronological lists. The relation matrix

1. Introduction. Here, we consider certain methods for verifying the conjecture that
a particular chronology contains duplicates [21]. All of them are based on the study
of personal names mentioned in historical sources. Certain ideas regarding the or-
ganization and use of the data of this type with the purpose of dating are due to
the author ([21], [24]). We introduce the concepts of a narrative source divided into
chapter generations, chronological list of rulers’ names also divided into chapters,
and square and rectangular name frequency matrices corresponding to a partition
into chapters. Note that, eventually, the frequency-damping principle formulated by
the author in [24] is the basis of the methods under consideration.

All the probabilistic models considered below are finite; thus, we use only classical
probability theory.

The whole procedure was computerized by G. Nosovsky in the language PL/1.
A certain standard technique for coding square and rectangular name matrices was
chosen, so that the same programmes could be used for computations involving
various data such as name or nationality lists, narrative sources, etc. We omit the
particulars related to the computational side of the matter.

Items 2-9 regard the construction and study of the frequency histograms for
related name scattering, and Items 10-16 deal with the construction and use of the
name relation matrix in the chronological list of rulers. All the items consist of:

1. Introduction.

2. Name list. The structure of a list, the related probabilistic technique, definition
of random variables &, €3, £3.

3. Basic assumptions about the list with correct and incorrect chronology, use of
frequency histograms for related name scattering in order to determine the chrono-
logical shifts.

4. Form of histograms of the frequences of &;; computation of the histograms of
the frequencies of 3 and &;.

5. Results related to the lists II of the names and H of nationalities of Roman
popes.

6. Narrative source, its particulars and normalization.
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7. Results related to the sets of biblical names and repetitions.

8. Other local conditions, random variables £5,£5. Distinguishing the system of
shifts typical for the subset of the list duplicates.

9. The card deck problem.

10. Relation matrix: preliminaries.

11. Principal definitions. Assumptions about the structure of the correct chrono-
logical list.

12. Relation measure. Problem of separation of strong and weak relations (thresh-
old choice). Matrix local maxima.

13. Frequency histograms for showing relations. Two additional relation measures
leading to the same picture. Choice of thresholds.

14. Results related to the popes’ list.

15. Results related to the Roman emperors’ list.

16. Comparison with the decomposition of the GCD. Some remarks.

2. Name list of secular or church rulers. Consider first the chronological list of secular
or church rulers. Normally, each ruler has several names. We will assume that all
the names of a ruler are listed consecutively in the appropriate place on the list, and
that there are no separation signs between the names of neighbouring personages
(in time). Order the list with respect to the middle year of the rule interval, and
denote it by X = {a1,a3,...,ay}. We assume a decomposition of the list X into
chapters X1, X»,,..., X, given. Denote by I = {u;,uz,...,un}, m < N, the set of
different names in X, and the name of the ith entry for X by u(a;), u(a;) € I.

Definition 1. We call the integer ¢(a;, aj) = |r —s| the scattering of two list entries
a;,a; € X, a; € X;, aj € X;.

Definition 2. We will say that two names u;,u, € I are of the same age, and
denote the fact by u; & u,, if their first occurrences are in one chapter of X.

Definition 3. We will say that two names u;, u, € I are conjugate, and denote the
fact by u; ~ u,, if there exists a chapter X, in X, containing both.

If two entries a; and a; from a list X are conjugate (or of the same age) as two
names from I, then we will also call them conjugate (resp. of the same age), and
employ the corresponding notation.

Consider a finite stochastic model (2, X, P) of sampling with equal probability
with replacement of two elements from X. Thus, @ = X x X, £ = 2%, P(w) = 1/N?
for any w € 2. We will denote the first selected element by a(;), and the second by
a(z). Consider the scattering of the pair a(y), a(2),

&1(w) = e(aqr), ae2))- (1)
It is a random variable defined on Q.

We will assume that the events A = {w: apny= a2)} and B = {w: ap) ~ az)}
are non-zero, and P(A) # 0, P(B) # 0. Consider the conditional probabilities P4
and Pg on , viz.,

P(AC)
P(4)”

PA(C) = VC €.
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Denote by f;, f2 and f3, respectively, the distributions of the random variable &;
relative to the probabilities P, P4 and Pg, viz.,

filk)=P(1=k),  fa(k) = Pa(ér=k),  fa(k) = Pp(&1 = k).

Let us consider the three random variables

El: 627 63: €l(w) = 62(11)) = {3(“’))

which are defined on the three different probability spaces (2, X, P), (2, X, P4) and
(92, %, Pg) and have distributions f, f2, and fs, respectively.

In the sequel, we will also use the term “frequency histogram” for the distributions
of random variables defined on a finite probability space.

In general, we will call the frequency histograms of random variables of type &,
and &3, i.e., the conditional distributions of the random variable §; on a certain
“locally” determinated condition, the related name scattering frequency histograms,
meaning the “relation” in the sense of this condition. We will call the histogram
f1(k) = P(& = k) simply a name scattering frequency histogram.

3. Correct and incorrect chronology in the name list. Frequency histograms. We now
come to the investigation of the structure of the list X by comparing the distribution
of the random variable §; with £, and £3. In particular, the natural ideas of how the
ruler’s names should be arranged chronologically “correctly” lead us to the following
statement.

(A) If the chronology of the name list is correct, then the condition u; ~ u; (or
u; ~ u;) imposed on the names u;,u; from I does not influence the details of the
mutual disposition of u;, u; with respect to the whole of X.

It is clear that Statement (A) is closely related to the frequency-damping prin-
ciple (see [24]): As a matter of fact, we assume that the “local” relations in the
chronologically correct list must not lead to any global relations.

By means of &1, &2, €3, (A) can be made more precise as follows:

(B) The random variables 1, €2, €3 constructed from the chronologically correct
list should be distributed similarly. In other words, the distribution of £; should not
depend either on the event A or B.

Remark. It is clear that a certain divergence of the distribution of &; from &; (or
€3) will arise even in the case where (A) is valid, just because of the finiteness of
the scheme. However, we consider here sufficiently long lists containing about 300
to 600 entries, and will neglect their finiteness.

Assume now that the chronological list X under investigation contains some du-
plicates, with the system S1, Sa, ..., Sy of the most frequent (typical) shifts among
them. We do not suppose that X is divided into disjoint duplicate systems, for those
from different groups may overlap (cf. the concept of “fibered chronicle” from [21]).

With this assumption, the distribution of the random variable £; is naturally
dependent on the condition (event) A (and B). In fact, if two names u; and u;
fell into a chapter X; (or were “born” there), then we should also expect them to
be found among the duplicates of X;. Thus, the value of the scattering of any two
entries in the list X containing them will more often be close to zero, and the shifts
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typical of the given duplicate system, than that of an arbitrary pair of names from
I. Therefore, the histograms f, and fs will contain (in contrast with f;) splashes
near to the origin and the values of the shifts Sy, Sa, ..., Sp.

Consider the problem of the verification of (B). We shall see that the distribution
of &1 has the same form in all the cases. Consequently, the problem is given rise as
to how to verify the hypothesis that the distribution of £; (£3) is close to a certain
given one. It is natural to make the problem more precise as follows.

Consider the histogram f, (or f3) as the empirical distribution on the set {0, 1,2,

..,n— 1}, constructed from a finite sample from the parent population, and verify
the hypothesis Hy that the general distribution coincides with the given one on the
set {0,1,...,n—1}. By the universe, we understand a probability space constructed
from a certain unknown extension of the list in question. We take the number of
chapters as invariable, and the chapter volume as increasing rapidly. Thus, we can
include into the extended list the names of the relatives, courtiers, etc.; in the case
of a narrative source, we enter all personages active in the country at that time.
Hence, the parent population is constructed from all sorts of data both in preserved
and lost sources. What was constructed from a known list can then be regarded as
a finite sample from a very large, practically “infinite” population. This statement
is rather general in the considered problems (see [18], where a similar situation
arises). We assume that the available sample contains information just about the
general distribution of the random variables considered in the above sense. In other
words, any feasible way of selecting personages from a sufficiently long composite
chronicle does not affect the distribution of the related name scatterings. In fact,
this choice is always of “local” character, whereas the scattering distribution is a
global characteristic, and stable under local perturbations.

4. Computation of histograms for real historical texts. It is easy to calculate that,
in the case of a uniformly dense list X = (ay,a3,...,ay) such that all the chapters
Xi, 1 = 1,2,...,n, contain the same number p of entries, the histogram f;(j) =
P(&, = j) linearly decreases on the set j € {1,2,...,n— 1}, f1(0) = 1/n and
fi(j)=0for j<0andj>n.

In fact, & takes the value j in 2(n — j)p? cases out of N2 possible (|Q| = N?),
since there exist n — j ways of fixing the chapter with the minor number; the chapter
with the major number is fixed uniquely in accordance with the first one and number
j, whereas the set of their name pairs with scattering j is of power p?. The chapter
with the minor number may appear at the first or at the second step of the sampling,
that is why the coefficient 2 appears in the formulae. If j = 0, then both chapters
coincide and so the coefficient 2 is absent. Thus,

Ai=Pa=i)=20Dp 0020 ggica AO=1.

n? n
In the sequel, we will always suppose that the list under consideration is dense
sufficiently uniformly, i.e., the histogram f;(j) is linear with respect to j on the set
{1,...,n—1}. For example, computations show that this condition is mostly fulfilled
to a very high accuracy for the lists of popes’ names. In some cases, especially when

we work with the name lists, extracted from historical texts, it is necessary to norm
the inhomogeneous list in order to satisfy the mentioned condition.

P =
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We can determine the histogram f2(j) = Pa(€2 = j) by means of the square name
matrix K,xn associated with the given list [24]. Therefore, the formula is valid:

( n n-j

2 . . . .
mZZK(l,S-}-])K(l,S), 0<jsn—-1,
i=1 s=4
L0)=9 1 &K& (2)
I—VEZZK(': S)Z’ J=0,
i=1s=1
\ 0 otherwise,

where K (-,-) are the elements of K, xn.

Formula (2) follows directly from the definition of the random variable §> and
K(i,s) being the total of the multiple names from the set of those “born” in Xj,
which get into the chapter X,.

The square matrix is insufficient for the construction of fs. Therefore, we have
to resort to a rectangular name matrix supplying complete information regarding
chapters of the list (see [21]).

5. Histograms related to the name and nationality lists of Roman popes. We now
discuss the construction of the histograms f; and fs, related to the lists II and H of
well-known popes and their nationalities from A.D. 50 (Peter) until the present day
(see, e.g., [119]). Characteristically, the names or nationalities have no explicit suc-
cession in these lists. Accordingly, there are good grounds to believe that Statement
(B) should be fulfilled if the above lists are chronologically correct. Note that if we
do assume the existence of a succession, then a hypothetically correct chronology
can only explain the splash near the origin on the histograms f, and f3 (see Item 6).

We divided IT and H into 10-year long chapters, the lists’ length being N = 293,
the number of chapters n = 190, and that of the different names £ = 87. We
made use of the rectangular and square matrices constructed from II and H by
A. A. Makarov.

We found by direct computation that the histogram fi(j) for II and H is, to a
very high accuracy, a linear decreasing function for j = 1,...,n—1. See the form of
f2 in Figs. 75, 76. On the abscissa, the values of the scatterings were recalculated
into years.

It can be seen that f; for II possesses a series of sharp splashes. According to the
above argument, we can single out the following groups of shifts for f, and II, viz.,

(1) by 40-50 and (doubling it) 80-100 years,
(ii) by 300 and 330-350 years,
(iii) the group of 11 consecutive shifts separated by c¢. 100 years by: 400, 480,
580, 670, 760, 850, 940, 1,050, 1,140, 1,230 years,
and
(iv) by 1,400 years.



Some Other Independent Proofs 95

A Frequencies f,

Scatterings
in the years

330 400 750 850 950 1050 1150 1400

Figure 75. Frequency histogram for the list of names of Roman popes
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Figure 76. Frequency histogram for the list of nationalities of Roman popes

Besides, we observe an exceptionally sharp, four-fold splash near the origin. The
shifts by 330, 400, 760, 850, 960, 1,050, 1,150 and 1,400 years are also explicit.

The histogram f, for H supplies much less information, and contains two sharp
splashes about the origin and 600-640 years as well as two weaker ones around 330
and 450 years, which can probably be explained by the popes’ nationalities having
been determined in a doubtful manner. (See also Figs. 77, 78 and Item 8.)

6. Damping succession in a historical chronicle. Consider now a historical source
separated into chapter generations X7, X2,..., Xn. Select from each chapter all
personal names with their multiplicities, and indicate their numbers. Note that we
mean here personal and incomplete names, i.e., break each complete composite name
into separate ones. We then obtain the same name collection divided into chapters
as the one considered in Item 2. The related names and those of the same age, as well
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Figure 77. Special frequency histogram for the list of nationalities of Roman popes
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Figure 78. Special frequency histogram for the list of nationalities of Roman popes

as the random variables &1, €2, €3 and their frequency histograms fi, f2, f3, will be
defined similarly. However, there exists in a historical source a natural dependence
of the name set in X; on that in X;4; (for small I). We call this dependence a
damping succession.

The existence of a damping succession in a narrative source leads to the necessity
of making Statement (A) precise, and altering (B). In fact, if two names u; and u;
are in some chapter X,;, then even a local relation leads to a statistically strong
relation, with u; and u; being repeatedly encountered in X,, and neighbouring
chapters, which implies splashes near the origin on the frequency histograms f, and
f3. Therefore, for a narrative source, Statement (B) is replaced by the following.

(C) If the chronology of a source with damping succession is correct, and histogram
fi(j) = P(& = j) is linearly decreasing, then f, and f3 should monotonically



Some Other Independent Proofs 97

decrease at 0,1,...,n—1.

To apply (C) to the problem of verification of the chronology of narrative sources,
it is necessary that fi(j) = P(§ = j) be linearly decreasing, which is, however,
incorrect in the general case. As a matter of fact, narrative sources often are com-
posite, and their chapter volume is sharply non-uniform, of which the Bible is a
good example. It is easy to see that the name scattering histogram f; will then have
splashes at the values of the distances between detailed chapters with large numbers
of names.

The study of scatterings between detailed source chapters may also be useful
in determining the duplicate shifts. The biblical name histogram f; consists of a
series of strong splashes, viz., 0, 420, 650, 1,050, 1,300 and 1,600-1,800 years. The
recalculation into years was performed, assuming 17 years for one chapter generation.

To apply Statement (C) to a narrative source, we assume that the number of
mentions of a person involved in a historical event is directly proportional to the
length of a chronicle describing it. With this assumption in mind, we can norm the
source by dividing the multiplicity of the name occurring in a chapter by the total
number of the mentioned names. For simplicity, all fractions will be reduced to the
least common denominator. We will speak of a normed source or a normed source
matrix in the following, implying the above norming procedure.

It is clear that a normed source is uniformly dense relative to the chapters; con-
sequently, the histogram f; is a linearly decreasing function (see Item 4).

7. Results related to the lists of biblical names and parallel passages. We now de-
scribe the results related to the normed lists B and M (see Item 6) of the biblical
names and parallel passages, or repetitions [24] (for their separation into chapter
generations, see [21]). Containing tens of thousands of elements and several thou-
sand different names, they were divided into n = 218 chapters (see the form of the
frequency histograms f> in Figs. 79, 80).

Both graphs possess sharp splashes in the interval 0 < j < n—1. We indicate the
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Figure 79. Frequency histogram for the list of biblical names
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Figure 81. Special frequency histogram for the list of biblical names

values of scatterings in years and chapters—generations (in parentheses), assuming
each is 17 years long.

We distinguish the following shifts, viz., 170(10), 330(19), 410(24), 500(29-32),
650-700(36-41), 1100(65), 1,250(73), 1,500-1,700(92-102) in B and 500(30), 650(37),
1,250(72), 1,550(96), 2,000(120) in M, the first two being the strongest.

Their values in years were found indirectly by recomputing the generations, and
are, therefore, less exact than for the lists, e.g., of the popes, with a natural annual
scale (see also Figs. 81, 82, 83 and Item 8). See also Figs. 91, 92 in Appendix 1.

8. Chronological shifts between the duplicates in chronologically incorrect chronicles.
We have already stressed in Item 3 that the basic Statement (A) means that local
relations must not lead to global ones in a chronologically correct list. There, we
considered two local conditions for name pairs. Now we present additional examples
of local conditions.

Take the probabilistic scheme from Item 2. Let C be a certain subset of the list
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Figure 82. Special frequency histogram for the list of biblical names
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Figure 83. Special frequency histogram for the list of biblical passages

of chapters, viz., C = {Xj,,..., X;,}. We will say that two names u;, u; from C are
c

of the same age (u; = u;) if they were “born” in one of its chapters. We will call u;

and u; conjugate in C (u; < u;) if they were mentioned in one of its chapters, and

. C C . . . . .
write a; = aj, or a; ~ a;, if the corresponding relation is valid for the two entries in
X as name from 1.

Defining the events Ac = {w : ap) < a2)}, Bc = {w : aq) g gy}, w =
(a(1), a(2)), we consider the frequency histograms for the names related in C as in
Item 2, viz.,

£ (§) = Pac(61 = §) = P(&S = j),
f£(3) = P (61 = §) = P(€S = j),
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where the random variables {; and {3 are defined on the probability spaces (2, T, P4,)
and (Q, %, Pg,), respectively,

Lw) =& (W) =& (W), we

By means of &, f§, f» and fa, we can also determine the shifts between the
duplicates in chronologically incorrect lists. However, those determined by the sys-
tem of chapter duplicates in C can be found from f§ and f§ with the help of the
machinery described in Item 3, whereas the duplicates themselves may not belong
to C. Investigating f§ or f§ for different C, we can study the shift structure in
more detail (certain examples of f§ for list II of the popes, list H of their nation-

alities, list B of biblical names and list M of parallel biblical passages are shown in
Figs. 77-78, 81-83).

9. The card-deck problem and chronology. Here, we discuss the problem modelling
the mechanism of how incorrect chronology is formed by giving the example of card
shuffling. Nothing prevents us from assuming that a deck is shuffled in the same
manner as the duplicates in chronologically incorrect lists. Note that the problem is
not well posed but only restates the initial one in simpler terms, and is the principal
basis for working out the methods under consideration.

Suppose there were originally several decks of cards, identical in composition and
(unknown) order Py. Assume that the cards were then put in one large deck F' and
shuffled, obtaining a new order P;. Suppose that the “traces” of the initial order
P, are retained in F, i.e., the shuffling is “incomplete”, and that the number of the
original decks (and their volumes) is unknown, only assuming it to be considerably
less than the volumes. How can we learn for a certain Py whether or not the deck
F with order P; was obtained by the same method, and what the initial order P,
was?

The natural approach is the search of similar pieces in F. The more similar
pieces are found, the more assuredly we can assert that a particular piece preserves
the influence of Py. Thus, we can attempt to restore Py piecewise. Besides, by
investigating in F' the mutual disposition of similar pieces, we can determine whether
or not the order P; is obtained, on the basis of inserting several decks with order Py
that are somehow shifted relative to each other, as is always done in shuffling, and
also find the shift values. We should, therefore, construct the frequency histogram
for the “distances” between the similar pieces and see if there are typical ones. If
such values are there, and the histogram does possess sharp splashes, then they can
be naturally regarded as the shifts between the portions influenced by Pj.

The simplest piece is two consecutive cards. If F was, in fact, obtained by means
of the described mechanism, then we can expect a considerable number of nearby
cards in the final deck to be neighbouring also in the original ones. Therefore, the
frequency histogram for scatterings between the cards which were placed side by
side in F should at least once make splashes around the values of the typical shifts
between the “duplicates”.

An argument of this sort leads to the study of the frequency histograms for names
related in chronological lists. Similarly, we can also model the methods considered
below.
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10. Relation matrix: preliminaries. We now turn to the relation matrix constructed
from a given chronological list. We will employ the notation from Item 2.

By means of the frequency histograms of related names in Items 2-9, we ver-
ified the hypothesis about the existence of duplicates in a chronological list, and
determined the values of typical shifts among them, but did not find exactly which
parts of the list were duplicates. Recall that, in accordance with the concept of a
fibered chronicle, two parts of a list are regarded as duplicates if they contain fibers
repeating each other [11], [12], [21].

We now turn to the card-deck problem. We call two parts of the final deck F
duplicates if they contain cards numbered identically or similarly before shuffling
the original deck. Thus, parts A; and A; of F are regarded to be duplicates if they
contain the subsets A C A; and B C Aj such that the cards from A and B were
originally among the copies of the same sufficiently small, connected piece A of the
original deck. Note that A; and A; may contain no identical cards at all, since it is
possible that AN B = @&. However, in shuffling incompletely, there must be copies
of A, distributed in F' with certain cards from A and B not far from each other,
which means, in the case where A; and A, contain fragments resulting from the
common inverse image of A, that the probability increases of two cards from A,
and Ay, respectively, being close somewhere in F'. This fact can be used for making
the concept of “similarity” of pieces in F' more precise, and for introducing a relation
measure for them on the basis of the quantity of such card interaction.

We now carry out a detailed investigation into long chronological lists. Let there
be a list X which may contain errors, omissions and/or duplicates. We denote by
Y an unknown original list on which X is based. Thus, Y is an imaginary list
containing complete data of a certain sort (say, about the names of rulers) for a
long historical time interval Ty. Let Ty be described by a number of chroniclers,
each making his own short list Z for the contemporary events. Denote by {Z;}
the set of these, forming a certain covering of Y, assumed to be sufficiently dense
(with large multiplicity), and containing somehow dispersed and, possibly, erroneous
pieces, with each of the Z; mentioning neither all the ruler’s names nor all of the
personages; besides, errors and gaps could occur in rewriting and compiling, which
we will assume, for simplicity, to be intrinsic to Z; from the beginning.

In creating chronology in its contemporary form, the result was a certain new
gluing of Z;, and the known list X obtained. Consider two intervals A; and A, in
X. Let us try to determine whether or not there is a pair Z;, Z; in X, which would be
related to one period in Y, and glued to A; and A,, respectively. As in the example
with the cards, we conclude that if there is such a pair, then the probability increases
that the names from A; and A, will be close somewhere in X, on account of a third,
“gluing” chronicle Z, (see the detailed mathematical treatment in [316]).

11. Principal definitions. Assumptions about the structure of a correct chronological
text. For now, we neglect the partition of a list into chapters. In contrast to the
problem of determining the shift values, to construct the relation matrix, the time
scale was not used in the list. After constructing the matrix, we again make use of
it in the analysis of the results.

To define the concepts of piece of a list and proximity in a list, we introduce the
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following definitions.
Definition 4. We call the set

Ai(k) = {ai-k, .-, Gtk }, k<i<N—k,

the determining neighbourhood of radius k for the ith entry a; of the list X =
{ai,...,an}. We also call 2k + 1 the length of the determining neighbourhood and
do not introduce the concept for the extreme terms. We denote A;(k) or simply A;,
and sometimes omit the term “determining”.

Definition 5. We call the number lo(u;, u;) of pairs (a,, a,), u(a,) = u;, u(a,) =
u; of non-coincident entries of the list X, such that |s — r| < p, the non-normed
relation of two names u; and uj. We also call the natural number p the length of
the relating neighbourhood.

Parameters k and p were chosen in accordance with the list. Note that the general
form of the relation matrix was invariable for all the considered values of k and
p, 1 < k<7, 3<p<17, in all the above examples, so that this choice did not
influence the result itself (decomposition of the list into a duplicate system), but
only its precision.

The non-normed relation lo(u;, u;) is inconvenient, because it does not take into
account sharp differences in the multiplicities of the names from I, which are char-
acteristic in the examples in question. Meanwhile, a pair of frequent names should
naturally be at a close distance in X more often than a pair of rarer ones. To elim-
inate the influence of the multiplicity of names on their relation, we introduce the
following definition.

Definition 6. Let two names u;,u; € I be in a list X with multiplicities k; and
k;, respectively. We call the number

_ [} ( .',U')/(2k,' X k) f ?’: s
o) = { e ) o 20 k>

the (normed) relation of a pair of the names u; and u;.

By definition, we put l(a,,a;) = l(u(a,),u(as)) for a,,a, € X. We chose the
norming procedure in Definition 6, so that, assuming that for the given name set
I = {us,...,un} with multiplicities k1, k2, ..., km, all permutations in the correct
list X may be equally probable, (in other words the names in the chronologically
correct list may be distributed at random, and the knowledge of only the name
set with multiplicities does not supply any information regarding the particulars
of their position in the list), and the relation of two names in X may be a random
variable with mean not depending on the choice of a name pair. This (general) mean
will be called mean with respect to the permutations in contrast with the empirical
mean with respect to the matrix. This assumption is confirmed indirectly by the
coincidence (in the correct lists) of the theoretically general mean a calculated by
formula (3), with the empirical mean with respect to the matrix, whereas for the lists
with duplicates, as had to be expected, the mean relation with the matrix is slightly
greater than a. Note that the said assumption does not influence the qualitative
form of the results. In particular, the basic features of the essential relation matrix
are also preserved in using the non-normed values of the relation.
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Denote the relation name mean with respect to the permutations by
a = Ml(u;,uj) = Mlo(’u,',’u]‘)/c(k,', kj) (3)

for any pair (i, ), except for the case where ¢ = j and u; is a unique name in the
list (we do not consider such pairs). We also assume with respect to X that the
multiplicity of any name in it is much less than its length | X| = N.

Fix the length p, p < N, of the relating neighbourhood. We may then calculate
that, with the said assumptions, the mean non-normed relation lo(u;, u;) of the pair
of names u; and u; with multiplicities k; and k;, respectively, is proportional to

thiky) = { e B 12D @

By definition, we put c(ar, a;) = c(ki, k;), u(ar) = u;, u(a,) = uj, for a,,a, € X.
Here, we discuss the calculation of the mean Mly(u;,u;) for the case i # j.

We can represent the scheme of equally likely permutations of names in X as the
result of the consecutive placing of N names in N positions in the list, each name
occupying one of the remaining vacant places with the same probability. Meanwhile,
their turn to be placed can be chosen arbitrarily but must be fixed a’priori. We will
assume that,before placing k; of copies of a name u;, all k; of the copies of u; have
already been placed. By assumption, k;, kj, p < N; therefore, we will neglect the
number of cases where two copies of u; turned out to be nearby at a distance of less
than p in the list X, compared with the to<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>