SPRINGER BRIEFS IN APPLIED SCIENCES AND TECHNOLOGY
SPRINGER BRIEFS INTHERMAL ENGINEERING AND APPLIED SCIENCE

MihaéIBUhImann
Modeling of
Gas-to-Particle

Mass Transfer in
Turbulent Flows

@ Springer



SpringerBriefs in Applied Sciences
and Technology

SpringerBriefs in Thermal Engineering
and Applied Science

Series editor
Janusz Kacprzyk, Polish Academy of Sciences, Systems Research Institute,
Warsaw, Poland



SpringerBriefs present concise summaries of cutting-edge research and practical
applications across a wide spectrum of fields. Featuring compact volumes of 50 to
125 pages, the series covers a range of content from professional to academic.
Typical publications can be:

* A timely report of state-of-the art methods

* An introduction to or a manual for the application of mathematical or computer
techniques

* A bridge between new research results, as published in journal articles

* A snapshot of a hot or emerging topic

* An in-depth case study

* A presentation of core concepts that students must understand in order to make
independent contributions

SpringerBriefs are characterized by fast, global electronic dissemination,
standard publishing contracts, standardized manuscript preparation and formatting
guidelines, and expedited production schedules.

On the one hand, SpringerBriefs in Applied Sciences and Technology are
devoted to the publication of fundamentals and applications within the different
classical engineering disciplines as well as in interdisciplinary fields that recently
emerged between these areas. On the other hand, as the boundary separating
fundamental research and applied technology is more and more dissolving, this
series is particularly open to trans-disciplinary topics between fundamental science
and engineering.

Indexed by EI-Compendex and Springerlink

More information about this series at http://www.springer.com/series/8884


http://www.springer.com/series/8884

Sean C. Garrick ® Michael Biithlmann

Modeling of Gas-to-Particle
Mass Transfer in Turbulent
Flows

@ Springer



Sean C. Garrick Michael Biihimann
Department of Mechanical Engineering University of Minnesota
University of Minnesota Minneapolis, MN, USA
Minneapolis, MN, USA

ISSN 2191-530X ISSN 2191-5318 (electronic)
SpringerBriefs in Applied Sciences and Technology

ISSN 2193-2530 ISSN 2193-2549  (electronic)
SpringerBriefs in Thermal Engineering and Applied Science

ISBN 978-3-319-59583-2 ISBN 978-3-319-59584-9  (eBook)
DOI 10.1007/978-3-319-59584-9

Library of Congress Control Number: 2017943675

© The Author(s) 2018

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, express or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

Printed on acid-free paper
This Springer imprint is published by Springer Nature

The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Mass transfer from the gas phase to the solid phase is of interest in a broad range
of applications. In order to accurately describe gas-to-particle mass transfer, a
number of things must be known. These include the particle structure, thermal,
fluid, and chemical conditions near the particle surface, and the flow condition—
laminar, turbulent, etc. This introduces the importance of gas-to-particle mass
transfer and the challenges posed in modeling the fluid-particle interactions, with
an emphasis placed on the surface conditions and modeling the dynamics via
direct numerical simulations (DNS) and large eddy simulations (LES). Subsequent
chapters cover surface conditions and transport within the particle, model sorption
kinetics and enhanced mass transfer, direct numerical simulation of mass transfer at
different Stokes numbers, and the differences between DNS and LES in predicting
gas-to-particle mass transfer. Additionally, the application of mercury adsorption
on activated carbon is studied. Porous particles are modeled as a homogeneous
assembly of sorbent material, forming a spherical, macroporous structure. The
“Langmuir” theory is used to model sorption kinetics, and the effects of enhanced
mass transfer due to convection at the gas/particle interface are captured.

This brief presents an integrated approach that includes the fluid-particle inter-
actions in a manner that captures the underlying physicochemical interactions as
a function of space and time. It incorporates recent developments in physical
and mathematical modeling and numerical algorithms in one monograph and is
divided into three chapters. Chapter 1 focuses on the fundamentals of gas-to-particle
mass transfer (condensation and uptake), relevant parameters, and flow regimes.
Chapter 2 introduces unsteady fluid motion and considers how those dynamics affect
mass transfer. Finally, Chap. 3 discusses the application to turbulent flows (in the
context of LES). We describe how such modeling is performed and the effects on
the unresolved interactions on accuracy of the predictions.



vi Preface

This book introduces the latest information in the field; a conscious effort has
been made to minimize coverage of related information that otherwise can be found
in standard texts or technical references available in the open literature.

Minneapolis, MN, USA Sean C. Garrick
Minneapolis, MN, USA Michael Biihimann
December 2016
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Chapter 1
Fundamentals of Gas-to-Particle Mass Transfer

Abstract Gas-to-particle mass transfer is studied analytically as well as numeri-
cally. Porous particles are modeled as a homogeneous assembly of sorbent material,
forming a spherical, macroporous structure. The concentration in the macropores
and in the solid is obtained as a function of time and space. The “Langmuir” theory
is used to model sorption kinetics. Results show that, over a wide time range, the
concentration in the solid is negligible, and the macropore concentration reaches
a pseudo-steady state. For that case an analytical expression is derived for the
macropore concentration inside the particle and at the particle surface in particular.
It is shown that the surface concentration decreases with decreasing Biot numbers
and increasing Thiele numbers. The analytical model discussed in this work can
be utilized in computational mass transfer studies in lieu of the “perfect sink”
assumption, in which the surface concentration is identically zero. Moreover, it
captures the effects of enhanced mass transfer due to convection at the gas—particle
interface.

1.1 Introduction to Sorption Modeling

Mass transfer from the gas phase to the solid phase is of interest in a broad range
of applications, such as filtration, separation, purification, and catalytic reactions,
among others [21, 30, 41, 83]. A practical example is the removal of mercury
vapor—a by-product of coal-combusting processes—from incinerator flue gas.
Historically, this was being done using fabric filters. A promising new technology
is the injection of activated carbon particles directly into the flue gas, where the
mercury vapor is adsorbed “in-flight” by particles, which are subsequently removed
in an electrostatic precipitator (ESP) [17, 18, 68, 72, 97, 112]. Activated carbon
is widely used to remove organic and inorganic contaminants from liquids and
gases [88]. Its extensively developed internal pore structure and high surface-to-
volume ratio give it an exceptionally high adsorption capacity [1, 31, 40]. In order
to accurately describe gas—particle mass transfer, the surface conditions must be
known. However, existing studies describe particles as perfect sinks (i.e., the surface
concentration is identically zero) or rely on other restrictive assumptions such as a
no-slip boundary condition. The perfect sink assumption leads to an overpredicted

© The Author(s) 2018 1
S.C. Garrick, M. Bithlmann, Modeling of Gas-to-Particle Mass Transfer

in Turbulent Flows, SpringerBriefs in Applied Sciences and Technology,
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2 1 Fundamentals of Gas-to-Particle Mass Transfer

mass transfer rate—due to an unreasonably large concentration difference between
the particle surface and the surrounding fluid—and the no-slip condition makes it
impossible to account for convective effects at the gas—particle interface.

A comprehensive description of mass transfer from a moving fluid to porous par-
ticles accounts for convection, diffusion, and sorption kinetics. The latter has been
studied extensively in recent years. Experiments have shown that sorption kinetics
of adsorbents, such as activated carbon, can be described using the “Langmuir”
theory [54]. Rate constants for the mass flux from the gas phase to the solid phase
(adsorption) and in the opposite direction (desorption) have been determined for a
variety of sorbents and flue gas compositions. It was found that doping the carbon
particle surface with sulfur strongly increases the adsorption capacity [45, 46]. In
other studies, where fly ash was used as sorbent, it was pointed out that sorption
parameters significantly depend on temperature [47, 51, 53]. Several mathematical
models have been proposed in the past to describe mass transfer and reaction
kinetics inside porous catalysts. For particles with high porosity, the “homogeneous
model” is valid, in which the catalyst is assumed to be an ensemble of small
lumps of reactants distributed uniformly throughout the solid phase [43, 87]. In
order to obtain an analytical solution, steady-state diffusion and first-order forward
chemical reactions were assumed [5]. It has been shown that steady-state transport
and reaction processes in porous catalysts are described by the Thiele number,
incorporating reaction resistance and diffusion resistance [118]. Other researchers
have studied mercury capture from incinerator flue gas by activated carbon injection
[29, 97, 98]. The homogeneous model was used in combination with the Langmuir
theory to describe the physical adsorption process. Those models were applied
to several sorbents of practical use, such as raw and sulfur doped Darco® G60,
Sorbalit®, and fly ash. It was found that very low utilization of the sorbent is
achieved in the duct due to short particle flight times, whereas higher utilization is
achieved with fabric filters, especially for long filtration times. A no-slip boundary
condition was imposed at the particle surface. That is, particles are assumed to move
at the speed of the surrounding fluid, and hence convective effects are neglected,
although it is well known that convection increases mass transfer [39]. Gas—particle
mass transfer in ESPs has also been studied under laminar and turbulent flow
conditions [16—18]. Model results were based on the assumption that particles act
as perfect mercury sinks. Consequently, mass transfer resistance associated with
intra-particle diffusion and sorption kinetics was neglected.

1.2 Formulation

1.2.1 Governing Equations

Many adsorbents can be modeled as an assembly of microporous crystals, also
referred to as “solid,” formed into a macroporous particle [29, 68, 87, 88, 91]. The
transport equation for the macropore concentration is given by the porous media
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diffusion equation with an additional sink term representing mass transfer from the
macropores to the solid:

dc ad
&5 = &7V e—( —5[,)8—‘;, (1.1)

where c is the concentration in the macropores, ¢ is the concentration in the solid,
€, is the particle porosity, and 7, is the macropore diffusivity, given by

1 1\
@p = €p é + gK . (12)

If the mean pore diameter is much greater than the gas mean free path, mass transfer
is governed by molecular diffusion, and Eq. (1.2) reduces to &, = €,%, where
is the molecular diffusion coefficient. In the limiting case of a pore diameter much
smaller than the gas mean free path, however, mass transfer is due to Knudsen flow
and Eq. (1.2) becomes &, = €, Zkn, where Zx, is the Knudsen diffusivity, given by

SRT

2 Kn = dpore 9JT_M

: (1.3)

in which djore is the mean pore diameter, R is the universal gas constant, T is the
gas temperature, and M is the molecular weight of the diffusing species [64, 97]. A
zero-derivative boundary condition is applied to Eq. (1.1) at r = 0, where r is the
radial coordinate, to account for the spherical symmetry of the particle:

de

o =0 (1.4)

r=0

The second boundary condition is obtained by flux matching at the particle surface.
That is, the mass flux inside the particle at r = d,/2 is equated with the mass flux
from the surrounding fluid:

ac

de — kA, 15
or ¢ (1.5)

r=dy,/2

&%p

where d, is the particle diameter, k,, is the external mass transfer coefficient, and
Acy = coo — ¢y is the difference between the concentration in the surrounding fluid
(outside the concentration boundary layer), ¢, and the concentration at the particle
surface, ¢, [29, 83, 97-99]. In the context of this work, the Langmuir theory is most
commonly used to describe the sorption process [22, 45-47, 53, 54, 68, 97, 98, 102,
119]. This model assumes that the sorption rate of adsorption is proportional to the
concentration in the macropores, c, and the number of sites availablefor adsorption
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at the pore walls, gmax — g; the rate of desorption is proportional to the number of
already occupied sites, that is, the concentration in the solid, g. Consequently, the
net sorption rate becomes

g _

k1c(Gmax — q) — kaq, 1.6
o 1c(g q) — kag (1.6)

where k; is the adsorption rate coefficient, k; is the desorption rate coefficient, and
¢max 18 the maximum concentration in the solid in the limiting case of no desorption
(ks = 0s™!). As time goes to infinity, a state of equilibrium (“saturation”) is
reached, and Eq. (1.6) yields the asymptotic value of the concentration in the solid as

Cooki

R E— 1.7
Cook1 + ko (1.7)

doo = Gmax

1.2.2 Non-dimensionalization

The governing equations are nondimensionalized using appropriate reference quan-
tities. This allows the results or dynamics observed to be of greater utility. In this
context, the relevant quantities are length, time, and concentration:

— , = —, = —, = —. 18
r=T ¢ q (1.8)

Given the nature of spherically symmetric diffusion problems, the reference quanti-
ties are chosen to be

q L?
L=—, t,=—, ¢,=C, 9o = qoo> (19)
2 D,
where the reference length L is equal to the particle radius [29]. The reference
time ¢, takes into account the particle size and, through &,, the pore structure.
The dimensionless time, t*, is also referred to as the Fourier number in the
context of transient mass transfer. Asymptotic values are used to nondimensionalize
concentrations, that is, ¢* and ¢* approach unity as t* goes to infinity. With the
relations from Eqgs. (1.8) and (1.9), the nondimensional transport equations become

ac* dg*
g P 9 (1.10)
or* B+y or

and

a *
L=cBEn-a @B+, (L11)
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in which «, 8, and y are given by

_ Gmax (1 — Ep) ,3 _ leoo(dp/z)2 _ kZ(dp/2)2
Coo€p Dy Y 2,

(1.12)
where o represents the mass ratio of species in the solid to species in the macropores
at equilibrium, and B and y are the nondimensional adsorption and desorption
rate coefficients, respectively. The square root of the dimensionless group o x f
is referred to as the Thiele number:

o= JaxB— \/qmax(l & ki (dy /2 1)

The Thiele number is the ratio of the adsorption rate at the pore walls to the
diffusive mass transfer rate inside the macropores [83, 110, 118]. For @ > 1
the adsorption rate is much larger than the diffusion rate. Therefore, the diffusing
species is likely to be adsorbed before it can penetrate far into the macropores.
For @ <« 1 the adsorption rate is small compared to the diffusion rate, and
the macropore concentration becomes more uniform. The boundary conditions for
Eq. (1.10) become

ac*
or*

ac*
=0,

= Bi,,Ac", (1.14)
=0 ar* :

r*=1

where Bi,, is the Biot number in mass transfer, given by

knd,/2 Sho
Bi,, = b/ = (1.15)
€9, 2¢,9,
in which S# is the Sherwood number, defined as
Sh = Kindy (1.16)
= .

In analogy to the Biot number in heat transfer, Bi,, is defined as the ratio of the
mass transfer rate at the fluid—particle interface to the diffusive mass transfer rate
inside the macropores [4, 29, 68]. Values of Bi,, that are much smaller than unity
imply that the concentration gradient in the surrounding fluid, Ac} = 1 — ¢},
is much larger than the concentration gradient inside the particle. Consequently,
concentration gradients inside the particle are negligible for Bi < 1, and a lumped
system approach is reasonable. The Sherwood number is the ratio of the mass
transfer rate at the fluid—particle interface to the diffusive mass transfer rate in the
fluid. It is generally a function of the Reynolds number (the ratio of inertia to viscous
forces) and the Schmidt number (the ratio of momentum to mass diffusivities) [32].
As such, it captures the effects of the flow field on the mass transfer to the particle.
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In the limiting case of small, spherical particles, providing no relative velocity at the
gas—particle interface, the Sherwood number approaches a value of Sh = 2 [72]. For
a moving fluid, however, the Sherwood number increases and thereby accounts for
enhanced external mass transfer due to convective effects [16—-18, 29, 68, 86, 103].

1.3 Problem Description

The mass transfer process under consideration is a quasi-one-dimensional convec-
tion/diffusion/sorption problem. A single porous particle is considered suspended
in a fluid containing a species at concentration c¢s,. The mass transfer process is
comprised of three parts: (1) condensation of vapor molecules toward the particle
surface through convection and diffusion, (2) pore diffusion inside the particle, and
(3) adsorption to the solid structure of the particle. Figure 1.1 illustrates such a
process schematically.

1.3.1 Assumptions

It is assumed that particles are spherical in shape with a homogeneous, porous
structure. The particle diameter is much larger than the gas mean free path. Mass
transport through the solid (micropore diffusion) is neglected, that is, macropore
diffusion is the dominant mass transfer process and obeys Fick’s law [66, 88]. The
surrounding medium is assumed to be “infinite,” that is, c is constant. No phase
change is involved in the isothermal mass transport process; only gaseous diffusion
inside the pore network is considered [97].

microporous Crystal

Macroporous
Particle

Fig. 1.1 Macroporous particle, modeled as an assembly of microporous crystals
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1.3.2 System Parameters

Six parameter sets (cases 1-6) will be used to exemplify the species concentration
inside the particle and the gas—particle mass transfer associated with it. The first
two cases stem from investigations in which carbon particles have been used as
sorbent material to remove mercury vapor from gas. Parameters for cases 3—6 are
varied systematically, starting from case 2. The sole purpose of case 1 is to verify the
consistency of the simulation results by comparison with existing data. To this end
we adopt parameters from [97]. That study includes a variety of sorbent materials
under different operating conditions. Case 1 represents Darco® G60 carbon blacks
with diameter d,, = 20 um. The carrier gas is oxygen (O,) at a temperature of 7 =
423.15 K containing trace amounts of mercuric chloride (HgCl,). Case 2 represents
typical operating conditions of an ESP. Temperature, mercury species, concentration
in the fluid, and particle density are chosen in accordance with [17]. Sorption
parameters for Darco® G60 carbon blacks are extrapolated to a temperature of
T = 500K from data given by Karatza et al. [46]. The molecular diffusivity of
elemental mercury (Hg) in nitrogen (N,) is calculated with an expression for dilute
gases given by Slattery and Bird [104]. Cases 3-6 are derived from case 2 by
separately changing the governing parameters «, 8, y, and Bi,,. In case 3, the Biot
number is reduced to Bi,, = 0.1. In case 4, the parameter « is increased by a factor
100 with respect to case 2. Whereas in case 3, the parameters S and y are increased
by a factor 100 with respect to case 2. Both changes do not affect the Biot number
but result in a Thiele number of @ = 4.331. Case 6 is a combination of cases 3 and
5 in that the parameters 8, y, and Bi,, are changed at the same time. Nondimensional
simulation parameters for all cases are summarized in Table 1.1.

Table 1.1 Intra-particle diffusion, sorption kinetics, and gas—particle mass transfer: simulation
parameters and results

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
o 8.93x 107 |7.10 x 108 7.10 x 108 7.10x 101 | 7.10 x 108 | 7.10 x 108
B 1.55x 1078 | 2.64 X 10710 | 2.64 x 10710 | 2.64 x 10710 | 2.64 x 1078 | 2.64 x 1078
y 6.51x 1078 |339x 107% [339x107% 339x107% |3.39%x107% 3.39x107°
Bi, |38.15 208.42 0.1 208.42 208.42 0.1
o 1.1765 0.4331 0.4331 4.331 4.331 4.331
h | 1.25%x10° 2.93x 10° 4.73 x 10° 2.97 x 10° 2.97 x 10° | 1.00 x 10°
m: [732x107% [3.37x 1078 [2.08x107% [1.79x 1078 |1.79x107¢ | 530 x 10~®
¢r10.9890150 | 0.9997038 0.6182060 0.9842623 0.9842623 | 0.0291329
AT [1.10x 1072 {296 x 107 [3.82x 107! |1.57%x 1072 |[1.57%x 1072 | 9.71 x 10~!
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1.3.3 Numerical Specifications

The numerical algorithm used allows to solve for the concentration in the macro-
pores, c*, and the concentration in the solid, g*, as a function of time, ¢*, and
space, r*. The governing equations are solved in nondimensional form using the
Crank—Nicolson difference scheme [109]. This implicit scheme is unconditionally
stable and second-order accurate in time and space. Second-order accurate boundary
conditions are imposed at the center of the particle and at the surface. The
computational grid is evenly spaced and is comprised of 501 grid points. The
resolution in time and space was chosen such that large gradients at the particle
surface are resolved sufficiently accurate.

1.3.4 Simulation Results for Concentration Fields
and Gas-to-Particle Mass Transfer

The temporal evolution of the macropore concentration, ¢*, as a function of the
radius, r*, is shown in Fig. 1.2. The concentration is obtained for case 1 where t, =
1.55 x 10™*s. The results show that, after the particle is introduced into a medium
with concentration c%, = 1, the macropore concentration increases from an initial
value of ¢* = 0 to a final value of ¢* = 1 at r* = 108 (or r = 4.3h). As mass
diffuses into the macropores, the concentration increases throughout the particle. At
time * = 1 the macropore concentration in the center of the particle has reached a
value of ¢* = 0.79. This is in good agreement with results by Scala [97]. At time
* = 108 the concentration gradient vanishes, and mass transfer comes to a halt.
The particle is saturated.

The macropore concentration, c¢*, and the concentration in the solid, g*, as a
function of time, ¢*, on a logarithmic scale are shown in Fig. 1.3. Four curves are
shown representing ¢* and g* at the particle center (¥* = 0) and at the surface
(r* = 1), obtained in case 1. The macropore concentration at the particle surface

Fig. 1.2 Macropore 1
concentration, c*, as a
function of the radial
coordinate, r*, at time
F=10"*r =102,

* =10"" = 10°, and
* = 108, obtained in case 1

% 05
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Fig. 1.3 Temporal evolution 1
of the macropore
concentration, ¢*, and the
concentration in the solid, ¢*,

1
at the particle center (r* = 0) *. 1 ,;'
and at the surface (r* = 1), % 057 ! — ”
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increases steadily until time #* = 1. At the center of the particle, the macropore
concentration starts to increase at time * = 0.01. In the time range 1 < * < 10°,
the macropore concentration at the surface remains at a value 98.9% that of the
environment (c* = 0.989), the macropore concentration at the particle center has a
constant value of ¢* = 0.79, and the concentration in the solid is negligibly small
(g* < 0.01). The concentration in the solid increases from a value of ¢g* = 0.01
at time * = 10° to its final value of ¢g* = 1 at time t* = 10%. This concentration
increase in the solid phase triggers a further increase of the macropore concentration
to its asymptotic value c3, = 1. Hence, the mass transfer process can be divided
into three different phases. After the particle surface is subjected to a step change in
concentration, the condensable species diffuses into the macropores. Mass transfer
is due to macroporous diffusion. We refer to this first phase as the “diffusion
regime.” As the concentration in the macropores increases, vapor molecules begin
to adsorb to the pore walls. Ultimately, the diffusional mass flux in the gas phase
(inside the macropores) is balanced by the gas-to-solid mass flux (adsorption), and
the macropore concentration does not change with time. We call this second phase
“intermediate regime.” As more and more molecules are deposited on the pore walls,
the concentration in the solid increases. In the third phase, the “sorption regime,” the
concentration in the solid increases from a value of less than ¢g* = 0.01 to its final
value of g* = 1. Figure 1.3 reveals that the diffusion regime ends at time * = 1,
the intermediate regime spans over the time range 1 < * < 10°, and the sorption
regime ranges from time * = 10° to * = 10%. These time ranges are not universal,
however, and can differ for other parameter sets.

A more complete view is shown in Fig. 1.4. The contours in Fig. 1.4 show the
macropore concentration, c¢*, as a continuous function of time and space for cases
1-6. The radial coordinate, r*, is shown on the abscissa, and time, ¢*, is shown on
the logarithmic ordinate. The temporal evolution of ¢*, as shown in Figs. 1.2 and
1.3 for case 1, corresponds to slices of Fig. 1.4a at given times and radial locations.
The results for case 2 are shown in Fig. 1.4b. As in case 1, the largest gradients
across the particle are observed in the diffusion regime (#* < 1). The macropore
concentration reaches a plateau in the intermediate regime (1 < #* < 10°), before
it increases again in the sorption regime (#* > 10°). Figure 1.4c and f illustrate the
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Fig. 1.4 Macropore concentration, c*, as a function of the radial coordinate, r*, and time, t*:
(a) case 1; (b) case 2; (¢) case 3; (d) case 4; (e) case 5; (f) case 6

concentration fields of cases 3 and 6, respectively. Both cases can be considered
lumped due to a mass Biot number much less than unity (Bi,, = 0.1). As a result,
the macropore concentration does not vary significantly with radius, r*. A lumped
analysis yields the macropore concentration in the intermediate regime as

@2\ !
Chp = (1 + 3Bim) . (1.17)

Both cases 3 and 6 have the same mass Biot number. Hence, it is the larger Thiele
number which causes the smaller macropore concentration in case 6. Cases 4 and
5 are shown in Fig. 1.4d, e, respectively. Large concentration gradients across the
particle are observed in the intermediate regime in both cases. This is due to a large
Thiele number, corresponding to high adsorption rates. Case 5 differs from case 4
in that the adsorption and desorption rate coefficients, 8 and y, are larger, and thus
the particle is saturated earlier (at time * = 107).



1.3 Problem Description

log,((t%)
log, o(t)

logl o(t*)
1oglo(t*)
logl 0(t*)

r¥ r* r¥

0 02 04 06 08 1

Fig. 1.5 Concentration in the solid, ¢*, as a function of the radial coordinate, r*, and time, t*:
(a) case 1; (b) case 2; (¢) case 3; (d) case 4; (e) case 5; (f) case 6

The concentration in the solid, g*, is presented in a similar fashion in Fig. 1.5.
The white dashed line represents a concentration of g* = 0.01. All cases have
this in common—the concentration in the solid is negligible (¢* < 0.01) in
the diffusion and intermediate regime. In general, ¢g* can be considered lumped.
However, gradients across the particle are observed in cases 4-6 caused by large
Thiele numbers (@ = 4.331). Figure 1.5e reveals that the sorption regime starts at
t* = 107 in case 5. In all other cases, the sorption regime starts at t* = 10°. With the
conclusion that ¢* is much smaller than ¢* outside the sorption regime, the transport
equations simplify in the diffusion regime and intermediate regime to

ac*
or*

= V2¢* — ®2¢* (1.18)
and

aq* .
o =B+y)c. (1.19)
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It should be noted that Eq.(1.18) is now decoupled from Eq.(1.19), and the
sorption rate is only a function of the macropore concentration, c*. That is, the mass
transfer from the macropores to the solid phase is essentially a “forward reaction.”
Equation (1.19) reveals that, in the intermediate regime, where the macropore
concentration is constant, the concentration in the solid increases linearly with time
at arate of (8 + y)c*. (Constant quantities in the intermediate regime are henceforth
denoted by ~.) Thus, the concentration in the solid reaches a value of 1% of its final
value at time:

0.01
N —. 1.20
S Y B e (120

The sorption time scale, 73, marks the beginning of the sorption regime. Since
¢* is in general a function of radius, 7, varies based on what value of ¢* is
considered. Values for the sorption time scale are listed in Table 1.1, where the
surface macropore concentration in the intermediate regime, ¢}, is used for ¢* in
Eq. (1.20). It is confirmed that the sorption time scale in case 5 is two orders of
magnitude smaller as compared to the other cases.

The mass growth rate of the particle, m*, is given by

dm: B .l‘ﬂ

iy = — L = %(ﬂ +p)AC, (1.21)
where m} is the mass of species deposited on the particle, normalized by the
maximum mass uptake capacity. The temporal evolution of the mass of species
deposited on the particle, my, is shown in Fig. 1.6 for all cases. Six curves are
obtained from simulation results by numerically integrating Eq.(1.21). Because
the mass is normalized by the maximum uptake capacity, all curves approach a
value of m; = 1 as time goes to infinity. Three distinct regions are identifiable:

Fig. 1.6 Temporal evolution 0
of the mass of species
deposited on the particle, m,,
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in the intermediate regime, the particle mass grows linearly with time. Values for
the constant particle mass growth rate in the intermediate regime, denoted by 71,
are listed in Table 1.1. In the diffusion regime, where the concentration difference
at the surfagq, Ac}, is greater than in the intermediate regime, growth rates are
larger than rn;. Conversely, growth rates decrease in the sorption regime. As it was
pointed out earlier, the transition between the diffusion regime, intermediate regime,
and sorption regime is not always clear and differs from case to case. However,
Fig. 1.6 reveals that, in general, the diffusion regime ends at time * = 1, and the

intermediate regime spans from time t* = 1 to t* = 10°.

1.3.5 Analytical Solution for the Macropore Concentration
in the Intermediate Regime

Figure 1.4 reveals that, in all cases, the macropore concentration does not change
with time in the intermediate regime. This allows the derivation of an analytical
expression for the macropore concentration in the intermediate regime, c*. The
solution of Eq.(1.18), assuming a steady state (dc*/dt* = 0), and subject to
boundary conditions as specified in Eq. (1.14), is

L (Dr*) (1.22)
C = —— r N .
~ 1/2

where C is a constant, given by

Bi,
Bl (D) + Bindy)r (P)

C (1.23)

and I, (x) is the modified Bessel function of the first kind of order v. In particular,
the constant surface concentration in the intermediate regime becomes

Bi,,
Bi,, + ®/tanh(®) — 1"

¢, =Cilip (@) = (1.24)

Equations (1.22)—(1.24) are consistent with results previously obtained by other
researchers [5, 43, 118]. Figure 1.7 shows the surface concentration in the inter-
mediate regime, ¢}, plotted as a function of the Thiele number, @, and the Biot
number, Bi,,, on a logarithmic scale. The surface concentration approaches unity
with decreasing Thiele numbers and increasing Biot numbers. However, for @ = 10
and Bi,, = 0.1, for example, the surface concentration almost vanishes, that is,
the particle acts as a perfect sink. The locations of cases 1-6 are shown in the ®—
Bi,-plane. Values for ¢ are listed in Table 1.1 as well. In cases 1-5, the surface
concentration is greater than ¢; = 0.98. In case 3, the surface concentration is
ok

¢y = 0.62. Case 6 is an example of a perfect sink; the surface concentration is

¢y = 0.03.

s
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Fig. 1.7 Analytical solution 3
for the surface concentration
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The concentration difference between the particle surface and the surrounding
fluid is the “driving force” for mass transfer. Equation (1.24) reveals that, in the
intermediate regime, the concentration difference, Ac} = 1 — ¢}, is only a function
of the Thiele number and the Biot number. Values for Ac; are listed in Table 1.1 as
well. The effect of the Thiele number on Ac} at constant Biot numbers is revealed
in Fig. 1.8a. Three curves are obtained for Biot numbers Bi,, = 0.1 (cases 3 and 4),
Bi,, = 38.15 (case 1), and Bi,, = 208.42 (cases 2, 4, and 5). Conversely, Fig. 1.8b
shows the effect of the Biot number on A¢; for constant Thiele numbers: @ =
0.4331 (cases 2 and 3), @ = 1.1765 (case 1), and @ = 4.331 (cases 4-6). It
is revealed that the concentration difference at the particle surface increases with
increasing Thiele numbers and decreasing Biot numbers.

1.4 Summary and Conclusions

Gas-to-particle mass transfer is studied numerically and analytically. A single
porous particle was modeled as a homogeneous assembly of sorbent material,
forming a spherical macroporous structure. The Langmuir theory was utilized to
describe mass transfer from the macropores to the solid. The concentration in
macropores and in the solid was obtained as a function of time and space by solving
the porous media diffusion equation numerically. Simulations were performed for
six different sets of the governing parameters.
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The results revealed that the mass transfer process can be divided into three
phases: we termed these the diffusion, intermediate, and sorption regimes. The
concentration in the solid is negligible in the first two phases, and the concentration
in the macropores reaches a quasi- steady state in the intermediate regime. An
analytical solution for the macropore concentration in the intermediate regime
was derived, providing a two-parameter model for the surface concentration,
which takes into account the sorption characteristics of the particle—through the
Thiele number—and captures nontrivial flow conditions at the gas—particle interface
through the mass Biot number. It was shown that the surface concentration in the
intermediate regime decreases with decreasing mass Biot numbers and increasing
Thiele numbers. However, the model is limited to an intermediate time range in
which intra-particle diffusion reaches a pseudo-steady state, and the local adsorption
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rate depends on the macropore concentration only. Nevertheless, it provides an
estimate for the surface concentration superior to the perfect sink assumption and
can be used for gas—particle mass transfer simulations in complex flows where it
is computationally unfeasible to solve an additional transport equation inside every
single particle.

Studies of mercury removal from flue gas have revealed the need to know the
species concentration at the particle surface. The model presented in this work
can be used for gas—particle mass transfer simulations in complex flows where
it is computationally unfeasible to solve an additional transport equation inside
every single particle. It takes into account the sorption characteristics of the particle
and captures nontrivial flow conditions at the gas—particle interface. However, it
is limited to an intermediate time range in which intra-particle diffusion reaches a
pseudo-steady state, and the local adsorption rate only depends on the macropore
concentration. Nevertheless, it provides an estimate for the surface concentration
superior to the perfect sink assumption.



Chapter 2
Particle Dispersion and Mass Transfer
in Turbulent Shear Flows

Abstract DNS of condensation mass transfer in particle-laden incompressible
turbulent mixing layers are performed. The flows are comprised of a particle-
free condensable vapor mixing with micron-size porous particles. Simulations
are performed at a single Reynolds number while varying the particle Stokes
number, the mass transfer and convective time scales, and the vapor concentra-
tion at the particle surface. Convection-enhanced mass transfer and the surface
concentration at the gas/particle interface are of great importance in accurately
predicting gas—particle mass transfer rates. Particle slip velocities are varied by
considering different particle Stokes numbers. Simulations utilizing the “perfect
sink” assumption are compared with simulations in which the non-zero, steady-state
surface concentration is calculated taking into account the sorption properties of
porous particles. Results indicate that particle dispersion is greater at lower particle
Stokes numbers. However the increased particle slip velocity in the higher particle
Stokes number flows result in increased condensation. Furthermore, results show
that the perfect sink assumption leads to an overprediction in the condensation mass
transfer rate.

2.1 Strategies for Sorption Modeling in Turbulent Flows

Gas-to-particle mass transfer in turbulent flows is not very well understood. Little
physical data is available from full-scale tests. Numerical simulation of condensa-
tion mass transfer in turbulent particle-laden flows can improve our understanding
of the underlying dynamics and transport processes as well as provide useful
knowledge and guidance in the design and performance of the so-called virtual
sorbent beds.

A large number of computational studies of condensation mass transfer rely on
assumptions which are rather restrictive, or questionable, when made, or applied,
in the context of turbulent flows. One such assumption concerns the vapor/gas
concentration at the particle surface. The perfect sink assumption, for instance,
implies that the concentration of condensable vapor at the particle surface is
identically zero [16—18]. Consequently, mass transfer resistances associated with
intra-particle diffusion and sorption kinetics are neglected. For that matter, the
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vapor concentration at the fluid—particle interface is of critical importance. An
analytical expression for the concentration may be obtained under the assumption of
steady-state pore diffusion [5, 43, 88, 118]. These expressions are valid over a wide
time range and remove the need to solve the species transport equation within the
particles. Of great concern is the physics/dynamics at the fluid—particle interface.
From a flow physics perspective, the mass transfer depends on the fluid velocity at
the particle surface. Research has shown that the gas—particle slip velocity grows
linearly with the particle Stokes number [95]. More specifically, researchers have
identified regions of positive and negative slip velocities related to accelerating
and decelerating fluid regions, respectively [49, 73]. Although the presence of
the particle slip velocity enhances mass transfer rates [32, 39, 81, 82, 120], it
has been neglected in several studies [29, 72, 97-99]. The presence of fluctuating
scalar/chemical and particle fields in turbulent flows, and the resultant variation
in residence times, suggests that modeling of the temporally and spatially varying
fluid—particle dynamics would improve our predictive ability [13, 18, 24, 99, 116].

Particle dispersion in turbulent flows has been studied extensively in the past
several decades [3, 10, 11, 52, 55, 61, 68, 74, 76, 77, 107, 111, 115]. DNS was
used to investigate the effect of isotropic turbulence on the particle concentration
and identify flow regions that significantly influence particle transport and mixing
[107]. The computational expense of DNS renders it prohibitive for simulation of
practical flows. Methods such as LES and RANS are commonly used to model fluid
flow in more complex geometries [3, 52, 68, 89, 111]. In performing LES or RANS,
only the large-scale or mean fluid motion is resolved, and the effects of the small-
scale fluctuations on particle dispersion and condensation are largely unknown
[38, 80]. Good agreement was found between experiments and DNS of inertial
particle clustering in a three-dimensional, isotropic turbulence field, suggesting that
three-dimensional simulations are needed to accurately describe particle motion
in turbulent flows [92]. It has been reported that the use of LES may result in
significant errors in predicting particle motion for Stokes numbers around unity
[74]. Additionally, modeling efforts of particle-laden flows with condensation have
thus far neglected the effects of turbulence on condensation or have been otherwise
un-validated [68].

We consider the condensation of vapor onto micron-size particles in turbulent
mixing layers. The motivation is twofold: to elucidate the effects of different
flow/particle parameters on condensation mass transfer in turbulent flows and to
establish datasets that may be used in evaluating the performance of turbulence
models (in the contexts of LES and RANS). Several nondimensional parameters are
varied to consider the effects of (1) the “driving” force or concentration difference
between the particle, and the fluid is varied, (2) mass transfer across the particle,
and (3) particle dispersion on condensation mass transfer.
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2.2 Formulation

2.2.1 Fluid Field

The flows under consideration are described by the incompressible Navier—Stokes
equations. The primary transport variables are the fluid velocity, u;, and the
fluid pressure, p. These variables are governed by the conservation of mass and
momentum equations

hy _ 0, (2.1)
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where Re; is the Reynolds number. The transport of a condensable vapor is given by

Y, ouY; 1 0%
e , (23)
ot 0x; ReSc 0x;0x;
where Y; is the mass fraction of species i and Sc is the Schmidt number.
2.2.2 Particle Field
The equations describing the particle trajectories are
dx,- P dl/tl' P f},
— =y, —— = (- 24
ar . St (1 = i) 24

where x; , is the particle location, u; , is the particle velocity in the x; direction, f, is
the drag correction factor,

2
dpp,, 8 %

Sty =
T1sp T L

(2.5)

is the particle Stokes number, d,, is the particle diameter, p, is the particle bulk
density, u is the dynamic fluid viscosity, L is the reference length, and U, is the
reference velocity [3, 30, 61, 76, 78]. The drag correction factor, f,, accounts for
increased drag in the outer Stokesian region due to vortex shedding in the wake of
the particle and is given by

fy =14 0.15Re) 7, (2.6)
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where Re, = |Au;|Re,, is the particle Reynolds number and Re,, = d,U,/v,
where v is the kinematic viscosity [41]. The ratio St/f, is also referred to as a
nondimensional particle relaxation time, describing the ability of a particle to adjust
to the surrounding fluid [3]. Buoyancy forces, added mass effects, and Basset forces
are neglected, as well as pressure gradients and shear forces across the length of
the particles [55]. The particle volume fraction and mass loadings are assumed to
be sufficiently low to neglect particle—particle interactions; the dynamics of the flow
are not modified by the presence of particles [76, 77]. All particles are assumed rigid
spheres, the diameter of which is much larger than the gas mean free path.

2.2.3 Gas-to-Particle Mass Transfer

The condensable vapor is transferred from the fluid to the particle surface by
convection and diffusion. The particle mass growth rate is equal to the mass flow
rate toward a single particle and is given by

dm, Sh

o A > Y(1 —cy), 2.7)
where m,, is the particle mass (nondimensionalized by the mass of vapor initially
contained in volume L?), Sh is the Sherwood number, c; is the vapor concentration
at the particle surface, and the parameter A is given by A = (km(,dlz,n) /(U,L?), in
which k,,, is the external mass transfer coefficient in a quiescent fluid. The parameter
A represents the ratio of diffusive mass transfer to the particle surface and advective
mass transfer in the bulk flow. It is the product of a dimensionless velocity, &,/ U,,
and a dimensionless area, d]%n/ L%, and can be written in terms of nondimensional
groups as A = (27 Rep,)/(ScRe?). For A < 1 advection is the dominant mode of
mass transfer in the particle-laden flow. The Sherwood number is the ratio of the
mass transfer rate at the fluid—particle interface to the diffusive mass transfer rate in
the fluid and accounts for the increased mass transfer due to convective effects at
the particle surface. The augmentation in mass transfer is due to the presence of a
particle slip velocity. We adopt a semiempirical correlation for Sh, first proposed by
Frossling [32], who showed analytically that the Sherwood number is proportional
to Rey/>Sc'/3:

Sh =2+ 0.552Re)/*Sc' 3, (2.8)

The expression was developed using experimental data for evaporating drops and
was later used in the context of gas—particle mass transfer [17, 18, 29, 68]. If the
particle is treated as a perfect sink, the surface concentration vanishes (that is,
¢; = 0). Conversely, if the vapor concentration at the particle surface is equal to
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the vapor concentration in the surrounding fluid, ¢, is equal to unity, and there is no
mass transfer. For the case where neither assumption is valid, the concentration at
the surface is given by

Bi,, max (1 — €,)k1(d,/2)?

Cy = - ! s (D = 4ma ( Ep) 1( p/ ) s (29)
Bi, + ®/tanh @ — 1 Dt

where @ is the Thiele number, Bi,, = Bi,,Sh/2 is the Biot number for mass

transfer, Biy, = (kmodp/2)/ Peir is the reference mass Biot number, and Zey is the
effective pore diffusivity [5, 43, 72, 83, 97, 110, 118]. The mass Biot number is the
ratio of the mass transfer rate at the fluid—particle interface to the diffusive mass
transfer rate inside the macropores. For spherical particles, the external mass transfer
coefficient in a stagnant fluid is given by k.., = Z/(d,/2), where & is the molecular
diffusivity of the condensable vapor. The Thiele number is the ratio of the adsorption
rate at the pore walls to the diffusive mass transfer rate inside the macropores
[22, 54, 110]. In the context of the Langmuir theory—used to describe the adsorption
of vapor molecules from the macropores to the solid structure of the particle—
the Thiele number is parameterized by the maximum concentration in the solid,
gmax; the particle porosity, €, (defined as the total pore volume divided by the
particle volume); and the adsorption rate coefficient, k;. For @ >> 1 the adsorption
rate is much larger than the diffusion rate, and a vapor molecule is likely to be
absorbed before it can diffuse far into the macroporous structure of the particle.
It is assumed that the adsorbed phase concentration in the solid is much smaller
than the maximum uptake capacity and that the macropore concentration reaches a
quasi-steady state instantly [43, 118]. All particles are assumed to be homogeneous
macroporous structures with a finite uptake capacity [87].

2.3 Particle Injection Through a Round Nozzle

During ACI, PAC flows into the highly turbulent flue gas where it adsorbs gas-
phase mercury. We simulate the flow of microscale particles through a round nozzle
in an isothermal (7 = 300K) flow. The Reynolds number is Rep = 3000; the
computational domain is 12D x 8D x 8D in the x, y, and z directions and is covered
by a grid comprised of 1024 x 640 x 640 points. The resolution is clustered in the
neighborhood of the shear layers to ensure grid-independent results.

2.3.1 Particle Dispersion

The fluid—particle field downstream of a nozzle [used for ACI] is shown in Fig. 2.1.
The image shows an instantaneous view of d, = 0.1um, d, = 1um, and d, =
10 wm particles and near vortices downstream of the nozzle. The vortices form as the
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Fig. 2.2 Instantaneous snapshot of particle locations: (a) 0.1 pwm; (b) 1 wm, and (¢) 10 pm

jet transitions from a laminar flow to a turbulent one. The particle traces indicate that
the particles have different trajectories. This is more clearly observed in Fig. 2.2. For
clarity, and the purposes of illustration, roughly 10,000 particles are shown in each
image. As the flow travels downstream, the jet entrains the background fluid, and
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the particles are dispersed. (In the case of ACI, the background fluid would be flue
gas containing mercury vapor.) Figure 2.2a shows that the d, = 0.1 wm particles
are fairly well dispersed across the jet, with particles present near the centerline,
in the eddies, and at the jet periphery. However the image reveals that particles are
accumulating at the outer part of the flow, indicating that a large number of the
smaller 0.1 wm particles have crossed into the slower-moving background flue gas.
These particles are relatively inertialess and follow the fluid. Figure 2.2b shows
a similar distribution pattern for the 1 wm particles. There are particles located in
the core of the jet, and there is accumulation at the periphery. However the vortex
cores are virtually devoid of the 1 wm particles, the vortices that transported all
particles in their vicinity into the slower-moving background fluid. A snapshot of
the largest 10 wm diameter particles shown in Fig. 2.2c reveals that fewer particles
have made it into the background fluid. While most particles are found along the
jet centerline, some are in the process of being “flung” across the vortex cores.
Turbulent mixing, including large-scale mixing via eddies, can greatly increase the
residence or contact time between the particles and the background condensable
vapor and thus adsorption.

2.3.2 Particle Reynolds Number

The particle velocities and trajectories are a function of the drag, the Stokes number,
and the slip velocity. While the Stokes number is fixed, the drag correction factor
is a function of the particle Reynolds number, Re, = |u; — u; p|Rep,. Similarly, the
mass transfer rate is given by the Sherwood number and is a function of the particle
Reynolds number. Histograms of the particle Reynolds number for the 0.1, 1, and
10 um diameter particles are shown in Fig.2.3a. The figure shows a unimodal
distribution of particle Reynolds numbers for the 0.1 um diameter particles, with
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Fig. 2.3 Instantaneous distributions of (a) particle Reynolds number, Rep, and (b) Sherwood
number, Sk, with a function of particle diameter (0.1 um particles in blue, 1 pm particles in red,
and 10 wm particles in green)
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mean values around Re, = 0.001. There are three readily observed trends. First,
as the particle size increases, the distribution of Re, values moves to the right.
The mean particle Reynolds number for the 1 um and 10 um diameter particles
is roughly Re, = 0.25 and Re, = 5, respectively. These increasing values show
that as the particles get larger, more mercury vapor is adsorbed onto their surface.
The second trend is that as the particles get larger, the distribution moves from
a unimodal (for the 0.1 wm particles) to bimodal (10 wm particles). (The 1 um
particles show a more broad unimodal distribution.) A small tail develops as the
distribution moves to the right—roughly at Re, = 1 for the 10 um particles. This
value is much lower than the peak value and suggests that these particles are moving
more slowly relative to the fluid. That is, they have overcome their initial inertia and
moving “with” the fluid, compared to the particles with larger particle Reynolds
numbers. The third trend observed is that most particles experience lower particle
Reynolds numbers. These trends are also observed in the Sherwood number. As Sh
shifts farther right, the count decreases. This reveals that fewer particles experience
the high gas-to-particle mass transfer conditions.

Obtaining a more quantitative view of the mass transfer dynamics is difficult
because of the compute time. The particle residence time in the computational
domain is on tens of milliseconds. As a result, the time that the particles and
background gas is relatively low. Each computation of the jet flow required roughly
2 x 10° CPU-hours.

2.4 Multiphase Mixing Layer Transport

Simulations of temporal mixing layers are performed to obtain a more detailed view
of the fluid—particle mixing. The configuration is such that the upper half of the
mixing layer contains mercury vapor, while the lower half contains the microscale
particles. As the flow develops, the two streams come into contact, and condensation
occurs. A reference frame is attached to the fluid and moves with the mean velocity,
as shown in Fig.2.4. In doing so, the simulation is transformed from a spatially
developing one to a temporally developing one. The flows under consideration are

Fig. 2.4 Particle field close-up indicating area for temporal flow simulation
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Fig. 2.5 Particle-laden
temporal mixing layer flow
configuration

three-dimensional incompressible mixing layers. A temporal mixing layer is formed
when two parallel streams which travel in opposite direction meet [75, 96]. The
streams mix and entrain fluid through large-scale coherent structures [9, 12, 85]).
The spatial coordinates are X = (x, y, z) in streamwise, cross-stream, and spanwise
directions, respectively, as shown in Fig.2.5. The corresponding velocities are
u = (u, v, w). Initially, the upper stream contains condensable vapor, and the lower
stream contains uniformly distributed particles. As the flow evolves in time, vapor
and particles are mixed, and mass is transferred from the gas phase to the particle
phase through condensation.

2.4.1 Physical Parameters

The Reynolds number for all flows is Re; = 450 and is based on the initial
99%-boundary layer thickness, L = §, and one half of the velocity difference
across the two streams U, = 0.5 x (U; — U). The Schmidt number for the

condensable vapor is Sc¢ = 1.1. To elucidate the effect of the governing parameters,
six simulations are performed for different values of the reference particle Reynolds
number, Re),; the parameter A; the particle Stokes number, St;; the reference mass
Biot number, Bi,,; and the Thicle number, @, as listed in Table 2.1. Case la is
the base case, representing typical operating conditions of an ESP where carbon
particles with diameter d, = 10 pm are used to remove mercury vapor from flue gas
at atmospheric pressure and a temperature of 7 = 500K [17, 18]. Activated carbon
particles of type Darco® G60 are considered, which have a porosity of €, = 0.65
and a bulk density of p, = 450 kg/m? [45, 46, 97-99]. Starting from case la, the
governing parameters are changed separately. In case 2, the parameter A is set to
A = 1073; the reference particle Reynolds number is Re,, = 25.3, since A and
Re,, are not independent and the Reynolds and Schmidt number remain unchanged
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Table 2.1 Simulation parameters for cases 1a—d, case 2, and case 3

Case la 1b 1c 1d 2 3
Particle Reynolds number, Re,, 1.32 1.32 1.32 1.32 25.3 1.32
Parameter A (x10°) 52 5.2 52 52 100 5.2
Stokes number, St; 0.17 0.17 0.17 0.17 0.17 10.0
Mass Biot number, Bi,,, 0 10 181 181 0 0
Thiele number, @ o0 10 10 0.2 o0 o0

in all simulations. Case 3 differs from case la in that the particle Stokes number is
increased from St = 0.17 to Sty = 10. Mass transfer resistances associated with
intra-particle diffusion and sorption kinetics are neglected altogether in cases la,
2, and 3. That is, particles are assumed to be perfect sinks, which mathematically
corresponds to Bi,,, — 0 and/or @ — oo. Cases 1b, lc, and 1d are derived from case
la. The perfect sink assumption, however, is dropped and (2.9) is used to compute
the non-zero surface concentration. In case 1b, the mass Biot number and the Thiele
number are Bi,,, = 10 and @ = 10, respectively. In case 1c the mass Biot number is
increased to Bi,,, = 181, and the Thiele number is held constant at @ = 10. Finally,
in case 1d, the Thiele number is decreased to @ = 0.2, and the mass Biot number
is held constant at Bi,,, = 181. The latter case represents sorption properties of
Darco® G60 carbon blacks at a temperature of 7 = 500 K.

2.4.2 Numerical Specifications

The governing fluid transport equations are solved using a MacCormack-based finite
difference scheme [14, 67]. The accuracy of the scheme is second order in time
and fourth order in space. A first order accurate forward difference scheme is used
to solve for the particle position, velocity, and mass as a function of time. The
number of particles in the domain is N, = 50,000. Since the fluid—particle transport
equations are solved in a mixed Eulerian/Lagrangian framework, respectively, an
interpolation algorithm is required to obtain the fluid transport variables at the
particle locations. To this end, a linear interpolation scheme is used. Computations
are performed on a domain of 2 X 27 x 1.2 in x, y, and z directions, respectively.
Periodic boundary conditions are used in x and z directions, while free-stream
boundary conditions are applied in y direction at the upper and lower boundaries
of the domain, that is, the y-velocity component and the first derivative of all other
transport variables vanish. The periodic conditions imply that fluid and particles,
exiting through the left, right, rear, or front boundary, are reintroduced through the
opposite boundary. The computational grid is comprised of 512 x 512 x 320 evenly
spaced grid points [19, 44].
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2.4.3 Fluid Field and Particle Dispersion

The initial conditions are chosen such that four vortices are formed in streamwise
direction. After the onset of the simulation, at time ¢+ = 3, a first vortex pairing
is observed. Subsequently, the flow breaks up into smaller scales and grows in the
nonperiodic direction, y, perpendicular to the mixing layer. Figure 2.6 shows an
iso-surface of vorticity magnitude, |w| = 1, along with particle locations at four
different times, obtained in case 1a. For purposes of illustration, only a subset of the
domain is shown. Figure 2.6a reveals that, at time ¢ = 5, particles accumulate in
the periphery of the vortex and are thus entrained into the upper stream by means of
large-scale mixing. Figure 2.6b and c illustrate the formation of streamwise vortical
structures and continuous entrainment of particles into the upper stream at time
t = 10 and r = 20, respectively. The simulation is stopped at time ¢t = 30 before
the size of the eddies becomes too large to be contained within the flow domain.

The effect of the unsteady flow field on particles with different Stokes numbers
is illustrated in Fig. 2.7. Instantaneous vorticity contours are shown in the xy-plane,
at z = 0, along with particle locations at time ¢ = 5 and ¢t = 30, obtained in case
la and case 3. The vorticity fields are identical in both cases, as the particles do not
affect the flow field [76, 77]. The particle dispersion patterns, however, are different.
The particles in the Sty = 0.17 flow (case 1a) follow the fluid motion more closely
than those in the St; = 10 flow (case 3). Figure 2.7a reveals that, at time t = 5,
particles in the Sty = 0.17 flow are engulfed in the growing vortices. By contrast,
Fig.2.7b shows that, at the same time, only few particles with S#;, = 10 are carried
along by the eddies. At time ¢+ = 30, a preferential concentration of S, = 0.17
particles is observed, aligned with vorticity contours. Particles with Stokes numbers
much larger than unity do not exhibit this behavior [42, 107].

Figure 2.8 provides insight into particle dispersion parallel to the mixing layer
or the orientation of the particles with streamwise flow structures. Instantaneous
vorticity contours and particle positions are shown in the xz-plane, at y/7 = —0.2,
obtained in case la and case 3 at time r = 30. Figure 2.8a reveals that particles
with St; = 0.17 preferentially collect in regions of low vorticity, as was pointed
out earlier by other researchers [55, 107]. Figure 2.8b shows that particles with
St = 10 (case 3) exhibit distinct streamwise patterns, although the alignment with
low vorticity regions is not as pronounced as in the St; = 0.17 flow.

A more quantitative measure of particle dispersion across the mixing layer is
the probability density function (pdf) of the particles migrating into the upper,
condensable vapor-containing, stream. The pdfs of the particle y-location, f(y,),
for all cases are shown in Fig.2.9 at four different times. The dot-dashed line
indicates the initial condition, with all particles being uniformly distributed in the
lower stream, —1 < y,/m < 0, where f(y,) is unity. The pdfs obtained in case la
and case 2 are almost identical, implying that the nondimensional particle relaxation
time, St;/f,, is approximately equal in both cases, even though the reference particle
Reynolds number, Re,,, differs. Figure 2.8a shows that, at time t = 5, only a small
fraction (0.6%) of the particles in the St; = 10 flow (case 3) have entered the
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Fig. 2.6 Instantaneous vorticity magnitude iso-surface, |w| = 1, and particle locations, obtained
in case la at time: (a) t = 5; (b) t = 10; (¢) + = 20; (d) + = 30. The domain range shown is
0<x/mr<1,—2<y<2and0<z/m <0.6

upper stream. At the same time, an order of magnitude more particles (6%) in the
St = 0.17 flows (cases 1a and 2) are entrained by the upper stream. At time ¢t = 10,
Fig. 2.9b shows an accumulation of particles in the Sty = 0.17 flows at the periphery
of the eddies, near y,/m = 40.2. Figure 2.9c shows that the fraction of particles
in the upper stream of the St = 0.17 flow remains nearly constant and does not
exceed 6% until time ¢ = 20. At time t = 30, Fig. 2.9d shows that the number of
particles entrained by the upper stream is approximately twice as much in cases la
and 2 than in case 3.
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(3]

Fig. 2.7 Instantaneous vorticity magnitude contours and particle locations in the xy-plane at
z=20: (a) case la, time t = 5; (b) case 3, r = 5; (¢) case la, t = 30; (d) case 3, t = 30

Fig. 2.8 Instantaneous vorticity magnitude contours and particle locations in the xz-plane at
y/m = —0.2 and time ¢ = 30: (a) case 1a; (b) case 3
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Fig. 2.9 Instantaneous pdfs of the particle y-location, f(y,), at time: (a) t = 5; (b) t = 10;
(¢)t=120;(d)r =30

2.4.4 Mass Transfer

The Sherwood number, Sk, is a governing parameter for gas—particle mass transfer.
It accounts for the diffusive flux as well as the increased mass transfer due to a
gas—particle slip velocity, Au;. The Sherwood number is modeled as a function of
the particle Reynolds number, Re,, which in turn depends on Au; (2.8). Research
has shown that the particle slip velocity grows with increasing Stokes numbers
[95]. The lower the Stokes number, the more closely particles follow streamlines
and the lower the gas—particle slip velocity becomes. The gas—particle slip velocity
vanishes in the limiting case of Sty — 0. Hence, particles in the S, = 10 flow
(case 3) exhibit a higher gas—particle slip velocity than those in the St = 0.17
flows (case la and case 2). The mean gas—particle slip velocities for particles
with Sty = 0.17 are |Au;| = 0.014 and |Au;| = 0.013 in case la and case 2,
respectively. (An overline denotes a quantity averaged over all particles at time
t = 30.) The difference can be attributed to a different reference particle Reynolds
number, which has an influence on the particle motion through the drag correction
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Table 2.2 Mean quantities, surface concentration, and overall mass removal for cases 1a—d, case
2, and case 3

Case la 1b 1c 1d 2 3
Slip velocity, | Au;| 0.0145 |0.0145 |0.0145 |0.0145 |0.0134 |0.1431
Reynolds number, Re, 0.0191 |0.0191 | 0.0191 | 0.0191 |0.3405 |0.1894
Sherwood number, Sh 2.0663 | 2.0663 |2.0663 | 2.0663 |2.2813 |2.2014
Surface concentration, ¢s(Biy,, @) |0 0.5263 10.9527 10.9999 |0 0
Mass removal, @ (¢t = 30) 7.8% 4.3% 0.5% <0.1% |23.6% |8.5%
(a) 80 (b) 25
20
60
~ IR E
g 40 Z
= “ 1o
20
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Fig. 2.10 Instantaneous pdfs of (a) the particle Reynolds number, f(Re,), and (b) the Sherwood
number, f(Sh), at time 1 = 30

factor, f,,. For particles with Sz, = 10 (case 3), the mean gas—particle slip velocity is
|Au;| = 0.1431, which is one order of magnitude larger than the S, = 0.17 cases.
Mean quantities are listed in Table 2.2.

Figure 2.10a shows pdfs of the particle Reynolds number, f(Re,), which is
related to the gas—particle slip velocity through Re, = |Au;|Rep,. As a result of
the augmented particle slip velocity in case 3, the mean particle Reynolds number
is larger in case 3 than in case la. The largest particle Reynolds numbers, Re,,
are observed in case 2, owing to the large reference particle Reynolds number,
Re,, = 25.3. However, the particle Reynolds numbers are less than unity even
in case 2, which results in a drag correction of less than 15% (i.e., f, — 1 < 0.15)
and explains why there is no significant difference in terms of particle dispersion
between case la and case 2. It is therefore adequate to use Stokes law to describe
particle motion. The mean particle Reynolds numbers are R_ep = 0.02, R_ep = 0.34,
and R_e,, = 0.19 in case la, case 2, and case 3, respectively. Finally, the pdfs of
the Sherwood number, f(Sh), are presented in Fig.2.10b. The correlation between
the Sherwood number and the particle Reynolds number is given by Eq. (2.8).
Consequently, the mean Sherwood number is largest in case 2, intermediate in
case 3, and smallest in case la. The pdfs f(Sh) all have a distinctive left-skewed
shape with a minimum value of Sh = 2, which corresponds to mass transfer in
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Fig. 2.11 Cross-stream profiles of the condensable vapor mass fraction removed from the fluid,
(AY) attime: (a) t = 5; (b) t = 10; (¢) # = 20; (d) r = 30

a stagnant fluid, purely due to diffusion. Convective effects at the particle surface,
resulting from a non-zero particle slip velocity, become manifest in S > 2 values.
Hence, on average, convective effects act to increase mass transfer by 3% in case la
(Sh/2 = 1.033), 14% in case 2 (Sh/2 = 1.14), and 10% in case 3 (Sh/2 = 1.10).
Cross-stream profiles of the vapor mass fraction removed by condensation, (AY),
are presented in Fig.2.11 for all cases at four different times. (The brackets (-)
denote a quantity averaged in x- and z-direction.) The ordinate spans across the
height of the mixing layer —1 < y/m < 1. Profiles are obtained by comparing
averaged species profiles, (Y), against a simulation without mass transfer. Initially,
all particles are located in the region y < 0, and vapor is contained in the region
y > 0 only. Figure 2.11a reveals that, at time # = 5, vapor is removed in the range
—0.5 < y/m < 0.25 where particles mix with vapor. This range broadens with
time, as particle dispersion increases and more vapor is entrained into the lower
stream. It was shown in Fig.2.9 that only few particles with Sty = 10 enter the
upper stream. Consequently, mass is predominantly removed from the lower stream
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Fig. 2.12 Instantaneous vorticity iso-surface (magnitude = 1) and particle locations at time r = 30
in (a) case la and (b) case 3. Only 10,000 particles are shown for clarity. The iso-surface is colored
based on the local vapor mass fraction. The color of the particles represents the mass of vapor
accumulated on the particle

in case 3, which can be concluded from a left-skewed shape of the profile in that
case. In all other cases, where particle dispersion is increased, more mass is removed
from the upper stream. The highest mass removal is achieved in case 2, where the
parameter A has a value of A = 1073. The lowest mass removal is observed in
case 1d, where the surface concentration is ¢; = 0.9999 owing to a large mass Biot
number (Bi,,, = 181) and a small Thiele number (¢ = 0.2), cf. Table 2.2.

A qualitative view of the particle transport and gas adsorption dynamics is shown
in Fig. 2.12. The image shows the particle locations, mass captured by the particles,
vapor mass fraction, and an iso-surface of vorticity. The results for case 1a are shown
in Fig. 2.12a, and the results for case 3 are shown in Fig.2.12b. The contortions of
iso-surface (|w| = 1.5) reflect that the flow has transitioned to turbulence. The
images reveal that the particles in case 3 have captured more vapor than those in
case la. However the differences appear to be significant only for those particles
that have migrated into the upper part of the domain. The increased Stokes number
and particle Reynolds number (due to the greater slip velocity, Au;) increase the
Sherwood number vis a vis Eq. (2.8).

The fraction of vapor removed from the fluid by condensation is given by

[ J [ Y.y, z n)dxdydz
fffY(x»y’ = O)Cdede’

o =1 (2.10)
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where Y(x,y,z,t = 0) is the vapor mass fraction at time r = 0. The temporal
evolution of @ is presented in Fig. 2.13. The highest vapor removal is observed in
case 2. This can be attributed to two separate effects: firstly, to an increased mass
transfer rate due to convection (high Sk) and, secondly, to the large value of the
parameter A. The amount of vapor removed at time r = 30 is listed in Table 2.2
for all cases. Particles with Sty = 10 (case 3) remove more vapor than particles
with St = 0.17 (case la) as a result of an increased gas—particle slip velocity.
The lowest removal is achieved in cases 1b, lc, and 1d, where the perfect sink
assumption is not used and hence the surface concentration approaches a value of
¢; = 1. The results presented in Figs. 2.11 and 2.13 emphasize that mass removal is
greatly overpredicted if the perfect sink assumption is used.

2.5 Summary and Conclusions

In this chapter, we considered gas-to-particle mass transfer in turbulent flows. We
performed DNS of round jets and temporal mixing layers. The round jet simulations
mimic the nozzle region in ACI while the temporal mixing layer allows us to per-
form high-resolution simulations and capture the fluid—particle interactions in more
depth. All flows consisted of a particle-laden stream, initially containing uniformly
distributed particles, mixing with a particle-free stream containing condensable
vapor. The fluid field was obtained by solving the incompressible Navier—Stokes
equations in a Eulerian frame of reference, while a Lagrangian formulation was
used to describe particle motion. The fluid and particle fields were coupled through
gas—particle mass transfer of condensable vapor.

The jet simulations reveal the dynamics of the 0.1, 1, and 10 pm diameter porous
particles. We quantified the effect of particle size on particle Reynolds numbers—
the nondimensional parameter determining drag/dispersion and mass transfer. While
the smaller particles are more readily dispersed across the span of the flow, and in the
vortices, it is the larger particles that exhibit the greatest slip or relative velocities.
This increased slip velocity results in increased condensation mass transfer.
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The temporal mixing layer simulations revealed that the overall mass removal
rate increases when the parameter A is increased. An increase in A corresponds
to an increase in the diffusive mass transfer to the particle surface. Additionally,
it was shown that mass removal is overpredicted if the perfect sink assumption is
used. From an engineering point of view, mass transfer can be increased in several
ways: (1) increasing the gas—particle slip velocity, (2) increasing the specific particle
surface area, or (3) using highly reactant sorbent particles (large Thiele numbers).
The computational model presented in this work can be used to predict condensation
mass transfer under turbulent flow conditions. Unlike previous studies, it accounts
for increased mass transfer due to convective effects in the boundary layer of the
particles.

Unfortunately the use of DNS to simulate turbulent flows in industrial scale
ductwork is yet out of reach from a computational expense point of view. Alternative
modeling strategies are needed for use in the industrial engineering context. The
techniques need to be capable of describing/capturing particle motion and gas-to-
particle mass transfer in a sufficiently accurate manner.



Chapter 3
LES of Particle Dispersion and Gas-to-Particle
Mass Transfer in Turbulent Shear Flows

Abstract LES of condensation gas-to-particle mass transfer in turbulent incom-
pressible mixing layers are performed. The flows are comprised of a particle-free
condensable vapor mixing with micron-size porous particles. Simulations are
performed at a single Reynolds number while varying the particle Stokes number,
the mass transfer and convective time scales, and the vapor concentration at the
particle surface. DNS has shown to be quite useful in capturing the fluid—particle
interactions though at a high compute time. The goal of this work is to use
LES to obtain a high level of fidelity to the DNS but with significantly reduced
computational requirements.

3.1 Introduction

The computational intensity of DNS renders it impractical for use in engineering
computations. When turnaround times of hours or days are needed, the methodolo-
gies of choice are RANS and LES. LES is regarded as lying somewhere between
the DNS and RANS [28, 65, 84, 101, 113]. LES has the advantage of DNS in that it
captures (or tries to capture) the unsteady evolution of the large-scale flow features,
and it has the advantage of RANS in that it allows for inclusion of realistic flow and
chemistry parameters. Of course, the closure problem as encountered in RANS is
also present in LES. However, since only the effects of the small scales are modeled
in LES, the closure uncertainties at such scales are less damaging than those in
RANS in which modeling is applied at all scales.

Large eddy simulation (LES) facilitates the solution of the spatially (and/or
temporally) filtered governing equations [2, 35]. The transport variables are decom-
posed into their resolved and unresolved or subgrid-scale (SGS) components and
the Navier—Stokes equations filtered. The nonlinear interactions between the large
and small scales are prescribed by the large eddies only, and the mathematical
form is provided by SGS closures [80, 90, 114]. Improvements in modeling
the SGS stresses have been widespread since the original Smagorinsky closure
[27, 50, 59, 63, 80, 84, 90, 105, 113]. The dynamic approach proposed by Germano
et al. [36] allows the evaluation of the model “constant” as a function of space and
time. This approach accommodates the backscatter of energy not permitted when
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using a fixed value and has been shown to be an improvement [33, 35, 36, 114].
The closures which are not eddy viscosity-based closures have shown promise for
LES for turbulent flows. Scale-similarity approaches which use both single- [7]
and multiple-scale filters [71] predict SGS stress tensors which are very close to
their exact counterparts. Advanced methodologies such as the joint velocity filtered
density function have shown to be quite successful, though they are a bit more
computationally expensive than zero-equation closures [37].

We utilize LES to capture the condensation of vapor onto micron-size particles in
turbulent mixing layers. The motivation is twofold: to obtain the dynamics described
in Chap. 2 and to significantly reduce the compute time.

3.2 Formulation

3.2.1 Fluid Field

The flows under consideration are described by the incompressible Navier—Stokes
equations, as described in Chap. 2 are reproduced here for clarity. The conservation
of mass, momentum, and species in dimensional form are:

abtj

—0. 3.1
o, 3.1
% auiuj _ _la_p 82u,~ (3 2)
ot x  pdx  Oxdx '
3Y,~ BY,-uj Ia 82Y,‘ (3 3)
—_— = — y. .
o oy ogdy

where the fluid density is constant and I" is the species mass diffusivity. In LES,
removal of the “small scales” or filtering is accomplished by passing the flow
variables through a convolution filter:

(g(x. 1) = /_ hy(x — X)g (X, 1), dx’ (3.4)

(o]

where g(x, ) is the variable being filtered with an isotropic, nonnegative definite,
spatial filter, and (g(x, 7)), is the variable with the high wave number content
removed [79].

The large-scale component, or the “mean,” is associated with the width of the
filter A. The ideal value of the filter width is the one lying outside of the energy-
containing range of the spectrum [2]. Applying the filter to Egs. (3.1)—(3.3) yields:

8 (Ltj)L
an

— 0, (3.5)
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where 7;; is the SGS stress representing the unresolved fluid interactions,
T = <uiuj)L - (ui>L<u_j)L7 (3.8)

and 6; is the SGS fluid-scalar flux representing the unresolved fluid—chemical
interactions:

0, = (YL — (u)(Yi)r. (3.9)

3.2.2 Particle Field

The evolution of the particle field is prescribed in Sect. 3.2.2 with the exception that
the mean quantities replace their exact counterparts. For example, in describing the
particle trajectories, the mean velocity (;) replaces u; in Eq. (3.10) to become

dx;, du;, 1
TI‘” = (Uip)L. Ttp = S—; ((ui) L — (uip)r) (3.10)

where (u; ), is the mean particle velocity in the x; direction. The drag correction
factor, f,, is obtained using the filtered velocities in Eq. (2.6). Similarly the mean
mass fraction, (Y;),, replaces the exact mass fraction, Y;, in the governing equations
describing mass transfer. In doing so, we neglect the SGS fluid—particle interactions.

3.2.3 Modeling of the SGS Stress

We consider four SGS stress closures. Three are based on the eddy viscosity con-
cept, and the fourth is a scale-similarity model. The eddy viscosity closures assume
a direct proportionality between the SGS stress and the filtered rate of strain tensor
[2]. Eddy viscosity-based closures assume that the SGS stress tensor is given by

O{u;) L n a(“j)L).

0x Cj ax,‘

1
= ot = —2u{Sh = v ( @3.11)

The specification of the SGS viscosity varies from closure to closure.
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The Smagorinsky eddy viscosity (SEV) closure [105] parameterizes the SGS
viscosity with filter width A and the magnitude of the mean rate of strain tensor,
[(S)L|. The SGS viscosity is given by

v = CA?[(S),]. (3.12)

where the magnitude of the rate of strain is |(S).| = 1/2(S;;)r(Sjj)z- The constant C
needs to be specified a priori.

The dynamic eddy viscosity (DEV) closure modifies the Smagorinsky model by
locally computing the model coefficient [35, 36]. To do this, filtering is performed at
an additional level. A test filter of width Ais used to define a test-filtered stress given
by T;; = (uiu;), — (u;); (u;), . The model constant is evaluated by assuming the same
functional form for both the SGS stress and the test-filtered stress in conjunction
with a least square minimization technique [60]:

Cp = LMy (3.13)
T oMy My’ .
where L;; is computed using the Germano identity [35]
Lj=T;—7y = (w)r{w), —WL@L, (3.14)
and My, is given by
_2 — A
My = A" [(S)L] (Su)r — A [(S)LI(Sk) .- (3.15)

This approach is advantageous in the physical sense because it allows for the
backscatter of energy while being simple to implement due to the fact that the
“constant” does not need to be specified a priori.

The modified kinetic energy viscosity (MKEV) closure is similar to that of
Bardina et al. [7] which relates the turbulent kinetic energy to the evaluation of
the eddy viscosity. The model defines the eddy viscosity, v;, based on the kinetic
energy of the mean velocity field. This mean kinetic energy is obtained through the
use of an additional filter operation at width A [19, 34, 44]. The eddy viscosity is

given by
V; = CkZ\/

The scale-similarity model (SS) is based on the idea that the interactions between
the large- and small-scale components of the flow field occur mainly between similar
parts from each scale [6, 7, 27, 90]. The unresolved stress, t;;, is represented with a
resolved stress of the same form arrived at by filtering the velocity field twice with
a filter of the same width. The SGS stress is then given by

() uf ) — (), (uf), |- (3.16)
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vy = Coly = Cy ({((wr) ()L — (i) ) (i) )r) « (3.17)

This formulation is advantageous in that like the dynamic model, it has the ability
to represent backscatter [71].

3.2.4 Modeling of the SGS Fluid-Scalar Flux

The modeling of fluid-scalar flux FjY = (u;Y)r — (u;)r(Y;)1 is performed in a
manner similar to the SGS stress. With the introduction of SGS Schmidt number
Sc,, the SGS viscosity can be used to define an SGS scalar diffusivity I7 :

Vi

Ii=—.
Sc;

(3.18)

The SGS diffusivity is then used in a gradient-diffusion manner to close the SGS
fluid-scalar flux [26, 35, 93]:

000,
J Se, ox;

(3.19)

This approach is utilized in conjunction with the eddy viscosity-based closures
described in Sect. 3.2.3.

The scale-similarity approach to closing the fluid-scalar flux is similar to
that used in closing the SGS stress and is based on the assumptions mentioned
previously. The modeled SGS fluid-scalar flux is given by

0/ = Cy (((w;) (D)) — (L) L{(P)i)L) - (3.20)

This closure is used only in conjunction with the similarity-based SGS stress closure
(Eq. (3.17)).

3.3 [Evaluation of SGS Closures for LES of Gas-to-Particle
Mass Transfer

The burden of reliable LES is placed on the ability to reproduce fluid fields
with good accuracy. This is especially so given that we assume that fluid—
particle interactions are negligible. We therefore establish the performance of our
simulation methodology in reproducing physical data obtained in a flow similar
to that present in ACI. Round jets have long been a case study in experimental
fluid dynamics [20, 94, 117] and have also been the subject of renewed interest
[8, 23, 57, 58, 106, 108]. These flows contain many of the features associated with
turbulent transport: transition, self-preservation or similarity, and decay. Thus there
are several regions (in time and space) in which various theories/models may be
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Fig. 3.1 Flow configuration for LES of round jet

tested and verified [62]. The flow consists of a fluid issuing from a round nozzle
of diameter D with velocity U, into a co-flowing stream traveling with velocity
U,. The jet consists of propane, C3Hg, and the co-flowing stream is air. The space
coordinates are X = [x, y, z], where x is the streamwise direction and y and z are the
cross-stream directions. A schematic of the flow configuration is shown in Fig. 3.1.
The flow is chosen to approximate an experiment performed at the Sandia Turbulent
Flame Facility. The experiment is on a vertical wind tunnel with an axisymmetric
propane jet positioned at the upstream end of the test section. The velocity ratio
is U1 /U, = 7.5, and the Reynolds number is Rep = U;D/v = 68,000. The Mach
number is M; = 0.22; hence the flow may be considered incompressible. A detailed
description of the experiment and its measurements is available [100]. The scalar ¢
is used to represent the propane mass fraction, i.e., ¢ = Yc,n,. The Schmidt number
is evaluated using a propane-into-air diffusion coefficient by a pure-species fitting
procedure with a third-order polynomial resulting in a value of Sc = 0.4 [56]. For
purposes of comparison, the experimentally obtained data are taken to be “exact.”

Computations are performed on a domain of size of 20D x 12D x 12D in the
streamwise and cross-stream directions, respectively. The computational grid is
evenly spaced, A, = A, = A, = A, and is comprised of 180 x 108 x 108 points.
The governing equations are solved using a hybrid MacCormack-based compact
difference scheme [14, 67]. The numerical scheme used is based on the one-
parameter family of dissipative two-four schemes developed by Carpenter [14]. The
accuracy of the scheme is second order in time and fourth order in space. The exact
details of the numerical schemes employed in this study are not given here, but a
catalog of these schemes, and others, is readily available [14, 48]. Zero-derivative
conditions are utilized at the exit plane, x/D = 20, and also at the cross-stream
boundaries, z/D = y/D = 46. The filter used in all simulations is the box filter
which has a sharp cutoff in physical space and is given by

Lo < A
) = | 3 iKX= 4

i (3.21)
0 otherwise.
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The model constants used in the SEV and MKEYV closures are C = 0.02 and C; =
0.05, respectively. For the DEV model, the constant is allowed to be dynamically
evaluated within the interval —0.001 < Cp < 0.5. A grid filter size of A = Aand
a test filter size of A = 4A are used. The SGS Schmidt number is assumed to be a
constant value of Sc, = 1.0. Though the values were varied, no optimization of any
of the model constants and SGS Schmidt number was performed.

Both instantaneous and time-averaged data are analyzed. Time-averaged data
typically employ 48,000 samples, sufficient for two sweeps of the co-flowing stream
through the domain. The sampling process begins after the low-speed stream has
swept through the domain once. Starting at * = 150 all scalar values, at every grid
point, are recorded. The delay in the sampling process allows the initial transients
to “wash” through the domain. The sampling continues until #* = 300 is reached.
Time-averaged quantities are denoted with an over-bar. These averaged data are
presented as a function of radial location r = /y? 4 z2. No averaging is performed
over the azimuthal direction.

3.3.1 Fluid Field

The flow structure is depicted by the vorticity magnitude as shown in Fig.3.2. To
mimic laboratory conditions, and accelerate the transition to turbulence, pertur-
bations of 3.5% in magnitude are added in the shear region to the cross-stream
velocities v and w.

Fig. 3.2 Instantaneous vorticity magnitude, | = 2|, iso-surface (MKEV closure)
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To mimic laboratory conditions, perturbations of 3.5% in magnitude are added
in the shear region to the cross-stream velocities v and w. As the flow travels in
the streamwise direction, the vorticity generated at the interface of the jet and co-
flowing streams evolves through bending and stretching [15, 25]. The illustrated
vorticity iso-surface is roughly 33% of the peak magnitude within the computational
domain, or |w| = |V x U| = 2.7. Unfortunately the scale-similarity model which
yielded excellent correlations in the a priori analysis did not result in a solution.
Large values of the model constant C resulted in numerical instabilities, while small
values were not dissipative enough [90]. To overcome this shortcoming, simulations
were performed with a combined Smagorinsky eddy viscosity model and scale-
similarity model. The SGS stress is given by

Tij — %Tkkgij = —2U,<Sij)L + (lzj - %lkkaij) (322)
where [;; is given by Eq. (3.17). Results obtained by the combined model are denoted
SS+SEV.

To evaluate the performance of LES in capturing the fluid velocity field,
comparisons to the streamwise u-velocity at location x/D = 15 are shown in
Fig. 3.3. The figure reveals that all models yield velocities which are within 10% of
the exact values, with all closures except for the SEV yielding consistently higher
values. At the jet centerline, r = 0, the u-velocity is 45 m/s. The MKEV closure
predicts 47 m/s, while the DEV, SEV, and SS+SEV predict values between 50 and

60.0 - - . .
@ Experiment
—— MKEV
e DEV
50.0 F— —— SS+SEV | 7]
"N
Ny —-- SEV
40.0
£ 300F
1=
20.0 -
10.0 |
0.0 . : . L .
0.0 1.0 2.0 3.0

/D

Fig. 3.3 Time-averaged radial streamwise velocity, #, at x/D = 15
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52 m/s. Further away from the centerline (increasing r), the velocities obtained
by the LES remain within 10% of the exact values. Near location r/D = 0.9,
the SEV model begins to yield velocities which are lower than the exact, with
underpredictions of 10, 25, and 33% at r/D = 1.2, r/D = 1.5, and r/D = 1.8,
respectively. In this region the MKEV and DEV closures yield values which are very
close to the exact velocity. This indicates that the SEV closure predicts a reduced jet
spreading rate in comparison to the other SGS closures. The jet width, ,, is defined
by the radial position at which the streamwise velocity is reduced by 90% of its local
centerline value. Using this measure, the jet width at x/D = 151is §,,/D = 3.40. The
widths predicted by the LES are §,,/D = 2.96 for the SEV model, §,,/D = 3.58 for
the MKEV and DEV models, and 6, /D = 3.92 for the combined SEV+SS model.
The MKEV and DEV closures yield more accurate values, while the SEV closure
underpredicts the jet width, and the SEV+SS closure overpredicts the jet width.

An indication of the utility of the SGS closure is the contribution of the eddy
viscosity. The Reynolds number for the flow yields an equivalent viscosity of
1/Re = 1.47x107°. The SGS viscosity as provided by the MKEV closure is shown
in Fig.3.4. The image shows an instantaneous iso-surface of vorticity magnitude
(Jo| = 0.8) colored by the v,. The peak values of v, = 0.001 show that the SGS
is three orders of magnitude greater than the molecular viscosity and reflects the
dissipation provided by the SGS closure.

Fig. 3.4 Instantaneous vorticity magnitude iso-surface colored by SGS viscosity obtained via
MKEV closure
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Fig. 3.5 Time-averaged, normalized propane mass fraction, ¢*, along centerline (r = 0)

3.3.2 Chemical Transport

The performance of the SGS closures may be globally assessed by comparing the
decay of species concentration along the centerline r = 0. The time-averaged
propane mass fraction along the centerline is shown in Fig. 3.5. The figure reveals
that all of the simulations exhibit a delay in the departure from unity, reflecting a
delay in the breakdown of the jet. The MKEV model results in the earliest departure
(nearest to the nozzle, x/D = 0) from ¢* = 1, occurring near x/D = 7.5, while the
SEV model results in a departure occurring near x/D = 10. However, once the jets
begin to transition from laminar to turbulent, the rate of decay is very similar to that
observed in the experiment. This is reflected in the slope and shape of the curves
in Fig. 3.5. The rate of decay can be quantified by considering the length of the jet
potential core. The potential core length is defined as the point at which conserved
scalar or species concentration is 85% of the jet-exit value, i.e., ¢* = 0.85. The
potential core length obtained in the experiment is 9D. The SEV closure yields a
core length of 12.6D, further indicating a reduced growth rate and delayed transition
to turbulence observed in Fig. 3.3. The MKEV closure yields a core length of 9.1D,
the DEV closure yields a core length of 9.8D, and the combined SS+SEV closure
yields a core length of 9.8D. The figure also reveals that the slope of the centerline
concentration begins to change near x/D = 16 in all simulations. This may be due
to the zero-derivative boundary conditions imposed at x/D = 20.
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0.0 1.0

Fig. 3.6 Instantaneous propane mass fraction, ¢*, contours at y = 0 (MKEV)

The scalar field predicted by the LES is portrayed in Fig. 3.6. The image shows
instantaneous contours of the normalized propane mass fraction ¢* = ¢ /(¢)r=0.,=0
on the plane y = 0 obtained using the MKEV closure. The radial distribution of the
propane mass fraction is shown in Fig. 3.7. The figure contains the time-averaged
scalar at location x/D = 15. It is evident that the LES overpredicts the species mass
fraction at all radial locations. For all simulations, except for the SEV model, the
overprediction increases with radial distance from the centerline. The SEV model
overpredicts the exact value by roughly 20% throughout the jet width.

3.3.3 Performance Assessment

The results lead us to use the MKEV closure in simulating the fluid—particle flows
with mass transfer. The scale-similarity model was unable to yield a solution. All
attempts at optimizing the value of the model constant Cs resulted in numerical
instability. This may be due to a lack of dissipation. A solution was obtained by
combining the Smagorinsky and the scale-similarity closures. The streamwise u-
velocity obtained by the LES was compared to that measured in the experiment
and found to be within 10%. All closures, except for the Smagorinsky, yielded
values which were slightly more than the experimentally observed velocity. The
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Fig. 3.7 Time-averaged radial propane mass fraction ¢* at x/D = 15

overprediction was greatest at the jet center and decreased with increasing radial
position, eventually turning to an underprediction. This trend suggests that the
Smagorinsky closure results in a reduced growth rate. This is further illustrated by
the extended potential core predicted by the Smagorinsky closure which is 34%
longer than that observed in the experiment. The other SGS closures are within
10% of the observed value. However, the results suggest that once the jet starts the
transition from laminar to turbulent, all simulations predict the same rate of decay.
This further underscores the fact that the prediction of the subgrid-scale quantities
is not necessarily the deciding “characteristic” to be used in selection of a “good”
subgrid-scale closure. Additionally, the computational requirements for the different
closures are relatively the same. If the compute time is normalized by that of the
Smagorinsky closure, then the modified kinetic energy viscosity closure requires
25% more time; the dynamic eddy viscosity closure requires 87% more time; and
the combined scale-similarity/Smagorinksy closure requires 126% more time. In
conclusion, while the dynamic eddy viscosity closure is appealing in that it does
not require specification of any constants, it does not perform significantly better
than the modified kinetic energy viscosity closure in the three-dimensional round
jet considered.
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3.4 LES of Gas-to-Particle Mass Transfer

We simulate a number of temporal mixing layers. Initially, the upper stream contains
condensable vapor, and the lower stream contains uniformly distributed particles. As
the flow evolves in time, vapor and particles are mixed, and mass is transferred from
the gas phase to the particle phase through condensation. Three sets of parameters
are considered. These are chosen from investigations in which carbon particles have
been used as sorbent material to remove mercury vapor from gas as well as to
establish consistency between the LES and DNS. To this end we adopt parameters
that represent typical operating conditions of an ESP, typically employing Darco®
G60 carbon blacks with a mean diameter d, = 20 um, in accordance with [17]. The
carrier gas is oxygen (N;) at a temperature of 7 = 425 K containing trace amounts
of mercuric chloride (HgCl,). Sorption parameters for the carbon are extrapolated
from data given by Karatza et al. [46]. The molecular diffusivity of elemental
mercury (Hg) in nitrogen (N,) is calculated with an expression for dilute gases given
by Slattery and Bird [104]. Two particle Stokes numbers are used—S#, = 0.1 and
St, = 10—to establish the performance of the LES as the particle inertia (relative to
the fluid) varies. Two mass Biot numbers are used—=2Bi,, = 0 and Bi,, = 181.12—as
well as two Thiele numbers—® = 10 and ¢ = oco—to represent different intra-
particle mass transfer. These parameters are tabulated in Table 3.1.

3.4.1 Assumptions

It is assumed that particles are spherical in shape with a homogeneous, porous
structure. The particle diameter is much larger than the gas mean free path.
Mass transport through solid (micropore diffusion) is neglected, that is, macropore
diffusion is the dominant mass transfer process and obeys Fick’s law [66, 88]. No
phase change is involved in the isothermal mass transport process; only gaseous
diffusion inside the pore network is considered [97]. We also assume that both the
mass loading and volume loading of particles in the N, stream are sufficiently low so
as to prevent kinetic energy exchange between the fluid and the particle, alteration
of the fluid properties, and particle agglomeration.

Table 3.1 Particle transport Case A | Case B | Case C
and mass transfer properties
propertt Stokes number, St, 10 0.1 0.1
Mass Biot number, Bi,, 0 0 181.12
Thiele number, @ o0 o0 10

Surface concentration, C; | 0 0 0.95
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3.4.2 Numerical Specifications

The governing fluid transport equations are solved using a MacCormack finite
difference scheme [14, 67]. The accuracy of the scheme is second order in time
and fourth order in space. A first-order accurate forward difference scheme is used
to solve for the particle position, velocity, and mass as a function of time. The
number of particles in the domain is N, = 50,000. Since the fluid—particle transport
equations are solved in a mixed Eulerian/Lagrangian framework, respectively, an
interpolation algorithm is required to obtain the fluid transport variables at the
particle locations. To this end, a linear interpolation scheme is used. Computations
are performed on a domain of 27r X 27 X 1.27 in x, y, and z directions, respectively.
Periodic boundary conditions are used in x and z directions, while free-stream
boundary conditions are applied in y-direction. The periodic conditions imply that
fluid and particles, exiting through the left, right, rear, or front boundaries, are
reintroduced through the opposite boundary. The computational grid for the DNS
is comprised of 768 x 768 x 480 evenly spaced grid points. The grid resolution is
chosen such that the fluid field is grid independent. The LES grid is comprised of
32 x 32 x 24 grid points.

3.4.3 Fluid and Species Transport

The initial flow field is chosen such that two vortices are formed in streamwise
direction. The images shown in Fig. 3.8 show the initial location of the particles
and their subsequent transport across the mixing layer. Our first goal is to establish
the accuracy or the performance of the LES. Using LES results in greatly reduced
compute times—a 96% reduction—but that such savings are for nought if accuracy
is lost. Both particle dispersion and mass transfer depend significantly on the

Fig. 3.8 Particle-laden temporal mixing layer flow configuration. Porous activated carbon parti-
cles are initially located in the lower half of the domain, while condensable mercury vapor (and
carrier gas) is located in the upper half. The evolution of the mixing layer as predicted by LES
(MKEV)
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Fig. 3.9 Temporal evolution (a) 1
of (a) the stream-wise
u-velocity and (b) mercury
mass fraction (no adsorption),
Y, across the mixing layer
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velocity field. Cross-stream profiles of the velocity profile across the mixing layer
are shown in Fig. 3.9a. The profiles show that the velocity gradient decreases across
the shear layer as the two streams mix. This behavior is typical of temporal mixing
layers, and nothing “new” is reported [38]. The LES results match the DNS results
quite well. This suggests that our use of the SGS models in the momentum equations
is justified and that, on average, the fluid velocity seen by the particles in the LES
is quite similar to that of the DNS. We also performed simulations with no mercury
adsorption. In these simulations mercury vapor—initially in the upper half of the
domain (y/m > 0)—acts like a conserved scalar or a passive tracer. Cross-stream
profiles of the normalized mercury mass fraction at four different times are shown
in Fig. 3.9b. Again, the LES does a very good job in reproducing the mean mercury
field of the DNS.
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3.4.4 Particle Transport

With the fluid and species fields predicted by the LES in good agreement with those
of the DNS, we turn our attention to the dynamics of the particles. The particles are
initially located in the mercury-free portion of the domain/flow field. This mimics
the entrainment during ACI [17]. Mercury capture is enhanced as the particles mix
with the mercury-containing background gas, and, to this end, it is important that
the particles are well dispersed. We quantify the dispersion of the particle field
by computing the probability that particles are found at each location along the
height of the mixing layer. As the particles move from the bottom (y/7 < 0) to
the top (y/m > 0), they move from the mercury-free to the mercury-laden gas.
The probability density functions (PDFs), f(y,), denoting the probability of finding
particles at location y/7 for case A are shown in Fig.3.10. The PDFs are shown
at four different times, reflecting the formation and growth of the eddies that act to
disperse the particles. In case A, the particle Stokes numbers is S, = 10. At time
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Fig. 3.10 Particle y-location probability density functions for case A at time: (a) t* = 5;

(b) * = 10; (¢) t* = 20; (d) * = 30
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t* = 0 the function f(y,) is a step located at y/r, i.e., f(y, < 0) = 1 and f(y, >
0) = 0. Figure 3.10a shows that by time t* = 5, little migration across the mixing
layer has occurred. In the DNS, a few more particles are found farther across the
mixing layer as compared to the LES, but the results largely agree. At time * = 10
the situation is similar to time t* = 5—good agreement between the LES and
DNS except for a relatively large number of particles near y/r = 0.5 in the DNS.
Figure 3.10b shows that the LES shows a similar number of particles near y/7 = 0,
suggesting that the LES lags the DNS. However, this trend is reversed at later times.
At t* = 20 and t* = 30, shown in Fig. 3.10c and d, respectively, the LES predicts a
greater number of particles dispersed into the mercury-laden stream (y/7 > 0).

3.4.5 Mercury Adsorption

The ultimate goal is to establish the accuracy of the LES in predicting mercury
adsorption. To do this we utilize instantaneous data, temporal data, and volume-
integrated data. Such a view shows the details of the particle transport and mercury
adsorption processes as well as the total amount of mercury removed from the gas.
The first result is an instantaneous view of the mercury vapor, particle locations,
and cumulative mercury captured, as well as the flow field, shown in Fig.3.11.

Fig. 3.11 Distribution of particles, condensed mass (a), condensable vapor (b), and vorticity
contours (yellow) for case A at time r* = 30. LES result is on the /eft (a), and DNS is on the
right (b)
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The image is taken at time t* = 30, the LES results are in Fig.3.11a, and the
DNS are in Fig. 3.11b. The differences in “resolution” are clearly observed in the
vorticity iso-surface, shown in yellow. The DNS iso-surface contains more detail
and fine-scale structure. It is such detail that leads to velocity fluctuations between
the particle and the gas. While LES is not always characterized by a lack of
velocity fluctuations, they are a significant factor in particle dispersion [70]. The
overprediction of particle migration into the mercury-laden stream—quantified in
Fig. 3.10d—is also evident. More particles are present in the top half of the domain
in the LES (Fig.3.11a) as compared to the DNS (Fig.3.11b). The particle color
reflects the mercury content—gray particles are entirely free of mercury, while the
red particles have absorbed mercury from the gas. While both simulations show a
large number of particles that have not come into contact with the mercury vapor,
the results show that the mercury absorbed in the LES is significantly more than in
the DNS.

The mercury absorbed by the porous particles in all three cases is shown in
Fig.3.12. The quantity @ is defined as the amount of mercury transferred to the
particle as a percentage of the total mercury in the flow. The particles in case A
have a Stokes number of Sz, = 10, while the particles in case B have a Stokes
number of Sz, = 0.1. That is the only difference between the simulations. The DNS
results show that for case A, roughly 9% (® = 0.09) of the mercury is removed
from gas, while roughly 14% (® = 0.14) of the mercury is removed in case B.
This is due to faster particle dispersion into the mercury-laden stream. Once there
they remain in contact with the mercury. This is evident as the amount of mercury
removed in both flows is quite similar until time t* = 7. As shown in Fig.3.10,
the presence of particles in the mercury-laden gas increases significantly between
t* = 5 and t* = 10. The particles in case B can be thought of as having less inertia
which means that they are “swept up” by the fluid more quickly. The particles in
case C have the same Stokes number as those in case B, but the porous structure
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of the particles is such that the concentration of mercury at the particle surface is
roughly 95% of the gas concentration. For true carbon blacks, this concentration is
between 95 and 99.9%. That is, the rate of mass transfer from the particle surface
to its interior is rather slow. In case B (and case A), the concentration at the particle
surface is identically zero. This is the perfect sink assumption and is a widely used
simplification [69]. Figure 3.10 shows that the mercury removed in case B is roughly
1.5% (® = 0.015).

3.5 Summary and Conclusions

In this chapter we performed LES of jets and mixing layers to characterize how
the issues associated with modeling gas-to-particle mass transfer in shear flow. We
assessed the performance of four LES approaches such as in predicting the fluid
and scalar fields. In so doing we were able to choose the best SGS models for use in
modeling particle transport. The dynamic SGS model and MKEV model yielded
similar results. The MKEV model was used because it requires less CPU time.
(The dynamic model requires multiple filtering operations which can be compute-
intensive.)

The compute time associated with the LES is three orders of magnitude less than
the DNS. This in itself is a significant savings. However there are dynamics that the
LES is not able to capture. The lower-resolution simulations simply cannot repro-
duce the high-resolution velocity and concentration fields. As a result, the LES can-
not fully replicate the alignment of particles and vortical structures. Additionally, the
gas-to-particle mass transfer is not fully captured via LES. While the trends between
the LES and the DNS are similar, the LES consistently overpredicts the amount of
mercury captured by the particles. The difference between the LES and the DNS is
the least in case C, where the LES overpredicts the mercury captured by roughly
30%. In both cases A and B, the LES overpredicts the DNS by roughly 130%.

This work suggests that the use of LES as a design tool or predictor of gas-
to-particle mass transfer in turbulent flows must be used with proper caution.
Even when the velocity and species fields are fairly well predicted, the nonlinear
interactions between the particle, fluid, and species fields lead to significant
differences. There is a need for models that are capable of representing the increased
advection and diffusion to the particle surface present in turbulent flows.
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