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Preface

PATMOS 2011 was the 21st in a series of international workshops on Power
and Timing Modeling, Optimization and Simulation. The PATMOS meeting
has evolved during the years into a leading scientific event where industry and
academia meet to discuss power and timing aspects in modern integrated circuit
and system design. Both universities and companies are invited to participate.

The objective of this workshop is to provide a forum to discuss and investi-
gate emerging challenges in methodologies and tools for the design of upcoming
generations of integrated circuits and systems, including reconfigurable hard-
ware such as FPGAs. The technical program focuses on timing, performance
and power consumption as well as architectural aspects with particular empha-
sis on modeling, design, characterization, analysis and optimization.

September 2011 José L. Ayala
Manuel Prieto
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A Quick Method for Energy Optimized Gate Sizing of 
Digital Circuits 

Mustafa Aktan1, Dursun Baran2, and Vojin G. Oklobdzija1 

1 Department of Electrical and Computer Eng., New Mexico State University, NM 88003 
2 Department of Electrical Eng., University of Texas at Dallas, TX 75080 

{mustafa,dursun,vojin}@acsel-lab.com  
http://www.acsel-lab.com  

Abstract. Exploration of energy & delay trade-offs requires a sizing solution 
for minimal energy under operating delay and output load constraints. In this 
work, a simple method called Constant Stage Effort Ratio (CSER) is proposed 
for minimal energy solution of digital circuits with a given target delay. The 
proposed method has a linear run-time dependence on the number of logic gates 
that is exponential for the optimal solution. As sample cases, the proposed 
algorithm is applied to parallel VLSI adders with varying bit-widths at 65nm 
CMOS technology. CSER sizing algorithm provides more than 300x run-time 
improvement compared to energy optimal solution with a worst case difference 
of 10% in energy for a 128-bits Kogge-Stone adder.  

Keywords: Circuit Sizing, Energy-Efficient Design, Energy-Delay Estimation, 
Switching Activity, VLSI. 

1   Introduction 

GATE sizing is a common technique used to explore energy & delay trade-offs of 
digital architectures. Using an RC delay model makes the problem a convex 
optimization problem [1]. For a convex optimization problem the local optimum is the 
global optimum, hence the problem can be solved optimally. Sapatnekar et al. [2] 
gives the exact solution of the gate sizing problem using convex optimization 
techniques.  

Instead of using a general purpose convex optimizer, which becomes slow for large 
circuits, [3] makes use of the structure of the problem and gives an efficient solution 
using Lagrangian relaxation. Problem size grows linearly with circuit size. The 
method is fast but suffers from parameter initialization problems [4].  

Technology scaling increases the integration capacity of the current designs. As the 
number of logic gates integrated in a single IC increases, the complexity of the sizing 
algorithm also increases. In [5] a sizing method based on convex optimization is 
proposed that can be applied to large scale circuits. Since the delay models constitute 
a certain modeling error there is no need to find the exact optimum with that model as 
it is time consuming. The optimizer stops whenever the solution is within a certain 
error margin which is equal to delay modeling error.  
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Logical Effort (LE) [6] intends to give the engineer an intuition on selecting among 
different circuit topologies from the maximum performance point of view in a back of 
the envelope manner. LE sizes for minimum delay under input-output load constraints 
without caring for energy. Furthermore, for multipath circuits LE requires the 
calculation of branching load which depends on the sizes. Hence, iteration is required 
which makes LE no more a back of the envelope solution. 

This work is an attempt to develop an LE like sizing method for the problem: 
minimize energy for a given delay constraint. Based on the effort distribution property 
of a single path circuit (chain of gates) at minimum energy point, a method is 
developed that quickly sizes multi-path CMOS circuits. The sizing solutions provided 
by the method are within an acceptable margin as the delay and energy modeling 
errors are concerned. The paper is organized as follows: Section 2 is about the delay 
and energy models used in the optimization problem and estimation of sizing 
solutions obtained. Section 3 gives the definition and proposed solution of the delay 
constrained minimal energy optimization problem. The proposed method is compared 
in terms of accuracy and runtime to the convex optimization based optimal solution. 
Results are presented in Section 4. Section 5 concludes the work. 

2   Energy-Delay Estimation 

In order to generate energy-delay characteristic of each digital circuit, fast and 
accurate energy and delay estimations are required. Logical effort [6], [7] model can 
provide accurate delay estimation with a given sizing solution. In addition, Logical 
effort sizes the circuit for optimum delay under the input/output constraints. Similarly, 
an LE like model for energy estimation is presented in [7] by Oklobdzija. 

2.1   Delay Model 

The delay of driver logic can be estimated using Logical Effort [6] delay model as 
follows; 

p
C

C
gd

in

load +⋅=                                                               (1) 

 
where d is the normalized delay, g is a constant and called the logical effort of the gate 
which is a measure of the strength of the gate relative to the inverter of same input 
capacitance, Cin is the input gate capacitance which is a measure of the strength (size) 
of the gate, and Cload is the fanout load capacitance. The actual delay of the logic gate 
is d•τ where τ is the unit sized inverter delay.  

2.2   Energy Model 

Similar to delay estimation, energy consumption of the driver logic can be estimated 
using the models presented in [7]. 

 { } inlkSWloadginp CECECEE ⋅+⋅+⋅= α  (2) 
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where Ep(fJ/fF) is the energy factor for the internal parasitic of the driver gate, Cin is 
the input capacitance of the driver gate, Eg(fJ/fF) is the energy factor for the internal 
parasitic of the driver gate, Cload is the output load capacitance, αSw is the switching 
activity rate at the output node and Elk is the leakage energy consumption. 

Parameters g, p, Eg, Ep, and Elk are technology dependent that are extracted from 
the gate characterization. Cin depends on the size of the driving gate and Cload depends 
on the size of the driven gates. Switching activity rate (αSw) depends on the activity 
rate at the inputs. Activity rate can either be found by simulation or probabilistic 
calculations [8]. 

3   Circuit Sizing Techniques 

The objective function of the circuit sizing can be modified to find an optimal 
solution for a target parameter under some constraints. For example, the circuit sizing 
for minimal delay provides a solution for optimum delay subject to power/area 
budget. Similarly, the circuit sizing for minimal power/area provides a solution for 
optimum power/area subject to maximum delay target. In this section, the circuit 
sizing techniques for minimal delay and power/area are considered. 

3.1   Circuit Sizing for Minimum Delay 

Logical effort provides an optimum delay solution subject to output and input loads. 
In Fig. 1, a circuit block composed of N-stages drives an output load of Cout. For each 
gate i in Fig. 1, the logical effort is gi, and parasitic delay is pi.  

 

Fig. 1. A Circuit Block with N-Stages and a driving stage 

Using logical effort delay model, the delay of the path given in Fig. 1 is: 

 
==

+=
N

i
i

N

i
i pfD

11

 (3) 

where 
i

i
ii C

C
gf 1+= . Since the parasitic delays (pi) in equation (3) are constant (hence 

their sum will be constant unless the structure of the path is changed) the total effort 

 


=

=
N

i
ifF

1

 (4) 

can be considered as the delay of the circuit. The minimum value of this delay is 
found using the logical effort method as  
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 ( )NGHNF
1

min =  (5) 

where ∏
=

=
N

i
igG

1

 and 
in

out

C

C
H = . Note that the total effort is equally distributed 

among stages ( )Nopti GHff
1

==  for i = 1, 2, ... , N. 

3.2   Circuit Sizing for Minimum Energy 

When sizing for minimum energy the objective of the sizing problem is changed to 
minimize weighted sum of capacitances (ΣkiCi) subject to delay and output load 
constraints. The weights (ki) are mainly determined by switching activity. The 
problem is a constrained minimization problem which can be expresssed for the chain 
of gates of Fig. 1 as; 

 Minimize 
=

N

i
iiCk

1

 

 Subject to Ff
N

i
i =

=1

. (6)  

The problem in (6) can be solved optimally using convex optimization techniques. 
However, such a solution does not give insight to the engineer. Nevertheless, it is still 
possible to gather clues by analyzing the optimal solution and develop simple 
methods.  

As we already know from Logical Effort sizing theory, for minimum delay (under 
a given input & output capacitance constraint) stage efforts are equal. Sizing for 
minimum energy under the delay constraint F requires the sum of the stage efforts (fi) 
be equal to F (∑fi = F). Optimization for minimum energy basically re-distributes 
efforts so that energy is minimized. Fig. 2 shows the effort distribution at energy 
minimized design point for an inverter chain at various delay targets. The effort 
distributions are obtained by optimally solving (6). A relationship among stage efforts 
where each stage effort is expressed in terms of the previous stage’s effort multiplied 
with a coefficient is   

 1−= iii ff α  (7) 

where αi is called the stage effort ratio. We see that at the delay constrained minimal 
energy design point, efforts have the following property; 

 f1 < f2 < … < fN . (8) 

Note that the effort distribution is different than the LE design point distribution 
where all efforts are equal (f1 = f2 = … = fN). Unlike the equal distribution of LE, for 
which the stage efforts are found by simply dividing the total effort to the number of 
stages, (8) does not explicitly state the values of the efforts. Nevertheless, it gives a 
relationship between efforts: At minimum energy design point, stage efforts should 
increase from inputs to outputs. 
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Fig. 2. Effort distribution at energy minimized solution 

 

Fig. 3. Effort distribution versus total energy for an inverter chain 

An example showing the effect of effort distributions on energy for a chain of 
inverters is given in Fig. 3. Note that the total effort is equal for all distributions. The 
last row is the effort distribution of  the energy optimal solution. Note that the energy 
optimal distribution obeys equation (8). Rows 2, 3,and 4 distribute the same effort 
values but to different gates. The resulting energy ranges from 22.5 to 137 minimum 
sized inverter gate capacitance. The one that has least energy (row 3) obeys (8). 

3.3   Constant Stage Effort Ratio (CSER) Method 

We have shown that at the minimal energy design point the effort distribution is 
different than LE effort distribution. In LE all efforts are equal, as a consequence gate 
sizes grow geometrically to the outputs. At the minimal energy point, on the other 
hand, efforts do grow geometrically to the outputs. Size growth rate in LE is constant 
and equal to the effort value of each gate. However,  at the minimal energy point the 
effort growth rate, what we call effort ratio, is not constant. 

As the example of Fig. 2 has shown for each stage the effort ratio αi is different. 
However, for the sake of simplicity of the sizing method we can assume a constant  
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ratio αi = α between successive stages. In Fig. 4, sizing of the inverter chain is shown 
for different values of constant α. The last row shows the effort distribution at the 
energy optimal design point which is obtained by optimally solving (6). The effort 
distribution with a constant effort ratio of 2 yields a very close result to the energy 
optimal distribution in terms of energy (less than 1% difference) at the same delay. 
Energy is measured in terms of total gate capacitance. 

 

Fig. 4. CSER effort distribution 

The calculation of the gate efforts given a total effort F and effort ratio α is done as 
follows. Assuming a constant effort ratio between succesive stages we have 

 α======
−− 112

3

1

2

N

N

k

k

f

f

f

f

f

f

f

f
. (9) 

Using equation (9) in equation (4) we get; 

 Ffffff Nkk =++++++ −−−
1

1
1

2
1

2
11 αααα . (10) 

Solving for f1 yields; 

 f1 = F (1−α) /(1−αN ). (11) 

After finding f1 the rest of the stage efforts are found by applying (7) from inputs to 
outputs. 

In the example of Fig. 4, the input capacitance of the circuit is larger than the LE 
solution. Fig. 5 shows the CSER solution in case of fixed input capacitance. Stage 
efforts are calculated in the same manner using (7) and (11) except for the first stage. 
Since the input capacitance is fixed it is not assigned an effort but the effort is 
calculated from its  load capacitance. This results in different total delay than target 
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delay as shown under the delay column for each solution in Fig. 4. The best CSER 
solution (α=1.7) is the one that has least energy meeting the delay target.  

 

Fig. 5. CSER effort distribution in the case of fixed input capacitance 

The examples in Fig. 4 and Fig. 5 show that it is possible to obtain different sizing 
solutions by applying different effort ratios. The goal is to find the solution with 
minimal energy satisfying the delay target. The sizing problem is converted to a 
search for a constant effort ratio α that yields minimum energy. The range for effort 
ratio (α) to be searched depends on the number of stages in the circuit. Experimental 
results have shown that for circuits with 4 or more stages, the optimal value of α is 
between 1 and 2. 

3.4   Design Example 

A more complicated design example with branching, multiple fan-in and fan-out is 
shown in Fig. 6. The same iterative method for finding the optimum α of the inverter 
chain example is used in this circuit. The results of the optimum energy solution and 
proposed sizing algorithm are given in Table 1.  

B

D
Cout = 100

E

C

A
Cout = 100

gnand2 = 4/3, pnand2 = 2, Dtarget = 20τ

(1)

(2)

(3)

(4) (6)

(5)

 

Fig. 6. Design example: ISCAS85 benchmark circuit C17 
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Table 1. Search steps for optimum α (C17 benchmark circuit) 

 

The effort distribution with a constant effort ratio of 2.2 yields a solution that 
consumes the lowest energy.  The result of constant stage effort ratio algorithm is less 
than 1% different than the optimum energy sizing solution under the same delay 
target of 20τ. The energy consumption is estimated as the sum of capacitances. Note 
that the initial effort assigned to gate number 4 in Fig. 5 (f4) is 3.8 (8.4/2.2). This is a 
multi-path circuit and not all paths are critical. Gates on non-critical paths are relaxed 
to reduce energy consumption. The initial assigned effort for gate 4 results in lesser 
delay than necessary. Therefore, the effort of gate number 4 (f4) is increased to 7.6 to 
satisfy the delay target with the lowest energy consumption. For multi-path circuits, 
after initial effort distribution, gates on non-critical paths of the circuit are downsized 
to reduce the energy consumption of the circuit under the given delay constraint. 

4   Results 

In this section we give comparative results on sizing adder circuits using the proposed 
method and convex optimization based (optimal) method. The energy and delay 
model parameters for gates used in the circuits are extracted using technology 
characterization. The gate characterization is done at 65nm CMOS [9] technology at 
typical process corner. The delay of each logic gate is characterized under worst case 
single input switching condition. The summary of technology characterization is 
given in Table 2. The wire capacitance per length given in Table 2 is taken from the 
interconnect report of ITRS (International Technology Roadmap for Semiconductors) 
[10].  

CSER method is applied to parallel adders to size them for minimal energy under 
the input-output loading constraint. The adders analyzed are Kogge-Stone (KS) [11], 
Han-Carlson (HC) [12], and Kogge-Stone with Ling recurrence (KS-L) [13]. For 
accurate energy estimation the activity factors for all nodes in the adders are 
calculated using the formulae given in [8]. Wire lengths are determined based on the 
bit pitch of register file. 

The minimal energy sizing solution of 64-bit adders are given in Fig. 7. The worst 
case delay difference at same energy for CSER compared to optimum is 5% for all 
adder implementations. This shows that CSER can successfully be used to explore 
architectural trade-offs of various designs of circuits. 
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Table 2. Technology Characterization Summary 

 

 

Fig. 7. Sizing performance of CSER compared to optimal solution tested on 64-bit adders 

Table 3. Runtime comparison of CSER and energy optimal solution (65nm CMOS technology) 

 

Table 3 provides a list of various length adders used to compare the runtime of 
CSER and optimal sizing algorithms. The size of the circuits range from 200 to 2000 
gates. Both methods are executed on MATLAB. The runtime of the proposed 
technique has a linear dependence to number of gates. However, the runtime of 
optimal sizing algorithm increases exponentially with number of gates. The energy of 
the sizing solution generated by CSER is 10% off for the case of 128-bit KS2-L. 

5   Conclusion 

In this work, a simple gate sizing method for digital circuits is proposed. The method 
is able to size digital circuits for minimum energy under a delay constraint. To show 
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the effectiveness of the method in quick comparison of architectural trade-offs adder 
circuits are sized in 65nm CMOS technology. Sizing accuracy and runtime are 
evaluated for the proposed method. In comparison with the convex optimization 
based optimal method, proposed method has 300x runtime improvement for a circuit 
with 2000 gates with a sizing accuracy within 10% of optimal in terms of energy. The 
method is able to reflect architectural trade-offs in functional units enabling quick 
selection for the optimum architecture. 

Acknowledgements. This work is supported by SRC Research Grant 2009-HJ-1836, 
Intel Corporation, and IBM Corporation. 
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Abstract. 3D integration has become one of the most promising tech-
niques for the integration future multi-core processors, since it improves
performance and reduces power consumption by decreasing global wire
length. However, 3D integration causes serious thermal problems since
the closer proximity of heat generating dies makes existing thermal
hotspots more severe. Thermal-aware floorplanners can play an impor-
tant role to improve the thermal profile, but they have failed in consider-
ing the dynamic power profiles of the applications. This paper proposes
a novel thermal-aware floorplanner guided by the power profiling of a
set of benchmarks that are representative of the application scope. The
results show how our approach outperforms the thermal metrics as com-
pared with the worst-case scenario usually considered in ”traditional”
thermal-aware floorplanners.

1 Introduction

In the last few years semiconductor industry has seen innumerable number of
engineering advances that has permitted a logarithmic growth in the capability
of integrated circuits (ICs).

Power density of the microprocessors is also increasing with every new process
generation since feature size and frequency are scaling faster than the operating
voltage [6]. As a result, there has been an increase in maximum chip temperatures
because power density directly translates into heat. For example, Pentium 4 chips
generate more heat than a kitchen hotplate. If a Pentium 4 chip is allowed to
run without a proper cooling system, it catches fire [2]. Intels projections show
that the heat generated by the processors will increase sharply in the coming
years unless solutions to this problem can be found [1].

In the field of Multi-Processor Systems-on-Chip (MPSoCs), the 3D IC is
gaining a lot of interest as a viable solution to help maintain the pace of system
demands on scaling, performance, and functionality. The benefits include system-
size reduction, performance enhancement due to shorter wire length, power re-
duction and the potential for hetero-integration. For complex systems with a
large number of cores, only 3D technology is able to provide the required inte-
gration area while minimizing the inter-core communication delay.

J.L. Ayala et al. (Eds.): PATMOS 2011, LNCS 6951, pp. 11–21, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Thermal aware floorplanning is finding an optimum floorplan by optimizing
the cost function consisting of area, wire length, and temperature. The objective
of the problem is to minimize the chip area, minimize the wire length, and
minimize the maximum temperature of the chip. Thermal aware floorplanning
can be used as one of the methods for decreasing the maximum temperature of
the chip. Cooling of the blocks in a floorplan arises due to lateral spreading of
heat through silicon blocks [26]. If a hot block is placed besides cooler blocks,
lateral spreading of heat takes place. As a result, the temperature of the hot
block is reduced.

A common limitation of the previous methods of 3D floorplanning is that they
are focused on area and/or wire length minimization with or without thermal
considerations. This can be a serious limitation as modern floorplanners often
have to work with a fixed die size constraint, or with a fixed outline constraint
in low-level design of hierarchical floorplanning flow [3]. However, all recently
developed thermal-aware tools deploy temperature estimation techniques only on
a single power profile representing power profiles of all inputs and all applications
(e.g. using average or peak power profile). Different applications lead to different
dynamic power profiles of the blocks. Most of the existing work use either average
power or peak power per block of the applications for simulating temperature,
without analyzing the impact of this assumption.

This work proposes for a first time an efficient thermal-aware 3D floorplanner
for heterogeneous architectures of MPSoCs that uses as input the power traces
obtained during an application power profiling phase. The design of this floor-
planner is based on a genetic algorithm capable of obtaining optimal solutions,
in a short time, for a large number of integrated processors and layers and with
minimal overhead.

2 Related Work

Some initial works on thermal aware floorplanning [8] propose a combinatorial
optimization to model our problem. However, the simplification of the considered
floorplan and the lack of a real experimental framework motivated the further
research on the area. Thermal placement for standard cell ASICs is a well re-
searched area in the VLSI CAD community, where we can find works as [7].

In the area of floorplanning for microprocessor-based systems, some authors
consider the problem at the microarchitectural level [26], showing that significant
peak temperature reduction can be achieved by managing lateral heat spreading
through floorplanning. Other works [17] use genetic algorithms to demonstrate
how to decrease the peak temperature while generating floorplans with area
comparable to that achieved by traditional techniques. [14] uses a simulated an-
nealing algorithm and an interconnect model to achieve thermal optimization.
These works have a major restriction since they do not consider multiple objec-
tive factors in the optimization problem, as opposed to our work. Other works
[22] have tackled the problem of thermal-aware floorplanning with geometric
programming but, in this case, the area of the chip is not considered constant.
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Thermal-aware floorplanning for 3D stacked systems has also been inves-
tigated. Cong [10] proposed a thermal-driven floorplanning algorithm for 3D
ICs, which is a natural extension of his previous work on 2D. In [15], Healy et
al. implemented a multi-objective floorplanning algorithm for 2D and 3D ICs,
combining linear programming and simulated annealing. Recent works as [11]
also propose combinatorial techniques to tackle the problem of thermal-aware
floorplanning in 3D multi-processor architectures.

In our work, we propose to use application profiling techniques to guide the
floorplanner. A work by [23] shows that the power profile does not have major ef-
fect on the leakage power as long as the total power remains same. However, they
do not consider the effect of power profile on temperature variation across dif-
ferent applications, especially the peak temperature of the blocks. Only a recent
work [27] incorporates multiple power profiles in a thermal-aware floorplanner.
However, this work is not devoted to MPSoC and could not be easily extended
to 3D multi-processor stacks, where most traditional thermal-floorplanner fail
to find an optimal solution.

3 Methodology

This work approaches the thermal-guided floorplanning problem for manycore
heterogeneous architectures. The temperature of a given chip depends on phys-
ical factors such as the power dissipation of the processors, the size of the mem-
ories etc. but it also depends on the dynamic profile of the applications. One of
our contributions is to consider energy profiles based on the simulation of real
world applications. In fact, this problem is generally approached considering only
the worst case scenario in terms of power dissipation.

3.1 Thermal Analysis

Proposed architectures: OVPsim [19] is a high level multiprocessor simulator for
architectural exploration. In our case we are interested in the study of manycore
heterogeneous architectures. The main elements composing our architectures are
memories and sparc, ARM cortex-A9 and powerpc 440 9SF processors. We
study two scenarios that differ from each other in the number and percentual
distribution of cores. In the first architecture there are 30 cores with a small
proportion of low-power processors: 20 sparc, 5 cortex-A9 and 5 ppc440. The
other platform is composed of a medium number of cores with an homogeneous
distribution: 22 sparc, 22 cortex-A9 and 22 ppc440 adding up a total of 66
cores. In both cases, there is a shared memory common to all the processors
(used for the inter-processor communication) and a local memory for each of the
cores. The size of the local memories must be small, as manycore architectures
with big local memories are not feasible.

Benchmarks: We work with ParMiBench [20] which is composed of parallel ver-
sions of typical applications. We select 11 applications grouped into six different
categories: Calculus, Network, Security, Office, Multimedia and Mixed. Therefore
we have 6 different benchmarks corresponding to different kinds of applications
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that will exhibit very different execution profiles. As a result the power dissipa-
tion profiles obtained are different from one benchmark to another. These bench-
marks are simulated on bare machines. When an operating system is considered,
the power consumption, and hence the temperature tends to be homogeneous
due to the execution of the kernel. Therefore, we decide to avoid this overhead
in our power profiles. The benchmarks need to be adapted to be run by OVPsim
(mapping the compiled code into specific memory regions, replacing the system
calls etc.). To obtain the profiling statistics for a given benchmark, we assign a
parallel application and a shared memory region to each of the groups of proces-
sors working together. Figure 1 shows a task distribution example where 7 groups
of six processors compute a Dijkstra shortest path algorithm and two groups of
12 processors compute a Patricia algorithm. The IDs in this table correspond to
processor IDs. The processors in the same row form a group of processors that
will execute a given parallel application. With these task distributions, we aim
to simulate scenarios that could happen on a real platform.

Application sparc id cortex-A9 id ppc440 id
pat1 0,1,2,3 22,23,24,25 44,45,46,47
pat2 4,5,6,7 26,27,28,29 48,49,50,51
dijk1 8,9 30,31 52,53
dijk2 10,11 32,33 54,55
dijk3 12,13 34,35 56,57
dijk4 14,15 36,37 58,59
dijk5 16,17 38,39 60,61
dijk6 18,19 40,41 62,63
dijk7 20,21 42,43 64,65

Fig. 1. Task distribution of the Network benchmark for the 66 core architecture and
a common power consumption pattern caused by synchronization

To compute the power dissipated by each of the processors and memories
of the studied architectures, we perform simulations of the 2 platforms and 6
benchmarks (12 simulations). We split the simulation of a given benchmark
in time slices called windows and study the evolution of the dissipated power
versus time for every element. For each of these windows we count the executed
instructions and the idle cycles per processor, as well as the read and write
accesses per memory (local and shared). The simulations have to be long enough
to reach a stationary state. Therefore, we obtain at least the statistical data of
100 windows. We fix the window period to 128ms. This value is chosen to be
long enough to reduce the impact on performance of the profiling phase, but
short enough to capture the dynamic behavior with the required accuracy.

Memories: We fix the size of the local memories to 512KB and the size of the
shared memory to 4MB and 8MB for the 30 and 66 cores platforms respectively.
We consider both the local and shared memories to be direct mapped SRAM
memories, with a block size 64 bytes and a transistor size of 45 nm. We obtain
the energy consumption and area values with the CACTI software [16]. We
approximate the energy per write access value with Ew = Er ∗ 1.5.
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Processors: To obtain realistic power profiles of heterogeneous platforms, we
have chosen three processors with a different computing power. In fact, we are
specially interested in understanding the effect of synchronization and communi-
cation in the temperature of the chip. Figure 1 shows a typical power dissipation
pattern of three different processors working together. We can see clearly how
the activity of the sparc core changes periodically over time, waiting for slower
processors. We assume that the energy consumption of a given processor de-
pends on its working frequency and its state. We consider two states: active or
idle. To compute the power densities of the processors, we need their areas and
a power consumption value for both the active and idle states. In [24] we find
that the power consumption of the sparc is 4W at 1.4GHz. In the case of the
cortex-A9, we find that 0.4W is the estimated power dissipation working at
830 MHz while the ppc440 9SF dissipates 1.1W at 667MHz (see [4] and [18]).
We approximate the power dissipated in the idle state with Pidle = Pactive/10.
We consider the following areas: 3.24mm2, 1.5mm2 and 6.2mm2 for the sparc,
cortex-A9 and ppc440 respectively (see [24], [4] and [18]).

3.2 Multi-objective Genetic Algorithm

Introduction to MOGA: Most of the algorithms presented for the 3D thermal
aware floorplanning problem are based on a Mixed Integer Linear Program
(MILP) [15], [21], Simulated Annealing (SA) [10], [15] or Genetic Algorithm
(GA) [28]. MILP has proven to be an efficient solution. However, when MILP is
used for thermal aware floorplanning, the (linear) thermal model must be added
to the topological relations and the resultant algorithm becomes too complex
[13], specially as the problem size (number of cores and memories, in our case)
increases. Regarding SA and GA, the main issue is based on the representation
of the solution. Some common representations are polish notation [5], combined
bucket array [10] and O-tree [28]. Most of these representations do not perform
well, because they were initially developed to reduce area. In the thermal aware
floorplanning problem, hottest elements must be placed as far as possible in
the 3D IC. In this work, we have developed a straightforward Multi-Objective
Genetic Algorithm (MOGA) based on NSGA-II [12], which tries to minimize
maximum temperature and total wire length while fulfilling all the topological
constraints. In this work, as opposed to traditional floorplanning problems in
2D, the area of the chip is not targeted as we consider a fixed die size. In order
to apply MOGAs to our problem, a genetic representation of each individual has
first to be found. Furthermore, an initial population has to be created, as well as
defining a cost function to measure the fitness of each solution. For an overview
of MOGAs the reader is referred to [9].

Genetic representation and operators: Every block i in the model Bi(i =
1, 2, . . . , n) is characterized by a width wi, a height hi and a length li while
the design volume has a maximum width W , maximum height H , and maxi-
mum length L. We define the vector (xi, yi, zi) as the geometrical location of
block Bi, where 0 ≤ xi ≤ L − li, 0 ≤ yi ≤ W − wi, 0 ≤ zi ≤ L − hi. We use
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(xi, yi, zi) to denote the left-bottom-back coordinate of block Bi while we assume
that the coordinate of left-bottom-back corner of the resultant IC is (0, 0, 0).

In order to apply a MOGA correctly we must guarantee that all the chromo-
somes represent real and feasible solutions to the problem and ensure that the
search space is covered in a continuous and optimal way. To this end, we use
a permutation encoding [9], where every chromosome is a string of labels, that
represents the block placement sequence. Figure 2 depicts the genetic operators
used in our MOGA on a floorplanning problem. A chromosome in Figure 2.a is
formed by 8 blocks: 4 cores Ci(i = 1, 2, 3, 4) and 4 memories Li(i = 1, 2, 3, 4).

(a) Cycle crossover (b) Swap mutation or rotation

Fig. 2. MOGA operators: Cycle crossover and two mutation operators (swap or rotate)

In every cycle of the optimization process (called generation) two chromo-
somes are selected by tournament. To this end, we pick two chromosomes at
random from the whole population and we select the best of these. This task is
repeated twice in order to obtain two chromosomes (called parents, see Figure
2). Next, as Figure 3.2 depicts, we apply the cycle crossover: starting with the
first allele of chromosome A (C1), we look at the allele at the same position in
chromosome B. Next, we go to the position with the same allele in A, and add
this allele to the cycle. Then, we repeat the previous step until we arrive at the
first allele of A. Finally, we put the alleles of the cycle in the first child on the
positions they have in the first parent, and take next cycle from second parent.
Finally, mutation can be executed in two different ways, both with the same
probability (see Figure 3.2). As a result, some blocks are chosen and swapped,
and others are rotated 90 degrees.

Fitness function: Each chromosome represents the order in which blocks are
being placed in the design area. Every block Bi is placed taking into account all
the topological constraints, the total wire length, and the maximum temperature
in the chip with respect to all the previously placed blocks Bj : j < i. In order to
place a block i, we take the best point (xi, yi, zi) in the remaining free positions.
To select the best point we stablish a dominance relation taking into account
the m following objectives in our multi-objective evaluation.

The first objective is determined by the topological relations among placed
blocks. It represents the number of topological constraints violated (no over-
lapping between placed blocks and current area less or equal than maximum
area). The second objective is the wire length. The wire length is approximated
as the Manhattan distance between interconnected blocks. The following objec-
tives (3, 4, . . . , m) are a measure of the thermal impact, each one based on a
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power consumption based on our profiles. To compute the thermal impact for
every power consumption we cannot use an accurate thermal model, which in-
cludes non-linear and differential equations. In a classical thermal model, the
temperature of a unitary cell of the chip, depends not only on the power density
dissipated by the cell, but also on the power density of its neighbors. The first
factor refers to the increase of the thermal energy due to the activity of the ele-
ment, while the second one is related to the diffusion process of heat [25]. Taking
this into account, we use the power density of each block as an approximation
of its temperature in the steady state. This is a valid approximation because the
main term of the temperature of a cell is given by the power dissipated in the
cell, the contribution of its neighbors does not change significantly the thermal
behavior. Thus, our remaining objectives can be formulated as:

Jk∈3..m =
∑

i<j∈1..n

(dpk−2
i ∗ dpk−2

j )/(dij) (1)

where dpp
i is the power density of block i for power consumption p, and dij is

the Euclidean distance between blocks i and j.
In our case, we must obtain up to 600 different power consumptions (100 time

windows × 6 applications). Obviously, 600 objectives is too high for a MOGA,
since it will converge too slow. However, we discuss how to reduce this number
of objectives in the next section.

4 Experimental Setup

The experimental work will analyze the thermal optimization achieved by the
floorplanner in the two different scenarios presented in section 3.1 (30 and 66
cores architectures). The floorplanner will place the processors, the local and
shared memories of the 3D manycore platforms in 3 and 4 layers respectively.

We compare four different floorplans obtained with our algorithm. We pro-
pose as baseline a performance optimized floorplan targeting only the wire length
(BAS). To obtain the thermally optimized floorplans, it is not possible to take
directly into account all the data retrieved from our simulations. In fact, if the
power dissipation of every element for each benchmark and time window was con-
sidered, the floorplanner would target 600 objectives and would hardly converge.
Therefore, to obtain the other three floorplans, we consider different power met-
rics computed with the data retrieved from the simulation of 100 time windows
for the 6 different execution profiles. The first of the remaining configurations
is obtained considering the mean power dissipation for each element and pro-
file. Therefore, the floorplanner looks for feasible solutions that minimize six
thermal objectives (one per profile) and the wire length. In a similar way, we
obtain another configuration taking into account the highest power consumption
per element and profile (WOR); once again the floorplan obtained is the result
of an optimization of eight objectives. Finally, a weighted sum of the power
consumptions of the different profiles is considered for each element (WSM).
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In this last case, only three objectives are targeted: feasibility, a thermal objec-
tive and the wire length. We run the multi-objective genetic algorithm with a
population of 100 individuals and 250 generations. These parameters are fixed
according to previous research. The crossover probability pc is fixed to 0.90 and
the mutation probability pm to 1/#blocks (see [12]). We consider a fixed area
equal to the total sum of the areas of the different elements. This value is in-
creased in a 15% as no solutions are found with less area. The configurations
obtained are chosen among a front of non-dominated solutions returned by the
floorplanner. Finding the best solution of the non-dominated front is out of the
scope of this paper and is postponed to a future work.

5 Results

In this section, we compare the thermal profiles of the different configurations
explained in the previous section. To evaluate them, we propose two experiments.
In the first one, the thermal simulator evaluates each of the floorplans with the
highest power dissipation for every element. This case corresponds to the worst
scenario. The metrics considered for the analysis of the experimental results
are the mean and maximum temperature of the chip and the maximum thermal
gradient. These metrics are usually found in thermal-related analysis. In Figure 3
we present the thermal profiles of the four different configurations for each of the
six benchmarks. The results show that our power profiling-guided floorplanner
produces thermally optimized configurations. We can see a better overall thermal
behaviour for the WSM in the case of the 30 architecture. On the other hand,
the AVG configuration outperforms the others in the 66 cores scenario. The
hotspots found in the performance optimized floorplans proposed as baseline
justify the thermal optimization presented in this paper. For example, we can
appreciate that the dramatic peak temperature of 423.16K found in the baseline
for the second benchmark is reduced to 380.46K in the WSM configuration in
the 30 core platform. We illustrate this example in Figure 4 where we show
the thermal maps of the hottest layer of the BAS and WSM configurations. In
the baseline configuration the floorplanner tends to place the processors near
their local memories while in the other the hottest elements (the sparc cores)
are separated as much as possible, generally placed in the borders of the chip.
Vertical heat spread is also taken into account, hence the floorplanner avoids
placing cores above the others. In both cases the shared memory is placed in the
second layer to minimize the wire length.

In the second experiment, we evaluate the floorplans in a more realistic
way, the thermal behaviour of the different configurations is simulated for 25
time windows with the power dissipation values obtained from our execution
profiles. Three metrics are considered in this case to compare the different
configurations. The mean of the maximum temperatures of the different time
windows is given as well as its standard deviation. This metric is a good in-
dicator of the existence of hotspots in the studied chip. We also compute the
overall mean temperature of the chip and the mean of the maximum thermal
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Tmax
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 386.75 423.16 382.27 365.89 389.83 427.97
AVG 355.39 393.83 366.30 348.59 357.19 396.65
WOR 354.39 382.31 351.64 340.19 352.63 385.46
WSM 358.46 380.46 348.41 339.93 359.86 384.21

Tmean
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 340.45 351.79 336.71 331.48 340.69 354.29
AVG 334.78 346.71 333.10 327.74 335.11 349.10
WOR 334.64 346.60 332.60 326.79 334.99 348.90
WSM 334.55 346.41 332.17 326.84 334.73 348.54

Tgrad
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 82.86 116.65 77.69 61.65 85.56 119.77
AVG 42.65 80.85 56.79 40.58 44.59 82.85
WOR 41.86 69.49 43.82 34.05 40.33 71.48
WSM 45.28 66.97 39.45 32.58 46.88 69.97

Tmax
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 362.69 428.45 422.70 416.88 372.84 405.20
AVG 347.57 389.76 386.13 382.59 349.32 381.53
WOR 345.27 393.04 389.61 384.88 356.73 382.20
WSM 349.35 396.22 390.26 386.22 352.87 384.17

Tmean
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 334.33 353.67 348.45 346.53 334.64 342.91
AVG 329.72 348.80 343.74 341.69 330.85 339.70
WOR 329.95 349.29 344.25 342.22 330.96 339.78
WSM 330.26 349.45 344.05 342.32 331.25 340.09

Tgrad
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 56.61 121.58 117.44 112.47 67.25 99.95
AVG 40.59 81.71 78.93 76.15 43.53 75.43
WOR 35.88 83.42 81.72 76.34 48.48 74.81
WSM 40.50 86.69 81.83 78.80 45.51 76.46

Fig. 3. Thermal metrics of the 30 (left) and 66 (right) cores platforms

Fig. 4. Thermal map of the hottest layer of the 30 cores BAS(left) and WSM(right)
configurations

gradients as well as their respective standard deviations. In Figure 6 we present
these metrics for the six studied benchmarks and the four different configura-
tions. Comparing to the baseline, we can see that in all of the cases our floor-
planner reduces the peak and mean temperatures and the thermal gradient.

Fig. 5. Peak Temperature evolution of the
66 cores platform

Therefore, not only the temperature
of the chip is reduced but it is more
evenly distributed. In the 30 cores
scenario, the WOR configuration has
the best thermal behavior for peak
temperatures while the WSM has the
lowest mean temperature. In the sec-
ond scenario, we can see that the
AVG configuration clearly outper-
forms the others. To illustrate this
idea, we show in Figure 5 the evolu-
tion of the peak temperature of the
different 66 cores configurations dur-
ing the 25 simulated windows for the fifth benchmark. We can see that with an
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Tmax
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 366.69.6 364.45.1 369.86.6 314.410.6 377.63.9 361.48.9
AVG 346.43.5 357.92.6 356.56.7 309.68.1 348.32.3 344.53.7
WOR 340.96.5 339.93.2 343.73.5 312.05.8 346.12.3 339.73.8
WSM 343.27.5 338.74.2 340.93.1 311.65.9 352.32.7 341.45.8

Tmean
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 330.65.3 325.13.3 331.12.6 307.64.9 335.21.7 328.04.7
AVG 326.64.3 323.62.5 328.12.4 306.74.4 330.21.4 324.83.7
WOR 325.94.8 322.22.7 327.42.2 306.84.1 330.11.4 324.83.7
WSM 325.94.8 322.02.7 327.22.2 306.94.1 329.91.4 324.63.7

Tgrad
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 63.39.3 61.84.6 66.06.3 13.69.9 74.33.7 57.98.2

AVG 38.82.2 54.73.5 48.76.1 7.56.8 37.81.8 36.33.6

WOR 33.83.0 36.51.8 37.23.1 10.05.0 35.21.8 32.13.8

WSM 35.64.0 35.72.4 33.52.3 9.64.8 40.72.2 33.24.8

Tmax
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 350.45.7 375.74.8 410.23.6 373.30.7 358.73.2 368.04.7
AVG 337.84.5 352.43.0 379.00.8 365.14.3 340.92.0 360.19.3
WOR 335.24.8 354.33.7 382.30.8 367.65.0 346.62.4 361.98.7
WSM 336.07.7 353.83.2 382.61.0 367.85.0 343.52.4 361.68.9

Tmean
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 326.04.4 328.61.8 343.21.5 325.91.6 328.61.4 325.21.1
AVG 322.24.2 325.71.5 339.11.1 324.51.0 325.41.2 323.80.8
WOR 322.54.1 326.01.5 339.51.2 324.81.1 325.51.2 323.90.8
WSM 322.54.3 325.31.6 339.31.1 324.91.1 325.81.2 324.00.8

Tgrad
Bench1 Bench2 Bench3 Bench4 Bench5 Bench6

BAS 46.44.8 72.85.2 105.73.3 71.41.0 53.93.1 65.85.3
AVG 32.23.9 48.33.3 72.70.7 62.55.0 36.01.8 57.010.0

WOR 28.03.7 50.74.4 75.50.7 65.16.2 39.62.2 58.810.0

WSM 29.46.5 49.63.6 75.31.2 65.75.9 37.12.2 58.810.3

Fig. 6. Thermal metrics of the 30 (left) and 66 (right) cores platforms

increase in the number of cores, the AVG is the best metric since it reflects a
more realistic behavior due to a greater number of statistical sources. On the
other hand, considering the WOR configuration leads to overestimate the tem-
perature of the chip leading to non optimal floorplans. Future research expects to
find a lower number of meaningful windows to reduce the overhead of profiling.

6 Conclusion

This work has proposed an efficient approach that incorporates power-profiling
information to guide a thermal-aware floorplanner for 3D multi-processor ar-
chitectures. The implementation of the tool with genetic algorithms has pro-
vided thermal-optimized floorplans as compared with a baseline heterogenous
system. Also, the integration of power-profiling information in the floorplanner
has shown how our floorplanner is able to outperform the thermal metrics ob-
tained by thermal-aware floorplanners (obtaining up to 6 ◦C saving for the peak
temperature) with a minimum impact on performance.
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Abstract. Many-cores systems on chip provide the highest performance scal-
ing potential due to the massive parallelism, but they suffer from thermal issues
due to their high power densities. Thermal sensors and feedback strategies are
used to reduce these threats but sensor accuracy directly impact control perfor-
mance. In this paper we propose a novel technique to calibrate thermal sensors.
Our approach can be applied to general multi-core platforms since it combines
stress patterns and least-square fitting to perform thermal sensor characterization
directly on the target device. We experimentally validate our approach on the
Single Chip Cloud (SCC) prototype by Intel.

1 Introduction

Upcoming many-cores platforms stress the limits of Moore’s law. High performance
translates in high power densities, that, combined with high spatial parallelism and
workload variations, produces non-uniform power dissipation that translates in not-
uniform silicon die thermal distributions. This leads to localized degradation, accelera-
tion of chip aging and increasing cooling costs. To help in studying and counteracting
these looming threats, leading silicon manufacturers have started to deliver many-core
prototypes to push researchers toward creating solutions anticipating next-generation
product challenges.

As the number of cores integrated on a single die increases, an increasing number of
accurate thermal sensors is required to reliably maximize performance under a thermal
envelope[1,2]. Unfortunately, due to process variations[3,4], sensors differ from the
nominal ones[5] and thus need to be carefully calibrated before they can be used. This
process requires complex and expensive infrastructures, such as thermal cameras and
special packages, which are usually not available to the end-users[8].

Whereas different thermal sensors design strategies have been exploited to limit their
sensitivity to process variation and operating conditions, these solutions usually came
with an area and power overhead [5]. To avoid that, in recent years software techniques
have been proposed to use a priory knowledge of the probability distribution of the pro-
cess variation combined with the knowledge of the thermal behavior to improve sensor
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accuracy[6]. These information are not always available and usually require as refer-
ence an initial nominal calibration limiting their applicability to uncalibrated thermal
sensors[7,9].

The Single-Chip Cloud Computer (SCC) experimental processor [9] is a 48-core
’concept vehicle’ created by Intel Labs as a platform for many-core software research.
It has 24 dual-core tiles arranged in a 6x4 mesh. Each core is a P54C cpu. The entire
system is controlled by a board management microcontroller (BMC) that initializes and
shuts down critical system functions. It is commonly connected by PCI-Express cable
to a PC acting as a Management Console (MCPC). Each tile integrates two thermal
sensors based on ring oscillators, one positioned in proximity of the router and the
other positioned close to the bottom core L1 cache. The BMC includes a power sensor
capable of measuring the full SCC chip power consumption.

Unfortunately the built-in thermal sensors are not characterized and thus provide as
output only a counter value proportional to the temperature. Due to process variations,
each sensor under the same operating conditions has different offset and temperature
sensitivity thus it is hard to use these uncalibrated sensors to drive advanced closed-loop
thermal-control policies. Moreover thermal sensors output is also affected by noise,
adding another degree of complexity on their usage.

In this paper we present a technique to overcome the limitations of uncalibrated
thermal sensors. Our approach is based on a combination of stress patterns and least
square fitting to extract the thermal sensor characterization directly from the multi-core
devices. We evaluate the proposed approach using SCC as use case.

The rest of paper is organized as follows: Section 2 describes the basics of thermal
transients and sensors whereas 3 describes the thermal sensor calibration technique.
Section 4 describes the performance and behavior of the SCC thermal sensors. Section
5 shows the results and performance of the calibration procedure.

2 Background

As introduced in Section 1 several techniques have been proposed to use the knowledge
on thermal transients behavior with power consumption spatial distribution to estimate
the temperature in different locations of a die from the surrounding thermal sensors
and to filter out the noise on the thermal sensors output. In a multi-core scenario, the
temperature distribution across die area depends on the chip floorplan, its thermal en-
vironment, and the power consumption of the cores. The latter has been shown to be
related to the operating point/performance level and workload characteristics, such as
instruction type, density and data locality [11]. In the following, we focus solely on
the relationship between power and temperature, with the ultimate goal of performing
calibration of thermal sensors directly from power and temperature measurements.

According to the granularity usually required for thermal control, we can assume
uniform power and temperature distributions in each core area. Then, recalling Fourier’s
law, the temperature of each core can be assumed dependent on its own dissipated
power, ambient temperature and adjacent cores temperatures (boundary conditions).
This assumption is actually straightforward for continuous time models only. When
discrete-time models are considered, a larger coupling among cores has to be considered
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to account for the “chain of interactions” taking place during the blind intervals between
sampling periods. Recalling again Fourier’s Law, the coupling among two cores will
be inversely related to their distance and directly related to the sampling time period.
Hence, the “equivalent neighborhood” of a core depends on the floorplan combined
with the adopted sampling time. When the number of cores is small, we can assume
that all cores lie in the same neighborhood, and the thermal behavior is described by a
linear matrix equation:

T [n+ 1] = A ·T [n]+ B · [P[n];TAMB] (1)

Equation 1 describes the transient thermal behavior in discrete time, where n is the time
sample index. We assume a system with C cores, hence T [] and P[] are C-dimensional
vectors, and A,B are C×C square matrices. In steady state, we have T [n+1]= T [n]= T ,
and we therefore obtain:

T = SG ·P+� ·TAMB (2)

where SG = (I −A)−1 ·B is the steady-state gain matrix, which links the power con-
sumed by cores to their temperature in steady state and � is a vector of one. If SG
is known, the temperature distribution can be computed from power consumption mea-
surements by simple vector-matrix product. In practical terms this is a very useful equa-
tion, as it gives a way to predict the asymptotic temperature, given a constant power
consumption level.

Moreover [8] thermal sensors usually show a linear dependency of the measured
quantity (resonant frequency fT S for ring-oscillators ones[5]) with the absolute tempera-
ture Ti. As consequence by counting the number of cycles expired in a fixed time interval
we can express the cycles count (T Si) as a linear function of the real temperature.

T Si = Ai +Bi ·Ti (3)

Ti = A′
i +B′

i ·TSi (4)

where A′
i = −Ai/Bi and B′

i = 1/Bi. Thus calibrating the thermal sensors means to
determine the values of A′,B′ for all the sensors in the chip.

3 System Level Thermal Sensors Calibration

If any additional information about chip building materials and the packaging thermal
properties is available (Thermal resistance and capacitance) one simplistic approach to
calibrate the thermal sensors is to use off-chip temperature measurements at references
under minimum activity (TAMB MIN ) and maximum activity (TAMB MAX ), and then probe
for all the thermal sensors the output value (TSi) under the two different reference cases
(TSi MIN ,T Si MAX )[10,8]. Then we can characterize each sensor and find the AREFi and
BREFi for each core by linearly interpolating these two points as described in Eq.5.

{
AREFi = T Si MIN −TSi MAX · T Si MAX−T Si MIN

TAMB MAX−TAMB MIN

BREFi = T Si MAX−T Si MIN
TAMB MAX−TAMB MIN

(5)
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This approach assumes all sensors temperatures to be equal both under minimum and
maximum processing utilization. Whereas this approximation is reasonable at low uti-
lization, it leads to severe approximation errors at maximum utilization since it does not
consider spatial temperature gradients caused by the not-uniform thermal dissipation
and the package thermal resistance. To account for these effects we developed a new
characterization method that takes advantage of the linear relation between
temperature and power (in steady-state condition) and discovers it by linear regression.

Indeed if we consider the thermal transients expired (steady-state) and we con-
sider a stable workload homogeneously distributed along the multi-core surface (same
load/task executing in all the core), from equations (4) and (2) we can write the thermal
sensor output as direct function of full chip power consumption and ambient tempera-
ture1. Indeed by calling K = GS ·� and PCORE = PTOT /#core, where� is a vector of one,
K is a vector in which each element (Ki) is the row-wise sum of GS and PCORE ,PTOT are
respectively the core and full chip power consumption, we can write for each thermal
sensor:

T Si = Ai + Bi ·Ti = Ai + Bi · (Ki ·PCORE + TAMB)
= Ai + Bi ·Ki ·PCORE +Bi ·TAMB (6)

The equation above (6) can be formulated for each thermal sensor (i) as a least square
problem where the unknown parameters are Ai,Bi,Bi ·Ki and the input data are T Si,
PCORE ,TAMB. Indeed if we generate a cloud of N tuples {T S,PTOT ,TAMB} by stressing
all the cores of the target multi-core together at different frequencies and workloads we
can write:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Yi =
{

T Si,#h
}

,h = 1, · · · ,N
Xi =

{
1,PCORE ,#h,TAMB,#h

}
,h = 1, · · · ,N

Θi = {αi,βi,γi} ,αi = Ai,βi = Bi ·Ki,γi = Bi

Yi = Xi ·Θi => Θi = X†
i ·Yi

(7)

Where N is the number of different stress pattern applied to the system, X†
i is the

pseudo-inverse of Xi and Θ contains the target calibration coefficient Ai,Bi.

4 SCC Test Case

As early introduced, the SCC chip represents today one of the most advanced HW plat-
form available for many-core research. Moreover it features a number of uncalibrated
thermal sensors. In this section we will describe and characterize the behavior and per-
formance of the SCC thermal sub-system. As introduced in Section1 SCC integrates
in each tile two built-in thermal sensors. The first thermal sensor is placed close to the
router and the second one is placed near the L1 cache of the bottom core. Each thermal
sensor is composed of two ring oscillators and the sensor output (TS) is the difference
of the two oscillators clock counts over a specific time window tW . The difference is
proportional to the local die temperature(T) [10].

1 This measurement infrastructure are typical in today end user set-up.
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For each tile, the time window (tW ) can be programmed through a per-tile control
register2[12] as a number of tile clock cycle(NCC) tW [s] = NCC/ fT ILE . Thus it needs
to be updated each time the tile frequency changes.

T S = (A +B ·T) · tW (8)

where B < 0 (T S decreases with the temperature rising) and A > 0 (TS is always positive
and in the thousands) are different for each sensors.
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Fig. 1. Raw thermal sensor values

We first evaluate the spatial variation of the thermal sensor values under two differ-
ent homogeneous stress conditions. Fig.1 shows the results of this test. In the x-axis are
reported the thermal sensors moving from the bottom-left corner to the top-right one of
SCC (odd ones refer to router sensors whereas even ones to core sensor ). The dashed
line shows the thermal sensors output when all the cores are in idle state (no task allo-
cated) and are running at the smallest possible clock frequency (100MHz): the coldest
point. Instead, the solid line shows the thermal sensors output when all the cores are
executing a power virus3 while running at higher frequency (533MHz). In the coldest
point we can assume the real silicon temperature to be roughly constant across the chip
area. However we can notice a strong variation in the raw sensor values (> 50%). More-
over, it is notable that idle and full-load plots are very similar in shape but for the hotter
case (all core busy) all the sensors output are significantly lower, as expected because
sensor count decreases when teperature is high. However it must be noted that the vari-
ations due to temperature differences between minimum and maximul load conditions

2 CRB Sensor Register (rw).
3 cpuburn power virus by Robert Redelmeier: it takes advantage of the internal architecture to

maximize the CPU power consumption.
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Fig. 2. SCC thermal sensors output vs. full chip power consumption

is less than 20% compared to the uncalibrated spatial sensors variation. This clearly
highlights the strong need of the thermal sensor calibration step.

We perform a second test with the goal of evaluate the relation between SCC power
and thermal sensor output while executing different benchmarks and while running all
the tiles together at different frequency levels. Fig.2 shows the results, we can recognize
that sensor values are linear with the power consumption. This support the fundamental
assumption of our proposed calibration approach and will be used in the following
section to construct the least squares input data-set.

5 Experimental Results

In this section we discuss the performance of the presented calibration method. In sec-
tion 5.1 we describe our data collection infrastructure. In section 5.2 we show the perfor-
mance of our sensor calibration technique when applied to the SCC multi-core whereas
in section 5.3 we make a comparison between characterization results with a Hotspot
[13] model of SCC.

5.1 XTS Framework

To obtain the thermal sensors values we have modified the SCC standard linux image
to access at each schedule tick the tile thermal sensors and the per-core performance
counters. Inside the kernel we implement a double buffer system to save the sensors
entries generated for each core at the speed of the scheduler kernel tick. In user space
we implement an application that synchronizes through a kernel driver with the internal
double buffer system and flushes it as soon one is full. Thanks to this, we can trace
sensors and performance counters with a sampling time of 10ms to 1ms4.

5.2 Sensors Calibration

We use SCC as test bench for the presented calibration methodology. As described
in section 3 we first create the data set by applying different synthetic benchmarks

4 Accordingly to the linux kernel internal configuration and current tile frequency.
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and power viruses to all the cores together at different ftile. For all these workloads
and configurations we wait for the end of the thermal transient and we save the full
chip power consumption, the board temperature and all the thermal sensors outputs.
As described in (7) we collect them together and we solve the least square problem to
generate the calibration coefficients for all the sensors.
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Fig. 3. Distribution of temperature on chip along different concentric rings of cores under full
load at 533Mhz

We first use the calibrated sensors to highlight the spatial thermal behavior of SCC.
Indeed, Fig.3 shows the average temperature over three different rings of cores in the
SCC floorplan, under full load. “External” bar refers to the outer ring of sensors (24
sensors), “intermediate” bar refers to the immediate inner ring of sensors (16 sensors)
whereas “center” bar refers to the four central tiles (8 sensors). From the plot we can
notice the presence of a thermal gradient between the center cores and the boundary
ones that show average lower temperatures.

Secondly we use the A,B calibrated sensors in comparison with the AREFi ,BREFi

calibration described by Eq.5 to evaluate the performance of proposed solution. Fig.4
shows with solid line the board temperature when all the core of SCC pass from idle to
full load whereas with dots are reported the calibrated output for the sensor showing the
lower temperature. Circles refer to the proposed calibration whereas stars refer to the
reference one (REF). From the figure we can first notice that the ambient around SCC
is exposed to a significant temperature drift due to the heat dissipated by the SCC chip.
This gives us a lower bound for the real thermal cycle happening inside the SCC die.

Thirdly comparing all the three curves together we can notice that our approach im-
proves upon the reference one (REF) since it is able to account for the package thermal
resistance, showing internal higher temperature compared to the ambient one. More-
over from the same figure we can notice that the thermal transient is characterized by
different time constants, indeed it looks like to be the response of a system composed



A System Level Approach to Multi-core Thermal Sensors Calibration 29

0 50 100 150 200 250 300 350 400 450
39

40

41

42

43

44

45

46

47

Time(s)

Te
m

pe
ra

tu
re

(C
)

Board temperature vs. calibrated sensors values

 

 

Board Temperature
Our Calib. Temperature
REF. Calib. Temperature

Fig. 4. Difference between our calibration and the reference one under full load at 533Mhz

by multiple poles with a very long settling tail, probably it is caused by a “partial”
pole-zero cancellation. From the same plot we can see that ambient temperature react
significantly slower compared to the internal one suggesting the presence of an high
thermal capacitance due to the package and the heat-sink.

5.3 Hotspot Model Comparison

To evaluate our calibration results we have developed a thermal model for SCC using
HotSpot[13] thermal simulator. This model is capable of predicting SCC chip temper-
ature values at different on-die locations according to input power to the chip. The tun-
ing of the thermal model has been performed automatically by selecting the heat-sink’s
thermal convection resistance that minimize the mean square error between hotspot es-
timated temperature and real ones under two extremes SCC load: all core in idle at
100MHz and all core running a power virus and at 533MHz. We tune two different
HotSpot model: one using as extremes the temperature obtained by the SCC thermal
sensors calibrated with the proposed approach and the other using the reference cali-
bration (REF). We then compare the real thermal map of SCC in the two calibration
approaches (our and REF) against the corresponding Hotspot model outcome under the
same SCC stress configuration. These is done for different load pattern each one ob-
tained by imposing a different workload and a different frequency value to all the core
of the SCC chip. Both in real HW and in the Hotspot simulations.

Fig.5 (a) shows the results of these tests. On the y-axis is reported the percentage of
occurrences of a given mean square error between the hotspot simulation and the real
thermal map for all the tests made (8 frequency level x 18 workloads). As can be seen for
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Fig. 5. hotspot simulation vs real measurements

our calibration the MSE is always less than 1.5 degree with the majority of them below
1 degree. In contrast, the reference calibration when compared to hotspot simulation
produces errors bigger than 2 degrees. In Fig.5 (b) we compare the SCC thermal map
with sensor calibrated with our approach with the hotspot simulation under a mixed
workload configuration. The surface is the output temperature of the thermal model and
bars represent the calibrated sensors outputs with a tolerance range (±1.5C). During
this test half of the chip is under full loads and half of the chip is idle. Fig.5 report the
sensors outcome compared to the modeled one. The ticks show when the model output
is within the sensor error tolerance whereas the arrows represent when the model output
is lower or higher. From this set of results we notice that the calibrated thermal sensors
measurements captures the thermal trends highlighted by the hotspot model with good
accuracy.

6 Conclusions

In this paper we have presented a calibration approach for the thermal sensors typical
for recent and future multi-core architectures. As test case we studied the SCC thermal
sensors performance and behavior. Our results highlight significant spatial and temporal
noise on the output values. To manage these non uniformities in uncalibrated sensors we
developed a novel procedure to extract the relationship between thermal sensors output
and absolute temperature using data-regression. We then used our calibration to high-
light the thermal performance of SCC. We compared it with Hotspot thermal simulation
of a floorplan similar to SCC showing a tolerance error below the 1.5 degrees.
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Abstract. The most efficient power saving method in digital systems is to scale 
Vdd, owing to the quadratic dependence of dynamic power consumption. This 
requires memory working under a wide range of Vdds in terms of performance 
and power saving requirements. A self-timed 6T SRAM was previously pro-
posed, which adapts to the variable Vdd automatically. However due to lea-
kage, the size of memory is restricted by process variations. This paper reports a 
new self-timed 10T SRAM cell with bit line keepers developed to improve ro-
bustness in order to work in a wide range of Vdds down to 0.3V under PVT 
variations. In addition, this paper briefly discusses the potential benefits of the 
self-timed SRAM for designing highly reliable systems and detecting the data 
retention voltage (DRV). 

Keywords: Self-Timed SRAM, Robustness, Energy Harvesting, Low Power 
Systems, DRV, Handshake protocols, Open Loop Control, Closed Loop  
Control, Reliable System, Fault model, Fault Detection, PVT variations. 

1   Introduction 

At present, there is a scarcity of memory systems that work robustly over a wide range 
of supply voltage. Generally, this requirement is imposed either by the power delivery 
or management technique employed in low power systems [2]. The supplied voltage 
might be either unstable, e.g. with voltage droops, or completely nondeterministic, e.g. 
in the case of energy scavengers. Systems may also have different working modes by 
design, e.g. DVS (Dynamic Voltage Scaling). The range of Vdd change may be large, 
from the nominal voltage of the technology down to the Data Retention Voltage 
(DRV) of memory banks in order to accomplish tasks with the highest performance 
whenever power is available and save as much energy as possible without losing data 
whenever the system is idle [4]. For such a wide range of voltage the latency of memo-
ry access varies significantly. [5] shows that the working frequency of 128 cells per 
column SRAM changes from 0.6GHz at 1V to 0.01GHz at 0.4V. This means that the 
difference in timing in such a wide voltage range is more than 60 times. 

SRAM memory banks mostly work based on an open loop control model, in which 
timing assumptions are used to manage the pre-charge, word line selection, and  
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reading/writing sub-operations. For example, synchronous systems use different 
phases of clock signals to control these sub-operations. The low phase of the clock 
signal is used during pre-charge and the high phase is used during word line selection 
and reading/writing. Here the clock frequencies must reflect the worst case timing 
assumption of the memory banks.  

Because of significant latency differences in memory banks under a wide range of 
Vdds [1][2], there are three possible solutions to design a memory sub-system work-
ing in a wide range of Vdds: 1) different clock frequencies are required for different 
Vdds; 2) the lowest clock frequency associated with the lowest Vdd is used for the 
whole range of Vdds; 3) bundled-data method, bundling with a delay element. There 
exist a number of problems which were explored in [1][2]. 

Unlike the open loop control model, closed loop control uses feedbacks coming 
from the SRAM itself to manage the pre-charge, word line selection and read-
ing/writing. Such a mechanism is possible if completion signals can be obtained from 
the SRAM and connected to asynchronous handshake protocols. 

Recently, a fully self-timed 6T SRAM was proposed [1][2], which uses closed loop 
control by monitoring bit lines during reading and writing. The SRAM regulates the data 
flow based on the actual speed of the circuit under any operating condition. The SRAM 
then works fast under the nominal voltage and slow under low voltage. Based on [1], this 
kind of SRAM can work down to 0.2V in UMC 90nm CMOS technology. However, 
when process variations are considered, the working range of the SRAM becomes se-
verely restricted for memories of reasonable size [2]. For example, for SRAM with 256 
cells per bit line, the working range under the worst case variations is from 1V to 0.6V. 

The main contributions of this paper include: 1) exploring in detail the reasons why 
process variations reduce the working range and demonstrating the limitations in 
supporting large bit lines and working robustly below 0.4V; 2) designing a new self-
timed 10T SRAM and its controller; 3) introducing bit line keeper techniques to asyn-
chronous SRAM design which in combination with 2) improves variation robustness. 

Closed loop, unlike open loop, control has potential deadlocks. This paper also 
proposes an idea for building a highly reliable memory system by making use of such 
deadlocks. 

The remainder of this paper is organized as follows: Section 2 highlights the prob-
lems of the existing self-timed 6T SRAM memory sub-system designs. In section 3, a 
new self-timed 10T SRAM and its controller are described. Section 4 shows the fur-
ther improvement of the robustness of the SRAM by introducing bit line keepers. 
Section 5 demonstrates a reasonably sized memory bank based on the 10T SRAM 
cells. Section 6 gives a brief discussion on using the self-timed SRAM to build highly 
reliable systems, and finally Section 7 concludes with discussions. 

2   Problems in Existing Fully Self-timed SRAM Memory 

In self-timed SRAM, the completion of writing and reading is detected by monitoring 
the bit lines [1][2] because the bit lines are shared between the memory cells in the 
same column and the peripheral circuits used to detect the completion of the opera-
tion. This avoids having completion detection circuit in each cell which is not practic-
al for area, power and performance reasons [6][7][8]. 
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The beauty of the existing self-timed 6T SRAM is in combining a cheap standard 
gates based sensing logic and an intelligent control. 

Without considering process variations, this technique works under a wide range of 
supply voltage, from 1V down to 0.2V [1] for UMC 90nm CMOS technology. It 
however stops working below 0.4V under process and/or temperature variations. Fig. 
1 clearly shows that the data has already been written into the cell. However, the 
WAck signal is not generated as the BL cannot be charged to high enough to trigger 
the logic gates. A deadlock happens. As shown in the figure the BL voltage is charged 
to about 0.18V while the threshold voltage is more than 0.2V.  

 

Fig. 1. Experiment of successful writing in self-timed SRAM without acknowledgment under 
400mV 

Intuitively a Sense Amplifier (SA) can be used to amplify the difference in the bit 
lines to trigger the acknowledgment signal. However an SA needs an enable signal 
which may still fall into the same situation and it is a power hungry circuit. Paper [7] 
clearly states that an SA is not suitable for asynchronous memory.  

These problems may be caused by bit line leakage and/or n-type transistors not 
suitable for propagating logic one. The following experiment is used to demonstrate 
how these problems can be caused by leakage. 

As the number of cells per column increases, the leakage from un-accessed cells 
increases [14]. This reduces the bit line voltage and then worsens the problem of  
generating the acknowledgment signals.  

The worst case leakage happens when all cells in the column store the same data 
and then a different data is written into one of the memory cells, for example, all 1s 
are stored in a column, and then 0 is written into one cell of the column. There is a 
fight between the cell and all the other cells in the column, the cell being written is 
trying to charge the bit line to trigger the acknowledgment signal while the leakage 
from all other cells discharge it. By simulating this worst case scenario we have 
measured the bit-line voltage for different number of cells per bit line after successful  
writing. The results are depicted in Fig. 2 (a) for the typical corner (TT), and (b) for 
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the worst case leakage which happens in the FF corner [8]. The red curve in each 
figure expresses the minimum voltage needed to trigger the acknowledgment while 
the black curves represent the maximum bit-line voltage after flipping the cell for 
different bit-line configurations. Hence all values above the red curve mean success-
ful generation of acknowledgment while all values below it mean failure. 

The figures illustrate the effect of an increasing number of cells and process  
variations on increasing the leakage and hence failing the completion detection me-
chanism. For 64, 128 and 256 cells per column the completion can be detected down 
to 0.3V, 0.33V, 0.4V for the typical-typical corner and 0.48V, 0.52V, 0.60V for the 
worst case process variations. It is worth mentioning that as the system temperature 
increases the transistors become more leaky [8] which worsens the problem and in-
creasingly leaves the memory in a deadlock situation as no feedbacks are generated. 
Even if this type of deadlock is detected and resolved, the next request still results in 
no acknowledgment. This motivates us to propose a new design in the next section. 

 

Fig. 2. The bit-line voltage after successful writing for different number of cells per column 
under the (a) typical corner and (b) fast corner (worst case leakage) 

3   Proposed New Self-timed SRAM for Robustness 

The proposed new SRAM structure is shown in Fig. 3 (a), which includes two extra 
bit lines and four extra transistors (N5-N8). Two transistors are on each side and 
stacked which can reduce leakage as well. The two new bit lines are used for reading, 
and the two existing bit lines are used for writing only. This structure is the same as 
the 10T SRAM proposed in [9]. The main original purpose for the 10T SRAM is to 
separate the reading and writing in order to tolerance noise. This property is inherited 
here. In addition, unlike the 6T SRAM propagating logic one to charge one of the bit 
lines through n-type transistors for completion detection, the new structure dynami-
cally builds a path to ground based on the stored value to discharge one of the bit lines 
for completion detection. 

The size of the 10T cell is about 67% bigger than the 6T. Its write-ability and hold-
ing stability are similar to the 6T’s while it has no reading disturbance [9]. Hereafter, 
we will use RWL and WWL for reading and writing word lines and (RBL & 
RBL_bar) and (WBL & WBL_bar) for reading and writing bit lines respectively. 
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Fig. 3. Proposed (a) 10T SRAM cell and (b) bit line keeper 

To be fully self-timed, similar to the self-timed 6T SRAM, reading is arranged in 
two steps. The first is pre-charging which pre-charges the four bit lines (over thre-
shold). The second is reading which opens one of the two stacked n-type transistors 
by the reading word line (RWL) and Q/Q_bar to discharge one of the bit lines (RBL 
and RBL_bar). The bit line being discharged indicates that the data is ready for  
reading.  

Writing is arranged in four steps unlike the three steps in the 6T, here assuming ze-
ro is stored and one is going to be written to flip the cell, 1) pre-charging, the same as 
the pre-charging in reading, 2) opening the writing word line (WWL) which dis-
charges one of the writing bit lines (similar to the normal reading in 6T), in this ex-
ample WBL is discharged, 3) enabling the write-driver which discharges WBL_bar 
and then flips the memory cell, and 4) enabling RWL which results in discharging 
RBL_bar provided that the cell is flipped and one is generated from the other side to 
open the transistor N5, hence guaranteeing the writing operations. These are described 
in STG form in Fig. 4, (a) for writing and (b) for reading. 

 

Fig. 4. STG specifications for (a) writing and (b) reading operations 

Delay-Insensitive (DI) circuits are the safest asynchronous circuits as they work 
correctly regardless of delays in both the wires and gates [12]. However, DI is hard to 
implement or even impossible in some cases. Thus the best trade-off is the Quasi-
Delay-Insensitive (QDI) or Speed Independent (SI) circuits [10]. Fig. 5 shows an SI 
solution mapped from the STG specifications above. The circuit is designed by using 
Petrify [16] and optimized manually. 

The implementation is similar to the controller of the self-timed 6T SRAM. Mod-
ifications include gate 5 which is used to generate the WAck signal. Only when either 
both Data and RBL are low or both Data_bar and RBL_bar are low, the acknowled-
gement signal for writing is generated. Fig. 6 shows the waveforms obtained from the 
controller for reading (a) and writing (b). The numbers 1-4 are associated with the 
reading and writing steps mentioned above. 
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Fig. 5. Proposed SI controller 

 

Fig. 6. Waveforms of the proposed SRAM under 300mV for (a) reading and (b) writing 

4   Robustness Improvements by Leakage Reduction 

A bank containing 256X128 such 10T SRAM cells is robust just above 0.4V for all 
process corners and temperature variations. However at 0.3V it fails at the FF corner 
and high temperature. For example, gate1 is faster than its typical delay if it is in the 
FF corner. And then it is triggered by leakage. The latency depends on the corners and 
the temperature. This timing failure is shown in Fig. 7 (a), in which WE is generated 
earlier than WWL and then a wrong WAck is generated. 

This happens because leakage violates the control protocols. When all four bit lines 
are fully charged, according to the protocols, WWL is expected and then one of the 
bit lines can be discharged.  However, one of the bit lines is discharged wrongly by 
leakage. This triggers gate1, generates the WE signal, and causes a wrong operation.  
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Fig. 7. Simulation results for writing operation under 300mV (a) without keeper (shows timing 
failure) (b) with keeper (no failure) 

Leakage therefore must be suppressed or at least compensated. Here we proposed 
to use the bit line keeper as shown in Fig. 3 (b) [9] to maintain the charges in the bit 
line and suppress that timing failure. Using this bit line keeper the problem has been 
addressed as shown in Fig. 7 (b). With Vdd at 0.3V, whatever the delay of gate13 all 
signals are delayed until the actual writing occurs. 

This bit line keeper is smaller than the 6T SRAM cell and hence for a bit-line with 
256 cells its area overhead in less than 0.4%. 

The keeper was also tried with on the self-timed 6T SRAM. The 6T SRAM is 
about 2 times faster than the 10T SRAM for reading, almost the same speed for both 
6T and 10T SRAMs for writing over 500mV, and the 6T SRAM is about 60% of the 
performance of the 10T SRAM at 300mV. However, when taking into account the 
process variations, the 6T SRAM with the keeper still failed with Vdd below 400mV. 

5   SRAM Bank Realizations and Analysis  

Bundling is the use of one column to track the timing of a multi-column bank which 
has been proposed in the literature not only for asynchronous but also for synchronous 
SRAM [11] which has proved its reliability across a wide range of PVT variations 
[11]. In all previous work [2][8][11] the authors found that the timing of any column 
depend on the data stored in its cells and the data being accessed. Therefore a redun-
dant column which is made slowest is added to each bank for bundling. In [2][8] the 
authors worsened the bundling column’s timing by hard-coding its stored data to 
reflect the worst case leakage while the authors of [2] worsened their bundling col-
umn by flipping its data content for every write for maximum latency. 

A bundled 32kbit (256x128) SRAM is developed in this work. The far end normal data 
column is used as the bundling column instead of a redundant worst-case one. We have 
tested this memory under all process corners (TT, FF, SS, SNFP and FNSP), temperature 
changing from -55oC up to 125oC, and supply voltage varying from 1V down to 0.3V. 

Fig. 8 shows simulation results for writing at 0.3V. The black part of each bar 
represents the writing time from raising the request signal to the cell being flipped while 
the gray part reflects the completion detection time from flipping the cell to the acknowl-
edgment being generated. Under all operating conditions, writing acknowledgment of the 
bundling column is generated in the safe time after all cells are flipped.  
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Fig. 8. SRAM bank writing time with the last column as bundler at 300mV 

The omission of a redundant bundling column is possible because the additional bit 
line keepers, stacked n-type transistors and the modified controller are heavier than 
the controller for the 6T, and can cover the latency caused by all process corners and 
temperature variations as well as latency inconsistencies across different data values. 

However, the heavy controller increases cost. For example, a 1Kb memory with 
keepers pays less than 1% penalty on performance and 10% on power consumption. 

6   Making Use of Memory Deadlocks in Highly Reliable Systems 

Currently memory subsystems dominate the system chip area (predicted to occupy 
about 94% by 2014) [13]. Memory reliability is very important, especially in low 
power and energy harvesting systems, as lowering Vdd may reduce reliability. 

Process variations have different impacts on different components of a memory 
sub-system. For instance, the presence of important leakage currents in sub-90nm 
technology is generally considered as a main concern in terms of power consumption 
and more recently in terms of fault modelling [4]. Mostly variations affect the thre-
shold voltage and eventually the leakage and latency. The proposed SI SRAM covers 
the latency related faults. Here we further investigate the faults caused by leakage. We 
refer to all these leakage related faults as leakage faults.  
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In a highly reliable system, fault detection is crucial. The earlier a fault is detected, 
the better a system is. Normally the faults are detected by a series of writing and read-
ing and/or some dedicated hardware. As the SI SRAM uses closed loop control, all 
operations are controllable. Section 2 showed a writing fault which causes a deadlock 
eventually. The same problem can happen in reading. During reading, after pre-
charging, if the leakage current is high, it will discharge the bit lines. As a result, 
RAck is generated wrongly. These leakage faults can be detected either from dead-
locks or from wrong relationships in control signals. 

[15] shows a low cost method to check asynchronous handshake protocols at run 
time. It can detect both deadlocks and wrong relationships.  

Data retention voltage (DRV) is an important parameter of a highly reliable system 
for low power operations. For idle memory banks, lowering the supply to the DRV 
enables dramatic reduction of standby power. However the DRV depends on the ex-
tremes of local mismatch variation [4] and design-time decisions may need to be so 
conservative as to render this technique useless.  

DRV-tracking methods exist [4]. One is to bias the array supply to twice the thre-
shold voltage of the bit-cell devices.  Although this is sufficient to preserve data, it is 
not a necessary condition. Further reduction is possible. Another is the canary cell 
method which must be calibrated against a known DRV distribution. Most recently a 
new efficient method was proposed in [4]. It includes a DRV column, which is added 
to a memory bank as a sensor, and a DRV prediction algorithm, which reads the con-
tents of the DRV sensor and processes results under different voltage skews generated 
by a voltage skew generator. The DRV is detected by running a series of writing and 
reading operations, such as March, on the sensors. In addition to the dedicated sen-
sors, it requires active testing which takes more time and consumes more power.  

On the other hand, with the self-timed SRAM, when Vdd is reduced to a certain 
point, the controller stops working properly because of the simple sensing mechanism 
as discussed in the previous sections. From the experiments shown in Sections 2 and 
4, it is clear that in this situation the data is still written into a cell correctly, but the 
sensing mechanism stops working. This Vdd is higher than the DRV, but lower than 
or equal to the minimum energy per operation point, which for 90nm technology is 
generally 0.3-0.4V. As a result, such self-timed SRAM can be regarded as self-
sensing for usable DRV in a low-power context. A deadlock or conflict detector (e.g. 
[15]) can then be used to generate a warning signal to raise system Vdd.  

7   Conclusions and Future Work 

This paper investigates in detail problems in the self-timed 6T SRAM and highlights 
their limitations to support large bit lines across a wide range of PVT variations.  

A new self-timed 10T SRAM is proposed and designed, which outperforms the 6T 
solution with a better ability to support large bit lines with the support of new bit-line 
keepers at the expense of a 67% bigger area. This allows memory systems to poten-
tially work under supply voltages which are nondeterministic or naturally or delibe-
rately variable as required in most energy conscious systems nowadays. The new 
SRAM is implemented in UMC 90nm CMOS technology under the Cadence toolkits, 
and demonstrated through Spectre analogue simulation across all process corners. As 
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an example, a 32Kb memory bank is implemented and the new SRAM together with 
the bit line keepers improves the robustness down to 0.3V under PVT variations.  

As closed loop control is used in the self-timed SRAM designs, all operations of 
the memory sub-system are controllable. This provides a potential opportunity to 
build highly reliable systems. This will be our next future research topic. 

A primary idea in this SRAM cell is to avoid using n-type transistors to propagate 
logic one. The 10T SRAM cell may not be the only solution fitting this description 
but the most conveniently available. We plan to further explore other types of cells. 

We have fabricated the self-timed 6T SRAM, and will fabricate the 10T SRAM as 
well to verify our designs and prove the measurements. 
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Abstract. Nowadays, many embedded processors include in their architecture 
on-chip static memories, so called scratch-pad memories (SPM). Compared to 
cache, these memories do not require complex control logic, thus resulting in 
increased efficiency both in silicon area and energy consumption. Last years, 
many papers have proposed algorithms to allocate memory segments in SPM in 
order to enhance its usage. However, very few care about the SPM architecture 
itself, to make it more controllable, more power efficient and faster. This paper 
proposes architecture extensions to automatically load code into the SPM whilst 
it is fetched for execution to reduce the SPM updating delays, which motivates 
a very dynamic use of the SPM. We test our proposal in a derivation of the 
Simplescalar simulator, with typical embedded benchmarks. The results show 
improvements, on average, of 30.6% in energy saving and 7.6% in performance 
compared to a system with cache. 

Keywords: Embedded processors, memory architecture, scratch-pad memory. 

1   Introduction 

In recent years, the commercial popularity of mobile embedded devices such as 
phones, PDAs, cameras, MP4 players, etc. has attracted strong economic interests. As 
a consequence, much research effort has been accomplished to increase the compu-
ting power of such devices to be able to incorporate as much functionality as possible. 
However this increment in performance has been not accompanied by a equivalent 
increment in battery technology. Despite the great step forward due to lithium-ion 
batteries, since then, larger energy consumption requires larger battery size. Conse-
quently, while battery technology slowly advances, the effort should be made to  
reduce the energy consumption of mobile embedded devices. 

Compared to general purpose computing, there is an important key characteristic in 
these devices that may be exploited: most of the workload is somewhat fixed and 
known at design time. Therefore, some techniques may be used to allocate code and 
data objects to a lower stage in the memory hierarchy (i.e. SPM). 

In general computing, caches have played a decisive role in providing the memory 
bandwidth required by processors. In fact, they became as one important technique to 
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reduce the famous “memory bottleneck”. The caches memory has a very dynamic and 
unpredictable behavior, capable of adapting its contents to any unknown workload. 
However, it is not energy efficient because it requires tag memory and the hardware 
comparison logic. Some authors have becoming to identify the memory subsystem as 
the energy bottleneck of the entire system [3]. 

High energy consumption of the cache, and predictable workload in embedded 
computing, has led the SPM memory to emerge as an efficient alternative to caches. 
In addition to its energy efficiency, it is fully predictable, playing an important role in 
real-time systems. The disadvantages are derived from the fact that the SPM is basi-
cally a small and fast memory mapped into the address space of main memory. There-
fore, its operation must be done explicitly by mapping memory objects by the linker 
and loader, or by programming. 

To do so, many approaches have been presented this decade to carefully select the 
contents to be stored in SPM to improve energy and/or performance. Orthogonal to 
them, this paper presents an original approach to reduce the overhead resulting from 
updating the SPM contents at run time. 

The contributions of the paper are new architectural extensions to dynamically 
control the SPM. The difference among others solutions is that SPM loading is done 
on the fly whilst code is fetched from memory for execution, with minimum time and 
energy cost. This fact will enable allocating techniques to dynamically adapt the con-
tents of the SPM to the program run at a reduced delay cost. Moreover, these tech-
niques will trade-off to favor frequent updates, adapting the SPM contents to the pro-
gram flow in a more effective and precise way 

Our proposal only requires small changes on the processor design. Our interest is 
to obtain a realistic solution, simple enough to be implemented in a real world. 

This paper is structured as follows. Section 2 reviews the related work. Section 3 
proposes the overall architecture of our approach. The experimental setup is explained 
in section 4. Section 5 discusses the experimental results obtained. Finally, section 6 
concludes the paper. 

2   Related Work 

In the literature, there are many works that focus on reducing the energy consumption 
and/or increasing performance by means of the effective use of SPM memories. These 
papers present the SPM as worthy alternative to cache memories, when energy and 
not only performance is important. 

Many of these studies present a range of techniques on the allocation of code in the 
SPM which can be divided into two types. First, those of a static approximation where 
the contents of the SPM are assigned in advance and remain unchanged during pro-
gram execution [1], [2], and [4]. Second, the ones that perform a dynamic update of 
the SPM contents at run time: Egger et al. [5] [6] and [7], Hyungmin Cho et al. [8], 
Janapsatyat et al. [9], Steinke et al. [10], Polleti et al. [11] , Lian Li et al. [13] and 
Doosan et al. [19]. The latter have the advantage of adapting the contents of the SPM 
to the program run but at the cost of periodically reloading the SPM contents. 
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There are some papers that propose hardware extensions to better control the SPM 
[9], [11], [12], and [13]. In [9] Janapsatyat et al. introduce a special set of instructions 
at compile time in a number of key points using a heuristic algorithm, which trigger a 
hardware controller that manages the flow of data to the SPM. To the best of our 
knowledge, this is the technique that better approximates to ours. However, the main 
advantage of our solution is that it requires fewer instructions and less control logic to 
operate. 

Some papers propose the use of DMA to reduce the cost of copying data from 
main memory to the SPM [11], [19]. The main difference to our proposal is the larger 
die size and energy cost of this approach by using the DMA. 

3   Architecture Extensions 

Our proposal is based on a number of changes in the processor architecture, which 
may be classified in two categories. The first contain small changes required in the 
processor hardware design in order to support our approach. Second, three new in-
structions have been added to the instruction set. Below we explain these changes. 

3.1   Hardware Design 

Basically, the memory hierarchy is composed by the SPM and main memory. How-
ever, in order to take advantage of the spatial locality, we have added a prefetching 
buffer (see figure 1). This buffer behaves like a small cache memory with only one 
line in size. It will help in reduce the energy power and latency for those sequential 
fragments of code that are not selected to reside in SPM. 

The SPM will be updated dynamically at run time on the fly to contain loops and 
functions that are executed frequently. No explicit load instructions are needed. The 
processor has three execution modes: memory mode, SPM mode, and SPM function 
mode. Changes among modes are controlled by three specific instructions. 

In memory mode, instructions are brought to instruction decoder from main memo-
ry through the one-line-buffer (OLB) to exploit spatial locality. In SPM and SPM 
function mode, instructions are fetched from SPM memory. However, before the 
instructions may be used from SPM, they should be loaded to SPM from memory. 
This mechanism may be compared to a cache miss. 

These modes require some hardware changes. We add a second program counter, 
so called SPM_PC and a tag register containing the memory address of the first in-
struction in SPM. A refinement of the technique proposes that the SPM may be split 
in independent partitions or blocks. Each one will include a tag register (as shown in 
figure 2). This schema may be used to hold in SPM different functions and/or loops at 
the same time. However, this architecture is not comparable to cache, since SPM 
partitions are much larger than cache lines, and consequently, there are only few  
tag registers in SPM compared to cache. We also need a small tag controller for com-
parison and update, and a mechanism to invalidate the whole SPM partition in one 
cycle. 
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3.2   Architectural Issues 

To deal with the executions modes proposed in former section, three new instructions 
have been added to the processor architecture: SPM_start, SPM_call_start and 
SPM_end. Both SPM_start and SPM_call_start include an immediate field containing 
the SPM block number to be used. This block is selected by the programmer. These 
instructions are inserted into the original code by the compiler or programmer to tell 
the processor which pieces of code are selected to execute from SPM. For instance, 
when a loop is selected, two instructions are inserted to mark the bounds of the code: 
SPM_start at the beginning of the loop code, and SPM_end at the end. 

When a SPM_start instruction is executed, the following actions take place: first, 
processor changes to SPM running mode. Second, the counter SPM_PC is initialized 
to the beginning of the SPM block (explicitly chosen by the SPM_start). Next, the 
physical address of the instruction SPM_start is compared to the tag register corres-
ponding to the chosen SPM block. In case both addresses are equal, it means the con-
tents of the SPM block correspond to the instructions in main memory that follow the 
SPM_start. Thus, the code is fetched from SPM. Both SPM_PC and PC counters are 
incremented simultaneously to point to two instances of the same instruction, one in 
main memory, and a copy in SPM. This schema will allow continuing execution from 
main memory once the end of the SPM code is reached (either by reaching the end of 
SPM block, or reaching SPM_end instruction). This allows dealing with loops  
larger than the SPM block. Knowing SPM size, loops may also spread several SPM 
blocks. 

If tag comparison misses, the running code is not in the SPM block. The new start-
ing address is copied to the tag register and the SPM block contents are invalidated. 
Next, the instructions are fetched from main memory to perform both, SPM load, and 
execution. This operation may be compared to a cache cold start. For the second and 
following pass of the loop, instructions are fetched from SPM. 
 

 

Fig. 1. Architecture Fig. 2. SPM blocks 
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The former mechanism works well for loops and pieces of code frequently used. 
However, we propose an additional instruction, SPM_call_start, to deal with func-
tions that the source code is not available to the programmer (i.e. functions in com-
piled libraries). It works as follows: 

When the PC reaches a SPM_call_start, processor changes to SPM_function mode. 
Instructions are fetched from memory until a “call to function” instruction is found. 
Once the jump is taken, the target address (beginning of the function) is compared to 
the tag of the selected SPM block. The process that follows is somewhat similar to the 
one described for the SPM_start instruction. There is only one additional difference. 
The processor mode is changed to memory mode, once the end of the function is 
reached (return instruction). Therefore, it is not necessary the insertion of the 
SPM_end. This process may be seen in figure 3. Any call instruction to allocated 
functions, must be preceded by a SPM_call_start. Otherwise, the functions will be 
executed normally from main memory, without any SPM benefit. 

There are also some particular cases that require a detailed explanation. The SPM 
is loaded at the same time instructions are brought from memory for execution. 
Therefore, it is possible to have some instructions only in memory until a given itera-
tion requires their execution (i.e. if then else structure inside the loop). The processor 
must realize whether a location in SPM contains a valid instruction. In cache, this is 
solved at line by line basis, through costly tag comparison. Our approach cope with 
this issue performing a quick erase (invalidate) of the entire SPM block. This is ac-
complished in one processor cycle by a special hardware attached to the SPM memo-
ry addressing circuitry. The approach takes care to avoid any overhead in controlling 
the SPM. See figure 4 for the overall fetching process. 

The SPM is mapped in the same physical address space than main memory. A key 
benefit of our approach is that it does not require virtual memory manager, allowing 
its use in medium to small embedded processor. However, we have to take special 
care of any flow change (jump, call). For a piece of code that is brought from memory 
to SPM, for the point of view of the architecture, the instructions are changing their 
physical addresses. 

The main structures that require jump instructions are loop and if then else. Both of 
them use branch instructions with relative offset, thus no absolute addressing is neces-
sary. Regarding function calling, the returning address is stored in stack. The proces-
sor have to select either pushing the SPM_PC or the PC depending on where is placed 
the call instruction. When the return is executed, the program flow returns to the  
caller code, irrespective it is in SPM or in memory. The processor has to switch  
automatically between memory and SPM modes. 

4   Experimental Setup 

In order to compare the cache against the SPM, we have used the simulator Vatios 
[14]. Vatios is a simulator based on the popular SimpleScalar framework [15].  
Similarly to Wattch simulator [16], Vatios adds a model to calculate the energy  
consumption of both entities, memory and processor. 
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Fig. 3. Fetching process 
 

Fig. 4. Instruction fetch in SPM mode 
 

 
Vatios presents a series of advantages in the calculation of the energy consumption 

with respect to Wattch. To calculate the energy consumption of the SPM and the 
cache, Vatios is based on the energy model called Cacti [17]. The SPM energy effi-
ciency are due basically to the reduced control circuitry compared to the cache. To 
allow a fair comparison, both memories have been simulated using the same manufac-
turing technology. 

Attending to the intended target architecture of this technique, we have selected 
realistic benchmarks. In particular, we have chosen a collection of programs selected 
by the The Mälardalen WCET research group [18]. They are representative programs 
for embedded systems, and mainly intended to be used in WCET analysis tools. We 
have selected the following: 
 
Bsort100: Bubblesort program. Tests the basic loop constructs, integer comparisons, 
and simple array handling by sorting 100 integers. 

Cnt: Counts non-negative numbers in a matrix. Nested loops, well-structured code. 

Compress: Data compression program. Adopted from SPEC95 for WCET-
calculation. Only compression is done on a small buffer containing totally random 
data. 

Cover: Program for testing many paths. A loop containing many switch cases. 
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Expint: Series expansion for computing an exponential integral function. Inner loop 
that only runs once, structural WCET estimate gives heavy overestimate. 

Fdct: Fast Discrete Cosine Transform. Many calculations based on integer array 
elements. 

Fir: Finite impulse response filter (signal processing algorithms) over a 700 items 
long sample. Inner loop with varying number of iterations, loop-iteration dependent 
decisions. 
 
The processor architecture of the simulator has been modified to incorporate the pro-
posed approach. Since the simulator version that we used only offers a cache memory, 
we have implemented the SPM from scratch. We have considered the speed and energy 
models for this kind of memory. The decoder unit has accommodated the new instruc-
tions and, the necessary additional registers (SPM program counter) have been added. 
We have validated the correctness of the implemented extensions by exhaustive running 
of real workload. 

The SPM control instructions have been inserted into the code by heuristics. We 
have not used any automatic allocation technique. The hot spots in the program can be 
easily identified by profiling. Benchmarks that are focused to WCET have help in this 
task. 

The experimental process is as follows: first, from the C source code of bench-
marks, we have added the SPM control instructions. The resulting code is compiled 
with sslittle-gcc. The binary programs are simulated by the Sim-Vatios simulator to 
obtain a trace. This trace is used by the tool Power-Vatios to obtain the energy con-
sumption. 

Regarding the hardware configuration, the benchmarks are simulated over three 
different cache or SPM sizes: 128, 256 and 512 bytes. The cache is direct mapped. 
The SPM has only one block. This is due the fact that the programs considered do not 
have concurrent hot spots. Therefore, the optimal configuration is a larger and unique 
block, but it may be updated frequently, thanks to the reduced overhead of the  
approach. 

5   Experimental Results 

The obtained results are depicted in figure 5 to 10. We can see that for 128B (Figures 
5 and 6) the SPM performs better in both performance and energy consumption across 
all benchmarks. The SPM provides an average improvement in performance by 17%, 
and 29% in energy consumption with respect to the cache. The better results are dis-
played for the fir benchmark in which our approach obtains an improvement in per-
formance of 44% and energy consumption 53%. 
For 256B sizes (Figures 7 and 8) for the eight benchmarks used, only expint has better 
performance using a cache. This program consists of two nested loops where the outer 
loop cannot be entirely placed into the SPM and the most inner loop is executed only 
under certain circumstances. This makes that the cache takes advantage for this case. 
Summarizing, the SPM 256B has a 9% improvement in performance and 31% in 
energy consumption with respect to the cache. 
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Fig. 5. Perfomance 128B Fig. 6. Energy comsumption 128B 

Fig. 7. Performance 256B Fig. 8. Energy consumption 256B 

Fig. 9. Performance 512B Fig. 10. Energy Consumption 512B 
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Finally, for SPM and cache sizes of 512B (Figures 9 and 10) we note that with re-
spect to the performance, both of them behave similarly, but the cache shows the best 
results in five of the eight benchmarks. These differences are not significant showing, 
in average, a 3% in performance loss for the SPM with respect to the cache. The dif-
ferences are larger in terms of energy consumption, but in this case the SPM outper-
form the cache in all benchmarks, presenting an average of 32% improvement with 
respect to the cache. 

In general, we can observe that SPM slightly beats the cache in performance (7.6% 
on average), but largely reduces the energy consumption by 30.6% on average. It is 
important to mention that this results would be even better for SPM, if we were used a 
cache of the same silicon die size than the SPM. For simplicity reasons, we have 
compared directly both structures with same byte sizes. Many other works in the 
literature use the more fair comparison over the same die size. 

6   Conclusions and Future Work 

This paper has presented an original approach to better control the scratch-pad memo-
ry in embedded processors in order to reduce energy consumption. The key idea is to 
reduce as much as possible the overhead resulting from updating the SPM contents at 
run time. This allows allocating techniques to dynamically adapt the contents of the 
SPM to the workload execution, maximizing the number of hot spots that may be 
loaded into SPM. 

The technique is orthogonal and complementary to many solutions presented to al-
locate objects in SPM. Those solutions may benefit and increase the effectiveness 
adopting the proposed architectural extensions. 

The proposed technique has been compared to a instruction cache over a typical 
workload for embedded systems. On average, compared to a processor with an on-
chip instruction cache of the same byte size, our approach improves performance by 
7,6% and reduces energy consumption by 30,6%. For certain workloads, our approach 
has reached an increment of 44% in performance, and a reduction in power around 
53%. 

This paper has exploited the reductions on energy of the SPM. Future work will 
focus on the predictable nature of the SPM to exercise our technique in order to obtain 
better worst case execution times for real-time systems. 
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Abstract. This paper studies the operation of the pass transistor structure taking 
into account secondary effects which become intense in nanoscale technologies. 
The different regions of operation are determined and the differential equation 
which describes the pass transistor operation is solved analytically. Appropriate 
approximations about the current waveforms are used simplifying the modeling 
procedure without significant influence on the accuracy. The evaluation of the 
model was made through comparison with HSpice simulation results and by 
using three different technologies: CMOS 65 nm, CMOS 32 nm and CMOS 
32nm with high-K dielectric. 

Keywords: pass transistor, modeling, timing simulation, operation analysis. 

1   Introduction 

Pass transistor is very often being used in digital designs, not only as a stand-alone 
device, but, also, as part in simple logic gates (XOR) or more complex circuits, like 
multiplexers and full adders [1]. Lately, pass transistors are used in the FPGA systems 
for the implementation of the Look–Up–Tables (LUTs), the switch and connection 
boxes and the tristate buffers. The main advantages of the pass transistor use are the 
reduction of the total silicon area and the power consumption caused by the 
minimization of the parasitic capacitance.   

Many analytical models have been development, in the last years, for the CMOS 
inverter [2], the logic gates [3] and the pass transistor [4]. These models were referred to 
submicron MOSFETs and they were derived by solving analytically the differential 
equations which describe the circuits operation. These differential equations result by 
applying the Kirchhoff’s law for the currents at the output nodes of the circuits. Based, up 
to now, on submicron devices, the used current models have not taken into account the 
effects rising from the scaling of the technology in the nano-scale regime. The modern 
MOSFET technologies (below 90 nm) impose intensively the existence of short–channel 
effects, like the channel length modulation, causing a significant degradation of the 
accuracy of the existing models for nanoscale technologies. Moreover, as the channel 
length and the thickness of the oxide of the transistors are reduced, the impact of the 
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leakage current is important because it becomes comparable to the drain current of the 
transistor. Therefore, the leakage current is expected to influence the behavior of the pass 
transistor and the other circuits. 

In this paper, the operation of the pass transistor will be studied for charging the 
load capacitance by applying a ramp signal at its gate input. The driving current 
model that will be used takes into account the carrier velocity saturation effect and the 
channel length modulation effect having a significant impact for the nanoscale 
technologies. The influence of the leakage current in the behavior of the pass 
transistor will be studied by applying the proposed models in two technologies with 
different leakage current characteristics.  

2   Pass Transistor Structure 

The topology of the pass transistor that will be studied is shown in fig. 1. The pass 
transistor is selected to be an n-type MOSFET which is more commonly used. The 
load capacitance (Cout) corresponds to the input capacitance of the next logic level 
plus the parasitic capacitance of the connection lines. Finally, the capacitance CGS 
represents the Gate-to-Source parasitic capacitance of the pass transistor.  

The operation of the pass transistor is based on driving the next logic level. This 
means that node A is set to logic “0” (low) or “1” (high) and by applying an input 
ramp at the gate of the pass transistor (node B), the load capacitance is charged or 
discharged, through the pass transistor, depending on the condition of node A. 

 
Fig. 1. Basic pass transistor topology with an input ramp at the gate of the pass transistor and 
by including the gate-to-source capacitance (CGS) 

The operation condition of setting node A to “0” corresponds to an inverter with a 
ramp voltage at its input which will cause the n-type MOSFET to turn ON and the output 
capacitance to be discharged. When node A is settled at “1”, the pass transistor operates 
constantly at saturation region (VDS ≥ VGS - VTH, where VTH is the threshold voltage of 
the transistor) and the output capacitance will be charged with the drain current of the 
pass transistor. This condition will be described in the following study. Both cases have 
been solved analytically and the behavior of the pass transistor is well described.  

As the MOSFET technologies were scaled down, the impact of some effects are 
strengthen, like that of the channel length modulation. This is obvious from the DC  
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output characteristics of the devices. In the existing models, describing the behavior 
of the pass transistor, such effects were not taken into account posing limitation in 
their application in nano-scale technologies.  

In order to describe the transistor’s drain current, the alpha–power law model [5] 
was chosen. This model takes into account the carrier velocity saturation effect and a 
term which describes the channel length modulation has been added. Therefore, the 
drain current of the transistor  in the saturation region is expressed by the equation ߇௢௨௧ ൌ ݇௦ሺܸீ ௌ െ ்ܸ ுሻୟሺ1 ൅ ߣ ஽ܸௌሻ                                           (1) 

where ks = WμCox/2L is the transconductance of the transistor in the saturation region, 
W is the channel width, L is the channel length, μ is the carrier mobility, COX is the 
gate oxide capacitance, α is the velocity saturation index and λ is the channel length 
modulation coefficient. These parameters can be calculated from measured/simulated 
output characteristics of the devices. Parameter a is close to 1 for these technologies 
and this approximation is used to simplify the proposed model without significant 
influence on the accuracy. 

The transistor’s source node is not connected to the ground, as the bulk node, 
resulting in the appearance of the body–effect [6]. The expression of the body–effect 
is rather complicated, therefore the threshold voltage is expressed by its first order 
Taylor series approximation around VSB = 0, as: 

்ܸு ൌ ்ܸ ுை ൅ ܾ ௌܸ஻                                                           (2) 

where VTHO is the zero-bias threshold voltage and VSB is the source-to-bulk voltage. 
The analysis has shown that the deviation between the threshold voltage derived from 
Taylor series and the complicated body–effect expression is less than 3.9 %, for VGS = 
1 V, making this approximation appropriate for our analysis.  

By applying the Kirchhoff’s current law at node C, the differential equation which 
describes the circuit operation is: ܥ௢௨௧ ௗ௏೚ೠ೟ௗ௧ ൌ ݇௦ሺܸீ ௌ െ ்ܸ ுሻୟሺ1 ൅ ߣ ஽ܸௌሻ ൅ ௌீܥ ቀௗ௏೔೙ௗ௧ െ ௗ௏೚ೠ೟ௗ௧ ቁ                      (3) 

In the saturation region, the parasitic capacitance CGS is calculated by the expression: 
CGS = 2WLCOX/3. Different operating conditions result for the pass transistor 
according to the evolution of the input signal. Equation (3) has to be solved for every 
region of operation, separately. 

3   Modeling the Pass Transistor Operation 

The input ramp is described by the expression 

௜ܸ௡ ൌ ቐ ݐ            ,0 ൑ 0௏೏೏ఛ ,ݐ 0 ൏ ݐ ൑ ߬ௗܸௗ,          ݐ ൐ ߬                                                            (4) 

where τ is the time interval needed for the input ramp to make a transition.  
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During the circuit operation, as the output capacitance is charged, two cases for the 
input ramps are distinguished, namely fast and slow input ramps. The two cases are 
determined by the parameter τ and the characteristics of the circuit. The output 
capacitance is charged with the transistor’s drain current and the current that flows 
from the parasitic capacitance CGS. As the output current (Iout = Id + ICgs) increases, the 
output voltage also increases. If eq. (5) is satisfied, the output current will become 
constant and, therefore, a plateau will appear (slow input ramp). However, if the 
increase rate of the input ramp is high enough, depending on the characteristics of the 
circuit (W, Cout), eq. (5) may never be satisfied resulting in a continuous increase of 
the output current. In this case no plateau will appear (fast input ramp). ௗ௏೔೙ௗ௧ ൌ ሺ1 ൅ ܾሻ ௗ௏೚ೠ೟ௗ௧                                                                     (5) 

The existence of the plateau or not is shown in fig 2. In one condition, the rise time of 
the input ramp is small (τ = 0.005ns) and no plateau exists and in the other condition, 
the rise time is high (τ = 0.05ns) and the output current is constant for a particular 
region of operation. From fig. 2 it is shown that the output current increases almost 
linearly, while decreases almost exponentially for the last region of operation. 

 

Fig. 2. Circuit response for two different conditions: i) input ramp having rise time τ = 0.05ns 
with current plateau and ii) input ramp with rise time τ = 0.005 ns without current plateau 

3.1   First Region of Operation 

At the beginning of the input ramp rising (t < tth), no conduction path has been formed 
in the transistor channel because VGS < VTH. In this case, the output capacitance can, 
only, be charged through the parasitic capacitance CGS. The differential equation that 
describes this situation is Iout=ICgs: 
௢௨௧ܥ  ݀ ௢ܸ௨௧݀ݐ ൌ ௌ଴ீܥ ൬݀ ௜ܸ௡݀ݐ െ ݀ ௢ܸ௨௧݀ݐ ൰ 
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ௗ௏೚ೠ೟ௗ௧ ൌ ఑௏೏೏ఛ                                                               (6) 

where the CGS0 is the parasitic capacitance between gate and source when the 
transistor operates in the cut-off region. 

By assuming that the output capacitance is completely discharged at the beginning 
(Vout (t=0) = 0), the solution of the above differential equation is 

௢ܸ௨௧ଵ ൌ ఑௏೏೏ఛ  (7)                                                             ݐ

The differential Eq. (6) is valid until the input voltage becomes equal to the threshold 
voltage. This will occur at time tk. Time tκ can be calculated, by the condition 
VGS=VTH: ௜ܸ௡ െ  ௢ܸ௨௧ ൌ ்ܸ ு௢ ൅ ܾ ௢ܸ௨௧ ݐ௞ ൌ ௏೅ಹబఛ௏೏೏ሾଵି఑ሺଵା௕ሻሿ                                                         (8) 

Finally, for this region, the output current will be equal to ܫ௢௨௧ଵ ൌ ௢௨௧ܥ ఑௏೏೏ఛ                                                               (9) 

3.2   Second Region of Operation 

A.   Fast Input Ramp 
As the input ramp voltage increases (tth<t<τ), a conduction path is formed at the 
transistor and the output capacitance is charged with the transistor’s drain current and 
the ICgs. The output current increases almost linearly with time until a maximum value 
Imax at t = τ. Thus, the output current can be approximated as: ܫ௢௨௧ ൌ ௗܫ ൅ ௢௨௧ܫ ஼௚௦ܫ ൌ ூ೘ೌೣିூ೚ೠ೟భఛି௧ೖ ሺݐ െ ఑ሻݐ ൅  ௢௨௧ଵ                                         (10)ܫ

The output voltage (Vout) results as the integration of the current: 

௢ܸ௨௧ଶ ൌ ௢ܸ௨௧ଵሺݐ௞ሻ ൅ ଵ஼೚ೠ೟ ቂூ೘ೌೣିூ೚ೠ೟భଶሺఛି௧ೖሻ ሺݐ െ ௞ሻଶݐ ൅ ݐ௢௨௧ଵሺܫ െ  ௞ሻቃ (11)ݐ

i. Calculation of Imax 
The value of the output current at t = τ is given by: ܫ௢௨௧ሺ߬ሻ ൌ ݇௦ሺܸீ ௌ െ ்ܸ ுሻୟሺ1 ൅ ߣ ஽ܸௌሻ ൅ ௌீܥ ൬݀ ௜ܸ௡݀ݐ െ ݀ ௢ܸ௨௧ଶሺ߬ሻ݀ݐ ൰ ߇௠௔௫ ൌ ݇௦ൣ ௗܸௗ െ ൫1 ൅ ܾሻ ௢ܸ௨௧ଶሺ߬ሻ൯൧ሾ1 ൅ ߣ ௗܸௗ െ ߣ ௢ܸ௨௧ଶሺ߬ሻሿ (12) 

B.   Slow Input Ramp 
For the slow input ramp, the current increases up to a value Ip at time tp<τ and then 
remains constant (plateau value) until time τ.  Τhe output current will be  
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௢௨௧ܫ ൌ ூ೛ିூ೚ೠ೟భ௧೛ି௧ೖ ሺݐ െ ௞ሻݐ ൅  ௢௨௧ଵ                                    (13)ܫ

where Ip is the value of the plateau and tp is the time that the plateau is appeared. 
The output voltage will be given by the expression 

௢ܸ௨௧ଶ ൌ ௢ܸ௨௧ଵሺ߬௞ሻ ൅ ଵ஼೚ೠ೟ ൤ூ೛ିூ೚ೠ೟భଶ൫௧೛ି௧ೖ൯ ሺݐ െ ௞ሻଶݐ ൅ ݐ௢௨௧ଵሺܫ െ  ௞ሻ൨                   (14)ݐ

i. Calculation of Ip 
 When time is equal to tp, the value Ip will be  ݀ ௜ܸ௡݀ݐ ൌ ሺ1 ൅ ܾሻ ݀ ௢ܸ௨௧݀ݐ ௣ܫ  ൌ ஼೚ೠ೟௏೏೏ఛሺଵା௕ሻ                                                         (15) 

ii. Calculation of tp 
The value of the Ιp can be expressed as: ܫ௣ ൌ ݇௦ሺܸீ ௌ െ ்ܸ ுሻୟሺ1 ൅ ߣ ஽ܸௌሻ ൅ ௌீܥ ݀ ௜ܸ௡݀ݐ െ ௌீܥ ݀ ௢ܸ௨௧݀ݐ  

௣ܫ ൌ ݇௦ ൬ ௗܸௗ߬ ௣ݐ െ ሺ1 ൅ ܾሻ ௢ܸ௨௧ଶ൫ݐ௣൯ െ ்ܸ ு଴൰ ቀ1 ൅ ߣ ௗܸௗ െ ߣ ௢ܸ௨௧ଶ൫ݐ௣൯ቁ െ ܾீܥௌ ௗ௏೚ೠ೟మ൫௧೛൯ௗ௧                                                    (16) 

By solving eq. (16), the value of tp is calculated. If tp<τ, the slow input ramp will 
occur, otherwise, the fast input ramp will occur. 

3.3   Third Region of Operation 

A.   Fast Input Ramp 
When τ<t<∞, the output current has to turn to zero, otherwise the output capacitor 
charge (Q), and the output voltage, will tend to be infinity instead of a finite value. 
The form of the output current can be approximated according to ܫ௢௨௧ ൌ ఔ௧మ                                                                  (17) 

The output voltage will be given by the expression 

න ݀ ௢ܸ௨௧ଷ ൌ ௢௨௧ܥ1 න ଶݐݒ ஶݐ݀
௧

௏೑௏೚ೠ೟  

௢ܸ௨௧ଷ ൌ ௙ܸ െ ఔ஼೚ೠ೟௧                                                     (18) 

where Vf is the value of the output voltage when t ∞. Theoretical, this voltage value 
is equal to the voltage needed to turn the transistor off. Therefore, the value of Vf 
results by the condition VGS=VTH: 
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௙ܸ ൌ ௢ܸ௙௙ ൌ ௏೏೏ି௏೅ಹబଵା௕                                                    (19) 

Simulation results have shown that there is a significant difference between the model 
and HSPICE results for the third region of operation. According to them the output 
voltage do not have a finite value at the end of the third region of operation but 
increases constantly towards Vdd with a decreased rate which never turn to zero. This 
is caused because of the weak inversion effect. Therefore, Eq. (19) has to be 
redefined. The expression of Vf has to take into account the gate width W, the output 
capacitance Cout and the time constant τ. By applying the necessary calculation, the 
derived expression of Vf is 

௙ܸ ൌ ௢ܸ௙௙ ൅ ூ೟೚೟஼೚ೠ೟ା஼ಸೄ ቀln ௐௐ೚ቁ  (20)                                   ݐ߂

where Wo is the channel width for which the output voltage becomes equal to Voff and 
Itot is the total current when VD = VG  = Vdd, Vs = Voff and W = Wo 

A.   Slow Input Ramp 
For the slow input ramp, the third region of operation begins at time tp until time τ. In 
this region the output current is constant and equal to the plateau value. Therefore, 

௢ܸ௨௧ଷ ൌ ௢௨௧ܥ1 න  ݐ௣݀ܫ

௢ܸ௨௧ଷ ൌ ଵ஼೚ೠ೟ ݐ௣൫ܫ െ ௣൯ݐ ൅ ௢ܸ௨௧ଶ൫ݐ௣൯                                        (21) 

Furthermore, for the slow input ramp, a fourth region of operation exists which is 
similar to the third region of operation for the fast input ramp. 

4   Simulation Results 

The evaluation of the proposed analysis and the study of the leakage current influence 
were made through comparisons between the proposed model and HSpice simulation 
results. For the HSpice simulations, a CMOS 65 nm, a CMOS 32 nm and a CMOS 32nm 
with high–k gate dielectric technologies were chosen (BSIM4 Predicted Technology 
Models). The characteristics of the pass transistor (Vdd, VTH0, ks and λ) were extracted 
from the specifications of each technology. In Table 1, the values of all the parameters 
for each CMOS technology are presented. 

Table 1. Parameters‘ values for each used CMOS technology 

Parameter 65nm technology 32nm technology 
High – k 

32nm technology 
W (nm) 130 65 65 
L (nm) 65 32 32 

VTH0 (mV) 423 508.8 355.8 
λ 0.04 0.02 0.06 

ks (x 10-4 A/V) 2.216 2.066 2.94 
Cout (fF) 1 0.5 0.5 
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Figure 3 shows the comparison between the model and HSpice simulation results 
for the three selected technologies. The solid lines represent the HSpice simulation 
results, while the symbols represent the model results. The good agreement between 
the model and the HSpice results indicates the correctness of the proposed model. 
Furthermore, the smallest deviation was measured for the 32nm technology with 
high-K dielectric and this is caused due to the limitation of the leakage current. The 
high–K dielectric minimizes the leakage current of the transistor, especially the one 
resulting from the gate tunneling effect. Therefore, the theoretical value of the output 
current (Iout = Id + ICgs) is not affected significantly by the leakage current. 

 

Fig. 3. Comparison between the model results (symbols) and the HSpice simulation results 
(solid lines) for the three selected technologies (65nm, 32nm, 32nm with high–K dielectric) 

For having a better evaluation of the proposed model, the comparison was 
extended for various values of the circuit parameters, like the pass transistor width, 
the output capacitance value and the rise time of the input ramp. The results of the 
comparison are shown in Table 2 for the 65 nm technology and in Table 3 for the 32 
nm and 32nm with high–K technology. In all conditions there is a very good 
agreement between the results, showing the accuracy of the model. 

Table 2. Comparison between model and HSpice simulation results for various values of the 
circuit parameters for 65nm technology 

Cout = 0.5fF,  
W = 65nm 
τ (ns) 

Mean 
Deviation 

% 

 Cout = 0.5fF, 
τ = 0.01ns 
W (nm) 

Mean 
Deviation 

% 

τ = 0.01ns, 
W = 65nm 
Cout (fF) 

Mean 
Deviation 

% 
0.005 3.95 90 5 0.5 4.2 
0.01 4.9 130 4.9 1 4.9 
0.05 7.6 300 1.95 2 5.7 
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Table 3. Comparison between model and HSpice simulation results for various values of the 
circuit parameters for 32nm and 32 nm with high-K dielectric technology 

 

In Table 4, the comparison between the propagation delay measured with the model’s 
results and that of HSPICE simulations are shown, for 32nm and 32nm with high-K 
technology. The propagation delay in measured from the Vdd/2 time point of the input 
signal to Vdd/2 time point of the output signal. As it can be seen from the comparison, 
the error in the 32nm technology with high–K dielectric is smaller than the ordinary 
32nm technology. This can be explained by the impact of the leakage current on the load 
capacitance charge. The high-K dielectric minimizes the gate tunneling leakage current 
leading to a very good correlation between the theoretical values of the model and the 
simulated ones. It is shown that for ordinary nanoscale transistors the gate tunneling 
leakage current plays an important role in their behavior and it has to be taken into 
account for more accurate results.   

Table 4. Comparison of the propagation delay between the model and HSpice simulation 
results, for 32nm and 32nm with high-K dielectric technologies 

 

Cout = 0.5fF,  
W = 32nm 

 (ns) 

Mean 
Deviation 

%
(32nm) 

Mean 
Deviation 

%
(32nm, 
high-K) 

Cout = 0.5fF, 
 = 0.01ns 
W (nm) 

Mean 
Deviation 

%
(32nm) 

Mean 
Deviation 

%
(32nm, 
high-K 

 = 0.01ns, 
W = 65nm 
Cout (fF) 

Mean 
Deviation 

%
(32nm) 

Mean 
Deviation 

%
(32nm, 
high-K 

0.005 7.5 6.4 65 5.4 5.4 0.2 3.4 7.9 

0.01 5.4 5.8 90 7.2 4.1 0.5 5.4 5.8 

0.05 22 17.3 160 6.7 6.7 1 8.2 5.2 

Ordinary 32nm 32nm with high-K 

Cout = 0.5fF, 
W = 32nm 

 (ns) 

Propagation 
delay 

td

HSpice 
(ps) 

Propagation 
delay 

td
Model 

(ps) 

%
error 

Cout = 0.5fF, 
W = 32nm 

 (ns) 

Propagation 
delay 

td

HSpice 
(ps) 

Propagation 
delay 

td

Model 
(ps) 

%
error 

0.005 15.1 18.2 17 0.005 4.9 5.5 10.9 

0.01 21.5 27 20 0.01 7.5 8 6.25 

0.05 32 54 40.7 0.05 21 21.5 2.3 

Ordinary 32nm 32nm with high-K 

Cout = 0.5fF,  
 = 0.01ns 
W (nm) 

Propagation 
delay 

td

HSpice 
(ps) 

Propagation 
delay 

td
Model 

(ps) 

%
error 

Cout = 0.5fF, 
 = 0.01ns 
W (nm) 

Propagation 
delay 

td

HSpice 
(ps) 

Propagation 
delay 

td

Model 
(ps) 

%
error 

65 21.5 27 20 65 7.5 8 6.2 

90 16.5 18 8.3 90 6.5 6 7.7 

160 11 18 39 160 5 5 0 

Ordinary 32nm 32nm with high-K 

 = 0.01ns, 
W = 65nm 
Cout (fF) 

Propagation 
delay 

td

HSpice 
(ps) 

Propagation 
delay 

td
Model 

(ps) 

%
error 

 = 0.01ns, 
W = 65nm 
Cout (fF) 

Propagation 
delay 

td

HSpice 
(ps) 

Propagation 
delay 

td

Model 
(ps) 

%
error 

0.2 10 14.5 25.6 0.2 5 4.5 10 

0.5 21.5 27 20 0.5 7.5 8 6.25 

1 28 36.5 23 1 9.5 11 13.6 
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5   Conclusion 

In this paper, the operation of the pass transistor structure was studied. The channel 
length modulation effect was taken into account resulting in the validation of the 
model to nano-scale technologies. The evaluation of the model was made through 
comparison between the model and HSpice results by using three different nanoscale 
technologies. Furthermore, the significance of the leakage current was testified by 
comparing the model results of an ordinary 32nm technology with a 32nm technology 
with high-K dielectric which minimizes the gate tunneling leakage current. 
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Abstract. Traditionally, the timing of a flipflop is modeled by a single
constraint pair of setup and hold times. For timing verification of digital
circuits both timing constraints should not be violated. Furthermore,
the interdependency of these two quantities is exploited and multiple
constraint pairs are taken as valid setup and hold times. STA Tools can
be easily constructed by the propagation of arrival times. In this paper,
we present a comprehensive study of flipflop timing behavior and extend
the timing modeling by explicitly building the functional relationship
between clock-to-q delay and timing parameters at flipflop data input in
order to break the timing boundaries and thus allow interdependency of
different computation stages to be analyzed at gate level. Aging effects
HCI and NBTI are also considered in the modeling to pave the way for
aging analysis.

Keywords: Timing, Modeling, Flipflop.

1 Introduction

For static timing analysis (STA) at gate level, delay models for individual gates
are applied. In the commonly used nonlinear delay models, all pin-to-pin delays
and output slews of a combinatorial gate are stored in two dimensional look-up
tables with input slew and output load as indexes. For the sequential cells such
as flipflops, setup and hold times are specified at data input with clock slew
and data slew as indexes into the look-up tables while the clock-to-q delay and
output slew are specified at data output with clock slew and output load as
indexes [1].

In STA, the propagation of arrival times is run once where the starting points
are the primary inputs of the circuit under analysis or the data outputs of flipflops
and the ending points are the primary outputs of the circuit and the data inputs
of flipflops. For a circuit synthesized using a standard cell library, the output load
of each gate is known after placement and routing. The clock slew is determined
by the clock distribution network together with the input capacitance of sink
clock pins. In STA, the propagation of arrival times begins by calculating the
clock-to-q delay and data output slew of each flipflop. Both are known values
which are obtained using look-up tables. During the propagation, signal slews
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are calculated locally. At the end of timing paths, the setup and hold times are
viewed as fundamental properties of a flipflop determined by the clock slew and
calculated data input slew and checked against violations.

Recent research on flipflop timing behavior reveals that the valid pair of setup
and hold times is not unique [2,3]. Instead, all the pairs on a constant degradation
curve of clock-to-q delay can be taken as valid pairs as in [3,4], due to the
compensation effect between the time intervals of stable data before and after
the triggering edge of clock signal. This effect is viewed as the interdependency
of setup and hold times.

This non-linear constant degradation curve can be obtained by SPICE simula-
tion, although the simulation overhead is high due to the large number of transient
simulations. A method for fast calculation is proposed in [5,6]. With the help of
this curve, the STA with one single constraint pair of setup time and hold time can
be easily extended for the case of multiple pairs by choosing the minimum suit-
able setup time to determine the minimum clock period of the circuit. A piecewise
linear approximation of the constant degradation curve is used in [4] and provides
conservative results due to the convexity of this non-linear curve.

In this paper, we present a comprehensive study and investigate different
factors which have influence on flipflop timing. Based on the observation, we
propose a new modeling method by building the clock-to-q delay into a func-
tional relationship with the timing parameters at flipflop data input. This can
be viewed as a generalization of traditional modeling method using one or mul-
tiple constraint pairs. With this modeling, new challenges and opportunities for
timing analysis arise because the timing boundaries naturally set by flipflops are
broken and the timing of different computation stages depends on each other.
Two aging effects Hot Carrier Injection (HCI) and Negative Bias Temperature
Instability (NBTI) are also considered to facilitate aging analysis.

The remainder of this paper is organized as follows. In Section 2 we explain
the basics for timing modeling of flipflops and introduce the traditional modeling
method using one or multiple constraints pairs. In Section 3 we give general re-
marks about the performances and factors related to flipflop timing. In Section 4
the individual factors affecting flipflop timing are analyzed and a new modeling
method is proposed. Finally, Section 5 draws the conclusion.

2 Modeling Basics

The flipflop that we have taken for investigation comes from a standard cell
library in 90nm technology of an industry partner. All the parasitic resistors
and capacitors extracted after layout are contained in the flipflop netlist. For
Spice simulation, the tool Spectre from Cadence is used.

In order to obtain a full picture of flipflop timing, we first give the definition
of setup skew and hold skew which originates from the alignment of clock, data
input and data output signals as shown in Fig. 1. These signals are labeled as as
clk, d and q respectively. Setup skew is the time difference between the starting
point of data and triggering clock edge while hold skew is the one between trig-
gering clock edge and the ending point of data. Compared with setup time and
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hold time, both skews are not viewed as fundamental properties of flipflops. For
example, the setup skew changes correspondingly as the clock period changes.
The clock-to-q delay is the time difference between the triggering clock edge and
flipflop data output.

Fig. 1. Flipflop Modeling

Contrarily, setup time and hold time are normally viewed as fundamental
properties of flipflops which set the time range to allow data passing through
flipflops safely. They are specific skews which guarantee the functionality of
flipflops. In Fig. 2, the dependency of clock-to-q delay on the two individual
skews are shown. When one skew is taken for consideration, the counterpart
skew is set to be large enough. As can be seen, the clock-to-q delay increases as
the setup skew decreases and the same happens by hold skew. In order to obtain
the setup time and hold time, the clock-to-q delay is allowed to degrade by a
certain ratio, e.g. by 10%, compared with the nominal delay defined when both
skews are large enough [6]. The corresponding setup and hold skews are chosen
as setup and hold times respectively.

Obviously, this pair of setup and hold times (Pair∞) is over-optimistic, mainly
due to the setting of the counterpart skew. As shown in Fig. 3 with four different
counterpart skew values, the effect of one skew on clock-to-q delay is also related
to the specific value of the counterpart skew. With the reduction of counterpart
skew, the clock-to-q delay generally increases.

It is exactly at this point that the interdependency of setup time and hold
time comes into play [4]. Due to the compensation effect of setup skew and hold
skew, different pairs of these two quantities can be taken as valid pairs of setup
and hold times based on the fact that they lead to the same ratio of degradation
of clock-to-delay with respect to the nominal delay. The constant degradation
curve with degradation ratio 10% is shown in Fig. 4. The diamond symbol under
the curve is to show the location of Pair∞.

On this curve, different points can be defined [4]. The Minimum Setup-Hold
Pair (MSHP) is the pair where the sum of setup skew and hold skew is the
minimum while the Effective Setup Pair (ESP) and Effective Hold Pair (EHP)
are user specified boundaries. Due to the convexity of the constant degradation
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Fig. 3. Influence of Counterpart Skew on Clock-to-q Delay
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curve, further simplification is undertaken in [4] to use a piecewise linear ap-
proximation by connecting ESP, MSHP and EHP directly. The STA tool can be
easily extended for using multiple pairs, because the only change is the choice
of setup and hold times.

3 General Remarks

The timing of flipflops at data output can be represented by following two per-
formances.

– clock-to-q delay
– output slew

The possible factors which have influence on the two performances above, are as
follows.

– setup skew
– hold skew
– output load
– clock slew
– data slew at starting edge
– data slew at ending edge
– aging effects
– input data pattern
– environmental variation
– process variation

The traditional characterization of flipflops adopts the approach to define setup
time and hold time as two additional performances based on the constant degra-
dation curve of clock-to-q delay. This sets flipflops as natural boundaries for the
propagation of arrival times and ignores the interdependency of timing beyond
the boundaries. The main purpose of this paper is to build a new modeling
to break the timing boundaries and to model the fact that in real circuits the
clock-to-q delay changes dynamically depending on the input data pattern and
the alignment of data with clock. The same cycle stealing effect as in latch based
circuits [7] is to be expected.

Of the factors mentioned above, the handling of different input data patterns
as well as environmental variation and process variation is not included in this
paper. But the proposed modeling can be easily extended for these factors.

4 Flipflop Modeling

In this section, a new modeling method for flipflop timing behavior is proposed in
Subsection 4.1 based on simulation data. The effects of load and data/clock slew
are investigated in Subsection 4.2. Aging effects are considered in Subsection 4.3.
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4.1 Setup/Hold Skew

The surface of clock-to-q delay with respect to different setup/hold skew pairs
is shown in Fig. 5(a). The value range in z-axis is set to be about one nominal
delay to avoid optical misleading. As can be seen, the setup and hold skews have
direct influence on the clock-to-q delay. It is not sufficient just to consider one
specific degradation curve. The full delay surface should be modeled.
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Fig. 5. Performance Surface

To model this functional relationship explicitly, the following analytical func-
tion is used in this paper.

q = f0(s, h) = a0 +
a1

s − s0
+

a2

h − h0
(1)

where q is the clock-to-q delay, s the setup skew and h the hold skew. The
constants a0, a1, a2, s0, h0 are obtained by nonlinear fitting. s0 and h0 represent
also the lower bounds for s and h respectively. This form is the best and simplest
form that we have found with minimal fitting error. The proposed modeling
approach is not limited to a specific function form. Its main strength lies in the
direct modeling of the dependency of clock-to-q delay on setup skew and hold
skew to facilitate analysis of the timing dependency in different computation
stages.

The surface for output slew is shown in Fig. 5(b). As can be seen, the effect
of skew on output slew is small. The traditional characterization based on clock
slew and output load can further be used.

Based on Eq. (1), the interdependency of clock-to-q delays at different flipflops
is built. In order to determine the clock-to-q delay q for the current flipflop under
consideration, all the clock-to-q delays of its fanin flipflops need to be known first
in order to obtain the setup skew s and hold skew h of the current flipflop by
using maximum and minimum calculation respectively. Furthermore, considering
the common structure of loops where a path starts from the data output of a
flipflop and traverses combinational circuits or other flipflops and comes back
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into the data input of the source flipflip again, the determination of minimal
clock period of the circuit can not be finished by using only one propagation
run. The same cycle stealing effect as observed in latch based circuits [7] is to
be expected.

By using the robust nonlinear fitting in Matlab based on totally 7741 sample
points of the delay surface, the standard deviation of the absolute fitting error is
about 9.6 ps. Generally, the fitting error becomes larger as the setup/hold skew
becomes very smaller and thus the clock-to-q delay increases sharply. In Fig. 6
the error depending on an upper bound of clock-to-q delay relative to nominal
delay is shown. For example, by 1.2 times the nominal delay, the error is about
1.6 ps. With respect to circuit path delay, this error can be safely neglected. A
specific upper bound can be defined by the user to avoid a large fitting error on
one side and the metastability issues as described in [8] on the other side.
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Fig. 6. Standard Deviation of Absolute Fitting Error

4.2 Load and Data/Clock Slew

For investigating the effects of load and data/clock slew on clock-to-q delay, We
define four pairs of setup and hold skews representing different regions as shown
in Fig. 5(a) where the three pairs PairH , PairSH and PairS are on the constant
degradation curve in Fig. 4 while PairNOM corresponds to the nominal delay.
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The effects of load are shown in Fig. 7 for all four pairs. The curves for the pairs
PairH , PairSH and PairS overlap with each other, because they correspond to
the same delay degradation. For each of these four pairs, the clock-to-q delay has
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a linear relationship with the load. Since all four curves are almost in parallel,
the effects of load can be modeled as an additive term. We extend Eq. (1) to the
following form to include the load effects.

q = f1(s, h, c) = f0(s, h) + c0 · c (2)

where c is the load and c0 the fitting constant. In our experiment, the standard
deviation of absolute fitting error for load is 0.7 ps.

The effects of clock/data slew are shown in Fig. 8 where both slews are defined
as the time range between 10% and 90% of the whole voltage swing. In Fig. 8(a),
the effects of clock slew on four skew pairs are different. There exists a linear
relationship on PairNOM while on other three pairs not. For characterization, a
look-up table can be built with setup skew and hold skew as indexes to determine
a multiplicative factor clc related with clock slew. An alternative to determine
clc is to use a general nonlinear function as follows to describe the relationship
for each region of setup skew and hold skew.

clc = (lc0 + lc1 · llc2c ) (3)

where lc is the clock slew and lc0, lc1, lc2 the fitting constants.
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Fig. 8. Slew Effects

The effect of data slew is shown in Fig. 8(b). As long as the flipflop works
in the nominal region around PairNOM , there is no influence of data slew on
clock-to-q delay. Around PairS and PairH , where the data slew of starting edge
lds and of ending edge lde take effect respectively, the influence is nonlinear and
can be modeled by a multiplicative factor cld just like in the case of clock slew.
This factor can be based on look-up tables or formulated in the following form,

cld = (ld0 + ld1 · lld2
d ) (4)

where ld is the data slew and ld0, ld1, ld2 the fitting constants.
For an optimized circuit, where the path delays are relatively balanced, the

flipflops along the critical paths are working in the region around PairS while
others around PairNOM . In this respect, the effect of data slew is a serious
concern. However, the data slews of real circuits are normally limited in a narrow
value range where cld can be approximated by a constant value.
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4.3 Aging

Hot Carrier Injection (HCI) [9] and Negative Bias Temperature Instability [10]
are the two most important aging effects. For aging simulation of flipflops, we
consider HCI for N-type transistors while both HCI and NBTI for P-type tran-
sistors and use the tool Relxpert from Cadence. The aging models are obtained
from the same industry partner as the flipflop. A period of ten years is taken into
account. The results corresponding to the four pairs of setup and hold skews are
shown in Fig. 9(a) respectively.
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Fig. 9. Aging Effects

As can be seen from Fig. 9(a), the clock-to-q delay increases nonlinearly with
the increase of aging time, but with decreasing degradation rate. With different
pairs of setup and hold skews, the degradation rates are different. Based on this
observation, we can add a multiplicative aging factor ct by using look-up tables
or a fitting function written as,

ct = t0 + t1 · tt2 (5)

where t is the age, t0, t1 and t2 are fitting parameters dependent on setup skew
s and hold skew h. Generally, the feasible area of setup skew and hold skew can
be divided into different regions to simplify this dependency. In our experiment,
the fitting errors using Eq. (5) for each of the four pairs is very small and the
function can be safely used.

The degradation rate during the time is shown in Fig. 9(b), where the y-axis
represents the aging degradation ratio in each year. This ratio ri is defined as,

ri =
qi − qi−1

q10 − q0
, 1 ≤ i ≤ 10 (6)

where qi is the clock-to-q delay in ith year. As can be seen, a large percentage
of the degradation occurs in the first years.

Putting all effects together, we can write the modeling function as follows.

q = (a0 +
a1

s − s0
+

a2

h − h0
+ c0 · c) · clc · cld · ct (7)
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5 Conclusion

In this paper, a comprehensive study of flipflop timing behavior is presented.
Based on simulation data, a new modeling method is proposed which puts the
clock-to-q delay into a functional relationship with setup and hold skews at
data input. This facilitates the timing information going beyond the flipflop
boundary. The load is built into the model based on the linear relationship
while for clock/data slew it is proposed to use a multiplicative factor based on
look-up tables or analytical forms. Aging effects are presented in the paper to
make aging analysis possible.
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Abstract. The interdependency of setup and hold times of flipflops in
digital circuits needs to be considered in order to obtain more accurate
results of timing analysis. In this paper, an iterative STA method is
developed based on a new modeling of flipflop timing behavior. Two
basic problems are solved: whether a circuit can work at a given clock
period, and how the minimal clock period is determined. Experimental
results show that a reduction of the clock period by 3.3% can be achieved
compared to traditional STA method.

Keywords: Iterative Timing Analysis, Interdependency.

1 Introduction

In a synchronous digital circuit, sequential cells such as flipflops coordinate the
data/state transfer between different computation stages and play a central role.
For the timing analysis of these circuits, setup and hold times are extracted for
the sequential cells by the characterization process. Traditional Static Timing
Analysis (STA) method is then applied to evaluate the circuit performance and
to ensure that no violation of setup and hold times should occur.

In common practice the setup and hold times are characterized independently.
However, recent research has shown that these two quantities are actually inter-
dependent. This observation appeared first in [1]. In [2] and [3] the interdepen-
dency is represented by multiple constraint pairs of setup and hold times where
a smaller setup time corresponds to a larger hold time and vice versa. All these
constraint pairs, when becoming active, lead to a constant ratio of increase or
degradation of clock-to-q delay, compared with the case when they are far away
from active. These pairs are obtained using SPICE simulation and all are taken
as valid to be integrated into a standard STA flow. In [4] and [5], the constant
degradation curve used to define these multiple pairs is obtained directly by solv-
ing the system state transition equations instead of direct SPICE simulations.
This method leads to much faster characterization. The idea of interdependency
has been extended to statistical timing analysis in [6].

The use of constant degradation curve of clock-to-q delay for flipflop char-
acterization avoids the timing dependency of different computation stages as
seen in latch-based circuits [7]. The timing is only checked on the directed paths
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starting from the primary inputs or flipflop data outputs and ending at primary
outputs or flipflop data inputs. However, if the clock-to-q delay is modeled as a
variable which allows fluctuation as observed in reality, the assumption of inde-
pendence of different computation stages is not valid any more. A new timing
analysis method is to be developed in this respect.

In this paper, we have developed an iterative method for timing analysis
to check whether a circuit can work at a certain clock period. Based on this
iterative method, an algorithm using binary search has been designed to obtain
the minimal clock period. The same cycle stealing effect as in latch-based circuits
could be observed because of the compensation of unbalanced stage delays. The
metastability problem as described in [8] is solved by setting an upper bound to
the maximal clock-to-q delay allowed. The experimental results on the ISCAS89
benchmark synthesized using an industry standard cell library show the clock
period can be reduced on average by 4.6% or 3.3% in comparison with the result
of traditional STA based on one single constraint pair or multiple constraint
pairs in [2] respectively.

The remainder of the paper is organized as follows. In Section 2 a new flipflop
modeling is presented where the clock-to-q delay is formulated by an analytical
function. In Section 3 the iterative timing analysis method based on the modeling
is explained in detail where the basic problems are formulated and solutions
for them are presented. Experimental results are shown in Section 4. Finally,
Section 5 draws the conclusion.

2 Flipflop Modeling

Setup and hold times are normally characterized as fundamental properties of the
flipflop under consideration. In traditional library characterization each quantity
is obtained separately by looking up a two dimensional table with clock slew and
data input slew as indexes while the clock-to-q delay is looked up in another table
with clock slew and data output load as indexes. As can be seen, the clock-to-q
delay is modeled without considering the alignment of data input with clock.

In order to obtain a full view of timing behavior of flipflop, the setup and hold
skews are first defined as shown in Fig. 1.

Fig. 1. Flipflop Modeling

The setup skew is the time difference between the starting point of data
input and the triggering clock edge while the hold skew is the one between the
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triggering clock edge and the ending point of data input. The clock-to-q delay
is the delay from the triggering clock edge to the time point when the data is
available at the output of the flipflop.

To see how the clock-to-q delay is affected by setup skew and hold skew, the
flipflop is simulated by SPICE. The surface of the clock-to-q delay is obtained as
shown in Fig. 2(a) with setup skew as x-axis, hold skew as y-axis and clock-to-q
delay as z-axis. As can be seen, the clock-to-q delay has a constant value when
the setup skew and hold skew are large enough. This delay is called the nominal
clock-to-q delay.
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Fig. 2. Clock-to-q Delay Surface and Constant Degradation Curve

If the setup skew or hold skew becomes smaller, the clock-to-q delay increases.
The 10% degradation curve is shown in Fig. 2(b) where all the pairs of setup
skew and hold skew on this curve correspond to 1.1 times the nominal clock-to-q
delay. Three special pairs are marked on the curve. The Minimal Setup-Hold Pair
(MSHP) is taken where the sum of setup skew and hold skew is the minimum
while the Effective Setup Pair (ESP) and the Effective Hold Pair (EHP) are user
defined boundaries. The common characterization takes the MSHP as setup time
and hold time while in [2] all the pairs between ESP and EHP are accepted as
valid pairs of setup time and hold time.

The use of constant degradation curve puts aside the fact that there exists
a functional dependency of clock-to-q delay on the timing parameters such as
setup and hold skews at the data input. Setup and hold times are only artificial
guard bands to guarantee the correct flipflop behavior. They are not fundamental
properties of flipflops.

To model the functional relationship between clock-to-q delay and setup/hold
skew explicitly, an analytical form is obtained while also taking the capacitive
load and clock slew into account. This analytical function is shown as follows,

q = f(s, h, c, l)

= (a0 +
a1

s− s0
+

a2

h− h0
+ c0 · c) · (l0 + l1 · ll2) (1)
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where q is the clock-to-q delay, s the setup skew, h the hold skew, c the capacitive
load connected at the data output and l the clock slew. The constants a0, a1,
a2, c0, s0, h0, l0, l1 and l2 are obtained by nonlinear fitting. According to our
investigation, the influence of data input slew on clock-to-q delay can be ignored.

3 Iterative Timing Analysis

In this section, the iterative timing analysis method based on Eq. (1) is explained
in detail. The new problem is first discussed in Subsection 3.1. The iterative
method for STA with known clock period is presented in Subsection 3.2. In
Subsection 3.3 the method to find the minimal clock period for a circuit is
explained.

3.1 New Problem

In traditional STA, the clock-to-q delay of each flipflop in a circuit is obtained
separately depending on its clock slew and capacitive load. Only one propagation
run starting from primary inputs and flipflop outputs to primary outputs and
flipflop data inputs is needed. However, with the new modeling from Eq. (1), the
clock-to-q delays of different flipflops are interdependent.

The setup skew sj and hold skew hj of flipflop j are calculated as

sj = T − max
i∈Aj

(qi + d̄ij) (2)

hj = min
i∈Aj

(qi + dij) (3)

where Aj is the set of all preceding fanin flipflops and primary inputs of j. d̄ij

and dij are logic delays from i to j for maximum and minimum calculations
respectively. If i corresponds to a primary input, then qi is set to a user defined
value. Substitute Eq. (2) and Eq. (3) into Eq. (1), the clock-to-q delay of j is
obtained as

qj = f(sj(qi1 , qi2 , ..., qin), hj(qi1 , qi2 , ..., qin), cj , lj) (4)

where sj and hj have been written as functions of the clock-to-q delays of the
preceding fanin flipflops, n is the number of fanin flipflops in Aj .

In Eq. (4), the interdependency of the clock-to-q delays of different flipflops
in a circuit is formulated. The existence of feedback loops commonly observed in
a sequential circuit complicates this issue further, where, for example, the data
output of a flipflop traverses a combinational circuit or even further flipflops and
goes into the data input of the source flipflop again.

The equation system (2)-(4) actually corresponds to the real circuit behavior
where the clock-to-q delays of individual flipflops fluctuate dynamically depend-
ing on the current alignment of data input with clock. This behavior is reflected
by the solution of the equation system above.
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3.2 Analysis for Constant Clock Period

The first problem to be solved is whether the circuit can work at a given clock
period T . Due to the interdependency of individual clock-to-q delays as described
in Subsection 3.1, the problem can not be solved easily. Therefore, an iterative
algorithm (shown in Alg. 1) has been developed. The basic idea is to iterate the
propagation of arrival times until all clock-to-q delays fulfill the equation system
above.

The algorithm starts with setting the arrival time for each primary input
j to specified values τj and the initial value of each clock-to-q delay as Q�

j

corresponding to the nominal delay. For flipflop j, all the fanin flipflops and
eventually primary inputs are stored in the set Aj . The variable k is used as the
iteration index and K is the specified maximal number of iterations. Inside each
iteration, the setup skew and hold skew are updated according to Eq. (2) and (3).
The clock-to-q delay is calculated by Eq. (4). The setup skew and hold skew
are checked against the lower bounds s0 and h0 required by Eq. (1) respectively
while the clock-to-q delay of each flipflop j is checked against the nominal one Q�

j

multiplied by a user specified ratio θ as a upper bound to take the metastability
issue into account. If the bounds are not guaranteed, the algorithm breaks and
the circuit is considered as failed. If not failed, the new clock-to-q delay is then
compared with the one from the last iteration. If the difference is larger than a
specified threshold value δ, the system is still not converged. This is signified by
the flag state. The iteration goes forward until the system is converged or the
maximal iteration number is reached.

If each clock-to-q delay does not stabilize to a specific value, we check whether
the delay series from totally K iterations for each flipflop is periodic. If it is true,
then the system is still thought as converged. The check of periodic sequence is
not inside the iteration loop because generally the algorithm converges very fast
and K is a relatively small number. This can also be moved to be inside the
iteration loop.

3.3 Determination of Minimal Clock Period

After we have developed the method to verify the circuit at a given clock period,
the next problem to solve is to determine the minimal clock period Tmin at which
the circuit can work. A natural approach is to decrease the clock period T from
an initial value gradually with a certain rate until the circuit can not work any
more. At each T , Alg. 1 is used to check whether the circuit can still work.

The initial value Tinit of the clock period can be, for example, the result
obtained using traditional STA.

Tinit = max
i,j

(θ0 ·Q�
i + d̄ij + Sj) (5)

where Q�
i is the nominal clock-to-q delay of flipflop i, θ0 is a user specified

value and normally 1.1, d̄ij is the logic delay from flipflop i to j for maximum
calculation, Sj is the setup time of flipflop j.
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Alg. 1. Iterative STA Method
1 foreach primary input j do

2 q
(0)
j = τj ;

3 end
4 foreach flipflop j do

5 q
(0)
j =Q�

j ;

6 find Aj ;

7 end
8 LOOP: for k = 1 to K do
9 set state as CONV ;

10 foreach flipflop j do

11 s
(k)
j = T −maxi∈Aj (q

(k−1)
i + d̄ij);

12 h
(k)
j = mini∈Aj (q

(k−1)
i + dij);

13 q
(k)
j = f(s

(k)
j , h

(k)
j , capj);

14 if (s
(k)
j ≤ s0) ∨ (h

(k)
j ≤ h0) ∨ (q

(k)
j ≥ θ ·Q�

j ) then
15 set state as FAIL;
16 break LOOP;

17 end

18 if |q(k)
j − q(k−1)

j | ≥ δ then

19 set state as NCONV ;
20 end

21 end
22 if state = CONV then
23 break;
24 end

25 end
26 if state = NCONV then
27 foreach flipflop j do

28 if q
(k)
j is nonperiodic then

29 set state as FAIL;
30 break;

31 end

32 end
33 set state as CONV ;

34 end
35 return state;

The obvious disadvantage of this approach is the large computation overhead
if Tmin is far away from Tinit. To solve this problem, a binary search method is
proposed as shown in Alg. 2.

This algorithm starts with defining the search range of clock period where
Tstart is set to 0.0 and Tend to Tinit. We update the range by checking whether
the circuit can work at the middle point of Tstart and Tend by Alg. 1. If the range
is small enough to be below a threshold value δ, the algorithm is terminated.
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Alg. 2. Find Tmin

1 set Tstart as 0.0;
2 set Tend as Tinit;
3 while true do
4 Tcurrent = (Tstart + Tend)/2;
5 get state by calling Alg. 1 with Tcurrent;
6 if state = CONV then
7 Tend = Tcurrent;
8 else
9 Tstart = Tcurrent;

10 end
11 if |Tend − Tstart| ≤ δ then
12 Tmin = Tend;
13 break;

14 end

15 end

4 Experimental Results

The proposed method was implemented in Java and applied to the ISCAS89
benchmark on a linux machine running at 3.0GHz. All the circuits were synthe-
sized with a 90nm standard cell library from an industry partner using Cadence
RTL Compiler. For comparison we implemented the traditional STA in two ver-
sions, firstly with setup time defined by MSHP and secondly by Multiple Con-
straint Pairs (MCP) as in [2]. We compare the minimal clock period achieved
with our method with both of them. The results are shown in Table 1. The
circuits are sorted using the number of flipflops as shown in the third column.

4.1 Comparison of Minimal Clock Period

In Table 1, TMSHP is the minimal clock period by traditional STA using MSHP
to define setup time while TMCP the minimal clock period obtained in [2]. The
result of our Iterative Timing Analysis (ITA) method is shown as TITA. By all
of these experiments, the arrival times for primary inputs are set to 0.0. The
user specified ratio θ is set to 1.2.

The ratio of the minimal clock period of ITA with respect to that of MSHP
or MCP is defined as follows,

rMSHP |MCP =
TITA

TMSHP |MCP
(6)

where TMSHP |MCP corresponds to either TMSHP or TMCP . The corresponding
two ratios are shown as rMSHP and rMCP in Table 1. The geometric means of
the two ratios show that a reduction of clock period by 4.6% and 3.3% can be
achieved respectively.
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Table 1. Experimental Results

index circuit #FF TMSHP (ns) TMCP (ns) TITA (ns) rMSHP rMCP tITA (s)

1 s27 3 0.401 0.406 0.364 0.908 0.897 0.01

2 s820 5 0.697 0.694 0.716 1.028 1.032 0.31

3 s832 5 0.742 0.726 0.732 0.986 1.008 0.22

4 s1488 6 0.863 0.866 0.861 0.998 0.994 0.23

5 s1494 6 0.813 0.792 0.754 0.928 0.953 0.34

6 s386 6 0.601 0.587 0.573 0.953 0.976 0.05

7 s510 6 0.710 0.704 0.699 0.986 0.993 0.07

8 s208 8 0.452 0.446 0.475 1.052 1.066 0.04

9 s298 14 0.578 0.578 0.535 0.925 0.925 0.06

10 s641 14 0.794 0.775 0.746 0.939 0.962 0.01

11 s713 14 0.726 0.706 0.664 0.915 0.941 0.07

12 s344 15 0.661 0.640 0.604 0.914 0.944 0.07

13 s349 15 0.680 0.659 0.620 0.911 0.940 0.07
14 s420 16 0.491 0.484 0.484 0.986 1.000 0.08

15 s1196 18 0.787 0.793 0.763 0.969 0.962 0.04

16 s1238 18 0.762 0.766 0.727 0.954 0.949 0.06

17 s382 21 0.694 0.675 0.640 0.923 0.949 0.07

18 s400 21 0.683 0.664 0.629 0.921 0.947 0.08

19 s444 21 0.664 0.666 0.630 0.949 0.946 0.07

20 s526 21 0.699 0.683 0.647 0.925 0.947 0.09

21 s953 29 0.838 0.843 0.797 0.951 0.946 0.06

22 s838 32 0.526 0.507 0.492 0.935 0.969 0.16

23 s1423 74 1.009 0.995 0.959 0.950 0.963 0.38

24 s9234 125 0.979 0.973 0.951 0.971 0.978 0.43
25 s5378 160 0.805 0.798 0.778 0.967 0.975 0.41

26 s13207 426 1.035 1.042 0.999 0.965 0.959 1.04

27 s15850 442 1.083 1.065 1.038 0.958 0.974 2.12
28 s38584 1233 1.007 1.000 0.980 0.973 0.980 5.84

29 s38417 1462 1.052 1.032 0.999 0.950 0.968 7.38

30 s35932 1728 1.015 0.996 0.971 0.957 0.975 1.84

geometric mean 0.954 0.967

The percentage of reduction is also shown in Fig. 3 with the indexes in the first
column of Table 1 as x-axis. Because this ratio is dependent on the threshold
value θ used in Alg. 1, we have also drawn the results when θ is set to 1.1.
Combined with the definition of setup time with respect to either MSHP or
MCP, four different curves are obtained.

As can be seen in Fig. 3, the reduction is almost independent on the choice
of setup time when the threshold value θ is set to 1.1 as shown in the curves
marked with “MSHP (1.1)” and “MCP (1.1)”. This represents the pure cycle
stealing effect under the new flipflop modeling. The unbalance of logic path
delays in different computation stages facilitates the benefit of cycle stealing
which leads to a possibly higher working frequency of the circuit. Increase of the
threshold value θ will increase the reduction percentage of our proposed method
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by allowing more upward potential of clock-to-q delay on individual flipflops
as shown in the lines marked with “MSHP (1.2)” and “MCP (1.2)”. But this
threshold can not be set arbitrarily large due to the metastability issues [8].

As shown in Fig. 3, there are cases where the reduction pecentage is a negative
number. This means, if we apply TMSHP or TMCP for Alg. 1, the circuit fails.
In our experiments, actually two analytical functions as presented in Eq. (1)
are used for the data pattern 0 and 1 respectively. The propagated state vector
of the last iteration will be directly used in the current one. It happens that a
certain input pattern calculated during the iteration causes a worse path found.
In traditional STA, propagation of arrival times is only based on successive local
maximum or minimum and thus such paths can not be found.

4.2 Runtime

The characterization cost of flipflop depends on the number of samples consid-
ered. For the purpose of this paper, we have run an extensive set of samples in
order to obtain the analytical function in Eq. (1). This can be accelerated by
observing that the surface in the nominal region is flat or further by parallel
simulation.

The runtime for finding the minimal clock period is shown in the last column
of Table 1 labeled as tITA. As can be seen, the proposed method can finish
in seconds for all the benchmark circuits. Actually, each iteration in Alg. 1
corresponds to one traditional STA run. So the total runtime of ITA depends
on the convergence rate of Alg. 1 and Alg. 2. The number of flipflops is not the
only factor affecting the runtime. Different internal circuit structures can also
lead to different convergence rate and thus runtime.

5 Conclusion

In this paper, an iterative timing analysis method is presented based on a new
modeling of flipflop timing behavior. Two basic problems solved are the circuit
verification under a given clock period and the determination of minimal clock
period. Compared with traditional STA, a reduction of the clock period by 3.3%
can be achieved.
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Abstract. Complex systems are mainly integrated in CMOS technology, facing 
issues in advanced process nodes, in particular for power consumption and heat 
dissipation. Magnetic devices such as Magnetic Tunnel Junction (MTJ) have 
specific features: non-volatility, high cyclability (over 1016) and immunity to 
radiations. Combined with CMOS devices they offer specific and new features 
to designs. Indeed, the emerging hybrid CMOS/Magnetic process allows 
integrating magnetic devices within digital circuits, modifying the current 
architectures, in order to contribute to solve the CMOS process issues. We 
present a high performance innovative non-volatile latch integrated into a flip-
flop which can operate at high speed. It can be used to design non-volatile logic 
circuits with ultra low-power consumption and new functionalities such as 
instant startup. This new flip-flop is integrated as a standard cell in a full 
Magnetic Process Design Kit (MPDK) allowing full custom and digital design 
of hybrid CMOS/Magnetic circuits using standard design tools. 

Keywords: Non-volatile, Latch, Flip-Flop, Magnetic Tunnel Junction, Low 
Power, Full Custom Design, Digital Design, Process Design Kit, Standard Cell. 

1   Introduction 

For almost 40 years, the development of electronic circuits is evolving according to 
more or less Moore’s law: speed and density double every 18 months. But in 
advanced technology nodes, this trend tends to get out of breath. Indeed, due to the 
small dimensions of the devices and the high speed operations, the power 
consumption of logic circuits becomes larger and larger, resulting in heat dissipation 
and reliability issues. Several techniques have been implemented to decrease the 
power consumption of logic circuits [1] (clock and power gating, dynamic voltage 
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frequency scaling...). Power gating consists in cutting off the power supply of unused 
blocks of a circuit to reduce the standby power consumption. With volatile memories, 
this technique requires copying the data into non-volatile or very low leakage 
memory, resulting in delays and dynamic power consumption. Using a non-volatile 
flip-flop (NVFF) allows cutting off the power supply without any additional operation 
and with very low area overhead, allowing an efficient instant on/off policy. In this 
way it allows the circuit to be stopped and restarted at once on demand with full 
performance, leading to the concept of “normally off electronics”. This also improves 
the circuit reliability in particular against power failures. Radiation immunity is a 
further advantage of this hybrid CMOS/Magnetic technology. In this paper, we 
present a compact and high performance non-volatile latch integrated into a flip-flop 
and a full Magnetic Process Design Kit (MPDK) allowing full custom and digital 
design of hybrid CMOS/Magnetic circuits. The first part deals with the magnetic 
technology, the second part is dedicated to the description of the non-volatile latch 
and finally, we present the MPDK embedding the latch into a flip-flop as a standard 
cell to be used in a conventional CMOS design flow. 

2   Technology and Device 

2.1   Magnetic Tunnel Junction Using Thermally Assisted Switching Method  

A Magnetic Tunnel Junction (MTJ) is a nano-structure basically composed of two ferro-
magnetic layers separated by an oxide layer as shown in Fig.1. The magnetization of one 
of the magnetic layer, called the hard layer, is pinned and acts as a reference, while the 
magnetization of the second layer, called the soft layer, can be switched by an external 
magnetic field, or a current. The resistance of the MTJ depends on the relative 
magnetization of the two layers (Tunnel Magneto-Resistance, TMR): the resistance in the 
parallel state (RP) is lower than the resistance in the antiparallel state (RAP). These two 
values typically differ by a factor 2 to 3. The MTJ pillar has typically an elliptical shape. 
Due to shape anisotropy, the long axis of the ellipse constitutes an easy axis of 
magnetization. In the absence of external solicitation, the magnetization of the soft layer 
lies in one direction or the opposite one along this axis. In practice, for memory and logic 
applications, the magnetization has two stable states, parallel or antiparallel to the hard 
layer magnetization, with an hysteretic behavior. In this case, the value stored in the MTJ 
is represented by its magnetic configuration and the associated resistance value. Writing 
an information in the MTJ consists in orienting the magnetization of the storage layer 
either parallel or antiparallel to that of the reference layer. In the first MRAM generation 
[2], this is performed by a pulse of magnetic field generated by a pulse of current flowing 
in a current line located above or below the MTJ. This approach suffers from selectivity 
and scalability problems. The Thermally Assisted Switching (TAS) approach relies on 
the strong dependency of the magnetic properties upon temperature: a pulse of current is 
first applied throughout the MTJ to heat it above a so-called “blocking” temperature. It 
can then be easily switched by a low-magnetic field. Subsequently, the heating current is 
switched off so that the MTJ cools down to ambient temperature. This heating and 
cooling process only takes about 20ns. It insures an excellent retention of the information 
in standby for more than 10 years. This technology is being developed by the MRAM 
manufacturer CROCUS-Technology. 
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Fig. 1. MTJ Device Principle 

2.2   Technology and Post Process of the Hybrid CMOS/Magnetic Process 

The hybrid technology presented here has been developed in the framework of a 
French national project SPIN [3]. The magnetic devices are fabricated at CEA-LETI 
and CROCUS-Technology, in post-process above the STMicroelectronics 130nm 
CMOS process. Fig. 2 shows a cross-section of the technology: it integrates the whole 
standard CMOS process, the magnetic layers with the MTJ itself, top and bottom 
electrodes plus vias to connect the MTJ to the CMOS layers.  An interesting feature 
of this post process is its full compatibility with any standard CMOS process. 

 

Fig. 2. Hybrid CMOS/Magnetic Process Cross Section 

3   Innovative Cell and Tools 

3.1   4 Transistor Loadless Non-volatile Cell 

An innovative non-volatile SRAM cell, made by Black and Das (B&D), has been 
proposed in [4]. It has been adapted to the TAS technology in [5] and integrated into a 
non-volatile flip-flop in [6] and [7]. The SRAM cell has been modified adding two 
MTJ acting in differential mode: one MTJ is in parallel state while the other is in 
antiparallel state. Thus, two logic values are coded in the cell: one in the magnetic 
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part and one in the latch itself. They are independent since it is possible to write the 
magnetic information without affecting the latch and vice-versa. This cell requires 9 
transistors instead of 6 in a classical SRAM cell, two of them being dedicated to 
heating the junction. The B&D can be used as any CMOS latch. A simple pulse of 
voltage on a so-called “Autozero” (Az) additional transistor allows transferring the 
value of the MTJ into the latch.  

Several years ago, on previous generation processes, the 6 transistor (6T) SRAM were 
modified by replacing 2 transistors by 2 resistor loads above the 4 remaining transistors 
in order to improve the density, yielding a 4T SRAM. To operate correctly, the device 
requires high resistance values to ensure good logic levels and to limit the power 
consumption. Moreover, the resistance’s area increases with advanced technology nodes 
compared to transistors area, so that the size of the resistors becomes prohibitive. In 
addition, the 4T SRAM suffers from intrinsic static power consumption and is sensitive 
to noise and soft errors because of the high resistance values. To solve these problems, a 
loadless 4T SRAM cell has been proposed in [8], in which the access transistors are also 
used as load transistors: when they are “on”, they are connected to the bit lines and allow 
the access to the SRAM cell for read and write operations. When they are “off”, they are 
connected to the power supply and maintain the output logic levels “Q” and “Q_” by 
leakage currents. To operate correctly, the leakage current at “off” state has to be higher 
in the access transistors than in the latch transistors, to ensure logic levels to be 
compatible with the technology. This is performed by using low-threshold access 
transistors and high-threshold latch transistors. 

 We propose here a new non-volatile cell based on the 4T loadless SRAM. Two 
MTJ are added in the 4T SRAM cell as illustrated on Fig. 3. 

The main innovation of this cell is that it uses the same path to write the MTJs and 
to read their state. Writing the MTJs is performed in two cycles, with the access 
transistors connected to vdd: first, one access transistor is activated for example 
applying a low level on the heat2 control signal. This saturates the N1 transistor. A 
low level on heat1 control signal allows the generation of the heating current for the 
MTJ1. The writing magnetic field can then be applied to write to the MTJ. This 
operation is repeated to write to MTJ2. In standby state, the access transistors are 
connected to vdd, but in “off” state. To restore the value of the magnetic part into the 
latch, P1 and P2 are on, connected to the power supply again and an Az pulse is 
applied: the latch operates as a sense amplifier to read the difference of resistances in 
the two branches. In non-magnetic operations, data can be read or written directly to 
the latch. In this case, P1 & P2 are connected to the bit lines and activated at the same 
time. Since the resistance of the MTJs is comparable to the “on” resistance of the 
transistors, their presence does not disturb the writing/reading operations. The heating 
resulting from the current passing through the MTJs is not a problem since no 
magnetic field is applied at this time.  

The main advantage of this approach is that it requires only 5 transistors instead of 
9 in the classical TAS B&S cell. Moreover, since the heating current is proportional 
to the surface of the junction, it decreases very quickly with the technology node. It is 
possible to use minimum size transistors to generate the heating current from 65nm 
CMOS technology and below, which means that a SRAM can be made fully non-
volatile with a very low area overhead. 
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Fig. 3. 5 Transistor Loadless Non-volatile Cell 

This compact innovative non volatile cell could be used in Magnetic RAM 
(MRAM) architectures which would enable to reduce the memory area in the design 
or to increase the storage capability for a given area. However we present below how 
this cell can be implemented in a flip-flop to make it non volatile. This innovative cell 
is used as the first latch of a flip-flop, while the second latch is a classical 6T SRAM.  

This cell can be used as a classical register for high-speed operation. It also offers the 
possibility to backup its content into the magnetic part at any time and to restore it with 
an Az pulse shorter than 1ns as illustrated in Fig. 4, to restart the logic on a known state.  

 

Fig. 4. Ultra Compact Non-volatile Flip-Flop 

The total write time of this NVFF is typically around 40ns, driven by the 
heating/cooling rates, themselves depending on the materials. This allows a high 
frequency and low-power backup of the data in the non-volatile part in comparison with 
Flash for example. For applications which do not require a very high operation speed, it 
is even possible to write the MTJ at each clock cycle, resulting in a fully non-volatile 
logic circuit. This cell can be used for example to ease the power gating technique: in 
operation, the cell acts as a standard latch. When the block has to be deactivated, the 
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active data of the latch can be copied in the magnetic part, and the power supply totally 
switched off using ultra low leakage transistors. Thus, the standby consumption is lower 
than the technics consisting in lowering the voltage for SRAM data retention. When the 
block has to be used again, a simple Az pulse allows for immediate recovery of the data, 
to retrieve the state of the block. 

 

Fig. 5. Flip-flop Reading Operation Simulation with TAS method 

3.2   Full Custom Flow and Tools 

Concerning the front-end, an electrical model of the MTJ has been developed [9]. The 
result is a dynamic library which can be loaded by an electrical simulator (for instance 
Spectre). The use of this model is very similar to that of the bsim model of the transistor: 
the model is a generic representation of the MTJ, which contains a given number of 
parameters. Some of these parameters are chosen independently for each instance. It is 
typically the case for geometrical parameters (size, shape...). They can be chosen by the 
designer when instantiating the device, according to the post process capabilities. The 
other parameters are linked to the technology and cannot be modified by the designer. 
They are provided by the manufacturer in a corner file. This compact model enables one 
to run an electrical simulation of a design including both standard CMOS devices such as 
transistors, resistors, capacitors and so on, and the MTJ with its specific signals. A 
symbol view is available to design a full custom circuit using MTJs. In Fig. 5, (a) is the 
heating control signal, (b) is the signal to control the generation of the magnetic field, (c) 
represents the temperature, (d) the voltage across the MTJ and (e) its resistance. During 
the period (1), a pulse of current is applied to the MTJ, resulting in a temperature 
increase. Then, a magnetic field is applied. After a delay (2) corresponding to the 
intrinsic switching duration, the resistance changes, as a consequence of the soft layer 
magnetization switching whose dynamic behavior is detailed in the inset. Then (3) is the 
end of the heating phase and (4) the cooling phase during which the temperature returns 
to the standby value. Fig. 5 (e) clearly shows the effect of temperature and voltage on the 
electrical resistance.  

Concerning the back-end design flow, all necessary technology files have been 
developed and implemented in the design kit: specific layers have been added to 
insert the MTJs coupled with their connections. This is fully integrated with CMOS 
layers in the Cadence Layer Selection Window (LSW). A parameterized cell (PCell) 
has been developed to ease the MTJ design and to enable interactive parameter 
modifications when running the simulations and adjusting the full custom design. 
Regarding the verification, all MTJ’s specific design rules have been implemented in 
the Design Rule Checks (DRC) with 2 different switches, offering the possibility to 
run the DRC either on both CMOS and magnetic layers or on the magnetic layers 
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only. This gives the designers some flexibility. A full extraction is also possible with 
this design kit which enables one to run Layout Versus Schematic (LVS) checks on 
the entire design, including magnetic tunnel junctions. As a consequence, a netlist 
including all devices and parasitics can be extracted from the layout for post layout 
simulations and validation before manufacturing. 

 

Fig. 6. MTJ Writing Operation Simulation with TAS method 

3.3   Digital Flow and Tools 

A complex digital architecture can be made of standard volatile CMOS blocks and 
non-volatile CMOS/Magnetic blocks. Each of them needs to be described in a 
Hardware Description Language (HDL) before the synthesis. In order to be able to 
run digital simulation for advanced and complex designs, a full Verilog description of 
the NVFF has been developed. It takes into account the behavior and also the timing 
checks for the MTJ’s heating duration, writing and reading. Indeed, the TAS method 
has very strict intrinsic timing constraints which need to be taken into account to 
ensure the simulation reflects the real MTJ behavior, as we have in full custom 
simulations using the compact model. 

To design non volatile blocks using the innovative flip-flop standard cell described 
above, the synthesis uses a specific library containing only registers made of CMOS 
and MTJs. The connections between all the magnetic signals such as Heat1, Heat2 
and Az are defined in the HDL description where all these signals need to be declared 
and interconnected to manage the MTJ writing and reading. As a consequence, the 
netlist extracted from the synthesis includes the NVFF and both connections of 
CMOS signals (D, Clk, Q, Rst, Set …) and magnetic signals. The abstract view of the 
NVFF is given in order to place and route a full block composed of standard cells, 
using standard tools. Once the place and route job is completed, only the write signal 
paths need to be placed over all the rows composed of non volatile flip-flops and 
connected to current generators to generate the switching field. Since these specific 
cells can be neither flipped nor mirrored because of the importance of the write field 
direction, MTJs are placed only every 2 rows. To complete final simulations, an SDF 
file including the NVFF internal timings can be extracted from the placed and routed 
layout to back annotate the netlist to run more accurate simulations. Fig. 6 shows the 
layout of a digital filter described in HDL format, simulated with Mentor Graphics / 
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Modelsim, synthesized under Synopsys / Design Compiler, placed and routed with 
Cadence / Encounter. This filter includes about 1100 standard cells in which about 
290 are non volatile flip-flops described above. 

 

Fig. 7. Automatically Placed and Routed Circuit using Non-volatile Flip-Flop Standard Cell 

4   Conclusion 

Non-volatile technologies and in particular the CMOS/Magnetic are more and more 
considered as a way to circumvent the limits of advanced CMOS circuits, combined 
with existing design techniques or technologies. This requires evaluating the use of 
these new devices in complex systems, and probably adapting the existing techniques 
and architectures correspondingly. Such studies can only be carried out using tools 
that integrate these devices in standard design suites. The proposed full MPDK has 
been developed and used to realize a demonstrator which is currently under 
fabrication within the SPIN research project. This design kit is compatible with design 
suites supported by most of the foundries and can be easily improved with the 
evolution of the technology. It could be adapted to fit accurate characterization results 
and made available for any designer interested in the design of hybrid 
Magnetic/CMOS circuits. 
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Abstract. This paper describes a novel approach for generating asynchronous 
circuits from HDL specifications by clustering the synthesized gates into 
asynchronous pipeline stages while preserving liveness, meeting throughput 
constraints, and minimizing area. The method enables a form of automatic re-
pipelining in which the throughput of the resulting design is not limited to the 
clock frequency or the level of pipelining in the original RTL specification. The 
method is design-style agnostic and is thus applicable to many asynchronous 
design styles.  

1   Introduction 

Many ASIC design flows for asynchronous semiconductor circuits translate netlists 
generated using synchronous synthesis tools from often legacy RTL specifications. 
This approach is practical because it largely reuses mature sophisticated tools that 
have been proven in the synchronous design arena, but at the same time can limit the 
advantages of the resulting asynchronous circuits. 

In particular, many such flows implement an asynchronous netlist with the same level 
of pipelining defined in the synchronous netlist. These flows include a coarse-grain 
pipelining using Phased Logic [11], de-synchronization techniques [5], and Null 
Convention Logic [9]. The advantage of this approach is that the circuit is largely 
identical to the original synchronous counterpart. However, because the level of 
pipelining is determined by the synchronous counterpart, the performance characteristics 
of the asynchronous circuit are similar to their synchronous counterpart and offer no 
significant advantage. In contrast, other asynchronous flows target fine-grain pipelined 
circuits in which each gate is converted into an asynchronous pipeline stage with its own 
handshake control. This includes fine-grain version of Phased Logic [10], as well as 
Weaver [12] which uses QDI templates. These flows can achieve significantly higher 
throughput than their synchronous counterparts, but because of the large amount of 
handshaking circuitry, suffer a large area penalty. 

We assert that the optimum use of asynchronous circuits often requires a middle-
of-the-road approach in which the original netlist is partitioned into pipeline stages 
that are large enough to minimize control overhead while small enough to achieve the 
desired target performance. Efforts to consider this during high-level synthesis have 
been considered as a form of operator chaining [6], however, we believe this paper 
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provides the first approach to cluster synthesized asynchronous netlists into pipeline 
stages that targets given throughput constraints while minimizing control area. In 
doing so, it highlights a unique pitfall in clustering asynchronous gate-level netlists – 
the potential of creating deadlock - as well as introduces constraints to avoid doing so. 
Experimental results on a multi-level domino dual-rail template (MLD) [7] are 
described as well as results on other templates [2][8] are summarized. 

2   Background – Performance Metrics 

In the absence of a global clock, the performance of an asynchronous circuit is 
characterized using different metrics. In particular, an asynchronous pipeline stage is 
characterized using forward and backward latencies as well its local cycle time [1]. 
The forward latency (FL) of a pipeline stage is the time between the arrival of a new 
token(s) and the production of valid output token(s), assuming the stage is initially 
idle. The local cycle time (LCT) of a pipeline stage is the time between the arrival of a 
token and the time that the stage has reset and is ready to receive the next token. The 
backward latency (BL) of a pipeline stage is the difference between the LCT and the 
FL and it can be perceived as the time it takes for a bubble – or empty position in the 
pipeline – to propagate backwards in the pipeline [3]. The performance of an 
asynchronous pipelined circuit, consisting of many pipeline stages, is measured using 
the global cycle time (GCT) which is defined as the long term average time it takes 
the circuit to process a token. The inverse of the GCT is the circuit’s throughput.  

In addition, we define the algorithmic cycle time (ACT) of the circuit which is the 
maximum for all cycles of the sum of the forward latencies of all the pipeline stages 
in the cycle divided by the number of tokens (data) that are in the cycle at any time 
[3]. This is a lower bound for the GCT and thus the global cycle time cannot be 
improved beyond this value. In particular, the ACT will be lower than the GCT when 
the circuit’s performance is dictated not only by how fast data can propagate forward, 
but how fast the pipeline stages reset to accept new tokens, i.e., pipeline stalls. A 
general solution to this problem is to introduce additional pipeline stages into the 
design to improve the performance by a process historically called slack matching [1]. 

3   Clustering 

Our approach for creating asynchronous circuits begins with a netlist created from 
standard logic synthesis. We start with the synthesized netlist and convert each gate to 
a pipeline stage. We then merge these primitive pipeline stages, into larger stages 
referred to as clusters. The goal is to create as large clusters as possible without 
affecting the functionality of the circuit or reducing its performance below designer-
given performance constraints.  

In particular, clustering is a sequence of local moves defined in terms of the 
merging of two neighboring nodes. Clustering is a general approach to form clusters 
because all partitions can be achieved with a sequence of basic two-way merges and 
has the benefit that it is easier to characterize and study than arbitrary partitioning.  
Since every cluster will ultimately need to have its own control unit as well as C-
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element trees for multiple fanins/fanouts, every local move results in a drop in total 
area. The goal is to cluster the circuit into pipeline stages that achieve the minimum 
overall area while hitting a target performance. However practically this must take 
into consideration not only the clustering process, but also the effects of the slack 
matching process that typically follows. Moreover, before even considering different 
optimization algorithms, we identified more fundamental issues that must be 
addressed before area optimality. In particular, the focus of this work is maintaining 
correctness and performance during clustering. For brevity, we do not show the proofs 
to the theorems; they can be found in [7]. 

3.1   Circuit Model 

We abstract the circuit as a weighted directed graph ( )m,h,E,VG = , where V is the set 

of nodes in the netlist. TBCLPOPIV ∪∪∪= , where PI is the set of primary inputs, 
PO  is the set of primary outputs, CL  is the set of combinational gates and TB is the 
set of asynchronous flip-flops called token buffers that upon reset (or startup) are 
initialized with a token (data) on its output. All four sets TB,CL,PO,PI are mutually 
disjoint. E is the set of directed edges )VxV(E ⊆ . We use the notation ei,j=(vi,vj) for 

an edge in E to simplify our notation for a directed edge that starts from node vi and 
ends in node vj. We assume E does not contain any self-loops ei,i. We define a 

function h: E → +ℜ  to map an edge onto a positive real number that represents the 
forward latency of the edge. We also define the function { }1,0E:m → , such that m(ei,j) 

= 1 when TBvi ∈  and 0 otherwise. 

We define a path pi,j as a sequence of edges in E, the first edge in the sequence 
starting from node vi, and the last edge in the sequence ending in node vj and such that 
for all other edges in the sequence, their starting point is the ending point of the 
previous edge in the path and their ending point is the starting point of the next edge 
in the path. We assume that a path goes through each node once (i.e., is a simple 
path). We define a cycle as a path pi,i that starts and terminates at the same node iv . 

We define PG as the set of all paths that exist in G. 
The target performance metric is defined in terms of the target cycle time (TCT) of 

the circuit, denoted as τgoal. We define the algorithmic cycle time (ACT) denoted as 
τalg of the circuit, which as mentioned above is a lower bound of τgoal,  as follows  
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In order to define constraints that identify when τalg meetsτgoal, we define the weight of 
an edge as follows: 

( ) ( ) ( ) goalj,ij,ij,ij,i *emeheww τ−== ,                                     (2) 

and assume that the value of τgoal is generally much larger than the forward latency of 
a token buffer. In addition, the weight of a path – as an extension of the edge weight – 
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is defined as the sum of the weights of all edges in the path sequence. Moreover, we 
define the distance between two nodes di,j as the maximum weight of all paths from vi 
to vj and as negative infinity if no paths exist from vi to vj.  

Lastly, we define the transitive fanout TFO(vi) of a node vi as the set of all nodes in 
the graph reachable from vi, and combinational transitive fanout CTFO(vi) of vi as the 
set of all nodes in the graph reachable from vi with a path that does not include a token 
buffer. The transitive fanin TFI(vi) and combinational transitive fanin CTFI(vi) are 
similarly defined. 

3.2   Local Moves 

A local move is a function on the graph ( )m,h,E,VG =  that produces a modified 

graph ( )'m,'h,'E,'V'G = . It takes two nodes vi, vj in V and replaces them in V' with a 

unified new node v'k ∈ V’ that implicitly contains the contents of both nodes 
(including the instances and wires internal to the pipeline stages that correspond to the 
original nodes vi and vj). The rest of the nodes of V are preserved in V'.  

If both ei,j and ej,i are in E the move is not allowed because this case would generate 
a self-loop in the graph. Otherwise, when combining nodes vi and vj into the new node 
v'k in V', vi and vj are replaced by v'k in all edges in E'.  This means that the new node 
v'k has the combined fanin and fanout of vi and vj, except for any edges between vi and 
vj are absorbed in the new node v'k.  

We define the forward latency of the edges in the new graph using the weight 
function h'(em,k). If edge ei,j∈E when vi and vj merge into the new node v'k in V' then 
h'(em,i) = h(em,i) + h(ei,j). An example of this is shown in Fig. 1. Otherwise, the forward 
latency remains unchanged. The motivation of this definition is that the forward 
latency of an edge is conservatively assumed to be proportional to the maximum 
depth of logic that the corresponding individual input signals traverse through the 
destination pipeline stage. This is applicable for templates that use completion 
detection as well as bundled data protocols in which the delay lines that correspond to 
each communication channel are proportional to the corresponding logic and not 
combined into a single worst-case delay line for the entire node. 

v4

v3

v2

v1

Algorithmic Cycle

v3

v1

v'2

Algorithmic Cycle

 

Fig. 1. Example of a local move increasing the ACT of the circuit 
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3.3   Ensuring Liveness 

The handshaking nature of asynchronous circuits introduces the extra consideration 
that we preserve circuit liveness. We say a circuit is live if every cycle in the circuit 
has at least one data token [3]. This is guaranteed during the design process by 
ensuring every cycle in the design contains at least one token buffer [2]. Arbitrary 
clustering, however, can generate new cycles that violates this principle and this must 
be prevented. Our first theorem identifies criterion can prevent all moves that create a 
circuit that is not live. 

Theorem 1. Let a local move merge two nodes Vvv ji ∈,  in graph 

( )mhEVG ,,,=  into node '' Vv k ∈  in the graph ( )'m,'h,'E,'V'G = . The graph 

'G  is non-live iff in the modified graph { }( )m,h,e,eE,V*G i,jj,i−= , ( )ji vCTFOv ∈  

or ( )ij vCTFOv ∈ . 

The intuition behind this theorem is as follows. If a node vi belongs to the CTFO of 
another node vj it means that there is a path connecting the two nodes that does not 
include a token buffer. Merging two such nodes would create a loop in the design that 
does not have a token in it and therefore the circuit would not be live.  Moreover, if vi 
and vj are not in each others CTFO then merging them creates no such loop. 

Unfortunately, the gate-level netlist can be complex and every local move that gets 
executed may generate new paths. It is consequently computationally intensive to 
perform this check for every available local move after each executed move. On the 
other hand, for the performance criteria that we will describe next, we need to 
maintain the pair-wise distances of all nodes in the graph. This motivated the test for 
liveness in terms of node distances as follows: 

Theorem 2. Let a local move merge two nodes Vvv ji ∈,  in graph 

( )mhEVG ,,,=  into node '' Vv k ∈  in the graph ( )'m,'h,'E,'V'G = . Graph 'G  will 

be live if in the modified graph { }( )m,h,e,eE,V*G i,jj,i−= , 0d j,i ≤  and 0d i,j ≤  

Note that this distance test is only a sufficient condition for liveness to be preserved. 
In particular, the reverse of Theorem 2 is not always true, meaning that dj,i > 0 does 
not guarantee that the resulting graph is not going to be live. This is because it could 
be true that dj,i > 0 even when the path includes a token buffer, as shown in Fig. 2.  

Notice that in the example shown d2,9 = 2, but the path includes 5v is a token buffer 

thus v9 ∉ CTFO(v2) and the circuit remains live. However, this weakness of Theorem 
2 can be ignored because as we will show next when we present the performance 
criteria, we would never execute a move where dj,i > 0. 

3.4   Maintaining Performance 

The goal of our performance analysis is to define criteria to guarantee that our local 
clustering move maintains the performance (throughput) of the original circuit in terms of 
the algorithmic cycle time of the circuit. Extensions to address circuit latency can be 
found in [7]. We first describe distance criteria that determine whether the graph satisfies 
the performance target.  
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Fig. 2. An example where clustering creates a new loop in the graph 

Lemma 1. In a live graph G the τgoal ≤ τalg iff Vvi ∈∀  it is true that 0, ≤iid . 

From definition (2), in order to have a violation, there must be an algorithmic cycle in 
the graph that has a total forward latency that is larger than τgoal times the number of 
token buffers in the cycle. But since each token buffer in the cycle contributes a 
negative τgoal to the overall distance of the path, the largest value that the distance of 
the path could have and still meet this requirement is 0. 

We now present our distance criteria for guaranteeing throughput during clustering. 

Theorem 3. Let a local move merge two nodes Vv,v ji ∈  in graph ( )m,h,E,VG =  

into node '' Vv k ∈  in the graph ( )'m,'h,'E,'V'G = . If G is live and τalg ≤ τgoal , the local 

move will not create a path violating this constraint iff in the modified graph 
{ }( )m,h,e,eE,V*G i,jj,i−=  the following distance relationships are satisfied 

0ad j,i ≤+ , 0ad j,j ≤+ , 0bd i,j ≤+  and 0bd i,i ≤+  where  
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The intuition behind this theorem is that if an edge e exists that connects the two merging 
nodes and is absorbed during the move, it increases the weight of incoming edges in the 
combined node by w(e). So, we avoid introducing any new violations by ensuring all 
created cycles between the two do not cause a violation. For example, the cycle created 
in Fig. 2 causes a violation because we can see that now for every node along the cycle it 
is true that di,i = 2, which violates the condition of Lemma 1. Theorem 3 would prevent 
such moves from being executed and causing a violation as one can see that before the 
move is executed d2,9 = 2, so it is expected to cause a violation. 

4   Implementation 

We implemented a simple steepest-decent greedy algorithm for area-minimizing 
clustering, illustrated in Fig. 3. The algorithm evaluates at every step which local 
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move maximizes a gain function and executes the move before re-evaluating. The 
gain function is weighted in such a way that it will first favor local moves that would 
reduce any LCT that is larger than the requested TCT of the circuit. As a second 
priority it favors moves that reduce the most area. Notice that a large constant is used 
in order to favor LCT improvements over area improvements.  

The node distances are initialized using the Floyd-Warshall algorithm with worst-
case complexity Θ(|V|3). However, this complexity is prohibitively high to run after 
every local move. Moreover, the Floyd-Warshall algorithm does not take advantage 
of the fact that only a small number of edge weights typically change after each local 
move. We thus created a fast local update routine that is run after each local move. 
Unfortunately, we have not been able to find a reasonable worst case complexity of 
this algorithm, but in practice it reduces runtimes dramatically compared to Floyd-
Warshall.1 

This algorithm was incorporated into the software tool called ClockFree that is part 
of the recently developed ASIC flow for asynchronous circuits called Proteus [2]. 
ClockFree is capable of handling multiple design templates including QDI, Multi-
Level Domino (MLD) [6], Multi-Level Static Single-Track Full Buffer (ML-SSTFB) 
[8] and others. It also performs slack matching and netlist and testbench generation. 
For QDI and MLD area evaluation was done using production libraries [2]. 

 

Fig. 3. Pseudocode for the steepest-descent clustering and update distance algorithms 

5   Experimental Results 

In order to show the benefits of our formulation and the effectiveness of the discussed 
criteria we setup an experiment using the Multi-Level Domino (MLD) template [7] 
for asynchronous circuits. Each pipeline stage in this template consists of multiple 

                                                           
1 An alternative local update algorithm with worse run-times but known worst-case complexity 

of ( )2BNΟ , where B is the branching factor at a node is described in [7]. 
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levels of dual-rail domino logic, a specialized asynchronous controller, and C-element 
trees to merge the requests from all inputs and acknowledgements from all outputs. 
Finally, each stage has as a pre-charged completion-detection tree to generate the 
validity of the logic. We chose this template because it allows arbitrarily large 
pipeline stages and can tradeoff between control overhead and performance.  

For our experiments we compare the attained performance of final circuits using 
three variants of clustering for each of the netlists. The first one applies no rules to the 
greedy clustering. The second one only applies the liveness rule described in Theorem 
1. The third one adds the TCT constraints of Theorem 3 and also uses the expressions 
in Theorem 2 for liveness to reduce the computational complexity. We set our 
performance target to 26 transitions which with our 65nm library that targets an 
average of 50ps/transition is estimated to yield throughputs of ~770MHz. 

As shown in Table 1, 12 of 19 circuits produced deadlocked circuits without use of 
our liveness criteria. It also shows that the version without performance criteria was 
not able to reach the desired performance for many cases and in fact in some cases the 
performance was far worse than any other method due to large loops that were 
introduced by clustering. Finally, the last approach always managed to achieve 
performance that was limited by the LCT. 

Even in applications that target maximum performance, our clustering algorithm 
provides significant area benefits. In [2], clustering is applied to a high-performance 
QDI template and comparisons to the un-clustered circuits were made. Both versions 
achieved the same performance of 18 transitions per cycle (~1.1GHz in a 65nm 
process). For the clustered version up to four logic gates were allowed per cluster and 
clustering was not allowed on special type of gates, including token buffers, scan, 
conditional or buffer stages. Even with such restrictions, clustering demonstrated on 
average a 22.7% savings in control area, 14% reduction in total area as well as 10% 
improvement in total latency over the un-clustered netlist [2]. This is a significant 
improvement over flows using un-clustered fine-grain pipelining (e,g, [12]). 

Another important benefit of the proposed approach is that it is performance-
aware. Starting from the same synthesized netlist the designer can chose the desired 
performance target and clustering will adjust the amount of pipelining in the design 
automatically. In other words, clustering enables a much larger tradeoff between 
performance and area without having to redesign or even re-synthesize a netlist. Table 
2 shows the results of two MLD designs for varying performance targets. The area 
savings are due to both clustering and slack-matching savings. Overall on average a 
37.5% increase in TCT gives us a 55% reduction in overall area, 66% reduction in 
total control area and 72% reduction in number of logic pipeline stages. Note that as 
clustering increases the runtime grows, but all examples finish in less than 9 minutes 
on an Intel Core 2 Duo desktop computer. 

Finally in [8] the benefits of our clustering algorithm are shown using a newly 
proposed multi-level single-track full-buffer template.  Several circuits were tested for 
the same input netlist with varying performance targets. In the examples presented 
there, reducing the performance target by 20% enabled area savings of approximately 
50%. In each case the asynchronous circuit is re-pipelined from the same original 
synchronous circuit according to the performance specification without having to 
redefine the circuit HDL or even the synthesized netlist. This kind of performance-
driven re-pipelining is unique in our approach and one of its biggest advantages. 
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Table 1. Performance 

 Area Guided Liveness Liveness & TCT 
Design LCT GCT LCT GCT LCT GCT 
 c3540 28 DL 32 32 34 34 

 MAC16 28 68 32 32 34 34 
 MAC32 32 72 32 32 32 32 
 s1196 34 34 34 34 32 32 

 s1238 28 DL 32 32 34 34 
 s13207 28 DL 32 32 30 30 
 s1423 28 DL 32 50 32 32 

 s1488 30 30 30 30 32 32 
 s15850 30 DL 38 64 34 34 
 s526 26 DL 32 32 28 28 

 s5378 32 32 32 32 32 32 
 s641 26 DL 32 32 28 28 
 s713 26 DL 32 32 32 32 
 s820 28 DL 32 32 30 30 
 s832 32 32 32 32 32 32 
 s838 26 DL 32 32 30 30 

 s9234 32 32 32 32 32 32 
 s953 28 DL 32 32 32 32 
 SISO 34 DL 36 76 46 46 

Table 2. Performance vs. Area 

 MAC16 MAC32 

TCT 
Total 
Area 
(um2) 

CTRL 
Area 
(um2) 

Logic 
Stages 

Runtime 
(sec) 

Total 
Area 
(um2) 

CTRL 
Area 
(um2) 

Logic 
Stages 

Runtime 
(sec) 

32 156407 94371.8 572 210 104806 62535.2 305 100 
34 139505 80299 420 249 95142.5 54291.5 203 145 
36 117645 63258.6 185 453 104911 61779.5 143 307 
38 110170 59526.1 68 497 106792 62963.7 142 259 
44 60422.4 24671.2 60 547 53513.9 25030.7 137 229 

6   Summary and Conclusions 

We proposed a new performance-driven approach that uses clustering to group gates 
into larger pipeline structures that preserves liveness and does not compromise user-
defined performance targets. We take advantage of the fact that asynchronous circuits 
are data driven in nature which allows clustering to redefine the pipeline stages 
irrespective of the pipeline stages defined at the RTL without altering the behavior of 
the circuit. Thus clustering enables automatic re-pipelining based on performance-
driven criteria that can create a circuit that meets the desired performance without 
changes to the RTL. This makes the design easier and saves designers time and effort 
that would otherwise be required in adjusting their pipeline stages to meet the 
required performance. 
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Our approach is based on an implementation-agnostic mathematical model that 
makes this flow applicable to a variety of different asynchronous design styles. This 
paper shows results for one form of multi-level domino templates and others have 
shown results for QDI and single-track templates [2][8]. 
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Abstract. This study presents a single-core and a multi-core processor
architecture for health monitoring systems where slow biosignal events
and highly parallel computations exist. The single-core architecture is
composed of a processing core (PC), an instruction memory (IM) and a
data memory (DM), while the multi-core architecture consists of PCs,
individual IMs for each core, a shared DM and an interconnection cross-
bar between the cores and the DM. These architectures are compared
with respect to power vs performance trade-offs for a multi-lead elec-
trocardiogram signal conditioning application exploiting near threshold
computing. The results show that the multi-core solution consumes 66%
less power for high computation requirements (50.1 MOps/s), whereas
10.4% more power for low computation needs (681 kOps/s).

Keywords: WBSN, ECG, Parallel Processing, Near Threshold Com-
puting.

1 Introduction

Personal health systems monitor metabolic functions, such as heart and respi-
ratory rates, blood oxygen, and carbon dioxide levels to detect and diagnose
potential health problems. Wireless body sensor networks (WBSNs) are the en-
abling technology for such personal health systems [1]. A WBSN for health
monitoring consists of a number of light-weight sensor nodes attached to the
human body, where each node is responsible for processing a specific low rate
physiological signal. For instance, one of the most important physiological sig-
nals is the electrocardiogram (ECG), which is typically acquired at sampling
rates between 125Hz and 1 kHz to capture the often important details of the
waveform. In order to monitor the heart rate for extended periods of time (up to
multiple days or weeks), an ultra low power design with embedded biomedical
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signal processing for feature extraction on the sensor node is necessary [2] to re-
duce the costly signal storage or transmission to the essence. The corresponding
algorithms, consist mostly of low-effort computations and can thus be optimized
to run in real time on typical embedded low-power microcontroller. For exam-
ple, Rincon et al. [3] showed how delineation of ECG signals using the relatively
complex wavelet transform algorithm can be realized on a commercially available
WBSN sensor node with limited computation capability.

Unfortunately, despite the reasonable required computational effort, achiev-
ing low-power consumption remains a pressing issue since devices are expected
to operate on a single battery for long periods of time. An effective technique
to reduce power consumption is supply voltage scaling, potentially all the way
to sub-threshold operation. In the literature, voltage scaling and its limitations
and disadvantages such as performance loss, the risk of functional failure, perfor-
mance variability, etc., have been extensively analyzed [4,5,6,7] and various low-
power architectures have been presented. For example, Chen et al. [8] proposed a
sensor platform capable of nearly-perpetual operation by using harvesting from
solar cells. The proposed single processor architecture has an ARM Cortex M3
core with both retentive and non-retentive SRAM and a power management
unit which controls the active and ultra low power sleep modes. In another
work, Hanson et al. [9] presented a new ultra low energy processor with low
voltage operations for wireless monitoring systems. They optimized the standby
power consumption of the processor with the help of a new low leakage mem-
ory, memory size and instruction set adjustments, and power gating. However,
the main issue with low-voltage operation is the performance loss, which, for
a given processing requirement, can limit the degree of use of voltage-scaling.
Parallel computing using multiple cores can alleviate this issue, provided that
the algorithms to be executed can be parallelized. To this end, Dreslinski et al.
[10] proposed a near threshold computing (NTC), cluster-based multi-processor
architecture with a shared cache that operates at a higher supply voltage to
be able to serve multiple cores at the same time. In another study, Yu et al.
[11] introduced a sub/near threshold co-processor for low energy mobile image
processing using architecture level parallelism to compensate the performance
loss. Finally, Krimer et al. [12] proposed a massively parallel stream processor
operating in NTC to achieve 1 Giga-operations per second with 1 mW of total
power consumption.

Unfortunately, even though researchers focused on low energy solutions in
both multi-core and single-core approaches individually, the two approaches have
not been compared in terms of energy efficiency for the moderate workloads
that are typical for biomedical applications. Thus, in this paper we propose
as a main contribution a single-core and a multi-core architecture for embedded
biomedical signal processing on WBSNs, where algorithms have a limited, yet, at
near-threshold voltage, non-negligible complexity and where a significant part
of the processing can be done in parallel. We explore the power/performance
trade-offs between these proposed architectures for an ECG signal conditioning
application while exploiting near threshold computing.
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The rest of this paper is organized as follows: First Section 2 presents the
multi-lead ECG signal conditioning application. Next, Section 3 introduces the
single-core and multi-core processor architecture. Then, Section 4 gives the ex-
perimental results and, finally, we summarize the main conclusions of this work
in Section 5.

2 ECG Signal Conditioning Application

ECG entails the analysis of electrical changes, sensed by electrodes attached to
the body, occurring when the heart muscle depolarizes during each heartbeat.
In single-lead ECG, the voltage difference between two electrodes placed at both
sides of the heart indicates the heart rate (i.e., 60 to 100 beats per minute for an
adult with a normal resting heart) and allows to identify weaknesses in different
parts of the heart muscle. To obtain a better and more complete picture of the
heart muscle activities, up to 12 leads can be used [3]. Each lead shows the
activity of the heart from a different point of view.

Unfortunately, raw ECG signals, even when recorded in a controlled envi-
ronment, contain various types of noise and baseline drifts. ECG signal con-
ditioning is therefore a fundamental application for a sensor node in WBSNs
for automated ECG analysis or for signal compression for recording [1]. Hence,
our benchmark application is an ECG signal conditioning algorithm based on
morphological filtering given in [13]. This algorithm performs baseline correction
and noise suppression on ECG signals and operates on multiple leads in parallel
and independently. For our case study, we assume 8 leads, which is a typical
configuration. The average processing requirements for each lead amount to 681
operations (Ops) per sample, as the algorithm always processes blocks of 1024
samples. To investigate different processing requirements related to the applica-
tion, we consider ECG sampling rates between fs = 125Hz and fs = 1 kHz for
capturing signals with quality levels from ”barely acceptable” to ”excellent”.

3 Processing Platform Architecture

To focus on the comparison between the single-core and multi-core configuration,
we build both reference designs using the same processing unit (PU) and a data
memory (DM). The designs are implemented in a 90 nm low leakage process
technology trading peak performance for significant leakage power reduction,
especially in the memories.

Processing Unit: A PU comprises a processing core (PC) and a 24-bit wide in-
struction memory (IM) for 4k instruction words (12 kBytes) which is sufficient
for many typical biomedical applications on WBSNs such as delineation and
compressed sensing data compression [1], [3]. The PC is a 16-bit Reduced In-
struction Set Computer (RISC)-like architecture with sixteen working registers,
and a Harvard memory model. The simple two-stage pipeline matches the low
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to moderate performance requirements of the application and reduces the num-
ber of registers that need to be clocked. In the first pipeline stage, instructions
are decoded and read addresses are generated. In the second pipeline stage, the
operations are executed and the results are stored in a data memory location
or in a working register. Among others, the instruction set comprises arithmetic
and logic operations, multi-bit shifts and single-cycle multiplications to support
the energy efficient execution of signal processing algorithms. Most instructions
occupy only a single (24-bit) instruction-word and are executed in only one clock
cycle with a latency of two cycles.

Data Memory: The PC can access the DM for reading and writing in the same
clock cycle. Therefore the DM requires two separate access ports, one for reading
and another one for writing. The 64 kByte of DM, required for 8-lead ECG real
time processing, is split into M (i.e, 16) memory banks (MBs) with 2k words per
bank. This configuration corresponds to the maximum available from our 2-port
memory generator and it allows partial shutdown for leakage power reduction
with applications with reduced memory requirements.
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Fig. 1. Processing platforms

3.1 Single-Core Processor Architecture

The single-core WBSN sensor node reference architecture is shown in Fig. 1(a).
A simple selection logic (SL) connects the single PU to the individual MBs and
multiplexes the data. The system processes the 8-lead ECG signals sequentially
by using 5580 cycles per sample.

When optimized for speed, our single-core design could operate up to 147 MHz
at nominal 1.2V supply voltage, which is much higher than what is required for
most biomedical signal processing applications, even for very high sampling rates.
Since the cost for this high speed is a reduced energy efficiency, we optimize the
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reference design for minimum area instead to lower the active and leakage power
consumption. To this end, we request the EDA design tools choose logic gates
with weak driving capability. The corresponding circuit is still capable of working
up to 50 MHz at nominal voltage, which easily meets the timing requirements
of our reference application, given in Section 2.

The second column of Table 1 shows the distribution of the power consumption
of the area-optimized design running at 16MHz clock frequency at 1.2V. It is
interesting to note that the power consumed by the SL and the interconnect
network (routing and buffers) between the PU and MBs is almost 15% (0.55 mW)
of the total power consumption. A more detailed analysis shows that much of this
power is due to glitches on the address and data bus. To alleviate the impact of
these glitches we place 48 low-transparent latches at the output ports of the PU
(read- and write-addresses, and write-data). The result of this simple measure
is a reduction of the overall power consumption of the single-core architecture
by 6.7%, as shown in the third column of Table 1.

3.2 Multi-core Processor Architecture

The multi-core processor design, shown in Fig. 1(b) consists of N (i.e., 8) PUs
with individual IMs. Each PU accesses the 16 shared MBs through a central
crossbar interconnect [14] to enable full access to the entire memory space for
each PU. This architecture is different from the one proposed by Dreslinski
et al. [10] in which several slower cores share a cache that is proportionally
faster and thus requires a higher supply voltage. Compared to their single, which
relies on a fully shared memory-block configuration, our proposed architecture
simplifies the clock-network design1 and neither requires an additional faster
clock, nor level-shifters between the cores and the shared cache. Furthermore,
the ability to operate with only a single supply voltage considerably simplifies
the overall system design and can result in additional energy savings, because
multiple weakly loaded DC/DC-converters can be avoided. The drawback of our
approach are the occasional access conflicts when two or more PUs access the
same MB on the same port. In this case, the conflicting requests are served one
after another based on PU priorities, while the waiting PUs are stalled using
clock gating to avoid unnecessary active power consumption.

The multi-core design, which is also optimized for minimum area, is capable
of operating up to 48 MHz. For our 8-lead ECG application, all cores are active
to process one lead per core in 761 clock cycles per sample. When accounting
for the 8x parallel processing, this corresponds to a 12% penalty in terms of
timing due to stall-cycles compared to the number of cycles required for a single
lead in the single-core architecture. To compensate for this penalty when com-
paring the two architectures in terms of power consumption, we always adjust
the clock frequency of the multi-core design to correspond to the same sampling
frequency (throughput) as in the single-core reference architecture. In particular,
we provide results at nominal 1.2V supply voltage for a frequency of 2.3MHz
1 As seen in Table 1, the clock tree in the proposed architecture consumes only 5.0%

of the whole power consumption.
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which ultimately corresponds to the same throughput as the single-core design
running at 16MHz. The corresponding power consumption figures are provided
in the two rightmost columns of Table 1. The results show that the overhead
of the crossbar in terms of power consumption is insignificant, only 13% of the
entire multi-core design. This overhead can be further reduced by applying the
same technique for the glitch reduction as in the single-core design. After plac-
ing latches in the PUs, the power consumption of the crossbar interconnect is
reduced significantly, resulting in the 8.3% power improvement in overall power
consumption shown in the rightmost column of Table 1,

Table 1. Power distribution of the single-core and the multi-core design with/without
latches in the PU at 1.2 V supply voltage and 16 MHz and 2.3 MHz operating frequency,
respectively

single-core multi-core
w/o latches with latches w/o latches with latches

Total 3.56 mW 3.32 mW 3.72 mW 3.41 mW

PUs 2.53 mW 2.53 mW 2.81 mW 2.81 mW

MBs 0.24 mW 0.24 mW 0.24 mW 0.24 mW

SL-ICSB 0.55 mW 0.33 mW 0.48 mW 0.19 mW

Clock Tree 0.24 mW 0.22 mW 0.19 mW 0.17 mW

Reduction - 6.7% - 8.3%

The occupied silicon area of the single- and multi-core design is given in
Table. 2. As expected, the total area of PUs in the multi-core design is almost
8 times the area of the PU in the single-core design. However, the total area of
the multi-core design is only 1.76 times of the total area of the single-core design
since the shared MBs are responsible for most of this area.

Table 2. Area results for the multi-core and single-core designs (1GE = 3.136 µm2)

Single-core Multi-core

Topmodule 644.7 kGE 1138.1 kGE
PUs 68.0 kGE 541.4 kGE

MBs 576.7 kGE 576.7 kGE

ICSB - 20.0 kGE

4 Experimental Results

The setup we used for the experiments is as follows: 1024 samples of an 8-lead
ECG signal are pre-stored in the DM of the single-core and multi-core designs.
Each sample occupies 16 bits of memory, which results in 16 kBytes of total
storage for the pre-stored ECG samples. The single-core design processes the
leads sequentially while in the multi-core design each core processes one lead.
The results of each lead are stored individually in the data memory, and the
total memory requirement for storing the results is 16 kBytes for each design.
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We run our reference application on the two architectures for various workload
requirements to explore the power/performance trade-offs between the architec-
tures. A workload requirement in our experiments corresponds to a number of
operations per second (Ops/s). This exploration allows us not only to examine
the architectures for our reference application, but also to generalize the results
and trends to other applications. In addition, we also analyze the architectures
with respect to the ECG sampling frequencies corresponding to our application
requirement.

We limit the scaling of the operating voltages to the transistor-threshold level
(0.5 V) to avoid the performance variability and functional failure issues occur-
ring mainly at sub-threshold regions. Fig. 2 shows the processing capabilities of
the two approaches with respect to the supply voltage. At the nominal voltage
(1.2 V) the single- and multi-core approaches achieve 50.1 MOps/s and 343
MOps/s, respectively. As expected, these processing capabilities decrease with
voltage scaling. When the supply voltage of the designs reaches the threshold
level, the single-core accomplishes only up to 806.3 kOps/s while the multi-core
design still achieves up to 5.58 MOps/s.
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Fig. 2. Single-core and multi-core designs: Maximum allowed ECG sampling rate and
corresponding number of operations for various supply voltages

Fig. 3(a) shows the total power consumption of the single- and multi-core de-
sign for various workload requirements. As can be seen from the figure, the multi-
core approach is the only viable solution for workloads between 50.1 MOps/s
and 343 MOps/s. Moreover, when the workload requirement is between 1356.5
kOps/s and 50.1 MOps/s, the multi-core is more energy efficient than the single-
core design, because the multi-core design can meet the workload requirements
at a lower operating voltage compared to the single-core design. In particular, to
meet a high workload requirement (50.1 MOps/s) the single-core design operates
at 1.2 V and consumes 10.4 mW, whereas the multi-core design operates at 0.7 V
and consumes only 3.5 mW. Thus, the multi-core solution consumes almost 66%
less power than the single-core design. On the contrary, if the required workload
is light (lower than 1356.5 kOps/s) the single-core design consumes less power
than the multi-core design, because the multi-core design is able to reach the
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threshold voltage at 5.58 MOps/s workload while the single-core design reaches
at the threshold level at 806.3 kOps/s workload requirement. More precisely, to
meet a low workload requirement (681 kOps/s), both designs operate at 0.5 V
and the single-core design consumes 25.9 µW while the multi-core design con-
sumes 28.6 µW. Hence the multi-core design consumes 10.4% more power than
the single-core design.
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Fig. 3. (a) Total power consumptions for various workloads (b) Power efficiency of
multi-core design respect to single-core design for ECG signal conditioning application

The corresponding workload to our application ranges from 681 kOps/s to
5448 kOps/s with an ECG sampling rate (fs) from 125 Hz to 1 kHz. Fig. 3(b)
shows the power efficiency of the multi-core design with respect to the single-
core design for our application. As the sampling rate increases, the multi-core
becomes more and more energy efficient. At the highest sampling rate, fs=1 kHz,
the multi-core design is 55% more power efficient. However if the sampling rate
is reduced down to 250 Hz, the multi-core design becomes less power efficient. At
the lowest ECG sampling rate in our range, fs=125 Hz, the multi-core consumes
10.4% more power than the single core design.

Another interesting point is the comparison between dynamic and leakage
power consumptions in the two designs. For our case study, where the lightest
workload requirement is 681 kOps/s (fs=125 Hz) the leakage power consump-
tion of the single- and multi-core design is 2.6 µW and 5 µW, respectively.
Thus the leakage power consumption represents 10% and 17% of the total power
consumptions for the single-core and multi-core designs, respectively. Fig. 4(a)
and Fig. 4(b) show the dynamic and leakage power consumptions of the PCs
and the memories, including both IM and MBs, for various workload require-
ments for the single-core and multi-core designs. In both figures the dynamic
power consumption of the memories is labeled as MemDyn while the leakage is
labeled as MemLeak. Similarly, the dynamic and leakage power consumptions of
the PCs are indicated as PCsDyn and PCsLeak, respectively. As shown in the
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Fig. 4. Leakage and dynamic power consumption comparison for various workload
requirements

figures, MemDyn becomes comparable with MemLeak when the workload is 200
kOps/s and 410 kOps/s for the single-core and the multi-core designs, respec-
tively. As expected, MemLeak in the multi-core design becomes comparable with
the MemDyn power at an earlier point, because the total memory leakage power
is higher in the multi-core design. Furthermore, the overall leakage and dynamic
power consumptions become comparable around at 80 kOps/s for the single-core
design while around 140 kOps/s for the multi-core design.

5 Conclusion

Embedded biomedical signal processing on WBSNs involves relatively low com-
plex and highly parallel computations on a low-rate physiological data, which
creates the opportunity of low voltage operations as well as parallel process-
ing. In this paper we present a single- and a multi-core processor architecture
for biomedical signal processing on WBSNs where both energy efficiency and
real-time processing are crucial design goals. To address the energy efficiency
and data throughput requirements, we explored the power/performance trade-
offs between the two architectures, including near threshold voltage computing,
for different workloads using an 8-lead ECG signal conditioning application.
Our results show that the multi-core approach consumes 66% less power than
the single-core approach for high biosignal computation workloads (i.e., 50.1
MOps/s). However, the multi-core architecture becomes more power consuming
for relatively lighter workloads and it consequently consumes 10.4% more power
(681 kOps/s).
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Abstract. A major concern of current and future on-chip systems is
the thermal problem i.e. electrical energy is dissipated leading to high
chip temperatures. Short term effects may include transient malfunc-
tioning whereas long-term effects may lead to deteriorating functionality
(e.g. increased signal travel times) or to irreversible damage due to, for
example, electro-migration. The problem worsens with the inception of
3D architectures as the per-surface dissipated electrical energy is larger,
e.g. our evaluation shows an increase of 37.5% in peak temperature in an
architecture with 2 layers compared to a single layer architecture. Our
proposed concept addresses thermal problems in 3D-stacked many-core
architectures resulting from high power densities. A hierarchical agent-
based thermal management system initiates a proactive task migration
onto cooler processing resources while a communication virtualization
layer dynamically adapts and protects connectivity between (migrated)
tasks and external I/Os.

Keywords: Dynamic thermal management, Communication virtualiza-
tion, 3D-architectures, Many-core systems, MPSoC.

1 Introduction

Dependability of embedded on-chip systems becomes an increasing problem as
feature sizes continue to shrink. Circuit scalabing has been successfully practiced
for several decades but it seemingly reaches its limits. This can be observed by
an increased susceptibility of nano-CMOS transistors, i.e. with structure sizes
of 45nm and beyond, against errors due to temperature. Though dependability
has been a problem since the early days of miniaturization [20], classical meth-
ods of fault tolerance like ECC (Error Correction Codes) etc. were sufficient
then to address reliability concerns. In recent years, however, it has been recog-
nized that a paradigm shift is necessary [5] and existing solutions are unlikely to
scale, and we will need radically new solutions (see [1]). In recent years, various
paradigms have been proposed to address the current and upcoming dependabil-
ity problems. As categorized in [17], in the recent past concurrency and flexibility
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have been deployed as a means to address the dependability problem and it is
envisioned that future approaches go a step further and develop novel means
with respect to resiliency and self-adaptability. Thermal-induced dependability
concerns will pose a key problem for future on-chip systems: even though the
power dissipation per transistors decreases from technology node to technology
node, the power dissipated into heat per area (density) has increased almost
exponentially in the past [2].

Moreover, the problem becomes even more severe in the case of future 3D
architectures [8] since the relation of surface package/chip area to the number of
integrated transistors turns significantly worse (i.e. far smaller). On the positive
side, the advantages of 3D architectures are promising and include decreased
signal delay between various system components as opposed to 2D architectures
etc. [8,13]. Thermal issues have already guided the design and evolution of recent
2D architectures, where thermal management techniques such as clock frequency
scaling or dynamic voltage frequency scaling are successfully employed [6]. While
stacked 3D architectures have been shown to have increased performance com-
pared to their 2D counterparts [4] – especially in regards to the throughput and
latencies of the communication architecture [12] – they are much more prone to
excessive heating as the heat needs to dissipate through multiple layers before
reaching the heat sink [4].

To address these issues in upcoming 3D architectures, especially for embedded
systems with their hard real-time constraints and requirements regarding QoS,
latency, etc., new approaches are needed. To allow for faster cooling of hot tiles
tasks should be migrated [15] cooler ones. The migration should be triggered
by a scalable thermal management. To minimize the downtime (i.e. tasks are
stopped) during migration and afterwards guarantee reliable I/O of these tasks
with the environment or other tasks a virtualization layer should provide a high-
performance abstraction of the communication channels.

The paper is structured as follows: Section 2 provides an overview of related
work with respect to thermal management and (I/O) virtualization. Section 3.1
describes the proposed concept for the agent-based, hierarchical thermal manage-
ment and 3.1 for the communication virtualization, respectively. A preliminary
scenario for task migration under real-time constraints is given in Section 4.
Our evaluation platform and thermal evaluation is described in Section 5 while
Section 6 summarizes the paper.

2 Related Work

Dynamic Thermal Management (DTM) approaches rely on reducing the power
consumption at thermal hot spots through DVFS and power gating during run-
time. Additionally, multi-core architectures have the opportunity to divert the
power consumption away from thermal hot spots through run-time task migra-
tion. This technique is particularly effective in 3D many-core architectures where
a task running on a core has a significant effect on surrounding cores, especially
in the vertical direction. A reactive DTM scheme for 3D multi-core architectures
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proposed in [9]. identifies task remapping as a key solution to thermal problems
in 3D environments, due to the severe performance hits that measures like DVFS
or clock gating (stalling) of hot cores incur. This work does not consider scala-
bility for large systems because no distributed controlling scheme is introduced.
Additionally, the communication volume and –latency is not taken into account
and task remapping cost is not modeled despite the fact that each task remap-
ping is assumed to constantly require 1ms. Zhou et al [22] presented a reactive
OS-level task scheduling approach to DTM for 3D systems. Thermal correlation
in vertically overlapping cores is considered and their work focuses around tasks
as causes for thermal issues. Tasks that cause a large amount of thermal stress
to cores are considered hot tasks while computationally inexpensive tasks that
cause less thermal stress are considered to be cold tasks. Consequently, hot tasks
are assigned less time slices than cold tasks by the scheduling algorithm. Zhu
et al [23] consider DTM in 3D architectures not as an emergency measurement
whose invocation should be avoided as much as possible, but rather find that
because large 3D systems are likely to operate continuously close to the thermal
threshold, DTM needs to be invoked continuously. Therefore, DTM techniques
that come with a severe performance penalty are considered impractical. When
considering several hundreds of cores in future 3D many-core architectures, the
scalability of any approach which aims at managing some aspect of these cores
becomes a major concern. Any approach where the communication volume and
the computational complexity grow too rapidly (e.g. exponentially in respect to
the number of cores) will not be suited for a system with a large number of cores.

Regarding virtualization, future many-core systems shall provide a consoli-
dating environment for hundreds or even thousands of tasks. Those tasks have
different requirements towards their running environments in terms of real-time,
required operating system and performance/throughput. The system needs to be
provisioned, scheduled and partitioned into domains for tasks concurrently run-
ning. Furthermore, on future dependable systems those tasks are also required to
be easily migrate-able between cores and it must be possible to restart them in
a transparent way, i.e. they can resume running without reset and their running
environment and configuration is recreated. Virtualization of the physical HW by
a Hypervisor or Virtual Machine Monitor (VMM) is an established concept for
providing such a function. To increase performance the HW may feature exten-
sions supporting virtualization. I/O-devices present a central bottleneck as the
cost for I/O-virtualization is particularly high with respect to latency, utilized
processing resources and reduced throughput. Future many-core architectures
with hundreds or even thousands of domains need to share a limited number of
high-speed network-devices. Sharing physical network access between domains
may be implemented in HW, SW or in a mixed mode [19]. The generic solution
i.e. VMM only, dedicates one virtualization domain as driver domain and exclu-
sively assigns the network card to it [3]. A further improvement to the upper
scenario is the employment of multi-queue network cards [16]. The shortcom-
ing for SW-based bridging and multi-queue network cards is that they rely on
a driver domain which is interleaved in the network communication path. This
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results in an increased latency, (complex) scheduling dependencies and utiliza-
tion of host cpu and system memory. Multiple-queue network cards are limited in
the number of available queue pairs. Domains can also directly access a NIC via
virtual network interfaces [21]. Apparently, such approaches require extensions
of the NIC i.e. dedicated queues, buffers, interfaces and additional management
logic, mostly in form of on-board processing elements running a SW. The concept
for direct I/O is restricted to the number of virtual network interfaces imple-
mented in HW. VMM (Virtual Machine Manager) is an established and widely
applicable virtualization concept for processing resources. VMM also incorpo-
rates centralized and software-based means to manage Inter-Processor and I/O
Communication (IPC). However, this centralized and software-based approach
is not scalable towards many-core systems with hundreds of processing elements,
nor is it adequate for high data throughput (Gb/s), Quality of Service (QoS)
and real-time guarantees as this relies on a SW component.

3 Concept of Thermal Management for 3D-Stacked
Many-Core Architectures

Our approach is divided into two tiers: At the system level, thermal management
is performed by determining when and where tasks should be migrated, and in
the architecture level communication virtualization is utilized in order to keep
inter-task communication transparent and meet real-time constraints. These two
aspects are detailed in the following.

3.1 Thermal Management

In order to provide a light-weight and scalable infrastructure for making task
migration decisions we employ the paradigm of agent-based systems. It allows
for a self-adaptive and decentralized approach and may cope with global com-
plexity through the local decisions and cooperation with fellow agents – there-
fore promising scalability [10]. The latter feature is crucial for future many-core
systems where hundreds or even thousands of cores are integrated on a 3D archi-
tecture. Critical parameters are the structure of such a multi-layer agent system
(i.e. hierarchy) and the functional division of individual agents. We have seen
in [10] that the most effective configuration of the agent system is a tree-like
agent structure consisting of:
– Low level agents act on local sensor data. These may be migrated, thus

resulting in more favorable thermal sensor readings. Each tile will also in-
clude a monitoring infrastructure [11]. However the location of the low level
agents – e.g. maybe only 1 per “cylinder” (i.e. a vertical stack of tiles) at
first, then more as the temperature rises – and their sampling interval based
may be changed depending on the current thermal properties.

– Cluster level agents handle most of the decisions in a connected region of
adjacent tiles.

– Global agents coordinate between cluster agents. There may be more than
one global agent to increase reliability through redundancy.
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Fig. 1. Thermal Management and Communication Virtualization

Furthermore, it is possible to spawn new agents, or a sub-hierarchy of agents,
during run-time in case of failure or during proactive actions. The resulting agent
system structure is thus dynamic and able to tailer to changing requirements as
needed. This is necessary because the overall thermal management system needs
to adapt to the frequency and amount of actions associated with mitigating po-
tential thermal hot spots. Logical connections between agents, as seen in Fig. 1
A© are realized through the virtual physical connections B© of the communication
virtualization outlined in the next section.

3.2 Dynamic Communication Virtualization

Communication virtualization provides dependable connection administration
(i.e. connection setup, modification and resolution), as well as data transport
services with performance and data integrity guarantees for process-to-process,
process-to-memory, and process-to-I/O transactions among 3D tiles for comput-
ing, memory and I/O. Our focus is on techniques and architectural enhancements
in HW to ensure that the intended communication entities become and remain
connected in a robust way with specified service guarantees (based on [18]). This
implies that communicating user processes may move to different compute tiles
during their connection time as a result of task migration. Service guarantees for
communication virtualization services primarily focus on aspects relevant to ap-
plying 3D many-cores in embedded system environments. Consequently, support
for multiple data transport priority classes and compliance to real-time deadline
requirements are a strong prerequisite to support real-time tasks in parallel to
throughput-orientated tasks on the same 3D many-core architecture.

As shown in Fig. 1, dynamic communication virtualization is realized as a
virtualization overlay on top of arbitrary physical NoC interconnects. Specific
NoC architectures integrate particular aspects of communication virtualization
into the elementary NoC operation, e.g. flit-based wormhole routing in 2D mesh
networks with virtual channel buffers for separating logical messages transmit-
ted through an identical physical link. Furthermore, 2D/3D meshes provision
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multiple physical routing paths between network entry and exit points repre-
senting a virtual connection. However, none of today’s NoC concepts check the
validity or plausibility of packet addresses, nor does the notion of a connection
within a NoC extend up to the user/application process level. The virtualization
overlay, when integrated into the network adapter entities of 3D tiles, i.e. compute
tiles, memory tiles and I/O tiles, through VNIC (Virtual Network Interconnect)
and VNA (Virtual Network Adapter) units, provides dependable communication
virtualization services independent of the capabilities of the underlying physi-
cal interconnect. Modularizing and distributing virtualization functions and uti-
lizing the agent-based thermal management for triggering and managing only
those VNICs and VNAs involved in a to be (re-)configured communication path
ensures scalability for 3D many-core architectures.

4 Thermal Management and Virtualization under
Real-Time Constraints

Dependable 3D many-core computing in embedded system environments
frequently requires support for coping with hard real-time constraints. Our ap-
proach to DTM allows task migration while ensuring the re-routing of corre-
sponding communication channels under hard (and soft) real-time constraints
i.e. real-time tasks can be migrated during run-time without violating their dead-
line. The interlaced operation of task management with communication virtual-
ization is shown as an example in Fig. 2. Task migration is proactively triggered
by the thermal management and it is split into several phases.

Let task T1 be a highly-critical, real-time task running on the left compute
tile, with a period TP and a deadline TD. The agent-based thermal management
is then triggered by a thermal event i.e. the tile temperature becomes critical
( A©). Thermal management agents negotiate with each other ( B©) and decide
that T1 is migrated to the right compute tile. In order to provision sufficient
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processing capacity for task T1, the frequency of the right core is quadrupled
(e.g. as it was running in power-safe mode C©). In our approach, proactive task
migration mandates that communication resources (in the Hypervisor, VNA and
VNIC) are already pre-configured and a stand-by copy of the task is established
on the target core before the actual task migration is initiated ( D©). Thus, time
consuming operations are eliminated beforehand out in the critical migration
path, but are throttled by spare ressources utilized for this in the involved tiles.

Now, let TM be the time required for migrating the task state and adapting the
communication path between active and stand-by core. TM obviously depends on
the size of the task state and the underlying NoC infrastructure. As TM may be
larger than the time interval between completing T1 in Phase 2 and restarting
T1 in Phase 3 ( E©), the task management may have to re-schedule tasks on
the original core to maximize this interval ( F©). After finishing T1 in Phase 4,
the state of T1 is copied to the shadow task and communication resources are
switched between cores such that task T1 can resume operation in Phase 5 on
the new target core ( G©) while meeting its deadline.

Since TM plus the execution latency of a real-time task represent a lower
bound for the execution period TP of a cyclic task, we need to find analytical
means to determine an upper bound (worst case) for TM in dependence of the
state size, NoC characteristics and the migration distance between source and
target core. The time to logically switch virtualized communication channels
between tiles, and thus the techniques in which VNIC and VNA are realized,
are critical for obtaining an as small as possible TM . Likewise, efficiency of the
hierarchically structured, distributed agent system for task management will af-
fect both the rate of real-time task migrations as well as the absolute number of
real-time tasks (with an upper bound of Nrt) that can be executed by the system.

5 Evaluation Platform and Thermal Evaluation

An evaluation platform for prototyping the key parts of the agent-based ther-
mal management and the communication virtualization concepts is presented by
means of the prototype shown in Figure 3. To enable development, the prototype
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is realized on an FPGA with a subset of the actual 3D many-core architecture.
This is because of the limited capacity of an FPGA and for reducing the overall
implementation effort. Only one die layer of a 3D many-core system with a lim-
ited number (e.g. eight) of compute tiles – each compute tile contains one RISC
core, e.g. Leon3 – can run on the FPGA.

The thermal distribution of each 2D layer is measured separately with an
infrared thermal camera. This allows real data to be acquired to determine the
thermal state of each layer. On the other hand, current, state-of-the-art ap-
proaches rely mainly on thermal models which use high-level power simulation
as input. These power simulations have been shown to be inaccurate to a degree
of up to 30% [7]. This may lead to thermal behavior which differs significantly
from what was predicted in the simulation. Through the use of the thermal
camera, however, the inaccuracy induced by the power simulation is avoided.
After the temperature distribution inside every layer has been determined, these
are combined by calculation of the conducted heat between layers, based on a
differential equation solver similar to the one used by the HotSpot thermal sim-
ulator [14] and the specific heat capacity c and conductivity k of silicon.
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For evaluation of the thermal characteristics of the system we have selectively
placed 1000 T-flip flops toggling at 50MHz in a rectangular region in one corner
of a Xilinx VirtexII FPGA which generates the worst-case switching power in the
specified region resulting in high heat generation. Figure 4.a shows the resulting
thermal distribution inside of one layer in a one-dimensional cross section shown
in Figure 4.b, corresponding to the line shown in Figure 4.a. Assuming an idle
layer, i.e. one without switching power consumption, “Layer 1” is placed on top
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of a computational layer, “Layer 0”, we can calculate the resulting heat dissipa-
tion based on the thermal conductivity k and capacity c of silicon. The result is
shown in Figure 4.c, where c determines the total amount of heating and k de-
termines how far the heat is spread out on the upper layer, essentially smoothing
out the temperature distribution. Similarly, Figure 4.d is the resulting thermal
distribution if two layers with the computation of Figure 4.a placed on top of
each other. The mutual heating causes a 37,5% increase in peak temperature
from the ambient temperature of 31◦C.

6 Conclusion

We introduced a new thermal management approach for 3D stacked many-core
architectures. An initial analysis of the thermal behavior of 3D many-core archi-
tectures using real thermal data as opposed to data based on inaccurate power
simulations shows the thermal effect of task placement in 3D many-core archi-
tectures – with an inefficient placement resulting in a peak temperature increase
of 37.5%. Communication virtualization is proposed as a means for making a
distributed agent-based management scheme able to meet real-time constraints
and keep communication transparent when migrating tasks, and its need is high-
lighted through an example scenario.
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Abstract. Emerging Wireless Sensor Networks (WSN) consist of spatially 
distributed autonomous sensors. Although an embedded battery has limited 
autonomy, most WSNs outperform this drawback by harvesting ambient energy 
from the environment. Nevertheless, this external energy is very variable and 
mainly depends on weather evolution. Therefore, including weather at design 
stage and weather forecasts at runtime is essential for autonomy management. 
This paper presents a Power Estimator to simulate node autonomy for various 
weather conditions and locations. This work also addresses the integration of 
Weather Forecasts in the Dynamic Power Management policy (WF-DPM). 
These two contributions significantly improve the system scaling and the 
energy availability prediction to help to achieve better node autonomy duration. 
Experimental results compared various locations to study the weather impact on 
the system autonomy.  

Keywords: Wireless Sensor Networks, Weather Forecasts, Dynamic Power 
Management, Design Tools. 

1   Introduction 

Wireless Sensor Networks (WSNs) are distributed communicating embedded systems. 
With constant technological progress in thinness and wireless communication, nodes are 
given increasingly improved features, thus leading to their deployment in more wide-
range of environments. As stand-alone equipment, they must be autonomous in energy. 
Most embedded systems integrate cells, but they keep a limited autonomy. To overcome 
this drawback, some WSN harvest ambient energy directly or recharge an energy storage 
system. These WSN have a self-recharge feature that increases the autonomy for a 
limited amount or for a complete recharge. From the other side, the WSN application 
scenario depletes the energy resource.  Thus, the problem is to estimate the node 
autonomy as the recharge factor can be highly variable. To handle this point, 
environment must be take into account; and most criteria like solar, wind, and 
temperature depend more precisely on weather. Thus, the difficulty is to find relatively 



 Energy Estimator for Weather Forecasts Dynamic Power Management of WSN 123 

good environment estimators to predict this variability. And currently, the best weather 
estimator we have is given by forecasters. 

In this article, our contribution is to propose a Power Estimator design tool able to 
integrate Weather Forecasts (WF) into a Dynamic Power Management (DPM) to 
simulate the system autonomy for specific weather environment, scenario, hardware 
configuration, RF activity, and DPM algorithm. The Power Estimator (PE) goal is to 
identify at design level the power consumption hot-spots, and thus, to scale 
accordingly the system in term of harvesters, low power components, battery 
capacity, and DPM strategy. 

This research contribute to the CAPNET project which joins industrial and laboratory 
partners to equip fire services brigades. In this project, a linear WSN demonstrator must 
be realize to monitor gas spread and person intrusions in firemen secure area.  

This paper is organized as follows: section 2 provides a state-of-the-art on WSN 
design tools. In section 3, we present available weather forecast models. WF-DPM 
with QoS strategies is described in section 4, while section 5 focuses on the Power 
Estimator and the experimental results before concluding. 

2   States-of-the-Art 

Low Power Design [1] advancement has recently moved onto a higher level with 
algorithmic dedicated implementation, and operating system advancement with power 
down modes, DVFS, and power-aware scheduling. Thus, power reduction can be applied 
all along the co-design process [2] by respecting a low power design methodology [3].  

The emerging wireless sensor network domain has existed for a few years, however 
an increasing number of projects have been referenced [4]. Technology integration 
improves and nodes tend to achieve lower size like Smartdust and the Picocube project 
[5] which is a 1 cm3 sensor node powered by harvested energy. In this part, we focus 
mainly on new prototypes for which harvested energy is provided by the weather 
environment. 

Some interesting rechargeable WSN are Heliomote [6] which uses a voluminous solar 
panel directly connected to a two AA Ni-MH battery through a diode. Prometheus [7] 
uses a solar panel directly hardwired to a 22F supercapacitor which directly supplies 
power to the system or charges a secondary Li-Polymer battery. Like Heliomote, it does 
not harvest energy efficiency with an MPPT. Everlast [8] only has a solar panel and a 
supercapacitor, but no battery. For optimal power harvesting, it uses a MPPT approach 
that charges a 100F supercapacitor. However, it requires MCU to perform the MPPT 
algorithm calculation. PUMA [9] has multiple power sources. It uses a power routing 
technique to harvest simultaneous multiple power sources. The high energy harvesting is 
achieved with a combination of MPPT and power defragmentation. However, it requires 
MCU control based on input from light and wind sensors. AmbiMax [10] is a multiple 
harvester system with solar and wind experiments. It includes MPPT tracking using an 
hysteresis comparator coupled with an additional sensor to hardware calculated MPPT. 
The harvested power is sent to a boost regulator before charging a Li-Polymer battery. 

We have noted that these systems embed energy harvesters, but none of them, 
except Duranode with its current solar policy, has sought to predict the potential 
energy harvested for energy management.  
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In the WSN domain, CMOS circuit power consumption repartition evolves so that 
clock and leakage are no longer the main drawbacks against RF transceivers and 
heavy industry sensors. Thus, concentrating the analysis only on the MCU or the 
operating systems is not a complete approach. It is recommended that the tool 
supports a power estimation of the whole system. 

In that domain, power estimation tools work at specific levels. At physical level, 
SPICE is a general-purposes circuit estimator. It is well defined for transistor and 
PCB simulations, but requires an enormous amount of work to model the whole 
system. At instruction levels, there are many MCU simulators: Simbed for the 
Motorola M-CORE, Skyeye for the MIPS platform, eSimu for the ARM9 and 
EMSIM for the strongARM platform. SoftExplorer is a CPU Power Estimation tool 
which estimates power consumption of C or ASM languages for a modeled CPU. 
Specific FPGA cards rely directly on Xilinxs, Altera or Intel manufacturers, but all of 
these simulators are accurate for the particular specific chip for which it is intended to 
work. Nevertheless in WSN, MCU is definitely not the most consuming resource. 
This is particularly true, that in our project MCU consumes no more than 2% of the 
whole system. At the architectural level, prototyping work includes PowerOpt from 
ChipVision, which is a low-power synthesis C/SystemC to verilogRTL tool. Or 
Interconnect Explorer which studies bus interconnexion power consumption. These 
tools are useful for design optimization at their level, but here again a global vision 
with less precision could be more pertinent for our needs. At the OS level, Softwatt 
analyses power dissipation for Embra, Mipsy, and MXS platforms. One interesting 
tool is powerTOSSIM which is a TinyOS Simulator mainly for the Mica2 node. 
Finally, new research projects are trying to model the WSN in the whole by using 
macromodeling, or components modeling like CAT which is the nearest whole 
system simulator. However, they do not model the external environment which 
impacts weather and rechargeable energy. 

Thus, we underline the lack of a global view simulator, which may be less accurate 
than dedicated separate tools but which can integrate the entire components and the 
weather environment. So, what models can be used to predict weather environment? 

3   Weather Forecasts 

Meteorology is the science which studies atmospheric phenomena mainly in the first 
31 km of the atmosphere. The meteorologist Lorenz discovered the chaos theory [11] 
showing that the atmosphere cannot be entirely determinist. Small variations in the 
initial states can result in huge consequences in the final results: this phenomenon is 
known as the "Butterfly Effect". Therefore, the final interpretation is left to human 
interpretation to formulate the weather forecasts. A new predictive approach consists 
in evaluating a set of different runs. Each run slightly modifies an initial parameter 
corresponding to a well-chosen particular error/perturbation. Therefore, the standard 
deviation can be exploited to give a trusted indicator for the predictions. 

Multiple Meteorology centers use home or different meteorology models. We 
could cite many: WRF, GFS, ECMWF, UKMO, JMA, ARPEGE, and AROME... 
Among these different models, the Global Forecast System (GFS) is an American 
numerical weather forecast model. This model divides the Earth into a mid-meshing 
grid of squares of 30 km and the atmosphere into 64 altitude layers. A model 
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computation is called "a run" and predicts up to 16 days forward. The main advantage 
of this model is the output which is freely available and in real-time after generation. 
We reuse information given by the Meteociel website [12] which digests the GFS 
information in a vector. Each piece of interesting information is collected to supply 
the simulated harvested external energy potential. However, solar information is only 
given as a variable icon representation. To translate this information, we rely on 
another website to convert solar potential into a sunset irradiance in W/m2. 

The European JRC - Photovoltaic Geographical Information System (PVGIS) is a 
website [13] for photovoltaic technology. For Europe and Africa, the system can give 
a photovoltaic estimation of the solar potential during an entire typical day of a 
specific month. PVGIS gives three sunset indicators: IR global clear-sky sunset, IR 
global real-sky sunset, IR diffuse real-sky sunset as a time function. IR global clear-
sky is the maximal sunset irradiance expected with no nebulosity. IR global real-sky 
is the standard sunset irradiance for the average cloud-covered sky in a month. IR 
diffuse real-sky is the expected sunset irradiance by diffuse luminosity which can be 
translated as the minimum irradiance that can be harvested even by a heavily clouded 
sky. All these information must be merged to provide the weather coefficients. 

Since meteorology data are now widely available through multiple sources, they 
can be extracted directly from Internet websites. Weather coefficients can be 
combined together to produce an energy function prediction over time. In the Power 
Estimator, the scenario builder works as follows for the meteorology part. It can 
connect to specific meteorology Internet websites, from which the weather data is 
downloaded in HTML string syntax. The next step consists in parsing and extracting 
the weather data from the page. Of course, this module is generic and is 
implementation depends on the target website. Weather Data are presented in a vector 
structure where each column represents a weather component (Sunset irradiance, 
Wind speed, Temperature...) and the row increments in the time dimension. As most 
websites do not give the sunset irradiance, we must combine various website data. 

Depending on your world position (Latitude, Longitude) on the globe, and the 
month in which the simulation must run, PVGIS gives you sunset measurements: IR 
clear-sky sunset, IR med sunset, IR diffuse sunset. These values are extracted for each 
month once at start up. The time granularity is given every 15 minutes. 

Weather data are interpolated according to a Lagrange Law, while PVGIS data are 
interpolated as well, and finally they are combined into a two dimensional vector of the 
simulation resolution. The result is a data file that can be exploited in the simulator to 
reproduce the weather parameters. However, we tested the Runge interpolation error that 
forced us to fallback to a Spline or Hermite cubic interpolation. Since energy is 
scavenged from the environment, the node model must include a model for each power 
source type. Currently, CAPNET focuses only on solar, wind, and thermal power 
sources. The meteorology context is constructed with the Weather-Builder integrated into 
the simulator. The context can be created manually, scanned from a website, or extracted 
from a meteorology file recorded day after day. 

Then, when the DPM replays a scenario, the weather state is updated and provides 
the weather data for the simulation. Finally, the simulator converts them into power 
depending on the physical installed hardware. 

However, we must keep in mind that despite WF models continuously evolved and 
offered better accuracy; WFs suffer from interpretation errors and/or inaccuracies. 
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Currently, most WF models can predict 1-day up to 3-days forward with relatively 
good accuracy but a complete week with more uncertainty. The WF theory limit is 
announced to a maximal of a two-week forward window. 

4   Dynamic Power Management 

Dynamic Power Management (DPM) policy controls the different power states 
enabled for the system. This model is not directly the microprocessor program, but 
rather a subset of the global power states view. The DPM has been modeled as a 
Finite State Machine (FSM) composed of a set of states {Si} and transitions {Ti}. 
Each state represents a particular system power consumption state {Pti}, and has a 
variable duration {Tti}. The DPM commands the behaviors of the system, entering 
special power modes or monitoring power supply. A Sequence is a set of one to many 
states linked together and form a path to produce a service. 
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Fig. 1. A WF-DPM example using weather forecasts results to make low power decisions 

The WF-DPM model introduces the capacity to exploit the meteorological WF 
coefficients. WFs can be used for various applications like power switch policies to 
determine which power harvesting source will probably have the highest energy 
availability. For CAPNET application, WFs is computed on the supervisor which 
transfer only the indicator to stay or not in waiting states. 

In CAPNET, the intrusion detection service is defined by the DPM shown in figure 1. 
The system uses two sensors for detection except when there is not enough energy; the 
node directly sends an alarm and enters an IDLE waiting state. When the sensor 1 
detection flag is raised, Sensor 2 is activated to verify the intrusion. If both are raised, the 
node sends an alarm to the supervisor. With lot of energy, the system sends a video for a 
variable duration. Or it sends a snapshot in high or low resolution depending on the 
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energy level. Then, the DPM waits for the two sensor releases before stopping sensor 2 
and returning to Sleep State. Video time duration depends on a maximal timing and the 
energy prediction function. 

We define an energy function based on a real energy state of charge (SOC) and the 
WFs. With WFs, we have prediction data for each ambient microsource: the sunset 
irradiance potential in W/m2, the wind speed potential in Km/h, the thermal 
temperature potential in °C. Due to specific models built for each microsource, we 
can determine the equivalent power produced. This gives us a power representation in 
Watt and, for a one-second resolution, the energy in Joules. Each microsource power 
potential is cumulated to provide the Potential Ambient Energy Value (PAEV), which 
is a total amount of external energy expected in the near future. We can quantify the 
harvested energy by expressing the PAEV as: 


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Where i is the index in seconds in the WF forward moving windows, n its length size, Ei 
the cumulated energy of each harvester and Res is the resolution in seconds. Thus, if we 
define the battery State Of Charge in Joules, we can express the battery charging duration 
as: 
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The DPM has several states, each having its own level of power consumption. A 
sequence is a set of states realized to perform a typical task, but the calculation can 
apply to multiple sequences. If we know the duration of each state, we can calculate 
the Required Energy value for a sequence. 

We can express the total Required Energy (RE) for a sequence as: 
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Thus, if we define the battery State Of Charge in Joules, we express the maximal 
sequence duration as: 
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We have to validate that the conditional expression (5) is always true for all values: 
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The Energy function result can be one of the two cases: if true the sequence has 
potentially enough energy to be executed, otherwise the sequence will probably fail 
due to a lack of energy. 

As batteries have special behaviors [14], modeling battery charging with only a 
sum/minus operator is a simplification. In fact, we have built a battery model that 
supports both discharging and charging in order to handle these behaviors. Such a 
model has been developed based on previous work done by [15]. The model enables 
us to estimate efficiently the battery capacity to handle service. From this point, we 
can explore multiple solutions to adapt the quality of service. 
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Fig. 2. Service scheduling ordered by priority levels. (1) The supervisor request has the highest 
priority; it masks all other low priority services. (2) When an intrusion has occurred, it runs the 
DPM shown in figure 1. (3) Task Measures acquire gas and temperature data. (4) Measure task 
can be masked by a higher priority task. (5) Life indicator is sent periodically. (6) The battery 
SOC can be used to redefine task priority.  

By using a WF-DPM, we want to explore QoS techniques to reduce power 
consumption dynamically. We reference various techniques: service choice, service 
variable quality rating, service priority, service delay, and service delegation. 

- Service Choice: at runtime, the DPM dynamically chosen which service is active 
or not. This can be used to select conditionally a service between two or more. A 
service choice example is the three branches to select video quality in the figure 1. 

- Service Variable Quality Rating: this technique defines a variable criterion on a 
device or on a feature. For multimedia streams one can adjust the bandwidth and the 
calculation to decrease power consumption. In figure 1, the video mode adapts the 
bandwidth depending on the battery level.  

- Service Priority: in such systems, each active service has a priority which defines 
the task ordering during power modes. Higher priority levels mask lower services. It 
can be combined with the service delay technique. 

Figure 2 gives an example of service priority handling defined by the energy level. 
- Service Delay: when not enough energy is available for a service, it is delayed in 

time until having the requested energy. In figure 2, a life packet is sent periodically, 
but it cannot be emitted while in low battery state. 

 - Service Delegation: when the service does not have enough energy, it can be 
delegated to another node which can accept or refuse to handle the job. This can 
typically occur when a device jams. 

These techniques can be implemented in the DPM or a DVFS scheduler. Nevertheless, 
we underline the need to utilize these QoS techniques at a more global view, not only 
at CPU level. We have not quantified here the potential gain for each technique, but the 
result seems to be strongly application dependant.  
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5   Experimental Results 

We have built a Power Estimator (PE) to simulate the whole node power/energy 
consumption. The PE is built with Labview from National Instruments. The complete 
PE description and the simulation process are detailed in [16]. Each component model 
is characterized from physical measures by applying the FLPA methodology [17]. 

For this experiment, we measure the relevance of a prototype deployment, by 
estimating its autonomy in various towns. We use a nominal scenario from the 
CAPNET project. The scenario is called “Fire Services - Container Boilover”. It 
integrates toxic gas spread detection and human intrusion in the secure perimeter. 

The scenario hypotheses for a 7 day duration are: 

• Intrusion (both) Sensors: 20 activation each day, duration: 120 seconds, 140 total. 
• Gas Sensor OLTC 50 activity: every 15 minutes, 15 second duration, 2016 total. 
• Gas Sensor OLTC 80 activity: every 15 minutes, 15 second duration, 2016 total.  
• WFs enhancements disabled (static weather – no predictive DPM). 
• Weather data in winter from February 09 2011 10:00 GMT to February 17 2011 

01:00 GMT for nine cities of France: {Brest, Lorient, Rennes, Dunkerque, Lille, 
Metz, Strasbourg, Aurillac, and Nice}. 

The PE is setup with components listed in Table 1, and the local weather. Then, the 
simulation is run. Table 1 shows the energy and power consumption results 
independently from recharge. Results are grouped by components. The average total 
power consumption is 716 mW, battery duration is near 1.18 days for the 2Ah battery. 

Table 1. CAPNET Node Power Consumption 

Components Type 
Min 

(mW) 
Max 

(mW) 
Avg. 
(mW) 

 % 

Concertina Sensor 1 355.66 393.38 368.84 51.54 
Miwi 1 Radio 1 115.5 181.5 115.92 16.2 

OLTC 50  Gas sensor 1 0 1074.6 72.458 10.13 
OLTC 80 Gas sensor 2 0 884.51 58.216 8.135 

MT48T35AV RAM 0 150 26.326 3.679 
LM3100 DCDC 25.84 55.03 25.928 3.623 
Mygale Sensor 2 0 583.49 19.268 2.693 

MAX618 DCDC 0 93.446 10.822 1.512 
PIC24F CPU 0 52.8 9.2664 1.295 
LM3100 DCDC 0 84.023 6.0276 0.8423 
LM3100 DCDC 0 12.627 2.2161 0.3097 
µCAM Video 0 305 0.21 0.029 
Miwi 2 Radio 2 0 181.5 0.0834 0.0116 

Total Sensors    519 72.58 
Total Radios    116 16.23 
Total DCDC    45 6.3 
Total RAM    26 3.63 
Total CPU    9 1.26 

 
By studying Table 1, we can find the blocking elements. In this WSN application, the 

first surprise comes from the PIC which should not impact the consumption with 1.26%. 
We have also noticed that the RAM should have a low 3.63% consumption due to their 
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idle mode. The DC/DC converters have a high efficiency ratio so their impact depends 
more on the connected devices. They are proportionally constant with 6.3%. The Radio1 
is not negligible here: it affects 16.23% of the consumption due to permanent listening. 
The radio analysis part is left to a partner laboratory, thus we do not go into detail here. 
The highest consuming element (i) is the professional Sensor 1 with 369mW, besides all 
sensors cumulated reach 72.58% of the total consumption. This is explained by analysis 
of the DPM whose Sensor1 runtime is permanently on. This limitation cannot be 
addressed easily because the monitoring requires constant listening and depends more on 
manufacturer technology. Currently, some manufacturers do not provide low power 
equipment; however it would be of interest to encourage most of them to follow this 
direction. 

The next simulation runs are executed sequentially for each city. In Table 2, we 
report the battery autonomy results in days. 

Table 2. Deployment in various localizations 

Localization 
No 

Recharge 
Reference 

Autonomy 
with Solar 

energy 

Autonomy 
with Wind 

energy 

Autonomy 
Solar + 
wind 

Brest 1.18 7 7 7 
Lorient 1.18 7 7 7 
Rennes 1.18 6.71 7 7 

Dunkerque 1.18 5.78 7 7 
Lille 1.18 5.5 6.8 7 
Metz 1.18 4.74 4.05 7 

Strasbourg 1.18 7 1.18 7 
Aurillac 1.18 6.65 1.18 6.65 

Nice 1.18 7 1.24 7 

By examining the results, we remarked that with the nominal 2Ah battery, the node 
autonomy is 1.18 days without any recharge (ii). With the Solar-10W harvester, we 
expect sunset exposure which nearly depends on latitudes like those given by PVGIS. 
However here, Strasbourg is the exception which proves the rule. Finally, the solar 
harvesting approach even without too much irradiance greatly extends the autonomy 
beyond the worst reference case (iii). 

The results of the Rutland 504 wind harvester particularly correlate with the 
average dominant wind speed expected in these regions. Detailed battery curves 
clearly show that recharge is very fast. This is particularly true because of the Rutland 
is over-scaled for the needs (iii) and really suffers from the minimal speed start point. 

When cumulating both solar and wind harvesters, all the cities, except Aurillac, 
recharge for the required 7 days of simulation. Thus, finally the PE certifies the 
battery autonomy of 2Ah will be sufficient for the deployment location (iv). 

Finally for the CAPNET project, the PE has helped to identify power limitations: 

(i)   the highest power consumption components. 
(ii)  the worst-case autonomy duration. 
(iii) the harvesters scale for the energy demand. 
(iv) the battery autonomy for a given scenario and location. 

Thus, the PE has provided clues to validate the battery scaling depending on weather 
condition and location. 
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6   Conclusion 

In this paper, we have underlined the lack of a design tool which provides a global 
power consumption view during the design stage. It is essential for validating WSN 
designs to study the weather availability impact in the deployed location. To do that, 
we have proposed a simulator able to integrate Weather Forecasts DPM in order to 
provide better energy management. 

Experimental results show that the Power Estimator has been able to identify the 
most power consuming hot-spots, and it helps to calibrate the WSN to fit its 
requirements in terms of system scaling and autonomy. This contribution improves 
WSN design and can be reuse for other WSN. We conclude in the interest to focus at 
design dynamically over the blocking element. For example MCU power 
consumption still not required to be more optimized compared to some industrial 
sensors. 

As future work, we will want to experiment more deeply the WF-DPM to evaluate 
the predictive WF energy gain. 
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Abstract. SRAM-based FPGAs are sensitive to radiation effects. Soft
errors can appear and accumulate, potentially defeating mitigation
strategies deployed at the Application Layer. Therefore, Configuration
Memory scrubbing is required to improve radiation tolerance of such
FPGAs in space applications. Virtex FPGAs allow runtime scrubbing by
means of dynamic partial reconfiguration. Even with scrubbing, intra-
FPGA TMR systems are subjected to common-mode errors affecting
more than one design domain. This is solved in inter-FPGA TMR sys-
tems at the expense of a higher cost, power and mass. In this context,
a self-reference scrubber for device-level TMR system based on Xilinx
Virtex FPGAs is presented. This scrubber allows for a fast SEU/MBU
detection and correction by peer frame comparison without needing to
access a golden configuration memory.

Keywords: SRAM-based, FPGA, EDAC, SEU, MBU, SEFI, TMR,
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1 Introduction

When used in space applications, electronic devices are exposed to an ionizing
radiation that is orders of magnitude higher than the one received at sea level.
This affects the behaviour of semiconductors, inducing both a long term cumula-
tive degradation as well as instantaneous damage or Single Event Effects (SEE).
SEE can be reversible (soft errors) or destructive (hard errors).

Xilinx Virtex FPGAs are also sensitive to these effects. Tolerance to both long
term degradation and destructive effects has been improved in Virtex-4QV and
Virtex-5QV series by hardening the technology. For example in 4QV series, Total
Ionization Dose (TID) of 300 krad(Si) and Single Event Latchup (SEL) immunity
has been reported [1]. However, their SRAM-based Configuration Layer is still
susceptible to several types of soft errors, namely Single Event Upsets (SEU),
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Multiple Bit Upsets (MBU) and Single Event Functional Interrupts (SEFI). 4QV
series characterization for SEU and SEFI has also been reported in [1], but an
equivalent report for 5QV series has not been published yet.

When high-energy particles hit the Virtex FPGAs, SEUs can appear either
in Application Layer (memory elements driven by users application) or in the
underlying Configuration Layer (logic and routing resources set by configuration
SRAM). When in Application Layer, SEU effects can be persistent or transient
depending on whether the affected logic has memory or is memoryless. When in
Configuration Layer, SEUs can affect logic or routing resources, and their effects
are persistent until a reconfiguration restores their initial state. A particular case
are SEFIs affecting the configuration logic, which cannot be repaired without
re-initializing the FPGA.

A SEU in Configuration Layer may propagate as a functional failure in the
Application Layer, independently of the user functionality implemented. Indeed
a SEU in a routing resource may induce single or multiple errors in the Ap-
plication Layer. This situation is dramatic considering that about 90% of the
configuration bits are linked to routing resources [2], and that configuration
memory density keeps on growing in every new FPGA generation, thus increas-
ing the MBU cross-section [3]. Complementary SEU tolerance techniques have
been incorporated to enable the use of SRAM-based FPGAs in harsh radia-
tion environments: Error Detection And Correction (EDAC, such as TMR and
majority voting) at Application Layer, and memory scrubbing at Configuration
Layer. The reliability improvement of TMR systems when scrubbing is applied
has been deeply analyzed in [4].

In this paper we propose a simple scrubber architecture for an inter-FPGA
TMR system. As opposed to techniques based on embedded Error Correction
Codes (ECC) [5], multiple errors per frame can be detected and corrected. The
faulty frame is fully restored by taking advange of the redundant configuration
data. And, as opposed to previously reported systems, it does this without nom-
inally needing to access a golden configuration memory or a reference EDAC
code memory [6]. The proposed scrubber also allows a fast SEFI detection by
periodically monitoring the already known SEFI symptoms. Because radiation
environment is variable, it allows dynamic scrub rate adjustment, thus reducing
power consumption to the minimum necessary. Finally, the proposed scrubber
concept is universal for Xilinx FPGAs from Virtex-4 on, only some control logic
specificities need to be tailored for each FPGA series.

The paper is organized as follows. Section 2 discusses the scrubbing techniques
for Xilinx Virtex FPGAs. Section 3 introduces the proposed self-reference scrub-
ber for a TMR system. Section 4 presents the simulation results for the proposed
scrubber. Finally, Section 5 presents the conclusions of this paper and outlines
the future work.

2 Scrubbing Xilinx Virtex FPGAs

Xilinx Virtex FPGAs can be dynamically reconfigured after the initial power-
on configuration practically an unlimited number of times. Dynamic global



Self-reference Scrubber for TMR Systems Based on Xilinx Virtex FPGAs 135

reconfiguration affects the whole programmable fabric, and application execu-
tion is interrupted. Dynamic partial reconfiguration only affects part of the fabric
while the rest operates without interruption. The dynamic partial reconfigura-
bility is a unique feature of Xilinx Virtex FPGAs and can be exploited in dif-
ferent ways. In space applications it is particularly useful as it allows, on one
hand, Configuration Memory scrubbing for SEU mitigation and, on the other,
Application Layer in-flight reconfigurability [7].

2.1 Internal versus External Scrubbing

Configuration Memory scrubbing is driven by a Configuration Manager (in-
formally known as scrubber), typically implemented in a radiation-hardened
device external to the FPGA, either HW or SW driven. Scrubbers internal
to the FPGA may also be implemented by using the Virtex primitives ICAP
and FRAME ECC [5],[8]. These primitives are theirselves implemented in the
programmable fabric, so they are also susceptible to radiation. Although fault-
tolerant implementations of internal scrubbers have been proposed [9], external
scrubbers are typically more reliable [10]. In this work, only external scrubbers
will be considered.

All Virtex FPGA configuration ports support external scrubbing. Among
them, the 8-bit parallel SelectMAP (SMAP) interface is typically used as a
good trade-off between speed and pinout penalty. For example, in Virtex-4QV
series this interface can be clocked up to 80MHz. At this rate it is possible to
fully configure the largest 4QV (XQR4VLX200) in about 70ms, excluding block
RAM contents.

2.2 Configuration Memory Structure

For Virtex-4 and subsequent FPGA families, the minimum configurable element
in the Configuration Memory is a frame, which is a set of 41 words of 32 bit each.
The frames do not cover the whole programmable fabric height, but only the
height of a memory row. Each FPGA has an specific number of rows that cover
the whole fabric area. The rows are grouped in two halves, so called top and
bottom. In addition, frames in each row are grouped into columns with variable
sizes which depend on the column type. With such memory structure it is possible
to define multiple bidimensional reconfigurable regions. The number of frames,
rows, columns and column types are specific for each FPGA of the Virtex series.
Fig. 1 depicts the generic Configuration Memory structure described above.

In addition to the programmable fabric, the Virtex Configuration Layer also
includes configuration control logic and associated registers for monitoring and
control. Among these 32-bit registers, the Frame Address Register (FAR) allows
addressing any individual frame. The FAR is composed of several fields, with
different organization depending on the Virtex FPGA generation. The FAR re-
sets to the left-most frame of the top-row 0, and auto-increments right-up first.
After the top right-most frame, the FAR goes back to the left-most frame of the
bottom-row 0 and auto-increments right-down.
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Fig. 1. Configuration Memory Sctructure for Xilinx FPGAs from Virtex-4 on

2.3 Readback and Scrubbing Configuration Memory

Two main strategies exist for SEU/MBU mitigation: open-loop and closed-loop
scrubbing. Open-loop scrubbing (or blind scrubbing) consists on a preventive
and cyclic SEU/MBU correction (i.e. without prior detection) through dynamic
partial reconfiguration of the full Configuration Memory. The configuration data
is retrieved from a golden data source, typically a radiation-hardened non-volatile
memory, and written through the configuration port. As long as scrub rate is
faster than the expected SEU rate, SEUs will not accumulate. An example of an
open-loop scrubber for Virtex-4 is [11].

Closed-loop scrubbing instead is a two step process. First the configuration
frames are cyclically read back for SEU/MBU detection. Only if an error is
detected, the correction process is initiated. There are different possibilities for
SEU/MBU detection and correction. The simplest one is the comparison of read-
back frames against their golden counterparts. In case they differ, the golden
frame is used to scrub the faulty frame through the configuration port. Simi-
larly to the open-loop scrubbing, this solution implies the permanent availability
of the golden configuration memory, with the corresponding power consumption.
Another possibility, which is available in Virtex-5 FPGAs, is to check the CRC
computed during the readback process by means of an embedded circuitry. In
case error is detected, the frame Error-Correcting Code (ECC) bits are used to
locate the error. Once located, the faulty frame is scrubbed with a corrected
content through the configuration port. However in this last case, the process is
relatively complex and only single errors per frame can be corrected.

In Virtex FPGAs, Configuration Memory readback is done by reading frame
32-bit words on a byte basis (in case of using 8-bit wide SMAP) from the Frame
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Fig. 2. Inter-FPGA TMR System

Data Register Output (FDRO). Likewise, scrubbing is done by writing frame
32-bit words on a byte basis to the Frame Data Register Input (FDRI). After
a complete frame is read back or scrubbed, the FAR auto-increments as de-
scribed in Section 2.2. This exempts the scrubber from continuously updating
FAR before each access, thus reducing the processing overhead.

3 Self-Reference Scrubber for Inter-FPGA TMR Systems

3.1 Inter-FPGA TMR Systems

Inter-FPGA TMR, or device-level TMR, implies the use of independent FPGAs
for each of the three design domains. A diagram of such system is depicted in
Fig. 2. A three-way external scrubber is represented, interfacing the three SMAP
ports at the Configuration Layer. A three-way external voter is also represented,
voting the three application data streams at the Application Layer. These two
elements are critical and must be implemented in radiation-hardened devices,
either jointly or separated. Strategies for inter-operation between both elements
will be covered in a future work, but are out of the scope of this paper.

This architecture is used for high reliability and availability systems where
common-mode errors affecting more than one design domain must be avoided. In
intra-FPGA TMR systems, and as highlighted in Section 1, this is more likely to
happen as configuration memory densities increase [3]. In addition, inter-FPGA
TMR is required for those applications that cannot afford a potential outage due
to SEFI.

3.2 Scrubber General Description

In this work we propose a closed-loop scrubber for TMR systems, whose diagram
is shown in Fig. 3. The scrubber is governed by the FSM, which in turn manages
the Readback and Scrubbing Controllers. The SMAP interfaces handle the bidi-
rectional links with the FPGAs. The Frame Buffers are 41 words each, i.e. 1,312
bits each. The SEFI Detection block is monitoring some specific FPGA pins and
registers and asynchronously alerts the FSM in case SEFI is found. Finally, the
Golden Configuration Memory is mainly used for power-on configuration and
SEFI recovery.
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Fig. 3. Self-Reference Scrubber Diagram

FSM and Scrubber Operation. A simplified state diagram for the scrubber
FSM is shown in Fig. 4. In a nominal operation, three identical configuration
frames are read back from the FPGAs and stored in their corresponding Frame
Buffers. At the same time, frame triplets are compared on a byte basis as they
are read through SelectMAP interface in order to detect SEU/MBUs. At the
end of each frame readback, a flag indicates if any mismatch was found in each
particular domain. This implies that the faulty element at system level is the
Frame In Error (FIE). If frames are found identical, readback resumes and new
frames are read back. If one FIE flag is raised, the dirty frame is scrubbed with
a correct frame from one of the other two Frame Buffers. After that, the FIE
flag is cleared and the readback for the three FPGAs is resumed.

There is one scenario in which SEU/MBU will go undetected due to a common-
mode error: when three particles hit each FPGA in exactly the same frame, the
same bits within the frame, and within the same scrub cycle. If instead of three
particles is two, the two dirty frame will be taken as good and the error will be
propagated to the third one. However, the probability of such remote events is
extremely low. The also remote possibility of having simultaneously three differ-
ent SEU/MBU locations in the three frames under comparison can be recovered
by scrubbing the three frames with data from the golden memory. Apart from
this case and for power-on configuration and SEFI recovery, the golden memory
can be almost permanently unpowered.

In case a persistent FIE is found (i.e. the same frame address is found dirty
in consecutive readbacks), the dirty FPGA is passivated and the sytem turns to
DMR mode. In this mode, FIE detection is performed by comparing bytes from
two domains. Again, if the frames are identical the readback resumes and new
frames are read back. If they are not, the two frames are considered dirty and
are scrubbed with data from the golden memory at the expense of higher power
and slower operation. After that, readback for the two FPGAs is resumed.
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Fig. 4. Self-Reference Scrubber FSM States

As highlighted in Section 1, one of the main advantages with respect to other
embedded SEU/MBU correction techniques proposed, is that multiple errors in
a single frame can be detected and corrected. This is because the full dirty frame
is scrubbed regardless of how many bits in error it may have.

Readback and Scrubbing Controllers. These blocks translate high level
commands from the FSM into atomic commands for the SMAP Interfaces. In
addition, the Readback Controller compares each byte triplet for the incoming
readback frames. Scrub rate can be dynamically adjusted by FSM in order to
adapt to the changing radiation conditions and to limit scrubber power con-
sumption. Previous publications state that scrub rate should be at least ten
times the expected SEU rate [13],[14]. In any case, no more than one FIE should
be detected across all three FPGAs within a single scrub cycle. Note that this
does not guarantee that TMR protection at Application Layer is not defeated,
as SEUs in routing resources may induce multiple errors. If more than one FIE
is detected within a scrub cycle, or FIEs are detected in consecutive scrub cy-
cles at any given time, one should consider increasing the scrub rate. A shorter
scrub cycle improves the Mean Time To Failure (MTTF) figure [4]. Therefore,
the trade-off between reliability and power consumption must be managed.

SEFI Detection and Recovery. Concurrent SEFI detection is achieved by
several means in accordance with [1] and [12]. Configuration pins are contin-
uously monitored for Power-On-Reset (POR) and SMAP SEFIs. Configuration
control registers are cyclically polled to detect SEFI symptoms, such as abnormal
values or flags indicating that the control logic has reached an invalid state.

In case SEFI is detected while in TMR mode, the failing FPGA is fully recon-
figured from golden memory while the other two are still operating. No power-
cycle is needed, according to [12]. During this time, the readback controller seeks
for mismatches between the two available frames (DMR mode). Once the failed
FPGA is available again, its FAR is synchronized with the other two to resume
readback in lockstep in TMR mode. In case of persistent FIE/SEFI on the same
FPGA (i.e. present after consecutive reconfiguration cycles), the failing FPGA is
passivated and the sytem turns to DMR mode. Finally, in case SEFI is detected
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Fig. 5. Self-Reference Scrubber Simulation Timeline

while in DMR mode, the failing FPGA is in turn fully reconfigured. During this
time, FIE detection is suspended as it works in purely simplex mode. Once the
failed FPGA is available again, the system returns to DMR mode.

4 Simulation Results and Discussion

A VHDL description for the system shown in Fig. 3 was simulated for the purpose
of validating the self-reference scrubber concept. For the FPGAs a cycle-accurate
simulation model from previous work was used [15]. The model represents func-
tionally the Configuration Layer of a XQR4VLX200 FPGA, implementing both
the 39,120 configuration frames and the associated control logic. Such model
allows for fault injection at random configuration bits of any of the three Con-
figuration Memories and at random instants within the scrub cycle. Some of the
known SEFI effects have also been modeled.

The simulation timeline for the basic readback-scrubbing operation in TMR
mode is shown in Fig. 5. The frame readback time is tr and the frame scrub
time is ts. The overhead time required to poll some of the configuration registers
to detect SEFIs and to initalize some other registers before each scrub cycle is
to. An overhead time is also included in ts, as a single frame scrubbing also
requires initialization of some control registers. The simulated SelectMAP clock
frequency is 20MHz as an initial trade-off between reliability and power.

The main scrubber simulated performance is summarized in Table 1. Besides
Simulated Time, CPU Time for the full readback and configuration cycle simu-
lations, running on an processor at 3.2GHz, is shown for reference.

CPU Time is more than reasonable taking into account that three Configura-
tion Memories with more than 51Mbit each are simulated, and that SelectMAP
interface is simulated with clock cycle accuracy. The table shows that tr and ts
are in the same order of magnitude, as they are mainly driven by the SelectMAP
clock cycle. The main difference is due to the overhead time included in ts. If
no FIE is found within a complete scan, the full readback cycle takes tr,f ≈
to + (33,720 × tr), where 33,720 is the number of frames to be read back (af-
ter excluding the BRAM areas). If SEFI is found, the full reconfiguration cycle
takes, for one or more FPGAs running concurrently, ts,f ≈ 33,720 × ts provided
that the interface with the golden memory is at least as fast as the SelectMAP
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Table 1. Self-Reference Scrubber Simulation Results

Scrubber Performance to tr ts tr,f ts,f

Simulated Time 8.0 µs 8.2 µs 12.1 µs 276.5 ms 276.5 ms

CPU Time - - - 49 s 52 s

Note: SelectMAP Clock Cycle = 50ns

interface. The simulation results for tr,f and ts,f confirm the validity of the sim-
ulation model for the purpose of evaluating the scrubber concept, and provides
a better insight of the scrubber performance.

5 Conclusions and Future Work

A self-reference scrubber for inter-FPGA TMR systems based on Xilinx Vir-
tex FPGAs has been presented in this paper. This scrubber allows for a fast
SEU/MBU detection by peer frame comparison, and correction by scrubbing
the dirty frame with one of the other two. Scrubbing relies on dynamic partial
reconfiguration. SEFI can be detected by polling internal registers or FPGA pins,
and recovered by means of full reconfiguration. A golden configuration memory
is not needed for SEU/MBU mitigation, but it is for SEFI recovery.

With the proposed scrubber the system redundancy (and reliability by extend)
may vary over time. From initial TMR mode, persistent errors will lead the
system to a DMR mode with reduced reliability. In DMR mode, golden memory
is required for SEU/MBU mitigation. In addition, the scrub rate can also adapt
to dynamic radiation environment. The scrubber concept has been validated with
a simulation model for the FPGA Configuration Layer from a previous work, and
some simulation results have been presented. The scrubber performance during
readback and scrub cycles are in line with expectations.

As future work it is foreseen to prototype the scrubber in hardware. This will
allow to characterize scrubber performance and power consumption in different
redundancy and scrub rate configurations. Hardware-based fault injection via
SelectMAP is planned for these experiments, and convergence with simulation-
based results will also be analyzed. Future work is also planned to develop strate-
gies for inter-operation of scrubber and voter modules, as well as for user data
recovery after a full FPGA reconfiguration.
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Abstract. This paper describes a straightforward cell-based leakage power 
reduction priority (CBLPRP) optimization methodology for designing high-
speed low-power SOC applications using MTCMOS technique. The CBLPRP 
methodology is based on the cell swapping priority depending on the total 
leakage power reduction for a cell changing from LVT type to HVT type. 
Experimental results show that by employing CBLPRP Methodology on the 
ISCAS benchmark circuits, a 10-20% reduction in the leakage power 
consumption could be achieved as compared to the one using the GDSPOM 
technology. 

Keywords: CBLPRP, MTCMOS, GDSPOM, BFS, Dual-threshold CMOS, 
Power Optimization. 

1   Introduction 

For today’s SOC applications with the growing use of portable electronic systems, 
reduction in power consumption has become more and more important. Especially for 
CMOS integrated circuits using technology in the nanometer regime, leakage power 
becomes a significant component of the total power consumption. For achieving low 
static power consumption, multi-threshold CMOS (MTCMOS) technology [1]-[8] has 
been proven to be an effective approach. 

In the past, optimization strategies for reducing the static power consumption of an 
SOC system have been reported [4]-[6]. Until now, gate-level dual-threshold static 
power optimization methodology (GDSPOM) offers an efficient way of achieving the 
goal. As shown in Fig. 1 [4], in the GDSPOM procedure, a register transfer language 
(RTL) design is first synthesized into a gate-level netlist of cells using CMOS devices 
with a high threshold voltage (HVT). Then static timing analysis (STA) as described 
in Ref. [4] is performed to report the cells with the most timing violated paths-the so-
called bottleneck cells as marked in circle in the figure. Then the bottleneck cells are 

                                                           
* J.B. Kuo was on sabbtical leave from NTUEE. 



144 H.X.F. Huang, S.R.S. Shen, and J.B. Kuo 

targeted for swapping the device type from HVT to low threshold voltage (LVT). 
After swapping the bottleneck cells to LVT type, STA is performed again to report 
new bottleneck cells. This STA procedure continues until all the timing paths meet 
the required timing constraints.  

 

Fig. 1. A GDSPOM cell swapping example [4] 

Although GDSPOM is an effective approach for reducing the static power 
consumption of an SOC system application, it is still too complicated. In this paper, a 
straightforward cell-based leakage power reduction priority (CBLPRP) optimization 
methodology is described for optimizing the static power consumption of an SOC 
system application using MTCMOS technique. Based on the CBLPRP optimization 
methodology with the MTCMOS technique, for the ISCAS benchmark circuits[9], it 
shows about a 10-20% reduction in leakage power consumption achieved when 
compared to the one using the GDSPOM [4] technology. In the following sections, 
the CBLPRP procedure is described first, followed by the performance of the ISCAS 
benchmark circuits using the CBLPRP methodology, discussion and conclusion. 

2   CBLPRP Optimization Methodology 

Fig. 2 shows the flow chart of the cell-based leakage power reduction priority 
(CBLPRP) optimization methodology used for designing high-speed low-power SOC 
applications using MTCMOS technology. As shown in the figure, an RTL design is 
synthesized into a gate-level netlist of cells using CMOS low threshold voltage 
devices with an LVT library. Then, by swapping each cell from LVT type to HVT, 
the cells are sorted in terms of the total leakage power consumption. Depending on 
the saving on the leakage power consumption, the cell with the most saving is 
swapped first for reaching the utmost power saving. Then, STA is performed to 
estimate whether the cell that is swapped from LVT type to HVT type meets the 
timing constraints. If it meets the constraint, then the cell is placed in the cell list; if 
not, then the original cell type is kept. These procedures continue until all cells are 
evaluated. Finally, a cell-swapping script is executed to create the netlist built with 
dual-threshold HVT/LVT cells. 
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Fig. 2. Flow chart of the CBLPRP optimization methodology 

 

Fig. 3. An example showing the cell swapping for the CBLPRP optimization methodology 

Fig. 3 illustrates an example showing the cell swapping of the CBLPRP optimization 
strategy. As shown in the figure, next to each cell, ΔP is defined as the amount of total 
leakage power saving when swapping the cell from LVT type to HVT. For instance, as 
shown in Fig. 3(a), with the slack value of 3ns, the cell U0 has the ΔP of 3µW, which is 
the largest in power consumption saving among all cells, hence it is targeted for cell type 
change. (Note that the slack value of the circuit[4] is defined as the difference between 
the arrival time and the required time. When the arrival time is shorter or equal to the 
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required time, it meets the timing constraint- the slack value is positive. On the other 
hand, when the arrival time is longer than the required time, it does not satisfy the timing 
constraint and thus it has set up a timing violation- the slack value is negative.) After 
changing the cell to HVT type for the cell U0, STA is performed to evaluate the timing 
constraint to see if it meets it. If yes, the new cell type is recorded in the cell list. If not, 
the original cell type is kept. As shown in Fig. 3(b), after the swapping of the type of the 
cell U0 to HVT, the slack value is reduced to 1ns. The CBLPRP optimization procedure 
will continue until all cells have been evaluated. Thus the optimized netlist is shown in 
Fig. 3(c) with the slack value of 0ns.  

Fig. 4 shows the algorithms of (a) finding the cell with the maximum reduction in 
leakage power consumption and (b) cell swapping, used in the CBLPRP optimization 
methodology. The visit attribute, which defines whether this cell is evaluated, is set to 1 if 
the cell is evaluated; if not, stays 0. As shown in Fig. 4(b), from the selected cell as 
specified by the algorithm depicted in Fig. 4(a), if the HVT type cell can meet the 
required timing constraint, the cell type is changed. Otherwise, the original LVT cell type 
is maintained. This procedure continues until the visit attribute of each cell becomes 1. 
 

procedure get_max_leakage_reduced_cell ($input_Netlist){ 
@cell_array = all cells in $input_Netlist with visit=0  
$max_cell = NULL 
$max_leakage_reduced = 0 
foreach $cell (@cell_array) { 

  $HVT_Leakage = the total leakage power when $cell in HVT 
  $LVT_Leakage = the total leakage power when $cell in LVT 
  $Leakage_reduced = $LVT_Leakage - $HVT_Leakage 
  if ($Leakage_reduced > $max_leakage_reduced)  { 
            $max_leakage_reduced = $Leakage_reduced 
            $max_cell = $cell 

 } 
} 
return $max_cell 

} 
 

(a) 
 

 

procedure get_optimized_netlist($input_Netlist) {  
$Max_Leakage_Reduced_cell =  

        &get_max_leakage_reduced_cell($input_Netlist) 
  while ($Max_Leakage_Reduced_cell != NULL) { 
 swap $Max_Leakage_Reduced_cell to HVT cell 
  set visit attribute of the cell to 1  
 Static Timing Analysis 

if(timing is not meeting){ 
 swap $Max_Leakage_Reduced_cell to LVT cell 

} 
 $Max_Leakage_Reduced_cell =  

   &get_max_leakage_reduced_cell($input_Netlist) 
} 

} 

(b) 
Fig. 4. Algorithms of (a) finding the cell with the maximum reduction in leakage power 
consumption and (b) cell swapping, used in the CBLPRP optimization methodology 
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3   Performance Evaluation 

The CBLPRP optimization methodology has been implemented in TCL using the Prime 
Time/ Prime Power programs from Synopsys [9][10]. In order to assess the performance of 
the CBLPRP optimization methodology for designing low-power high-speed SOC 
applications using a 65nm CMOS foundry technology with MTCMOS technique, a 16-bit 
multiplier with an array architecture has been tested. The 16-bit multiplier is generated from 
an RTL source code from the ISCAS benchmark circuit C6288 [11]. Under a clock cycle of 
0.8ns, the CBLPRP optimization procedure reassigns 1155 cells out of 3199 in the multiplier 
circuit to swap from LVT to HVT. Fig. 5 shows the block diagram of the 16-bit dual-
threshold multiplier design optimized by the CBLPRP optimization methodology. As shown 
in the figure, the HVT cells are in red and the LVT ones are in green.  

 

Fig. 5. Block diagram of the 16-bit multiplier design optimized by the CBLPRP optimization 
procedure 

Fig. 6 shows the signal path from the input In290 (the 2nd multiplier bit) to the output 
Out6287(the 32nd product bit) using the CBLPRP approach. This signal path is 
randomly selected to show how the swapping of the cell types for lowering the leakage 
power consumption is accomplished. As shown in the figure, before the CBLPRP 
procedure, the cells in this path are all in LVT-type, having an arrival time of 0.74159ns, 
which meets the 0.8ns operating clock cycle constraint. After performing the CBLPRP 
procedure, 10 cells have been swapped from LVT to HVT with the data arrival time of 
0.77ns, which also meets the operating clock cycle requirement.   

The result of the 16-bit multiplier optimized by the CBLPRP procedure has been 
compared with that implemented by all HVT cells, LVT cells and by BFS[5]/ GDSPOM 
algorithms[4]. The one with all HVT cells, has the least leakage power consumption of 
125.1µW, but not satisfying the timing requirement. All-LVT multiplier has the highest 
leakage power of 1293µW. The power consumption of the one adopting the CBLPRP 
optimization procedure is 837.5µW, which is 35% less than the all-LVT one at 0.8ns, 
meeting the timing requirement. Table 1 shows the static power consumption and the 
number of HVT cells of the 16-bit multiplier using (a) breadth first search (BFS) [5], (b) 
GDSPOM [4], and (c) CBLPRP procedures. Fig. 7 shows the static power consumption 
versus operating clock cycle of the 16-bit multiplier using (a) BFS, (b) GDSPOM, and 
(c) CBLPRP procedures. Also shown in the figure are the results for the one using all 
LVT cells. Among all, the multiplier using the CBLPRP dissipates the least leakage 
power in comparison with the GDSPOM and BFS ones. At the operating clock cycle of 
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0.88ns, the static power consumption of the CBLPRP one is 59.86% less than the all-
LVT one, while GDSPOM is 47.56% less.  

 

 

 

Fig. 6. Critical path from In290 to Out6287 in the 16-bit multiplier before and after the 
CBLPRP procedure. Red indicates the cells in HVT and green is for the cells in LVT. 

Table. 1. Static power consumption and the number of HVT cells of the 16-bit multiplier using 
(a) BFS, (b) GDSPOM, and (c) CBLPRP procedures 

 
Period 

(ns) 

BFS GDSPOM CBLPRP 

Pstdby 
(µW) 

Reduction 
 (%) 

High Vt 
Cells 

Pstdby 
(µW) 

Reductio
n 

(%) 

High Vt 
Cells 

Pstdby 
(µW) 

Reduction 
(%) 

High Vt 
Cells 

0.76 1248 3.48 89 1114 13.84 796 1016 21.42 876 

0.8 1228 5.03 137 989.6 23.46 1124 837.5 35.23 1155 

0.84 1213 6.19 170 845 34.65 1504 681.9 37.81 1421 

0.88 1192 7.81 207 678 47.56 1914 519 59.86 1748 

0.92 1161 10.21 273 534 58.7 2294 368.3 71.52 2144 

0.96 1143 11.6 302 376.6 70.87 2644 243.7 81.15 2552 

1 1119 13.46 342 214.5 83.41 3004 147.3 86.08 3039 
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Fig. 7. Static power consumption of the 16-bit multiplier using (a) BFS, (b) GDSPOM and (c) 
CBLPRP procedures 

4   Discussion 

In addition to the multiplier circuit, the performance of the CBLPRP optimization 
methodology has also been evaluated using the other ISCAS benchmark circuits[11]. 
Table 2 and Fig. 8 show the static power consumption of the circuits using (a) BFS, (b) 
GDSPOM, and (c) CBLPRP procedures. As shown in the table and the figure, about 
10% less static power consumption is for the CBLPRP one as compared to the GDSPOM 
one, while the leakage power of BFS one is highest. Therefore, the CBLPRP 
optimization methodology, which adopts a straightforward optimization algorithm, is 
effective for optimizing the static power consumption of a VLSI system design using 
MTCMOS technique. 

Table 2. Static power consumption of the ISCAS benchmark circuits using (a) BFS, (b) GDSPOM, 
and (c) CBLPRP procedures 

Circuit
Chosen 

period
(ns)

Gate
#

Pstdby 
(μW)   
HVT 

Pstdby 
(μW) 
LVT 

Pstdby (μW)                            
MVT 

BFS Reduction
( % ) GDSPOM Reduction

( % ) CBLPRP Reduction   
( % ) 

C432 0.6 113 6.05 51.27 21.79 57.5 14.96 70.82 7.94 84.51 

C499 0.45 197 12.48 127.2 62.82 50.61 78.95 37.93 34.67 72.74 

C1908 0.6 219 11.32 105.1 56.64 46.11 39.66 62.26 20.21 80.77 

C2670 0.45 562 41.53 377.8 310.6 17.79 51.35 86.41 46.87 87.6 

C3540 0.65 481 17.57 150 91.9 38.73 41.73 72.18 28.19 81.21 

C5315 0.4 800 44.6 409.1 340.1 16.87 141.6 65.39 76.34 81.34 

C6288 0.85 3199 125.1 1293 1203 6.96 808.7 37.46 638.3 50.63 

C7552 0.28 1479 82.13 838.6 655.2 21.87 371.9 55.65 265.1 68.39 
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Fig. 8. Static power consumption of the ISCAS benchmark circuits using (a) BFS, (b) GDSPOM, 
and (c) CBLPRP procedures 

6   Conclusion 

In this paper, a straightforward cell-based leakage power reduction priority (CBLPRP) 
optimization methodology for designing high-speed low-power SOC applications 
using MTCMOS technique is described. The CBLPRP methodology is based on the 
cell swapping priority depending on the total leakage power reduction for a cell 
changing from LVT type to HVT type. Experimental results show that by employing 
CBLPRP methodology on the ISCAS benchmark circuits, a 10-20% reduction in the 
leakage power consumption could be achieved as compared to the one using the 
GDSPOM technology. 
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Abstract. Negative Bias Temperature Instability (NBTI) is one of the
serious concerns for circuit performance degradation. NBTI degrades
PMOS transistors under negative bias, whereas without negative bias
they recovers. In this paper, we propose a mitigation method for NBTI-
induced performance degradation that exploits the recovery property by
shifting random input sequence through scan paths. With this method,
we prevent consecutive stress that causes large degradation. Experimen-
tal results reveal that random scan-in vectors successfully mitigate NBTI
and the path delay degradation is reduced by 71% in a test case when
standby mode occupies 10% of total time.

Keywords: NBTI, NBTI mitigation, Performance degradation, Scan
path, Aging, Reliability.

1 Introduction

In nanoscale integrated circuits design, performance degradation due to aging
effects is becoming a major concern. Conventionally, to cope with the perfor-
mance degradation due to aging, a design margin is given so that even an aged
circuit will satisfy the performance requirement. However, as the necessary mar-
gin increases with technology scaling, the performance loss due to the margin is
becoming less acceptable. Therefore, mitigating aging effects is highly demanded.

Among various aging effects, negative bias temperature instability (NBTI) is
nowadays one of the most influential effects. NBTI causes a gradual increase in
|ΔVth| while a negative bias is applied to PMOS, i.e. PMOS is ON. Here, this
condition is defined as stress phase of NBTI. The |ΔVth| increase reduces drain
current and consequently lengthens path delay, which leads to timing failures.
On the other hand, while PMOS is OFF, |ΔVth| gradually decreases to its initial
value before the stress injection. This condition is defined as recovery phase of
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NBTI. The PMOS degradation by NBTI gradually progresses through circuit
operations that repeat the stress and recovery phases. Besides, reference [1, 2]
pointed out that the ratio of stress and recovery phases, which is hereafter called
stress probability, is a key parameter that determines the amount of degradation
in a long-term perspective. As the stress probability gets close to 1, the degra-
dation increases and approaches to the worst case that DC stress is given. This
NBTI property of recovery can be exploited for NBTI mitigation at circuit level
by controlling the stress probability.

A possible way to control the stress probability is input vector control (IVC)
[4–6]. IVC is well known as a leakage reduction technique that exploits the de-
pendency of leakage current on the input vector [3]. For NBTI mitigation, a
pre-determined input vector is given to a combinational circuit to minimize per-
formance degradation during a standby mode. In [4], Y. Wang et. al. evaluated
IVC technique for NBTI mitigation taking into account the temperature that
affects NBTI-induced performance degradation. The same authors also derived
Pareto sets that simultaneously optimize NBTI mitigation and leakage currents
in [5]. D. R. Bild et. al. introduced Internal Node Control (INC) to IVC in order
to improve the controllability of internal nodes [6]. INC adds some devices to set
the internal node to 0 or 1, which involves increase both in area and path delay.

However, only using a single input vector, a considerable number of PMOSs
are in stress phase and their performance degrades in the standby mode, because
CMOS gates are basically inverting logic and all the logic values cannot be 1 si-
multaneously. This problem becomes significant as the portion of standby mode
increases, because the degradation during the standby mode becomes compara-
ble, or rather larger than that during the active mode. To overcome this problem,
S. Jin et. al. presented a multiple input vector approach [7]. They derived a set of
input vectors and allocated standby time to each of them to maximize the NBIT
mitigation effect [7]. On the other hand, the number of input vectors is thought
to increase as the target circuit becomes larger, which means larger memory is
necessary to store input vectors. A possible way to give multiple input vectors
is to use scan paths.

We then propose a random input vector approach that shifts random values
through scan paths. This approach gives different input vectors for each scan-
shift operation, which means the proposed random input vector approach can
be regarded as one of multiple input vector approaches, though it does not
prepare input vectors beforehand. First, we experimentally show the difference in
performance degradation with different scan-in vectors, and reveal that random
scan-in vectors attain a good mitigation effect. We then evaluate how the quality
of randomness affects the mitigation effect with various linear feedback shift
register (LFSR) configurations.

It should be noted that another circuit level approach is power gating for
NBTI mitigation [8]. As for circuits that adopt power gating for leakage current
reduction during standby mode, NBTI is mitigated as a byproduct. On the other
hand, it is difficult to apply power gating to high-performance design whose
permissible speed degradation is highly limited, because the sleep transistor
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Fig. 1. Threshold voltage degradation vs. stress probability(10 years later)

degrades the performance and increase uncertainty in performance. In addition,
aging of sleep transistor could be a serious problem in some cases. The proposed
NBTI mitimigation is applicable to even such high-performance designs.

2 NBTI Model

To characterize NBTI, a number of measurement results and closed-form models
have been proposed [1, 11, 12]. Among them, long-term degradation and its
dependency on stress probability are well modeled in [1]. We therefore assume
the model below in this work, though other models can be used as long as the
dependency on stress probability is well characterized,

|ΔVth,t| =

(√
K2

v · Tclk · α
1 − β

1/2n
t

)2n

, (1)

where Kv is a parameter dependent on supply voltage and temperature. Tclk is
a clock period, and α is the stress probability of PMOS. βt is a parameter that
has a dependence on temperature, Tclk, α, and t. Moreover, n is equal to 1/6 in
a hydrogen molecule diffusion based model [13].

Here, in Eq. (1), when α approaches to 1, |ΔVth,t| reaches an infinite value
and is not appropriate. In such a situation, as its upper limit, we use Eq. (2)
which models only stress phase of NBTI[10].

ΔVth,t =
(
K2

v t
)n

(2)

Figure 1 exemplifies the amount of threshold voltage degradation after a lapse
of ten years in the condition that supply voltage is 1.1V and temperature is
125◦C. The initial threshold voltage is -180mV. Here, other model parameters
derived for transistors in a 65nm process [1] were used . The degradation is
quite large when the stress probability is near 100%. This result suggests that
for PMOSs with near 100% stress probability, even a small reduction in the
stress probability is helpful to mitigate |ΔVth| increase.
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Fig. 2. Conceptual diagram of our mitigation technique using scan path

3 NBTI Mitigation by Giving Scan-in Vectors

To mitigate NBTI, we give a set of input vectors to combinational circuits
through scan paths and switch PMOSs in the circuit aiming to make PMOSs in
consecutive stress experience recovery phase. By using a set of input vectors, the
multiple input vector approach settles the problem of single IVC that some of
PMOSs are fixed in stress phase during the standby mode. Figure 2 illustrates
the conceptual diagram of the NBTI mitigation. To give a set of input vectors
to combinational circuits, we use a scan path which is often embedded for de-
sign for testability (DFT). In active mode, there are PMOSs that are hardly in
recovery phase (a PMOS in the upper NAND gate in Fig. 2(a)). The multiple
input vector approach gives a chance to such PMOSs to be in recovery phase
during standby mode (Fig. 2(b)).

To apply the multiple input vector approach to a circuit, we need to determine
what set of input vectors should be used as scan-in vectors. A possible way is
to gather the input vectors derived by IVC techniques, which is proposed in [7].
On the other hand, because an additional memory that stores input vectors is
necessary, the number of input vectors should be small, while targeted PMOSs
should have a chance to be in recover phase. In addition, during scan-in and scan-
out operations, the input vectors given to combinational circuits are different
from those derived by the technique of [7]. This means that even if a good
set of input vectors are available, they cannot be efficiently enforced to the
combinational circuit in time when the scan paths are long and/or the standby
time is short, because it takes a long time to change the input pattern.

Another approach is to give random scan-in vectors supposing that almost all
PMOSs have a chance to be in recovery phase, and this is the approach proposed
in this paper. In this approach, every set of input values given to a combina-
tional circuit, which is generated each time the scan path is one-bit shifted with a
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random scan-in value, is regarded as an input vector in multiple input vector
approach. An advantage of this approach is that an additional memory to store
the input patterns is unnecessary and the number of input vectors can be easily
increased by lengthening the cycle of random numbers. As weak points, this
cannot guarantee that targeted PMOSs have a chance of recovery phase and
additional mechanism to generate random patterns is necessary.

In the following, we focus on the approach of random scan-in vectors, and
experimentally evaluate how much mitigation of performance degradation can
be obtained through a case study.

4 Evaluation of NBTI Mitigation

This section shows a case study of NBTI mitigation.

4.1 Experimental Setup

We selected 32bit-ALU, which operates addition, subtraction and logical oper-
ations, and 32bit-MDU (Multiply Divide Unit), which operates multiplication
and division, in MIPS R3000 processor as target circuits for evaluation. These
circuits were synthesized with Synopsys DFT Compiler using an industrial 65nm
standard cell library. 32bit-ALU and 32bit-MDU have 68 and 198 FFs, for which
the Synopsys DFT Compiler construct 7 and 20 scan paths with an ordinary op-
tion, respectively. Their circuit sizes are 3149 and 5005 NAND2-equivalent gates,
and their increase rates from the non-scan design circuits are 3.93% and 7.44%.

Besides, the performance degradation depends on circuit operations during
active mode because stress probabilities of PMOS transistors change depending
on input vectors. For taking into account different situations of circuit operation,
the following three situations are considered for 32bit-ALU.

General: Both operations and operands are randomly selected and executed.
16bit-add: Higher 16bit of operands are fixed to 0. Only addition is executed.
Const-add: One operand is fixed to 00000001(16), and the other is randomly

selected. Only addition is executed.

Operations for 32bit-MDU are listed below.

General: Both operations and operands are randomly selected and executed.
32bit-mult: Operands are randomly selected. Only multiplication is executed.
32bit-div: Operands are randomly selected. Only division is executed.
16bit-mult: Higher 16bit of operands are fixed to 0. Only multiplication is ex-

ecuted.
16bit-div: Higher 16bit of operands are fixed to 0. Only division is executed.

We gave four types of scan-in vectors (”all 1”, ”all 0”, ”0101” and ”random”)
during the standby mode. ”all 0” applies 0’s to scan inputs, and ”all 1” applies
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1’s. In these two inputs which are special cases of single-IVC, DC stress is given
during the standby mode. On the other hand, ”0101” and ”random” change
input vectors to combinational circuits during the standby mode. ”0101” injects
1 and 0 alternately to scan inputs, and ”random” inputs 1 and 0 randomly. In
any cases, primary inputs are fixed to the last inputs of the previous active mode.

We evaluated the initial circuit delay and the delay after 10 years assuming
supply voltage is 1.1V, temperature is 125◦C and initial threshold voltage is
-180mV. We adopted the procedure of NBTI-aware timing analysis [9] in this
paper. We first calculated stress probabilities of all PMOSs with logic simulation
taking into account both active and standby modes, next annotated |ΔVth|
for each PMOS according to the stress probability, and carried out transistor-
level static timing analysis with Synopsys Nanotime. To estimate the upper
bound of NBTI mitigation effect, we also computed the circuit delay supposing
a practically-infeasible situation that all PMOSs were always in recovery phase
during the standby mode. We call this case “all recovery”. In this work, an
operation to store and restore FF values is not considered, assuming ALU and
MDU are flushed in standby mode.

4.2 Evaluation Results

Evaluation on Standby Time Ratio
Figures 3 (a)(b) show the dependency of critical path delay on the ratio of
standby mode in the case of 16bit-mult. Here, the ratio is defined as
(time of standby mode) / (time of active mode + time of standby mode). Then,
0% means that the circuit is in active mode all the time, and 100% corresponds
to the case that the circuit is always in standby mode. The initial critical path
delay of 32-bit MDU is 0.978 ns.

We can see from Fig. 3 (a)(b) that the critical path delays of “all 0” and “all
1” are larger than those of “0101” and “random”. A single input vector during
the standby mode significantly degrades the circuit delay, though other single-
IVC input vectors may give better results. It should be noted here that even
such single-IVC input vectors are expected to increase the circuit delay as the
ratio of standby time approaches to 100%, because almost DC stress is given to
the circuit. On the other hand, “random” attained the minimum delay increase,
which indicates that giving a set of input vectors to combinational circuits is
helpful to mitigate NBTI. Another important observation is that even a short
ratio of standby time, such as 2%, greatly contributed to NBTI mitigation (Fig. 3
(b)), which suggests that our approach is applicable for busy circuits operating
with little idle time.

Figures 4 (a)(b) show the result of 16bit-add, where the initial critical path
delay of 32bit ALU is 3.424ns. Below 90% of the ratio, the critical path delays
are almost the same for “all 1”, “0101” and “random”, but above 90%, “all 0”
and “all 1” induced a significant delay increase, whereas “random” mitigated
NBTI further. This is because the degradation of PMOS in DC stress during the
standby mode becomes quite large along with the increase of the standby time
ratio. Similarly to Fig. 3, a small standby ratio reduced the delay increase.
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Fig. 3. Critical path delay vs. standby time ratio (16bit-mult)
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Fig. 4. Critical path delay vs. standby time ratio (16bit-add)

Table 1. Critical path delay with and without NBTI mitigation (32bit MDU). The
initial delay is 0.978ns. Numbers in parentheses mean the ratios of delay increase from
the initial circuit.

Operation No standby time All recovery
w/ mitigation

all0 all1 0101 random

16bit mult
1.271 1.055 1.205 1.148 1.092 1.064

(30.0%) (7.87%) (23.2%) (17.4%) (11.7%) (8.79%)

32bit mult
1.131 1.040 1.116 1.109 1.083 1.051

(15.6%) (6.33%) (14.1%) (13.4%) (10.7%) (7.46%)

16bit div
1.262 1.059 1.198 1.097 1.081 1.070

(29.0%) (8.28%) (22.5%) (12.2%) (10.5%) (9.41%)

32bit div
1.077 1.043 1.077 1.069 1.060 1.052

(10.1%) (6.64%) (10.1%) (9.30%) (8.38%) (7.57%)

general
1.049 1.037 1.049 1.048 1.049 1.047

(7.26%) (6.03%) (7.26%) (7.16%) (7.26%) (7.06%)
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Table 2. Critical path delay with and without NBTI mitigation (32bit ALU). The
initial delay is 3.424ns. Numbers in parentheses mean the ratios of delay increase from
the initial circuit.

Operation No standby time All recovery
w/ mitigation

all0 all1 0101 random

16bit add
4.206 3.659 4.211 3.687 3.673 3.671

(22.8%) (6.86%) (23.0%) (7.68%) (7.27%) (7.21%)

const add
4.565 3.74 4.579 3.735 3.739 3.744

(33.3%) (9.22%) (33.7%) (9.08%) (9.20%) (9.35%)

general
3.599 3.581 3.611 3.590 3.599 3.599

(5.11%) (4.59%) (5.46%) (4.85%) (5.11%) (5.11%)

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  20  40  60  80  100

N
or

m
al

iz
ed

 |V
th

| m
iti

ga
tio

n

Portion of recovery phase during standby mode [%]

Fig. 5. |Vth| mitigation at DC-stressed PMOSs

Evaluation on Various Operations
Table 1 lists the delay increases of 32bit MDU in the case of 10% of standby ratio.
In the situations of 16bit-mult and 16bit-div, the amounts of mitigation with
“random” are large, and especially in 16bit-mult situation, “random” reduced
the delay increase by 71% ((30.0%-8.79%)/30.0%).

Table 2 lists the evaluation results of 32bit ALU. Similarly to 32bit MDU,
except for general, “random” attained large NBTI mitigation effects, though
“0101” and “all 1” also mitigated NBTI significantly. Here, it is surmised that
“all 1” achieves large mitigation because operands in which higher bits are fixed
to 0s experience 1s during the standby mode.

We can also see that the circuit delay mitigated by “random” is close to that of
“all recovery” in all situations. This result indicates that random scan-in vectors
attained the mitigation effect close to the upper limit. Please recall that this
upper limit cannot be obtained actually because no input vectors to make all
PMOSs be in recovery phase simultaneously.

Let us investigate the reason why the NBTI mitigation by ”random” is close
to that of ”all recovery”. In this evaluation, we assumed standby time occupies
10% of the total time, which means stress probabilities can be reduced by 10%
with ”all recovery”. On the other hand, the variation of stress probabilities due
to ”random” is less than 10%. Figure 5 shows |Vth| mitigation for a PMOS whose
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Table 3. Critical path delay with different LFSR configurations (10 yeas later)

Configuration 32bit ALU 32bit MDU

random 3.671 ns 1.064 ns

4bit LFSR 3.676 ns 1.104 ns

8bit LFSR 3.672 ns 1.064 ns

12bit LFSR 3.672 ns 1.064 ns

16bit LFSR 3.676 ns 1.064 ns

stress probability is 100% as a function of the portion of recovery phase during
the standby mode. Here, |Vth| mitigation is normalized by that of ”all recovery”.
This figure indicates that if we could allocate 3% of standby time to recovery
phase, 60% of mitigation effect can be obtained. When 15% of standby time can
be given to recovery phase, we can have 80% of mitigation effect. We think this
is the reason why ”random” attained a good NBTI mitigation effect.

4.3 Random Number Generation

The previous section showed that random scan-in vectors are useful to mitigate
NBTI. On the other hand, when applying this scheme to a circuit on a chip,
we need an on-chip random number generator. We here focus on LFSR, which
is a popular circuit to generate pseudo random numbers, and evaluate the re-
lation between the quality of random number and NBTI mitigation effect. As
the number of registers in LFSR increases, the cycle of random number becomes
longer and the quality of random number improves, while the area needed for
implementation becomes large.

We here evaluate critical path delays when LFSRs with different bits are used.
The results of 4bit, 8bit, 12bit, and 16bit LFSRs are shown in Table 3. When
8bit or larger-bit LFSRs are used, there is little difference from ”random” in
mitigation efficiency. For 32bit ALU and MDU in MIPS R3000 processor, 8bit
LFSR can generate a sufficiently random scan-in vectors for NBTI mitigation.
This means that we do not have to shift the scan-in vectors fast and slow shifting
is sufficient, because the number of LFSR cycles is not large, for example 256
in case of 8bit LFSR. This property is desirable in terms of power dissipation
because fast shifting of scan-in vectors involves large power dissipation.

5 Conclusion

In this paper, we proposed a NBTI mitigation method that inject random pat-
terns to scan paths, and evaluated the NBTI mitigation effect through a case
study. The experimental results with 32bit ALU and MDU in MIPS R3000 pro-
cessor showed that the proposed method well mitigated NBTI by 71% in a test
case and the reduction of performance degradation is comparable to the upper
limit that assumed all PMOS are in recovery phase. We also confirmed that 8bit
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LFSR is capable of random number generation for NBTI mitigation. As a future
work, we will evaluate the effectiveness including both PBTI and NBTI, since
the proposed method works for them simultaneously.
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Abstract. This paper presents an on-chip all-digital sensor architecture to 
capture process variation information. The proposed solution is based on the 
concept of variation amplification and uses the propagation delay measurement 
in a chain composed of series connected pass-transistors. The proposed sensor 
circuit is able to capture the local variation of nMOS and pMOS transistor 
individually. A sensor block is proposed, which contains N-type and P-type 
sensor circuit along with scan, control, and measurement circuitry. An array of 
sensor blocks with scan chain connection gathers process variation information 
all across the die. Detailed SPICE level simulations conducted for an industrial 
45nm CMOS technology indicates its feasibility in sensing, and on-chip all-
digital measurement of process variation effect. 

Keywords: Process variation, sensor. 

1   Introduction and Previous Works 

From almost early days of integrated circuits, un-similarity of circuit elements after 
fabrication was a concern for circuit designers. While for the analog domain the un-
similarity of electronic devices (known as device mismatching) has been always 
considered a major source of circuit-failure, digital applications started to face the 
same problems only recently [ 17].  

For old CMOS technologies (>100nm), where the dimensions of the devices were 
macroscopic units with respect to the tolerance of the fabrication processes, un-
similarity of devices was a second-order effect. But as the devices shrunk to 
nanometer lengths, the effects of process-variation become non-negligible anymore. 

Process-variation manifests in the form of large spread in the electrical parameters 
of circuit devices, resulting in sensible variations of different circuit metrics, like 
operating frequency and power consumption. Such variations may range from few 
percentages to several orders of magnitude, also depending on the spatial-scale they 
reach: wafer-to-wafer (W2W), die-to-die (D2D), and with-in-die variations (WID) 
[ 1]. For instance, 20X variation in leakage power and a 1.5X variation in delay 
between fast and slow dies have been reported [ 18]. Given the power/performance 
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metrics, those figures translate into an increase of dies that must be discarded because 
either too slow or too much power consuming, which decreases the fabrication yield.  

While the binning method [ 15] has been successfully adopted for tackling W2W 
and D2D variations, WID variations, which are more localized, require new dedicated 
solutions, not just during the fabrication, but also in the earlier phases of the design 
flow [ 16]. Therefore, developing new design techniques that can address the problem 
of variability has become the main challenge for designers and CAD developers 
[ 2][ 4].  

Several design methodologies have been proposed in the last years, from those 
based on Design for Manufacturability approaches (like litho-friendly and Restricted 
Design Rules layout design), where variability of a given design is either mitigated or 
amortized, to Adaptive strategies, which attempt to solve the variability issues by 
“sensing and correcting” the desired parameters using various knobs that affect them. 
These schemes are also called Monitor&Control (M&C) strategies, to emphasize their 
analogy with closed-loop control systems. 

Although they have been proven to be extremely flexible, the applicability of 
M&C strategies poses some critical design issues. First, the choice of the most 
appropriate monitoring approach, which depends on the desired metric to be 
controlled, and the second, the design of proper monitoring units that can probe the 
system, in real-time. When considering performance and thus timing yield, several 
options are available. Drain current measurement between identical neighboring 
devices is conventionally used to characterize local random mismatch [ 8]. However, 
measurement of small currents through minimum sized transistors requires 
sophisticated analog measurement techniques and off-chip equipments. The threshold 
voltage of a MOSFET, which is expression of different device parameter (like gate 
dimension, channel doping, etc.), is another measure of the process variation [ 7][ 12], 
but its direct measurement necessitates current or voltage references and sophisticated 
analog blocks, which are not feasible at low supply voltages [ 15].  

A more accurate, yet effective expression of process variation in digital circuits is 
given by the propagation delay, which could be measured using direct and indirect 
methods. Direct delay measurement requires either on-chip or off-chip time-to-digital 
converter (TDC) circuits [ 17]. The test circuits are either replica of main circuit or 
some standard testbench circuits constructed by nMOS and pMOS devices; hence the 
measured delay value is an average of the specifications and so an average of the 
variation effect.  

The use of ring-oscillator as indirect delay measurement is proposed, where the 
shift in the oscillating frequency is used as indicator of the process variation 
[ 3][ 5][ 6][ 12]. Even if implementable with a compact layout, the deployment of ring 
oscillators needs external time-domain or frequency-domain processing equipments. 
Moreover, the measured delay values represent an average of nMOS and pMOS 
specifications. 

Contribution of this paper is twofold. First, it presents a new sensor circuit, which 
exploits the concept of PV-amplification through a chain of pass transistors. The idea 
is applied to a chain of pass transistors constructed by the nMOS or pMOS devices 
only. Since the process variation affects nMOS and pMOS devices in different 
manner, individual process measurement opens the filed for possible different control 
or tuning, like body biasing, which could be applied on nMOS and pMOS sections 
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separately. This allow build a sensor circuit that can be adopted for measuring, but 
most important, to support M&C strategies. Second, we propose a monitoring 
solution that leverages the sensor array to collect process variation information across 
the chip. We propose the use of the scan-chain as main communication pipe between 
sensors, thus avoiding the use of any external equipment. 

The remainder of this paper is organized as follows. Section 2 and 3 present the 
basic idea of the proposed method, introduces the sensor block, and the on-chip all-
digital sensor array integration. Design, simulation, and analysis results are presented 
in Section 4, and Section 5 provides summary and conclusion remarks. 

2   Process Variation Sensor Structure 

The main goal in the proposed N-Sensor and P-Sensor circuits is to capture the 
variation information of nMOS and pMOS devices individually. Fig. 1 shows the 
basic structure of the N-Sensor circuit constructed by nMOS devices. The P-Sensor 
has the same structure, but uses pMOS devices in the chain. Each N-Sensor (P-
Sensor) consists of a chain of nMOS (pMOS) devices in the pass transistor connection 
form. One end of the chain is driven by a driver (I1), while the other end of the chain 
(O1) is connected to a dynamic gate. 

 

Fig. 1. Proposed process variation sensor, (a) N-Sensor constructed using nMOS devices, and 
(b) propagation delay 

The proposed N-Sensor in Fig. 1 operates as follows. When the input (IN) is set to 
the HIGH-logic value, it forces the dynamic gate to operate in the pre-charge mode 
and charges the output node (OUT) to the HIGH logic value. Changing the IN input 
to the LOW logic value, the dynamic gate starts the evaluation phase. The rising edge 
at the output of the inverter I1 starts to propagate toward the end of line. The rising 
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edge reaches the dynamic gate after passing through the series connected transistors 
and experiencing a delay. Due to the threshold voltage drop effect [ 15], the output 
node of the pass transistor chain has reduced swing between GND and VCC-Vth,n , 
where Vth,n is nMOS threshold voltage. This value is sufficient for the dynamic gate to 
operate correctly and recover the rail to rail swing, which is also helpful to avoid 
possible leakage current in the next stages.   

The falling edge propagation delay of the N-Sensor circuit in Fig. 1 is composed of 
the rising edge delay of the input inverter, rising edge delay of the pass transistors, 
and falling edge delay of the dynamic gate:  

hldynlhtglhinvhlpd tttt ,,,, ++=
                                                     (1)    

Where hl indicates HIGH-to-LOW (or falling edge) propagation delay, and lh 
indicates LOW-to-HIGH (or rising edge) propagation delay. It is worth mentioning 
that, except the rising edge delay of the input inverter, in which pMOS is involved, 
the remaining components in propagation delay of the N-Sensor circuit are just due to 
the nMOS devices. 

The propagation delay value of pass transistors is proportional to the number of pass 
transistors in the chain, their physical dimensions and orientation, and how much they are 
affected by local process variation. According to the Elmore RC delay model [ 15], the 
propagation delay of pass transistor connection is estimated by the following equation: 
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Where Ceq,N and Req,N are equivalent capacitance and channel resistance of each 
nMOS transistor, respectively, and n is the number of stages. At the device level, 
there are four main sources of process variation: Line edge roughness (LER), (which 
affects gate dimensions, length and width), oxide thickness roughness (OTR), and 
random dopant fluctuation (RDF) in the channel. Variations on those physical 
parameters or circuit parameters manifest as fluctuations in threshold voltage of 
MOSFET devices in the circuit. Any fluctuations on the threshold voltage of 
transistors, changes the equivalent channel resistance and hence changes the 
propagation delay through the RC network.  

Using high threshold device on the input inverter, which is helpful to reduce 
process variation effect ( 0, ≈Δ lhinvt ), and applying (2) in (1), the variation of the 

propagation delay can be approximated by the following equation: 
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                             (3)  

According to (3) any change on device parameter affects the total propagation delay 
by a multiply of ‘n(n+1)/2’. In other words, process variation effect on the delay of a 
single nMOS device is amplified by a high gain value. The process variation 
amplification (PVA) spreads the propagation delay and makes it suitable for on-chip 
digital measurement. 
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 Similarly, the main part of the propagation delay in the P-Sensor circuit is mostly 
due to pMOS device. Deploying the PVA, P-Sensor is used to measure the process 
variation effect on pMOS device. 

3   Sensor Integration 

In order to capture process variation information across the die area, an array of 
sensor blocks is suggested. Fig. 2 shows the array and the internal design of the 
proposed sensor block. Each block contains an N-Sensor and a P-Sensor circuit. In 
addition to sensors, each block has a scan chain interface, trigger & control logic, and 
the TDC circuitries.  

 

Fig. 2. (a) Sensor array embedded on the chip, (b) internal structure of each sensor 

Each measurement session starts with getting access to the specific element in the 
array by addressing its Scan Chain Interface. Then the Trigger & Control Circuit 
sends rising and falling edges to N-Sensor and P-Sensor, respectively. The TDC 
circuit measures the delay value and stores it in the flip-flops (FFs), which are locally 
accessible through the Scan Chain Interface. Fig. 3 shows the internal design and 
delay measurement circuit of each sensor block circuit.  

 

Fig. 3. The delay measurement setup using linear delay line with locally scanable FFs 
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The Sensor’s output and a local Clock are available in Fig. 3 as a clock input for the 
FFs. The former is used during measurement phase and the later in the read out phase. 
During the measurement phase the FFs sample the IN at the rising edge of the OUT 
signal, providing a binary word which contains a number of 1s proportional to the delay 
introduced by the sensor; during the read-out phase the FFs are controlled and 
synchronized with the scan-chain by the main clock. The measured delay value in the 
delay line method is in the thermometric code form and conversion logic is usually 
needed to convert it to the binary form [ 17]. However, the local scan chain is helpful to 
remove the conversion logic and post-process information at upper layer using  
software applications, which result in more compact and low-power sensor  
circuit. 

4   Design, Simulation and Analysis Results 

The proposed N- and P-Sensor circuits have been designed and simulated using an 
industrial 45nm CMOS technology provided by ST Microelectronics. The simulation 
results were obtained at room temperature (27°C) and 1.1V nominal supply voltage 
using SPICE simulator.  

Smaller devices with lower threshold voltage have been proven to be more 
sensitive to process variation. This suggested us to map the chain to minimum feature 
size and low threshold voltage, thus making it more prone to process variation. 

Table 1 compares the propagation delay and its distribution in sensors with varying 
stage numbers. Result obtained through the Monte Carlo simulation using large 
number of samples with 3-sigma distribution in device parameters including LER, 
RDF, and threshold voltage of both pMOS and nMOS devices.  

 

Table 1. Delay comparison of sensors with different stage numbers 

Type No. of  Stages Mean (ps) Sigma (ps) 

P-Sensor 4 148.4 34.1 
8 307.0 70.1 
16 697.3 154.4 

N-Sensor 4 78.2 22 
8 160.1 44.39 
16 365.7 93.4 

 

 
Fig. 4 shows the input and few samples of output waveform and propagation delay 

distribution of N-Sensor circuit with the 16 stages. The PVA effect of the chain 
manifests in large delay variations at the output of the sensor, i.e., large variance on 
the delay distribution. Having larger delay spread is synonym of larger sensibility to 
process variation, which in turn, allows easier and less expensive measurement and 
digital conversions. This is proven by Fig. 4(c) which shows the delay distribution has 
a mean value of around 350ps and spread up to 750ps. 
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Fig. 4. Simulation result of the N-Sensor with 16 stages obtained at fixed supply and room 
temperature with 3-sigma distribution in device parameters, (a) input pulse, (b) samples of 
output pulse, and (c) propagation delay distribution 

Fig. 5 shows the input and few samples of output waveform of P-Sensor circuit and 
its delay distribution. Since pMOS compared to nMOS has lower mobility and higher 
channel resistance, number of stages for P-Sensor is set to 8. Due to the PVA, the 
delay distribution in Fig. 5(c) has a mean value of 300ps and spread up to 600ps.  

Realizing on-chip process variation sensor through direct propagation delay 
measurement requires TDC circuit. Among different TDC methods, the linear delay line 
is a simple and compact method [ 14][ 17]. It has the minimum resolution of one gate 
delay, which with respect to the current technologies, seems too rough to capture the 
small delay variation in a single device. However, deploying the PVA effect, the 
propagation delay in Fig. 4 and Fig. 5 has wider spread, which makes the basic inverter 
delay (≈20ps) enough resolution; hence the linear delay line method is sufficient for 
delay measurement in this design. The optimal number of stages in TDC circuit is chosen 
based on delay spread, i.e. 150ps~750ps, and the basic gate delay, which with a safe 
bound 32 stages is used. 
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Fig. 5. Simulation result of the P-Sensor with 16 stages obtained at fixed supply and room 
temperature with 3-sigma distribution in device parameters, (a) input pulse, (b) samples of 
output pulse, and (c) propagation delay distribution 

 
Fig. 6 shows the long run simulation and quantization result, and indicated the 

number of times that propagation delay is reached to each FF in the chain of TDC and 
gets captured. Despite the quantization effect, comparing the transistor level 
simulation result of Fig. 4 and Fig. 5, with digitized values in Fig. 6 shows the similar 
distribution and indicates the circuit’s capability to capture the variation effect in 
digital form without using any external measurement equipment.  

Based on the fact that process and even environmental variation effect is not fast 
changing, each block could be utilized at lower speeds to reduce the dynamic power. 
During each process variation measurement session, other blocks are not needed and 
they made idle using power gating (PG) switch to eliminate static power. Table 2 
compares different variation sensor designs in their sensing method, circuit 
parameters, and objective. Most published circuits are intended to characterize 
process rather than circuit tuning. This work is targeted for circuit tuning, and deploy 
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a simple sensor circuit array to measure variation effect and makes the resulted digital 
signature available on-chip for any possible circuit enhancement in run-time.  

 

Fig. 6. Quantized delay as it captured on the TDC’s FFs for N-Sensor and P-Sensor 

Table 2. Several sensor design comparison 

Design Sense Variable On-Chip Objective 

[ 7] Threshold Voltage No Process Characterization 
[ 8] Drain Current No Process Characterization 
[ 9] Delay Yes Process Characterization 

[ 10] Threshold Voltage Yes Process Characterization 
[ 5] Delay No Circuit Tuning 

This work Delay Yes Circuit Tuning 

5   Conclusion  

The significance of process variation effect in recent technologies has increased the 
need for accurate characterization and measurement of this effect for any possible 
circuit enhancement or tuning. In this work, an on-chip all-digital variation sensor 
circuit to detect local variations of MOSFET parameters was proposed. Using the 
delay line, the proposed sensing method was aimed to capture variation information 
of the nMOS and pMOS devices individually. The basic concept, its practical 
realization, and sensitivity to variation have been described. The array of proposed 
sensor block was able to characterize variation information all across the die in a 
digital signature. Using the scan chain connection between sensors blocks, processing 
unit was able to capture the variation information without requiring any analog or 
complex external measurements equipments. The feasibility and accuracy of the test 
structure is demonstrated in an industrial 45nm CMOS technology in both nMOS and  
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pMOS versions. The results indicate that the sensor can measure random mismatch in 
nMOS and pMOS device parameters individually with minimal time and complexity, 
and thus enable run-time optimization and yield improvement. 
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Abstract. Previous works for full-chip leakage power estimation are all based 
on Wilkinson’s approach which approximates sum of lognormal random 
variables as another lognormal by matching the first and second moments. In 
this paper we will show that natural logarithm of leakage deviates from normal 
distribution by scaling transistor sizes, as a result distribution of leakage power 
cannot be described by lognormal distribution anymore. We will introduce 
generalized extreme value distribution as the best candidate for full-chip 
leakage power estimation and we will prove its superiority over lognormal 
approximation through simulation results in 45nm technology. 

1   Introduction 

Variations in process parameters play an important role to shift deterministic design 
paradigm of CMOS circuits to a new statistical paradigm. leakage power has become 
the most stringent constraint on the design of sub 90 nm CMOS circuits where it 
shows 20x variations compared to 30% variations in delay [1]. This intensive amount 
of variability in leakage will translate in terms of yield loss if it is not taken into 
account at different stages of a design. 

There have been many published approaches in order to estimate leakage 
distribution of a chip under process variations [2, 3, 4, 5, 6, 7]. Some of these efforts 
are based on Wilkinson’s [2] method which approximates sum of lognormal random 
variables as another lognormal by matching the first two moments [3, 4, 5, 6]. Some 
others try to approximate ݈݃݋൫ ௖ܲ௛௜௣൯ by a Gaussian distribution and finally they find 
the corresponding lognormal distribution of  ௖ܲ௛௜௣ using a nonlinear transform [7, 8] . 
The only difference amongst these published papers is their method in estimation of 
final lognormal distribution. We will show through Spice simulations that ݈݃݋൫ ௖ܲ௛௜௣൯ 
is not Gaussian for sub 45nm technologies, therefore lognormal approximation will 
not be accurate enough for estimation of leakage distribution. We will introduce a 
framework for accurate approximation of PDF and CDF of full-chip leakage using 
Generalized Extreme Value Distribution (GEV).  
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This paper is organized as follows. Section 2 describes the traditional Wilkinson’s 
method and explains why this method is not accurate enough. In section 3 we will 
develop our method and verify its accuracy through simulations. Finally in section 4 
we conclude this paper. 

2   Wilkinson’s Method 

We know that leakage power distribution for a single gate is lognormal and can be 
modeled by an exponential function of variation sources as ௚ܲ௔௧௘ ൌ  ݁୴౤౥ౣା∑ ఈ೔.∆௑೔   , 
where v୬୭୫ is natural logarithm of leakage in the absence of any variations in 
parameters, ∆ ௜ܺ’s are variations in process parameters from their nominal value and ߙ௜’s are coefficients of the model which can be calculated through curve fitting. In 
addition we know that full-chip leakage is sum of leakages of individual gates in the 
circuit that can be expressed as  ௖ܲ௛௜௣ ൌ ∑ ௜ܲ௜   , where ୧ܲ is the leakage of the ݅th gate. 
The main problem in estimation of full chip leakage distribution is that there is no 
closed form expression for sum of lognormal distributions, so we are inevitable of 
using approximations. The first and most popular approximation to lognormal sums 
which is known as Wilkinson’s  method, is widely used in leakage power estimation. 

In Wilkinson’s approach, first the mean and variance of full chip leakage power are 
calculated as following: ݉ ൌ ௖௛௜௣ߤ ൌ ൣܧ ௖ܲ௛௜௣൧ ൌ ∑ ሾܧ ௜ܲሿ௜ ൌ ∑ ௜௜ߤ ݒ (1)                             ൌ ଶ௖௛௜௣ߪ ൌ ሺൣܧ ௖ܲ௛௜௣ െ ௖௛௜௣ሻଶ൧ߤ ൌ ∑ ௜ଶߪ ൅ ∑ ሺݒ݋2ܿ ௜ܲ , ௝ܲሻ௜,௝,௜ஷ௝௜  (2) 

Then a lognormal distribution is fitted to leakage by matching its first two moments with  ݉ and ݒ. PDF of a lognormal random variable is given in equation (3). Equation (4) 
shows how to find parameters of a lognormal random variable by moment matching. ݂ሺߤ|ݔ, ሻߪ ൌ ଵ௫ ఙ √ଶగ  exp ቀିሺ୪୬ ௫ି ఓሻమଶ ఙమ ቁ                                     (3) ߤ ൌ ݈݊൫݉ଶ/√ݒ ൅ ݉ଶ൯     ,    ߪ ൌ ට݈݃݋ ቀ ௩௠మ ൅ 1ቁ                  (4) 

Since parameters of lognormal distribution are calculated by matching the first and 
second moments, the skewness and ܻ% percentile point ܺ of the lognormal 
distribution are forced to be:  ݏݏ݁݊ݓ݁݇ݏ ൌ ൫݁ఙమ ൅ 2൯ඥ݁ఙమ െ 1                                 (5) ܺ ൌ exp ሺ√2ି݂ݎ݁ߪଵሺ2ܻ െ 1ሻ ൅  (6)                            (ߤ

Monte Carlo (MC) simulations on ISCAS85 benchmark circuits reveal that natural 
logarithm of leakage deviates from Gaussian distribution for scaled technologies. 
Therefore lognormal approximation (as suggested by Wilkinson’s approach) will not be 
accurate enough to estimate PDF of leakage. Fig.1 depicts natural logarithm of leakage 
for c1355 circuit at different technology nodes where it can be readily seen that skewness 
increases by scaling to the point that at 45nm technology leakage distribution will not be 
lognormal anymore as shown in Fig.2. Fig.2 compares histogram of leakage (obtained 
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from MC simulations) with PDF obtained from Wilkinson’s approximation for c1355 at 
45nm technology node. As shown in this figure, lognormal distribution doesn’t follow 
leakage power at certain areas of the distribution specifically at both tails where it is of 
great interest. In all of our experiments variation sources are assumed to be ݄ݐݒ௡௠௢௦, ݄ݐݒ௣௠௢௦, ܮ௘௙௙ -value for inter/intra ߪ௢௫. We have assumed Gaussian distribution and 3ݐ ,
die variations respectively 8% and 6% of the nominal value for each of these variation 
sources. Table 1 compares the mean, variance, 99% percentile point and skewness of 
leakage powers for ISCAS85 benchmark circuits obtained from MC simulations and 
Wilkinson’s approach for 45nm technology. 

 

Fig. 1. Comparison between skewness of  Ln(Leakage) for c1355 at different technology nodes 

 

Fig. 2. Comparison between leakage distributions obtained from Monte Carlo and Wilkinson’s 
approach for c1355 circuit at 45nm technology node 
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Table 1. Mean , variance , skewness , 99% prcentile point of ISCAS85 benchmark circuits 
calculated using Wilkinson’s approach compared to Monte Carlo simulation results (45nm) 

 

It is obvious from Table 1 that skewness obtained from Wilkinson’s approach has   
-48.8% error compared to MC results. Also 99% percentile point error for 
Wilkinson’s approach  is about 6.5%.  

3   Generalized Extreme Value Distribution 

In section 2 we proved that natural logarithm of leakage is not normally distributed, 
therefore leakage will not be lognormal as depicted in fig.2 where it is readily seen 
that lognormal approximation underestimates skewness of leakage.  In order to find 
the best distribution which characterizes statistics of full-chip leakage power, we have 
considered more than 60 types of distributions. These distributions were fitted to MC 
data and they were sorted based on different goodness of fit (GOF) tests such as Chi-
Squared, Kolmogorov-Smirnov , Anderson-Darling. In all of our observations there 
were about 13 families of distributions which fitted to leakage power better than 
lognormal distribution, so they were candidates for full-chip leakage power 
distribution. Here we sort these 13 family of distributions for c1355 circuit based on 
chi-squared test: 1.Generalized Extreme Value 2.Frechet(3P) 3.Pearson5(3P) 4.Burr 
5.Log-Logistic(3P) 6.Dagum(4P) 7.Lognormal(3P) 8.Fatigue Life(3P) 9.Generalized 
Gamma(4P) 10.Dagum 11.Inverse Gaussian(3P) 12. Pearson5 13.Log-logistic 
14.Lognormal , … (3P means 3 parameter distribution). 

It should be mentioned that the first 11 distributions in the above list have more 
than 3 parameters .The only 2 parameter distributions are Pearson5 and Log-Logistic 
which are not far better than Lognormal according to our observations. This means 
that we should choose between one of the 3 parameter distributions if we want to 
obtain better fits. We decided to choose generalized extreme value distribution (GEV) 
for full-chip leakage power estimation not for the sole reason that it ranked 1st in the 
above list. The more important reason behind this decision is that GEV’s parameters 
can be easily estimated given its mean, variance and skewness. 
PDF and CDF of GEV are as follows: 

݂ሺߤ|ݔ, ,ߪ ݇ሻ ൌ ଵఙ ቂ1 ൅ ݇ ቀ௫ିఓఙ ቁቃቀିభೖିଵቁ exp ൭െ ൬1 ൅ ݇ ቀ௫ିఓఙ ቁ൰ିభೖ൱ (7) 

,ߤ|ݔሺܨ ,ߪ ݇ሻ ൌ ൭െ ݌ݔ݁ ൬1 ൅ ݇ ቀ௫ିఓఙ ቁ൰ିభೖ൱ (8) 

Mean, variance and skewness of GEV are given as follows: 

Bench 
Mark 

Wilkinson Monte Carlo 

(uW) (uW) skewness 99%(uW) (uW) (uW) skewness 99%(uW) 
C432 0.67(-1.4%) 0.23(0.0%) 1.05(-54.9%) 1.38(-7.4%) 0.68 0.23 2.33 1.49 
C499 0.80(-1.2%) 0.35(-5.4%) 1.49(-36.6%) 2.05(-4.6%) 0.81 0.37 2.35 2.17 
C880 1.34(0.0%) 0.53(-1.8%) 1.26(-48.7%) 3.07(-6.9%) 1.34 0.54 2.46 3.30 
C1355 1.93(1.0%) 0.63(-1.5%) 1.04(-55.5%) 3.88(-7.1%) 1.91 0.64 2.31 4.18 

Ave -0.4% -2.1% -48.8% -6.5% - - - - 
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݊ܽ݁ܯ ൌ ݉ ൌ ቐࣆ ൅ ࣌ ડሺ૚ିܓሻି૚ܓ ࢑   ࢌ࢏      ് ૙, ࢑ ൏ ߤ1 ൅ ݇     ݂݅                  ߛߪ ൌ 0          ∞                         ݂݅     ݇ ൒ 1              (9) 

݁ܿ݊ܽ݅ݎܸܽ ൌ ݒ ൌ ۔ۖەۖ
૛࣌ۓ ൫ࢍ૛ିࢍ૚૛൯࢑૛ ࢑   ࢌ࢏        ് ૙, ࢑ ൏ ଶߪ0.5 గమ଺                ݂݅    ݇ ൌ 0               ∞                   ݂݅    ݇ ൒ 0.5            (10) 

 

ݏݏ݁݊ݓ݁݇ܵ ൌ ݏ ൌ ൞ ૚૛൯૜/૛ࢍ૛ିࢍ૚૜൫ࢍ૛ା૛ࢍ૚ࢍ૜ି૜ࢍ ࢑ ࢌ࢏     ് ૙     ଵଶ√଺఍ሺଷሻగయ           ݂݅ ݇ ൌ 0    (11) 

In the above equations ߛ is Euler’s constant, Γሺtሻ is gamma function, ߞሺݐሻ is Riemann 
zeta function and  ݃௡ ൌ ሺ1߁ െ ሺ݊. ݇ሻሻ . In Equation 11 one can observe that skewness 
of GEV distribution is only a function of parameter k.  
By calculating the skewness of full-chip leakage power, the parameter k can be easily 
estimated using numerical methods. After obtaining k, the other parameter of 
distribution ߪ can be calculated as: ߪ ൌ ට ௞మ ௩௚మି௚భమ                                                            (12) 

The remaining parameter μ can be easily calculated by substituting k and ߪ in 
equation (9) and obtaining: ߤ ൌ ݉ െ ߪ ௰ሺଵି௞ሻିଵ௞                                                 (13) 

By calculating 1st, 2nd and 3rd moments of full-chip leakage power, one can easily 
obtain parameters of corresponding GEV distribution from equations 11-13. 1st and 
2nd moments of full-chip leakage power were given in equations 1 and 2. On the other 
hand the 3rd moment or equivalently the skewness of full-chip leakage can be 
calculated as follows: ݏݏ݁݊ݓ݁݇ݏ௉೎೓೔೛ ൌ ாቂ൫௉೎೓೔೛ିఓ೎೓೔೛൯యቃఙ೎೓೔೛య ൌ                                       (14) 

௖௛௜௣ଷߪ1 ቐ෍ ሾሺܧ ௜ܲ െ ௜ሻଷሿߤ ൅ ෍ ሺൣܧ 3 ௜ܲ െ .௜ሻଶߤ ൫ ௝ܲ െ ௝൯൧௜,௝,௜ஷ௝௜ߤ ൅ ෍ 3!  ൈ ሺൣܧ ௜ܲ െ ௜ሻ൫ߤ ௝ܲ െ ௝൯ሺߤ ௞ܲ െ ௞ሻ൧௜,௝,௞,௜ஷ௝ஷ௞ߤ ቋ 

 
Fig.3 compares PDF and CDF of corresponding lognormal and GEV distributions 
with MC results for c1355 circuit. Process variation sources are assumed to be the 
same as those in section 2. It is obvious that GEV distribution fits to MC data far 
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better than lognormal distribution. Table 2 illustrates the improvement in estimation 
of 99% percentile point and skewness obtained by GEV compared to traditional 
lognormal approximation (Wilkinson).  

 

Fig. 3. Comparison between PDF and CDF of lognormal and GEV distributions with MC 
results in 45 nm technology for c1355 circuit 

Table 2. Improvement in Skewness and 99% Percentile Point Errors obtained by GEV versus 
Wilkinsons Approaximation 

 

4   Conclusion 

We proved that lognormal distribution cannot model full-chip leakage power in certain 
areas of the distribution for scaled technologies. We mentioned that it is due to the 
inherent skewness in the nature of leakage power which is not taken into account in 
Wilkinson’s method. Then we proposed the idea of using 3rd moment of leakage power 
in conjunction with Generalized Extreme Value Distribution to obtain better 
approximations. Superiority of our model in estimation of PDF and CDF of leakage were 
illustrated in Fig.3. Our model reduces the error in estimation of 99% percentile point 
from 6.5% to 2% and error in estimattion of skewness reduces from 48.8% to 8.9%.  

We are going to improve this model by developing a new method for calculation of 
skewness of full-chip leakage with less computational complexity. In this paper we 
only assumed a straightforward method for calculation of skewness using equation 
14. However using additive models as suggested by [6] will reduce the computational 
complexity for calculation of first and second moments. We will further develop the 
idea of using additive models for calculation of 3rd moment in our future works. 

Benchmark Our method Wilkinson 
 Skewness Error 99% Percentile 

Point Error 
Skewness Error 99% Percentile 

Point Error 
C432 -8.4% 2.6% -54.9% -7.4% 
C499 -8.7% 1.8% -36.6% -4.6% 
C880 -11.5% 1.5% -48.7% -6.9% 

C1355 -7.0% 2.1% -55.5% -7.1% 
Ave -8.9% 2.0% -48.8% -6.5% 
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Abstract. Using Error Detection Code (EDC) and Error Correction Code 
(ECC) is a noteworthy way to increase cache memories robustness against soft 
errors. EDC enables detecting errors in cache memory while ECC is used to 
correct erroneous cache blocks.  

ECCs are often costly as they impose considerable area and energy overhead 
on cache memory. Reducing this overhead has been the subject of many 
studies. In particular, a previous study has suggested mapping ECC to the main 
memory at the expense of high cache traffic and energy. A major source of this 
excessive traffic and energy is the high frequency of cache writes. In this work, 
we show that a significant portion of cache writes are silent, i.e., they write the 
same data already existing. We build on this observation and introduce Traffic-
aware ECC (or simply TCC). TCC detects silent writes by an efficient 
mechanism. Once such writes are detected updating their ECC is avoided 
effectively reducing L2 cache traffic and access frequency.  

Using our solution, we reduce L2 cache access frequency by 8% while 
maintaining performance. We reduce L2 cache dynamic and overall cache 
energy by up to 32% and 8%, respectively. Furthermore, TCC reduces L2 cache 
miss rate by 3%. 

1   Introduction 

Memory reliability impacts the overall processor reliability significantly. This is due 
to the fact that an error in memory can easily propagate to other system elements and 
influence both data results and control flow. Soft errors, i.e. errors which are transient 
and change one or more bit values transiently (unlike permanent errors which are 
steady forever), are the main cause of errors in memory [12, 13].  

Cache memories deserve special attention as they are the closest memory layer to 
the CPU, effectively having the most data exchange. Consequently, any error 
occurring in the cache memories is likely to propagate into the CPU structures. 
Moreover, cache memories use SRAM cells and are therefore very susceptible to 
errors (unlike main memory which uses DRAM cells  [14]). Soft error probability has 
remained the same for SRAM cells [15, 16, 17, 18]. Meantime, cache sizes continue 
to grow increasing the overall likelihood of soft error in cache memories. 

In order to protect the system against such errors, error checking and correcting 
schemes are used to prevent errors from propagating to other parts of system.  
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Exploiting Errors Detection Codes (EDCs) and Error Correction Codes (ECCs) is 
one way to achieve error protection. EDCs are often low cost codes such as parity bits 
capable of detecting single or multiple bit flips in a cache block. Conventionally, 
EDCs are used to check data integrity on each cache read operation. Compared to 
EDCs, ECCs (e.g., hamming code) come with higher complexity (and hence 
overhead) as they require error correction capabilities. Previous work has suggested 
many solutions to reduce ECC overhead [1, 2, 3, 4, 5, 6]. In particular, a previous 
study  [1], has suggested mapping ECC to the main memory as regular data, referred 
to also as MMECC. MMECC reduces area and leakage energy overhead at the cost of 
low performance degradation. On the negative side, MMECC increases both cache 
traffic and dynamic energy as it increases the frequency of cache write operations (as 
it writes the ECC value using an extra cache access). 

In this paper, we extend previous work and use the observation that a considerable 
portion of cache writes write the data already existing. We refer to this group of 
writes as silent writes. Conventionally, cache blocks written by a silent write are 
treated as dirty blocks. This imposes additional unnecessary overhead calculating, 
updating and rewriting ECC values. As we show in this work detecting and avoiding 
these redundant computations can save energy and traffic in cache memory.  

To this end, we introduce Low-Power Traffic-Aware ECC (TCC). By detecting 
and skipping conventional steps for silent writes, TCC reduces both cache traffic and 
energy consumption. 

TCC relies on an efficient and effective mechanism to detect silent writes. This is 
done by comparing low cost signatures associated with each block to find out if a 
write is in fact silent. To minimize signature cost, we use the already existing parity 
code as block signature and show that 98% of the non-silent writes can be detected by 
using parity. In particular we make the following contributions: 

• We show that a significant portion of cache writes to the L2 cache are silent writes. 
We show that in the case of silent write, writing the cache block and updating the 
associated ECC can be avoided. 

• We introduce an efficient mechanism to detect silent writes by using the already 
existing parity code as block signature. We show that 98% of non-silent writes can 
be detected by using parity code as signature. 

• By skipping ECC calculation and update for silent writes, we reduce cache access 
frequency (max: 32%), dynamic energy (max: 32%) and miss rate (max: 3%). 

The rest of this paper is organized as follows: Section  2 explains related work. Section 
 3 describes background information including decoupled EDC and ECC. We review 
our motivating observations in Section  4. In Section  5 we present TCC in more 
details. We report methodology and results in Section  6 and  7 respectively. Finally in 
Section  8, we offer concluding remarks.  

2   Related Work 

Li  [5] proposed ECC power gating for clean lines to reduce leakage power. Sadler and 
Sorin  [4] used punctured error codes instead of conventional hamming codes for error 
detection and correction. Punctured code can be separated to EDC and ECC parts. In 
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order to save cache read latency, they proposed decoupling EDC from ECC and 
suggested using a dedicated cache called Punctured ECC Recovery Cache (PERC) to 
hold the ECC part of the code. Meantime, EDC is held in the data cache. In order to 
reduce area and power, Kim  [6] suggested using up to one dirty line per cache set, 
storing ECC only for this single dirty line.  

Yoon and Erez  [1] suggested mapping ECC to the memory system (MMECC), 
instead of storing it at the end of the cache line. MMECC saves cache space by 
writing ECC in the memory space. This does not impact memory traffic significantly 
as ECC is only updated when necessary. Meantime, MMECE comes with an 
additional space overhead in the last cache level. Furthermore, MMECC increases the 
traffic of the last level cache as a result of regular ECC updates. These consequences 
could potentially have a negative impact on both power and performance. In this work 
we show that taking application behavior into account can reduce the cache traffic 
overhead associated with MMECC. 

Lepak and Lipasti  [7] introduced the concept of silent stores as store instructions 
writing the same value already stored. 

Zhang  [2] proposed In-Cache Replication (ICR) for L1 data caches. ICR uses 
existing cache space to hold replicas of cache blocks. Kim and Somani  [3] proposed 
parity caching, shadow checking and selective checking. 

Protecting the most error prone blocks (as  [5] and  [6] do) increases cache 
reliability. This level of protection, however, may not be sufficient for highly reliable 
and critical applications. TCC does not compromise error correction capability as it 
stores ECC for all dirty cache blocks uniformly while imposing little area, power and 
bandwidth overhead. We reduce both the area and the leakage energy overhead 
associated with ECC by storing the required information in the memory (similar to 
 [1]) rather than a dedicated cache (as  [4],  [5] and  [6] do). Meantime, we improve 
MMECC  [1] by reducing the associated traffic overhead by limiting the L2 cache 
writes to the writes that are not silent. 

3   Decoupled EDC and ECC Background  

On a cache read operation, EDC is read and calculated to check block integrity to 
assure correctness. Cache read operations are on the critical path and occur 
frequently. Therefore, implementing EDC operations efficiently would enhance both 
the overall performance and energy.  

While hamming code has proven to be a viable solution to detect and correct errors 
in caches, it suffers from significant overhead. Consequently designers have preferred 
fast and low demanding error detection mechanisms like parity. 

It is important to note that ECC is not needed in write-through caches, as there is 
always an intact copy of the data block available in the upper memory level. In the case 
of a write-back cache, however, the upper level only includes a copy of the clean data, 
making dirty blocks that are not yet evicted, vulnerable to errors. To protect write-back 
caches against errors we use ECC if EDC shows an error. Since correction needs a more 
powerful code, write-back caches exploit two different codes, a low-power and low-
latency code (like parity) for error detection, and a powerful ECC for correction (like 
hamming). EDC and ECC are calculated and stored on a dirty write-back into the cache. 
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When EDC detects an error, if the cache line is clean the correct block is read from 
the higher memory level. Otherwise, ECC is used to produce the correct cache block. 

One way to store EDC and ECC is to place them at the end of the cache line. This, 
while easy for EDC, is not affordable for ECC as ECC comes with significant 
memory overhead. For example, a cache using a single error correction hamming 
code requires eight bytes of overhead for a 64-byte block. The associated increase in 
the cache line size increases the cache area and energy (both dynamic and leakage). 

4   Motivation 

We are motivated by the fact that a significant portion of consecutive writes on the L2 
and L1 caches are silent, i.e., they rewrite the same block written previously, 
consuming energy and bandwidth without contributing to performance. As presented, 
on average, silent writes account for 37% of L2 cache writes. 

In Fig. 1 we report the share of silent writes (see Section  6 for methodology).  

 

Fig. 1. Silent write frequency for L2 cache 

In addition, and in a system using MMECC, silent writes result in calculating and 
rewriting already stored parity and hamming bits hence furthermore wasting activity.  

Identifying and avoiding this redundant activity improves energy efficiency in two 
ways.  

─ Since previous and new ECCs are equal, calculating the hamming code can be 
eliminated for silent writes. Note that the XOR operations required to calculate 
the hamming code are four times more than the XOR operations needed for 
block comparison. 

─ In methods like Memory Mapped ECC  [1], ECC should be written to memory 
or data cache on each cache write operation. This could be avoided for silent 
writes, reducing cache access activity. 

5   TCC 

MMECC requires frequent cache write operations as it writes the ECC associated with 
each cache block either to the memory or to the cache upon each data cache write. This is 
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unnecessary as cache writes rewrite the same data frequently as presented in Section  4. 
We take advantage of this observation and suggest Traffic-Aware ECC, or simply TCC. 
TCC uses application behavior to reduce cache/memory traffic and eliminate a 
significant share of the hamming calculations and cache updates performed by 
conventional ECC solutions.  

TCC is applied to a memory system already decoupling error detection from error 
correction  [4] and utilizing memory mapping  [1] (requiring treating ECC as a regular 
data). TCC uses interleaved parity as EDC. ECC is computed and written upon a cache 
write-back from L1 to L2. Parity comes with one byte overhead and is stored at the end 
of each cache line in TCC. Hamming, on the other hand, has an eight byte overhead per 
64-byte size cache line and is stored in the memory.  

TCC allocates an address location to the ECCs and maps the ECC of each cache block 
to a memory address.  

To accommodate ECC, and similar to MMECC, TCC stores 8 bytes of ECC as the 
block-ECC for the 64-byte cache block used in this study. We group eight block-ECCs to 
form a memory block of 64 bytes. We refer to the cache blocks associated with each of 
the block-ECCs stored in one memory block as adjacent blocks. In an 8-way set 
associative cache, cache lines in the eight consecutive cache sets with the same way 
number form the adjacent blocks. For instance, cache lines in the way 0 of set0 to set7, 
are adjacent blocks. 

In the case of cache writes, if the ECC line is cached, the new ECC should be stored 
using an extra cache write. Otherwise, a cache block is assigned to the associated ECC. 
In case one or more adjacent blocks are dirty, their block-ECC has already been saved in 
the memory (as we just save ECC for dirty cache blocks). Here we read the already 
stored ECC block from memory. 

5.1   Block Comparison 

Detecting silent writes needs comparing each ready-to-write block to the old block. 
This requires reading the old block dissipating power comparable to that of a cache 
write. For TCC to achieve its goal, it is important to perform this comparison 
efficiently as suggested in the next section.  

Detecting Silent Writes. To reduce the overhead associated with silent write 
detection, we exploit low cost small signatures (explained in the next section) 
associated with each block rather than comparing the entire block addresses. 

To this end we use a small dedicated cache, referred to as the signature cache. The 
number of signature cache lines is the same as the L1 cache and the line size is one 
byte. When a data block is written from L2 to L1, its signature is calculated and saved 
in the signature cache. 

At the time of a write back from L1 to L2, the signature of the ready-to-write block 
is calculated and compared to the old signature saved in the signature cache. If 
different, the write is not a silent write (i.e. the new and old data blocks are not the 
same), hence the ready-to-write block should be written to the L2 cache, and the ECC 
should be computed and rewritten. If the signatures are equal, there is still a chance 
that the two blocks are unequal. Therefore, TCC takes an extra step comparing the old 
block (which is read from the L2 cache) to the ready-to-write block. If equal, the write 
operation is a silent write and no further action is required, as both blocks and their 
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associated ECCs are equal. Otherwise, the write is not silent. Therefore, the new data 
block should be written to the L2 cache, and the ECC must be computed and written 
following the conventional approach. The hardware overhead of comparing the old 
block to the ready-to-write block is a 64-bit comparator. We take the power overhead 
associated with this comparator in the energy results presented in Section  7.3. In the 
next section we present how the signature is calculated. 

Parity as Signature. The interleaved parity code, which is used for error detection, 
should be calculated and saved for each cache block. We use the already existing parity 
bits as signature bits. Using parity as signature has two benefits: a) we no longer need 
extra effort to calculate signature b) we no longer need extra storage for signature as 
parity is already stored in the cache block. Fig. 2 shows the steps TCC takes during L2 
cache read and writes. 

Parity 
calculation

Compare

L2 
Cache Pa

ri
ty

1
Dirty 
Tag2

2

Main 
Memory

3

Error Correction 4

4
2

3

L2 
Cache Pa

ri
ty

Si
gn

at
ur

e 

Lower 
Level$

Parity 
calculation

Compare

ECC Calculation

1

Compare

3

3

3

2

2

2

2

2

Si
gn

at
ur

e 

Lower 
Level$

a b
Fig. 2. L2 cache read and write mechanisms used in a TCC-enhanced system. (Note that labels with 
the same number and color happen in parallel. The dashed lines show the control signal) a: L2 cache 
read operation 1) read the data block and the associated parity/signature. Calculate the data block 
parity independently and compare to the fetched parity. 2) (Lighter label) in the case of a parity 
match, the block is error-free. Write the block to the lower level cache. 2) (Darker labels) parity 
mismatch. Check if the block is dirty or not. 3) (Darker label) block is not dirty. Read the correct data 
from the main memory. 3) (Lighter label) block is dirty. Check the cache for the ECC. 4) (Lighter 
label) ECC is cached. Read the ECC from cache and correct the data block. 4) (Darker label) ECC is 
not cached. Read the ECC from the main memory and correct the block. b: L2 cache write operation. 
1) Read the data block and the associated parity/signature. Calculate its parity and compare to the 
signature 2) (Darker labels) signature mismatch. So this is a non-silent write, i.e. the ready-to-write 
block is not equal the previously stored block. Calculate the ECC; write the block and ECC to the 
cache. 2) (Lighter labels) signature match. Compare current L2 block to the ready-to-write block. If 
they match, this is a silent write and the write operation is done. 3) (Darker labels) block mismatch. 
So this is a non-silent write. Calculate the block ECC; write the block and ECC to the cache. 



186 M. Kishani, A. Baniasadi, and H. Pedram 

Our study shows that about 98% of the time, unequal data blocks come with 
unequal associated signatures (i.e., 98% of the time comparing signatures is enough to 
find out that a write is not silent). Meantime, in 2% of the cases signatures are equal 
while their associated blocks are different.  

In this work we propose using parity as signature assuming that the cache architecture 
holds parity as EDC for each block while using SEC-DED hamming code as ECC. 
Meantime, our solution can be used for any ECC type which uses parity as EDC. In the 
event when parity is not used as EDC, other appropriate data representations could be 
used as signature instead of parity.  

6   Methodology 

We use Simplescalar 2  [8] to evaluate our solutions. We execute 500M representative 
instructions from SPEC2000  [9] using SimPoint  [11]. In order to estimate cache dynamic 
and leakage energy, we use CACTI 6  [10] tool.  

Table 1. CPU Configuration 

Processor component Value  
Integer Functional Unit 4 ALU, 1 Multiplier/Divider 

Floating Point Functional Unit 4 ALU, 1 Multiplier/Divider 
Instruction Fetch Queue/LSQ/RUU size 4/32 / 64 Instructions 

Decode/Issue/Commit Width 4 / 4 / 4 instructions 
Memory Latency First Chunk 512 cycle/Inter Chunk 128 cycle 

Memory System Ports (to CPU) 2 

Branch Predictor 

Comb: 1024 meta size,  
Bimodal: 2048, 

2level: 8 bits history and 1024 arra 
BTB: 512, 4-way 

Mis-prediction Latency 3 cycle 

Level 1 Instruction Cache 32KB / 3cycles access latency / 4 ways / 64 
bytes per block / LRU 

Level 1 Data Cache 64KB/3cycles access latency / 4 ways / 64 
bytes per block / LRU 

Level 2 Instruction Cache 256KB / 12cycles access latency / 4 ways / 
64 bytes per block / LRU 

Level 2 Data Cache 1MB/12cycles access latency / 8 ways / 64 
bytes per block / LRU  

Table 1 shows the system configuration used in this study. We assume that both L2 
and L1 caches have same block size [20, 21, 22]. Note that we take into account all extra 
tasks contributing to energy consumption in TCC and MMECC when comparing to a 
conventional processor. These tasks include: 

• Signature read and write 
• Signature comparison 
• Data block read and write 
• Data block comparison 
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In the conventional method, ECC is stored along the data block, so the length of the 
data block is more than TCC. Moreover, we assume that parity is stored at the end of 
the cache block and is read by each cache read operation. 

We calculated the cost of both data and signature read and update using CACTI 
tool. Meantime, we use synopsys HSPICE tool  [19] for 45nm technology to estimate 
block and signature comparison cost. 

7   Results 

In this section we report experimental results. We report performance in Section  7.1. 
We present TCC impact on cache access frequency in Section  7.2. In Section  7.3 we 
report energy consumption. Finally, we present how TCC impacts cache miss rate in 
 7.4. To provide better understanding we compare TCC to MMECC  [1] and a 
conventional system.  

7.1   Performance 

In Fig. 3 we report performance for TCC and MMECC compared to a conventional 
system storing ECC entirely in a dedicated cache array space. 

As presented in Fig. 3, TCC shows competitive performance compared to MMECC. 
While both methods show slight performance loss compared to the conventional 
system, TCC seems to better maintain performance. On average, TCC and MMECC 
show 0.07% and 0.06% performance loss compared to the conventional system. 

This performance loss has two reasons. First, unlike the conventional system that 
stores both ECC and the cache block in the same cache access, MMECC and TCC 
require an additional cache access to store ECC. Both MMECC and TCC store the 
data, compute the ECC and then store the ECC in the cache space. This results in extra 
traffic which can impact performance. Second, we assume that MMECC and TCC use 
cache space to store ECC while the conventional system stores ECC in a separate 
array. Consequently, TCC and MMECC increase cache miss rate slightly (see Section 
 7.4) which has a negative impact on performance. 

 

Fig. 3. Relative Performance 
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7.2   Cache Access 

In Fig. 4 we report the number of L2 data cache accesses for TCC and MMECC 
compared to the conventional system. On average, TCC and MMECC show 21% and 
32% cache access frequency increase compared to the conventional system 
respectively. As TCC updates ECC by an extra L2 cache access (except when the new 
block is equal to previous one), its L2 access is higher than conventional system. TCC 
shows less L2 access frequency compared to MMECC as we avoid writing the data 
block and the associated ECC in the case of a silent write. On average, TCC shows 
8% (up to 32%) L2 access reduction compared to MMECC. The amount of access 
frequency difference between TCC and MMECC depends on how often silent writes 
occur. For example in equake, bzip and glimmer, TCC and MMECC accesses are 
almost equal. This is consistent with Fig. 1 where these three benchmarks show a low 
rate of silent writes. 

On the other hand, TCC accesses in clastlaw and mcf is much less than MMECC 
as silent write frequency is high for these two benchmarks. 

 

Fig. 4. L2 cache accesses frequency 

7.3   Energy  

In this section we report energy consumption for L2 data cache for TCC and MMECC 
compared to the conventional system. We report dynamic and total energy in two 
following sections respectively. 

Dynamic Energy. In Fig. 5 we report L2 dynamic energy consumption for TCC and 
MMECE compared to the conventional system. MMECC shows an average increase 
of 8% (max: 22%) in energy consumption. Meantime, TCC shows an average 
reduction of 1% (max: 19%) and 9% (max: 32%) compared to the conventional and 
MMECC respectively. This is explained as follows. As shown in Section  7.2 
MMECC shows higher cache access compared to the conventional system increasing 
cache dynamic energy. For TCC, L2 access frequency is higher than the conventional 
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method. However, the conventional method stores ECC at the end of each cache 
block increasing cache energy consumption per access. On the other hand, TCC’s 
cache access frequency is lower than MMECC. Therefore, TCC consumes less 
dynamic energy compared to MMECC. 

 

Fig. 5. Relative L2 data cache dynamic energy 

Total Energy. In Fig. 6 we show L2 data cache total energy consumption for TCC 
and MMECC compared to the conventional system. We measure total energy as the 
summation of leakage and dynamic energy. As TCC and MMECC do not use a 
dedicated cache space to store ECC, they show 13% less leakage energy consumption 
compared to the conventional system. Meantime, TCC shows only 0.06% higher 
leakage energy compared to MMECC as TCC uses extra space to store signatures. 
Since TCC has low dynamic energy consumption (see Dynamic Energy Section), it 
shows 1% (up to 8%) and 12% (up to 13%) reduction in L2 data cache total energy 
compared to MMECC and conventional system respectively. 

 

Fig. 6. Relative L2 data cache total energy consumption 
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7.4   Miss Rate 

In Fig. 7 we report L2 data cache miss rate for TCC and MMECC compared to the 
conventional system. TCC and MMECC show higher miss rate compared to the 
conventional method as they use some cache space to store ECC rather than using a 
dedicated cache. TCC shows 0.15% (up to 3%) less cache miss rate compared to 
MMECC. This reduction could be explained as follows. Both TCC and MMECC store 
ECC only for dirty cache lines. This results in an increase in the cache space occupied 
by ECC as the number of dirty cache lines increases. Meantime, TCC treats silent 
writes as clean writes as these writes do not change the value of the cache line. As 
TCC does not save ECC for these cache lines, ECC occupies less cache space for TCC 
compared to MMECC. TCC’s miss rate is 0.7% (up to 3%) higher than the 
conventional system. MMECC’s miss rate is 0.85% (up to 6%) more than conventional 
system. Note that the conventional system uses a dedicated cache array to store ECC. 

 

Fig. 7. L2 data cache miss rate 

7.5   L1 Cache Size and Performance 

In Fig. 8 we show how variations in L1 data cache size impacts performance for TCC 
and MMECC compared to the conventional system. TCC shows better performance 
compared to MMECC for both 32KB and 128KB L1 data cache sizes.  

 

Fig. 8. Performance sensitivity to L1 data cache size 
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7.6   L1 Cache Size and Total Energy 

In Fig. 9 we report how variations in L1 data cache size impacts total energy for TCC 
and MMECC compared to the conventional system. For all L1 data cache sizes, TCC 
shows lower total energy compared to both MMECC and conventional system. 

 

Fig. 9. Total energy sensitivity to L1 data cache size 

8   Conclusion  

We showed that a significant portion of cache writes are silent, i.e., they write the data 
already existing in the cache. Based on this observation, we proposed Low-Power 
Traffic-Aware ECC to reduce cache traffic and access frequency. To detect silent 
writes, we use parity bits as signature bits and propose an efficient detection method. 
TCC avoids cache block write as well as ECC calculation and ECC write for silent 
writes. We consider the overhead of silent write detection in our experimental results 
and show that by taking silent writes into account, we improve both cache traffic and 
energy while maintaining performance. 
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Abstract. This paper presents SWAT, a highly optimised statistical
timing analyser for digital circuits that combines transistor-level anal-
ysis accuracy with gate-level analysis performance. It is based upon a
current source model (CSM) for logic cells which considers transistor
aging and process variation. Static timing analysis is performed using
a very accurate waveform model. SWAT employs waveform truncation
and dedicated solvers to significantly improve analysis performance with-
out noticeable loss of accuracy. Parameter variations and aging can be
handled both by Monte Carlo simulations and by a special sensitivity
propagation mode, which expresses arrival times as a function of local
and global parameter variations. Simulation times for ISCAS85 circuits
are less then 2s for nominal and less than 28s for sensitivity mode.

1 Introduction

Timing analysis for sign off is a crucial and time consuming step in the design
flow. It requires very accurate models for logic cells to represent nonlinearities of
input capacitance and cell delay. Detailed models must be used for metal inter-
connect. While the nonlinear delay model (NLDM) provides sufficient accuracy
in earlier design stages with rough interconnect estimations, it has problems in
accurately predicting cell delays in the presence of these resistive, strongly cou-
pled interconnects. New current source models (CSMs) such as CCS and ECSM
are proposed by EDA vendors to replace NLDM as they account more naturally
for the current source behaviour of transistors than voltage sources do for driver
modelling [11, 2]. They produce precise output voltage waveforms from current
waveforms which are stored in lookup tables indexed by signal slew and out-
put load. However, this requires to reduce a precise waveform to a simple ramp
signal at inputs of cells, resulting in severe timing errors [7]. CSMs proposed
by academia are different. They provide a cell’s port current as a function of its
port voltages. Therefore, these CSMs support arbitrary input waveforms and ar-
bitrary loads. Moreover, they are applicable to multi driver situations like timing
analysis of clock meshes [13]. While many different CSMs have been proposed,
there are hardly any reports about these models actually being used for design-
ing ICs. One reason might be insufficient accuracy for a wider range of logic
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cells or weak simulation performance due to complex CSMs. Another reason
are complex and time consuming characterisation schemes that are required for
most approaches. This problem is magnified by the need for parametric CSMs
to model the impact of parameter variations on cell delay. [13] showed a CSM
simulator for clock mesh simulation. Therefore, only buffers and inverters were
used. [5] presented the integration of CSMs in commercial tools like Spectre and
UltraSim. [15] and [12] addressed statistical analysis. [15] used a very simple
CSM with constant capacitors to derive an analytical expression for the varia-
tional waveform. [3] used a more complex CSM. Timepoints of crossing voltage
levels are modelled as linear or quadratic functions of process parameters. [12]
calculated variation waveforms based on simplified transistor models. All three
showed only small examples consisting of one or a few logic cells. [9] presented
a fast statistical timing simulator using simplified transistor models. The key
component is an efficient threading algorithm, allowing effective parallelising.

For advanced technology nodes temporal performance degradation due to ag-
ing becomes more severe. Most work for these aging effects is done at transis-
tor level [4]. Some research is done for NLDM but no approach has yet been
presented for CSMs.

This paper has two contributions. First, to the best of our knowledge, this is
the first time a CSM including aging effects is presented. Second, a very efficient
statistical waveform simulator with integration to commercial tools is presented.

2 Transistor Aging

Quicker scaling of feature sizes than supply voltage led to higher field strength
which causes transistor performances to degrade over lifetime [4]. Currently the
dominating aging effect is negative bias temperature instability (NBTI). Its ex-
tent depends on various stress conditions like switching activity, temperature, or
negative biasing. At transistor level, NBTI is modelled as an increase in thresh-
old voltages of PMOS transistors (Fig. 1). Its value is calculated using vendor
specific degradation equations such as (1). The required values for operating
conditions (OC) and workload (WL) over time are obtained from an inhouse
aging tool.

Δvth = f(OC, t,WL) (1)

Aging aware timing models capture the impact of this drift on cell delay. For
timing analysis with CSMs, this transistor degradation must be propagated to
the CSM model components. It then influences every point of the waveform
resulting in a more precise delay estimation.

3 Aging Aware Current Source Model

Many CSM approaches lack in efficient characterisation strategies that allow
to model transistor level phenomena. Most often, a plethora of time consum-
ing transient simulations is needed. The approach described in [6] circumvents
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Δvth

Fig. 1. Δvth modelling
for NBTI

Q̂r(va, vz)

Id(va, vz) vz

Q̂d(va, vz)
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ia iz

Fig. 2. CSM for one inverting stage

this burden and relies on quick DC simulation only. The CSM components of
Fig. 2 are based upon their physical sources in the original transistor netlist.
That means, the port charges Qr,d and port current Id explicitly capture the
contributions of every circuit element to currents flowing into the ports of the
logic cell. Logic cells like buffers with multiple inverting stages are modelled by
abutted CSMs of Fig. 2. As presented in [5], this CSM also captures the influ-
ence of parameter variation as well as static Vdd drop. Each CSM component
is equipped with a nominal lookup table (LUT) and LUTs containing linear
sensitivities.

In this work, this CSM has been taken as a basis for a new method to support
timing analysis of degraded circuits. Analogous to [5], the degradation of model
components is derived from the component degradation in the original logic cell.

The aging analysis of Sec. 2 provides a drift in threshold voltage for PMOS
transistors in the inverting stage. The actual value of Δvth is unknown dur-
ing CSM generation. Hence, a parametric CSM has to be generated. Consistent
to modelling parameter variation, another LUT is characterised capturing the
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Fig. 3. Sensitivities of CSM components w.r.t. Δvth
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sensitivity of model components Id and Qr,d w.r.t. Δvth. This is achieved by
the following sequence. After running the nominal SPICE simulations to obtain
the LUTs for Id and Qr,d, the model parameters of all transistors are modi-
fied automatically. Their threshold voltages are deflected by some reasonable
amount vth = vth + Δvth. The precise value of Δvth is not crucial since degra-
dation is almost linear. Figure 3(a) shows Id as a function of Δvth for different
operating points. With this modification made to the original cell description,
CSMs characterisation is re-run to obtain linear sensitivities of model compo-
nents w.r.t. Δvth. These are stored in LUTs as shown in Figs. 3(b)-3(d). Since
the modelling approach requires only DC simulations, this procedure is not time
consuming.

4 CSM Simulator ‘SWAT’

A special timing simulator employing this variation and aging aware CSM has
been developed. Written in C++, it is equipped with shell and scripting in-
terface and accesses the designs through Cadence OpenAccess design database.
The simulator exploits the CSM properties to provide various kinds of analyses.
At heart, it performs a block-based static timing analysis (STA) which models
waveforms as voltage-time-pairs and uses CSMs for driver and receiver modelling
(Fig. 4). It allows to incorporate interconnect models at different levels of ab-
straction. Parameter variation, local supply voltage drop, and aging degradation
are supported.

Calculating the voltage waveforms for each net of the design is done by solv-
ing modified nodal analysis (MNA) equations, which labels the simulator as a
SPICE-like tool. However, to cope with the large dimensions of digital circuits,
three measures are applied: using simplified cell models, exploiting temporal and
spatial latency, and using optimised solvers.

The CSM is explained in Sec. 3. It reduces simulation time by avoiding ex-
pensive transistor model evaluations. It also reduces the number of nodes in the
equation system. The second measure is to exploit latency in digital circuits,
where signals traverse from the inputs to the outputs. Similar to block-based
STA, each cell is evaluated separately once all its input waveforms are available.

Parameter(through
other cells)

Input
Waveform

Interconnect

IC model

Logic Cell

CSM (drv)PWL

Qr

Load

CSM (rec)

Qd
vin Id

G
vn vf

Cn Cf

Fig. 4. Typical simulation scenario
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Fig. 5. Waveform truncation and spatial latency

The output waveforms are calculated for every cell input and the one with lat-
est/earliest arrival time is propagated to the next cell. To obtain the cell delay,
only the shape of signal transition matters. Consequently, there is no need to
simulate the entire voltage waveform for every net. Instead, the waveform is
truncated by eliminating points with constant voltage prior to the signal transi-
tion and the corresponding time interval is added to the arrival time. Similarly,
simulation is stopped when the output signal is stable. These two measures, vi-
sualised in Fig. 5, decompose a very large simulation task into a large number
of small and short transient simulations. It is therefore crucial to have efficient
methods to calculate the output waveform of a single cell. This issue is addressed
by the third measure, the optimised solvers.

Normal SPICE simulators construct an equation system based on the inci-
dence matrix of circuit elements. Every equation enforces the sum of currents
flowing into a node to be zero. Static and dynamic checks are performed to avoid
numerical problems and instability [14,8]. The generality of such general purpose
simulators comes at the cost of additional CPU time for calling general matrix
solvers and dynamic time step control. In the presented approach of SWAT using
CSMs, valuable circuit information is provided and exploited to reduce simula-
tion time significantly. Due to CSM modelling and cell-based analysis, the circuit
structure is generally known and shown in Fig. 4. A cell, consisting of several
stages, is excited by a PWL voltage source which models the output waveform
of the preceding cell. Depending on the interconnect model, the output load to
drive will be one of the following cases:

A) Pure grounded capacitance
B) CRC-Pi Model with near and far capacitance
C ) CRC-Pi Model with near and far capacitance and coupling capacitors to

other nets
D) Dense matrix from Model Order Reduction
E ) RC mesh including coupling to other nets.
F ) An interconnect model as in A)-E ) and a separate nonlinear receiver model

for the logic cells.

When a load model like E ) is used there is no information about the circuit
until the simulation is conducted. Hence, general algorithms to construct and
solve circuit equations must be used. For the other cases, circuit topology and
matrix structure are known prior to the simulation. This information is used
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in SWAT to reduce the overhead of general SPICE simulators. It has also been
observed that the vast majority of cell models consists of one or two stages.

Consequently, the simulator provides optimised solvers for those cases to
achieve optimal performance. They are hard coded C functions that implement
the solution for the resulting circuit equations. All remaining gates and complex
interconnect structures are dealt with a general matrix solver [1].

Simulating a single-stage cell (e.g. inverter) with a Pi wire model as in Fig. 4
results in the 3x3 nonlinear differential algebraic equation system of (2).

f(v(t+ 1,p),p, t) =

⎡

⎣
vin − vprev

Id(vin, vn) +G · (vn − vf ) + d
dt (Cnvn +Qd(vn, vin))

G · (vf − vn) + d
dt (Cfvf +Qr(vf , vnext))

⎤

⎦

(2)
vnext is the constant voltage of the node following the receivers. The value is
known since every CSM models an inverting stage. vin is identical to the out-
put waveform of the previous cell but must be part of the equation system to
model the dynamic influence of the input on the output. The nonlinear algebraic
equations are solved for near and far output node, vn and vf , iteratively by using
Newton-Raphson method (3-4).

J ·Δv = J ·
⎡

⎣
Δvin

Δvn

Δvf

⎤

⎦ = −f(v) and vi = vi +Δvi (3)

with

J =

⎡

⎢⎢⎣

1 0 0
dId

dvin
+ d

dt
dQd
vin

dId

dvn
+G+ d

dt

(
Cn + dQd

dvn

)
−G

0 −G G+ d
dt

(
Cf + dQr

dvf

)

⎤

⎥⎥⎦ (4)

Solving (3) for the Newton correction vector Δv is required more than once for
every timepoint of the waveform. Its solution of (5) therefore exploits structural
constants of (4) and (2) to obtain utmost efficient C-Code.

Δv =

⎡

⎣
−r1

(J33 · J21 · r1 − J33 · r2 + r3 · J23)/(−J32 · J23 + J22 · J33)
−(J32 · J21 · r1 − J32 · r2 + J22 · r3)/(−J32 · J23 + J22 · J33)

⎤

⎦ (5)

Within the code, the amount of calculations is small and hence efficient memory
access is crucial. Usually general purpose solvers are optimised for larger ma-
trices, resulting in large overhead for this tiny system. Instead, employing the
circuit information allows to use very simple and fast data structures. Table 1
compares the time needed for updating the numerical values in the linear system
and solving. Using the tailored solver speeds up this crucial part for the overall
performance by a factor of 26.

The accuracy of SWAT is controlled by setting the fixed timestep and toler-
ances for system variables. If latter are violated, the timestep is reduced for the
entire waveform.
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A common approach to reduce the computational cost of SPICE-like simula-
tions is to use simplified or constant Jacobians [10]. This skips the computation
of derivatives at the expense of more iterations to converge. This method is not
employed in SWAT for two reasons. First, fixed timesteps and the small dimen-
sions result in quick convergence. Second, for analyses, which are discussed later
in this section, the exact derivatives are needed.

Table 1. Time needed to up-
date and solve the linear sys-
tem

Optimised Solver 0.56 s

General Solver 14.69 s

Waveforms

IR−drop

Age−File Timing Report

Histograms

Sensitivities
Distributions
Parameter

SWAT

CSM oa
design

Fig. 6. Simulator use cases

Additionally to STA, SWAT is capable of analysing the impact of parameter
variation. As shown in Fig. 6, information on local IR drop, local temperatures,
vth-drifts from the aging analysis, and distributions of local and global process
parameters can be supplied to the tool. It then generates delay histograms from
Monte Carlo simulations and/or timing reports of the aged circuit.

As an alternative to this re-running of STA with varied parameters, SWAT also
provides a sensitivity mode. Here, the influence of parameter variations is deter-
mined within a single simulation by solving the sensitivity network. For example,
this allows to quantify the impact of local vdd drops or aged cells on the path
delays. In this mode each arrival time is a triplet of a nominal value and vectors
containing its linear sensitivities w.r.t. parameter variations.

Tarr = (T n
arr,γ,λ) (6)

γ contains the sensitivities w.r.t. the global parameters. λ accumulates sensitivi-
ties w.r.t. parameters affecting each cell individually. Obviously its size increases
with every cell in the path, requiring efficient data structures and algorithms.
The sensitivities of arrival times in (6) are derived quantities. Primarily, a vari-
ation of parameter p results in a voltage change for each timepoint. Hence, at
first the voltage sensitivities νp(t) = dV/dp are calculated. The sensitivity of
the arrival time, τp, is calculated according to (7) once the output waveform is
completed.

τp =
dTarr

dp
= −dV

dp
· dt
dV

∣∣∣∣∣
V =0.5Vdd

(7)

τp is used to shift the entire waveform. Hence, the sensitivity of every waveform
entry is modelled as a shift in time (τp) and a voltage change dV/dp. Since τp
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already expresses some sensitivity of each timepoint, the calculated voltage sen-
sitivity for each waveform entry is modified in (8) to obtain the final voltage
sensitivity νp.

νp(t) =
dV

dp
−
(
−dV
dt

· τp
)

(8)

During simulation, the voltage and time sensitivities are calculated and prop-
agated. The variation of the arrival time finally results from the sum of the
products of γ and λ with their parameter distributions.

To compute the output waveform sensitivities, direct sensitivity computation
is used [8]. It is more efficient than the adjoint network method since the num-
ber of measurements (i.e. points in output waveform) is large compared to the
number of parameters. The sensitivity network is constructed by differentiating
the circuit equations (2) w.r.t. the parameter. Original and sensitivity network
use the same Jacobian matrix (4) and only the right hand side of (3) must be
updated. This avoids a large amount of re-computation and memory accesses.
Most importantly, the optimised code for solving the linear equations can be
reused. The new vector contains the sensitivities of CSM components w.r.t. the
parameter which are interpolated from the LUTs. As Fig. 4 shows, at each cell
new waveform variation is introduced and variation of the input waveform is
propagated. Calculating the sensitivity of the output waveform w.r.t. voltage
changes of the input waveform employs the same algorithm. Since the current
cell is not affected by local parameters of its predecessors, first the sensitivity
w.r.t. the input waveform, dVout/dVin, is calculated. Thereafter, the sensitivity of
the input waveform, dVin/dp, is propagated to the output by

dVout

dp
=
dVout

dVin
· dVin

dp
(9)

5 Results

Before analysing the simulator, the correctness of the aged CSM is verified by test-
ing each gate individually against SPICE transistor simulation. Figure 7 plots the
normalised delays of various types of logic cells for different slope-load combina-
tions. Each time, the simulation is done for the new and the aged cell. All simula-
tions are repeated using CSMs and led to an average delay error of 1%.

Table 2 compares arrival times of an inverter chain simulated in SWAT against
the transistor netlist in SPICE. For this, and for all other simulation, SWAT uses
a time step of 1ps. The nominal delay values have errors less than 1%. The errors
of sensitivities w.r.t. to channel length, L, and oxide thickness, TOX, mainly
result from the CSM LUT-approximation, not from the sensitivity calculation.

Table 3 analyses the performance gains of waveform truncation and optimised
linear solvers. Column 2 lists the simulation times using the general solver and no
waveform truncation. By only simulating the waveform transitions, simulation
times are reduced by 5X. This value depends on the number of skipped stable
points. Hence, the longer the path, the higher the speedup. Using the optimised
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Table 2. Comparison of SWAT and SPICE arrival times

Tarr [1e-10 s] dT/dL [1e-11] dT/dTOX [1e-12]

Net SPICE SWAT Err [%] SPICE SWAT Err [%] SPICE SWAT Err [%]

5 4.01 3.98 0.70 1.98 1.94 −1.82 3.42 3.36 −1.87
4 3.18 3.15 0.76 1.64 1.57 −4.06 2.60 2.59 −0.52
3 2.49 2.47 0.72 1.17 1.12 −3.76 2.14 2.11 −1.57
2 1.59 1.58 0.79 0.75 0.72 −4.27 0.13 1.24 −0.92
1 0.90 0.90 0.22 0.30 0.29 −2.95 0.80 0.78 −2.26

Table 3. Simulation speedups due to waveform truncation (WT) and optimised solvers
(OS) compared to the general solver (GS)

Simulation time [s] Speedup
Ciruit GS, no WT GS, WT OS, no WT OS, WT WT OS OS, WT

c880 6.7 1.6 1.4 0.4 4.1 4.9 18.0

c1355 9.2 2.0 1.6 0.4 4.7 5.9 24.1

c1908 14.7 2.7 2.7 0.6 5.5 5.4 24.1

c3540 29.0 5.5 6.2 1.3 5.3 4.7 22.5

c6288 52.0 8.3 8.7 1.5 6.3 6.0 34.0

solvers accelerates solving one timestep. It further reduces simulation times by
about 5X. Together, both methods lead to performance gains of 18-34X without
sacrificing accuracy.

Table 4 shows simulation times for sensitivity mode and for 200 Monte Carlo
(MC) simulations for different circuits. They are influenced by the number of
output pins and the lengths of corresponding paths. The longer the path, the
more computations are necessary for the sensitivity propagation of local param-
eters. However, even for c6288 with 16 paths longer than 97 stages the simula-
tion completed within 28 seconds. The table lists the relative errors of standard
deviations for path delays. The average error is 4.1% and the sensitivity w.r.t.
channel width is least accurate. The accumulated errors for other parameters do
not exceed 10% even for very long paths.
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Table 4. Simulation results for sensitivity mode and for 200 MC runs (1ps resolution)

Rel. Error of std. dev. for arrival times T [%]
Circuit Paths Runtime [s] TOX VTH L W RDSW

Name Size # Max. Avg. Median Sens-Mode MC Avg Max Avg Max Avg Max Avg Max Avg Max

c880 435 26 30 13 7 3.8 103.1 2.9 6.1 2.8 3.9 1.3 3.1 4.5 10.4 4.0 5.7

c1355 590 32 29 29 29 6.6 134.7 0.2 0.2 2.0 2.0 3.3 3.3 11.4 11.4 5.3 5.3

c1908 1057 25 50 40 37 9.6 213.8 1.2 1.7 1.4 1.9 2.5 2.8 9.1 10.2 5.0 5.4

c3540 1983 22 57 32 39 13.5 368.7 1.2 3.0 2.6 3.4 0.4 0.4 7.5 11.8 3.7 4.9

c6288 2416 32 125 79 97 27.5 563.4 1.0 9.0 4.5 4.7 5.2 5.9 12.3 13.4 7.2 7.8

6 Conclusion

This paper presents a waveform accurate block-based STA (SWAT). It is based
upon a new current source model (CSM) which captures the influence of param-
eter variation and transistor aging. SWAT supports Monte Carlo simulations
and timing analysis of aged circuits. It further provides the propagation of sen-
sitivity waveforms to obtain arrival time distributions without MC simulations.
It employs waveform truncation and dedicated solvers to achieve runtimes of a
few seconds for ISCAS85 benchmark circuits.
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Foundation (DFG) as part of the Transregional Collaborative Research Centre
”Invasive Computing” (SFB/TR 89).

References

1. Anderson, E.C., Dongarra, J.: Performance of LAPACK: A Portable Library of
Numerical Linear Algebra Routines. Proceedings of the IEEE 81(8), 1094–1102
(1993)

2. Cadence: ECSM - Effective Current Source Model (2007),
http://www.cadence.com/Alliances/languages/Pages/ecsm.aspx

3. Goel, A., Vrudhula, S.: Statistical waveform and current source based standard cell
models for accurate timing analysis. In: ACM/IEEE Design Automation Confer-
ence (DAC), pp. 227–230 (June 2008)

4. Huard, V., Parthasarathy, C., Bravaix, A., Guerin, C., Pion, E.: CMOS device
design-in reliability approach in advanced nodes. In: IEEE International Reliability
Physics Symposium (IRPS), pp. 624–633 (2009)

5. Knoth, C., Eichwald, I., Nordholz, P., Schlichtmann, U.: White-Box Current Source
Modeling Including Parameter Variation and Its Application in Timing Simulation.
In: van Leuken, R., Sicard, G. (eds.) PATMOS 2010. LNCS, vol. 6448, pp. 200–210.
Springer, Heidelberg (2011)

6. Knoth, C., Kleeberger, V.B., Nordholz, P., Schlichtmann, U.: Characterization and
Implementation of Nonlinear Logic Cell Models for Analog Circuit Simulation. In:
International Symposium on Integrated Circuits (ISIC), pp. 97–100 (December
2009)

7. Ling, D.D., Visweswariah, C., Feldmann, P., Abbaspour, S.: A moment-based ef-
fective characterization waveform for static timing analysis. In: ACM/IEEE Design
Automation Conference (DAC), pp. 19–24 (2009)



SWAT: Simulator for Waveform-Accurate Timing 203

8. Pillage, L.T., Rohrer, R.A., Visweswariah, C.: Electronic Circuit and System Sim-
ulation Methods. McGraw-Hill, Inc., New York (1995)

9. Raja, S., Varadi, F., Becer, M., Geada, J.: Transistor Level Gate Modeling for
Accurate and Fast Timing, Noise, and Power Analysis. In: ACM/IEEE Design
Automation Conference (DAC), pp. 456–461 (June 2008)

10. Stewart, G.W.: Afternotes on Numerical Analysis. SIAM, Philadelphia (1995)
11. Synopsys. Composite Current Source (2006),

http://www.synopsys.com/products/solutions/galaxy/ccs/cc_source.html

12. Tang, Q., Zjajo, A., Berkelaar, M., van der Meijs, N.: RDE-Based Transistor-Level
Gate Simulation for Statistical Static Timing Analysis. In: ACM/IEEE Design
Automation Conference (DAC), pp. 787–792 (June 2010)

13. Venkataraman, G., Feng, Z., Hu, J., Li, P.: Combinatorial algorithms for fast clock
mesh optimization. IEEE Transactions on VLSI Systems 18(1), 131–141 (2010)

14. Vlach, J., Singhal, K.: Computer Methods for Circuit Analysis and Design, 2nd
edn. Van Nostrand Reinhold, 115 Fifth Avenue, New York (1994)

15. Zolotov, V., Xiong, J., Abbaspour, S., Hathaway, D.J., Visweswariah, C.: Compact
modeling of variational waveforms. In: IEEE/ACM International Conference on
Computer-Aided Design (ICCAD), pp. 705–712 (2007)



Parsimonious Circuits for Error-Tolerant

Applications through Probabilistic Logic
Minimization

Avinash Lingamneni1,2, Christian Enz2, Krishna Palem1,
and Christian Piguet2

1 NTU-Rice Institute for Sustainable and Applied Infodynamics,
Department of ECE, Rice University, Houston, USA

2 Integrated and Wireless Systems Division,
Centre Suisse d’Electronique et de Microtechnique SA, Neuchatel, Switzerland

Abstract. Contrary to the existing techniques to realize inexact cir-
cuits that relied mostly on scaling of supply voltage or pruning of “least-
significant” components in conventional correct circuits to achieve cost
(energy, delay and/or area) and accuracy tradeoffs, we propose a novel
technique called Probabilistic Logic Minimization which relies on syn-
thesizing an inexact circuit in the first place resulting in zero hardware
overhead. Extensive simulations of the datapath elements designed using
the proposed technique demonstrate that normalized gains as high as 2X-
9.5X in the Energy-Delay-Area product can be obtained when compared
to the corresponding correct designs, with a relative error magnitude
percentage as low as 0.001% upto 1%.

Keywords: Low Power Design, Error-Tolerant Applications, Probabilis-
tic Logic Minimization, Inexact Electronic Design, Adders, Multipliers.

1 Introduction and Related Work

With the growing desire for ultra low energy systems, inexact circuits, or cir-
cuits in which the accuracy of the output can be traded for substantial cost
(energy, area and/or delay) savings, have been receiving increasing attention.
In these inexact systems, error (either caused probabilistically due to inher-
ent variations/perturbations or introduced deterministically) can be viewed as
a commodity that can be traded for significant gains in energy and/or delay,
as conceptualized in [11] and widely adopted in [7], [14], [9], [10], [5], [12], [4],
[8]. However, most of the (physical) implementations of this principle previously
involved scaling the circuit-level parameters (such as supply voltage (Vdd)) of
the conventional hardware taking advantage of error tolerance of the application
and had significant drawbacks such as huge associated overhead to ensure an
accurate supply-voltage fine-tuning by addition of level shifters, routing of mul-
tiple supply voltage planes and/or metastability-tolerant flip flops necessitated
by the possibility of exceeding the critical voltage scaling point [10] that might
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trigger a massive failure owing to the inherent variations present in the supply
voltage routing [3].

As a result of these drawbacks, alternate architecture-level approaches that
achieve zero hardware overhead were proposed recently such as probabilistic
pruning [8] that attempts to “prune” or delete non-significant portions of the
circuits during the design phase, thereby achieving gains in all 3 dimensions –
energy, delay and area. While this technique can be classified as a “bottom-up”
approach to designing inexact systems (given that it begins with an already
synthesized circuit and attempts to prune it), in this paper, we propose an
alternate “top-down” architecture-level approach called probabilistic logic mini-
mization which performs a parsimonious synthesis of inexact circuits driven by
the overarching philosophy of value of information guided design and is shown to
achieve higher savings for a lesser error than the probabilistic pruning technique.
The proposed algorithm takes advantage of the notion of introducing bit-flips in
the minterms of boolean functions that was proposed in [6] in the context of fast
error detection and subsequently used in [13] for enhancing circuit yield and for
designing low-power inexact circuits in [4]. However, this utilization of bit-flip
based technique in the synthesis of inexact circuits has mostly been ad-hoc with
limited insights to general circuits (especially datapath circuits that dominate
the energy consumption in inexact systems such as motion estimation block in
video encoders [14]) and lacks a general guiding algorithm to attune circuits to
specific inexact applications to glean further cost (energy, delay and area) gains
and we hope to address these issues in our paper. The major contributions of
this paper are summarized below:
– We propose a novel architecture-level approach called Probabilistic Logic

Minimization to realize parsimonious inexact circuits driven by the philos-
ophy of value of information guided designs that results in minimal cost
(energy, area and/or delay) circuits attuned for the end application.

– We propose a methodology for seamless integration of the proposed proba-
bilistic logic minimization technique into a conventional design flow to realize
inexact circuits at a faster rate than a custom design methodology needed
by some previous approaches in literature ([7], [5], [12]).

– We apply the proposed probabilistic logic minimization algorithm on criti-
cal datapath elements such as adders and multipliers and show through ex-
tensive simulations with different application benchmarks that significantly
more savings across all 3 dimensions – energy, delay and area, can be ob-
tained by our technique with zero hardware overhead

2 Probabilistic Logic Minimization for a Cost vs
Accuracy Tradeoff

Probabilistic Logic Minimization is an architecture-level technique with zero
hardware overhead, wherein we systematically minimize circuit components’ (or
nodes’) boolean functions guided by the significance and the input combination
probabilities of those nodes while staying within the error boundaries dictated
by the application.
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2.1 Logic Minimization through Bit-Flips in Boolean Function
Minterms

The notion of introducing bit flips in the minterms of boolean functions to create
approximate functions was proposed in [6] and this principle can be harnessed
to glean cost gains (energy/area/delay) through literal reduction in the context
of inexact circuits while causing an error due to such bit flip(s). However, not
all bit flips of minterms would result in expanding the prime implicant (PI)
cubes and some of them might result in negative gains. Hence, it is important
to identify the “favorable” bit-flips (or the bit-flips which further minimize the
function) and discard the non-favorable ones. To illustrate through an example,
Figure 1(a) shows a function (Carry logic) that is widely prevalent in most dat-
apath elements. Assuming that the application would only be able to tolerate at
most one bit-flip at this logic function (probability of error = 1/8), Figures 1(b)
and 1(c) give an example of favorable 0 to 1 and 1 to 0 bit flips respectively as
they minimize the logic function whereas Figure 1(d) shows an unfavorable bit
flip leading to an increased logic function complexity. Hence, we can conclude
that introduction of favorable bit-flips would lead to further minimization of a
logic function owing to the expansion of PI cubes, thereby achieving cost (en-
ergy, area and delay) gains at the expense of error which is proportional to the
number of such bit flips introduced.
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Fig. 1. Example of K-Maps of the (a) initial Correct Function (Carry Logic of a Full
Adder) (b) function with a favorable 0 to 1 bit flip (c) function with a favorable 1 to
0 bit flip (d) function with a non-favorable 0 to 1 bit flip

While the benefit of this imprecise “bit-flip” minimization cannot be denied,
it gives rise to another interesting question not answered before: Given a circuit
node with many favorable bit flip possibilities, each with similar cost gains, how
do we select the right minimization for the node? In other words, is the error
introduced by each of the bit flips equal? While conventional wisdom calls for an
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assumption of uniform input combination probabilities, it is never the case with
most applications, more so with multimedia applications where inputs are highly
correlated and also, circuit-topology dependent. Hence, our proposed technique
takes advantage of such correlation to guide the minimization algorithm and
glean further savings.

In general, given a circuit node with n inputs, there are 2n possible minterms,
of which we could flip the bits at atmost k minterms (constrained by the ap-
plication’s error tolerance), to derive the minimum cost function. We propose a
probabilistic extension to the minimization scheme wherein all the favorable bit
flips are ranked based on their input combination probabilities and the bit flip(s)
having the least corresponding input combination probabilities are performed.
For example, in Figure 1(b) and (c), the minimized functions have the same gains
(3 ORs and 2 ANDs reduced to 1 OR and 1 AND). But if the probability of
input to the logic function being ‘001’ is higher than the input being ‘011’, then
a bit flip at ‘011’ would likely cause an error with a lesser probability. Hence, a
bit flip occurring at the least likely input combination would result in lesser error
for the same amount of savings.

2.2 Application of Probabilistic Logic Minimization to Datapath
Circuits

We explore the foundations to achieve optimal logic minimizations in datapath
elements for error tolerant applications through an example of a widely used
3-input one-bit full adder. From Table 1, we observe that not all full adders
used to construct the datapath elements such as ripple carry adders and array
multipliers have similar input transition characteristics. For the array multiplier,
the full adders receiving the inputs directly from the partial products (AND-ed
inputs) are denoted as ‘Ext.’, the full adders present inside the partial product
reduction matrix are denoted as ‘Int.’ and finally, the full adders present in the
final carry propagate stage are denoted as CPA. Hence, the probability of an
input combination occurring at a node is generally either (a) only dependent
on the input test vectors (such as full adders in ripple carry adder (RCA) and
external full adder in array multiplier) (b) only dependent on the circuit topology
(such as internal full adder of array multiplier) (c) a combination of both (such
as CPA full adder in array multiplier).

Another key observation from Table 1 is that there is a strong correlation
between the input vector combination(which in turn depend on the application)
and the amount of logic minimization (or the number of bit flips) that can be
performed on a node. We could potentially group all the input combinations
with values less than one or two standard deviations from the mean of the
group and then, favorable bit flips can be done within this group to obtain
the most amount of minimization. For example, in the audio benchmark, input
combinations {‘001’, ‘011’, ‘101’, ‘110’} for the external full adder of the array
multiplier can be grouped together and favorable bit flips identified among them.
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Table 1. Input Combination Probabilities of various Full Adders in Datapath Elements

Test
Vectors

Component Probability of Various Input Combinations

000 001 010 011 100 101 110 111

Uniform

RCA 0.129 0.121 0.125 0.121 0.125 0.126 0.13 0.124

ArrMul (Ext.) 0.542 0.024 0.167 0.017 0.145 0.04 0.025 0.041

ArrMul (Int.) 0.349 0.047 0.079 0.048 0.314 0.051 0.056 0.055

ArrMul (CPA) 0.388 0.088 0.082 0.01 0.218 0.092 0.091 0.03

Audio [2]

RCA 0.258 0.02 0.133 0.12 0.129 0.121 0.014 0.205

ArrMul (Ext.) 0.5207 0.0004 0.2209 0.0002 0.2556 0.0005 0.0003 0.0014

ArrMul (Int.) 0.394 0.029 0.041 0.048 0.309 0.032 0.038 0.109

ArrMul (CPA) 0.272 0.073 0.148 0.001 0.291 0.126 0.085 0.004

Image [1]

RCA 0.355 0 0.382 0 0.148 0 0.115 0

ArrMul (Ext.) 0.846 0 0.132 0 0.024 0 0 0

ArrMul (Int.) 0.38 0.027 0.192 0.015 0.298 0.033 0.037 0.019

ArrMul (CPA) 0.867 0.03 0.013 0 0.081 0.007 0.003 0

2.3 A General Algorithm for Probabilistic Logic Minimization

A circuit can be represented as a directed acyclic graph with nodes representing
components such as gates (or even bigger blocks like full adders), input or outputs
and with edges representing interconnects. Let a graph G represent a circuit with
N nodes and W edges. For any given node i in the graph, we have

– node.function(i) – denotes that function computed by node i,
– node.significance(i) – denotes the significance of node i,
– node.fanin(i) – denotes the fanin of node i,
– node.inputprobability(i)(j) – denotes the transition probability of input com-

bination j occurring at node i. The range of values of j are 0 to 2fanin − 1
– node.functionmin(i) – denotes the minimized function of the node
– node.valuemin(i) – denotes the “value” or normalized cost gains of the

minimized function

While function, significance and fanin values of all nodes are derived from the
graph structure and user input, the inputprobability, functionmin and costmin
are computed during the execution of the algorithm. The notion of assigning
significance to a circuit node is one of the guiding principles for achieving an
optimal inexact circuit. While this assignment of significance can be user defined,
there are various algorithms in literature which can used to assign significance
to circuit nodes depending on the amount of error they can cause at the circuit
outputs assuming the rest of the circuit nodes operate correctly. The algorithm
for the proposed technique is described in Algorithm 1.
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Algorithm 1. Pseudo-code for the Probabilistic Logic Minimization (PLM) al-
gorithm on a Circuit or Graph G
1: //Main Function in the Algorithm
2: function PLM(MaxError)
3: //Compute the probability of each input transition at all nodes
4: Benchmark( );
5: //Compute the most cost-effective minimization at each node
6: for all i← 1 to N do
7: ComputeMinimization(node(i));
8: end for
9: //Iteratively minimize each node based on their “value” until the error bound

10: while Error ≤ MaxError do
11: NodetoMinimize = FindMinimum (node.significance × node.costmin);
12: MinimizeNode(NodetoMinimize);
13: end while
14: end function
15:
16: function Benchmark
17: RunBenchmark();
18: for all i← 1 to N do
19: for all j ← 1 to 2fanin − 1 do
20: node.inputprobability(i)(j) = ComputeInputProbability;
21: end for
22: end for
23: end function
24:
25: function ComputeMinimization(node)
26: for all j ← 1 to 2fanin − 1 do
27: //Estimate the gains obtained by the bit flip at the input sequence j in the

K-Map through synthesis tools
28: costgain(j) = EstimateCostGain(bitflip(j));
29: if costgains(j) > 0 then

30: ValueofBitFlip(j) =
costgain(j)

inputprobability(j)
;

31: else
32: ValueofBitFlip(j) = 0;
33: end if
34: end for
35: //Nested loops can be used above to felicitate more than 1 bit-flip per node
36: MaxValue = FindMaximum(ValueofBitFlip(j)):
37: functionmin ← ComputeFunction(MaxValue);
38: costmin ← MaxValue;
39: end function
40:
41: function MinimizeNode(node)
42: function ← functionmin;
43: end function
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Given the dominance of applications with varying output significance, we use
the Relative Error Magnitude metric for quantifying the error in the inexact
circuits, used widely in [5], [8], computed as

Relative Error Magnitude =
1
V

V∑

k=1

|Ok −O′
k|

Ok

where V is the total number of simulation cycles or test vectors given to the
circuit, Ok is the expected correct output vector and O′

k is the obtained erroneous
output vector for the kth input vector.

3 Experimental Results and Analysis

3.1 Proposed Logic Synthesis Based CAD Flow

The proposed design flow for realizing inexact circuits through Probabilistic Logic
Minimization is shown in Figure 2. The main object of interest in the proposed
CAD flow is the Probabilistic Logic Minimizer, which interfaces with a functional
simulator and an error estimator to perform the probabilistic logic minimization
governed by the application’s error margins. All the designs are implemented
using TSMC 65nm standard cell library. We have used 3 different sets of test
vectors in this paper- uniform random distribution (from Matlab), test vectors
from image data (from [1]) and test vectors from audio data(from [2]).
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Fig. 2. A logic synthesis based flow for designing Probabilistic Logic Minimized circuits
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3.2 Results and Analysis

The main results of this paper, namely the normalized gains (Conventional / Pro-
posed) values for different metrics – Area, Delay, Energy, Energy-Delay Product
(EDP) and Energy-Delay-Area product (EDAP) – obtained by applying the
probabilistic logic minimizations for a 16-bit ripple carry adder and a 16-bit
array multiplier for different application benchmarks are given in Figure 3 and
4 respectively. However, we have also implemented other types of adders such
as Carry-Select, Kogge-Stone and Sklansky and multipliers such as Wallace-
tree and Dadda multipliers, with varying bit-widths (upto 64-bits), with varying
synthesis contraints and for different application benchmarks, and have obtained
similar gains (not shown here due to space constraints).

As evident from the results, the probabilistic logic minimization approach
results in highly energy, delay and area efficient datapath elements. For the
uniform test vectors, in the case of ripple carry adders (with highest frequency
synthesis constraint), probabilistic minimization yields savings upto 8X with an
relative error magnitude of less than 1% compared their conventional correct
counterparts while in the case of array multiplier(with lowest power synthesis
constraint), it resulted in savings of about 7X with a relative error magnitude
of less than 6.5%. It can be seen that using application specific test vectors (like
audio and image), the savings have increased (upto 9.5X in the case of ripple
carry adders and upto 8.25X in the case of array multipliers) with comparable
error values.

On further observation, apart from the synthesis constraints, we can notice
that the number of nodes in the circuit that can be minimized also dictate the
gains across various metrics. For example, the delay gains in the ripple carry
adders dominate the energy gains as there are only a limited number of nodes
(O(n)) to minimize and almost all the node minimizations lead to critical path
delay reduction. Whereas, in the case of an array multiplier, the energy gains
dominate the delay gains due to the presence of a larger number of nodes (O(n2)),
most of which not on the critical-path, that can be minimized.

Compared to the gains obtained by the probabilistic pruning technique [8]
(about 2X-7.5X savings in energy-delay-area product for relative error magni-
tude percentages upto 8% in the context of arithmetic adders), we observe that
the gains obtained by the proposed technique are higher with even lesser er-
ror values (about 2-9.5X savings in energy-delay-area product for relative error
magnitude percentages less than 1%). This can be attributed to the fact that
the probabilistic pruning technique is limited by the circuit nodes and their cor-
responding paths (a node is either pruned or not), while the proposed approach
has an inherent ability to “finetune” the node through logic minimization incase
it can not completely delete it, thereby gleaning more savings.

To summarize, one of the key inferences from the simulation results is that :
the significant gains achieved in a circuit through the proposed probabilistic logic
minimization technique are technology-independent, bit-width independent and
only proportional to the amount of circuit nodes minimized.
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Ripple Carry Adder (Uniform) Ripple Carry Adder (Audio) 

Fig. 3. Normalized gains Vs Relative Error percentage of minimized ripple carry adders
for different benchmarks

Array Multiplier (Uniform) Array Multiplier (Image) 

Fig. 4. Normalized gains Vs Relative Error percentage of minimized array multipliers
for different benchmarks

4 Conclusion and Future Directions

In this paper, we proposed a novel architecture-level approach, called probabilistic
logic minimization, to realize inexact circuits in a “top-down” fashion and believe
to have convincingly shown through extensive simulations that our technique
achieves significantly better savings along all three dimensions – energy, delay
and area – with zero overhead and more savings than previously made possible
by “bottom-up” architecture-level techniques such as probabilistic pruning. We
have described in detail the general algorithm to apply the proposed technique
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on any circuit that can be represented as a network of nodes and a CAD flow to
achieve faster design time and fabrication for inexact circuits.

The future directions of our work include formulating an elaborate mathe-
matical and optimization model to realize optimum inexact circuits through the
proposed technique and extending the proposed technique to implement large-
scale error-tolerant systems such as video encoder/decoder and hearing aids.
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Abstract. Concurrent clock gating (CG) and power gating (PG) can
help to tackle both static and dynamic power simultaneously, thereby en-
abling the design of low-power and energy efficient applications. Unfortu-
nately the automatic integration of the two techniques in standard design
flows is limited by several technical impediments. Among them, physical
constraints during the Sleep Transistor Insertion (STI) imposed by row-
based layout rules are certainly the most critical. Although determin-
ing the feasibility of the whole clock-gating and power-gating (CG-PG)
integration, the adopted STI methodology may have drastic effects on
several circuit metrics, like operating frequency, throughput and power
savings. In this paper we introduce a layout-friendly STI approach for
fine-grained CG-PG inclusion. The proposed method, that is aware of the
timing-driven strategies adopted by most of the commercial placer tools,
allows sub-row insertion of independent sleep-transistor cells, therefore
enabling finer resolution in the CG-PG integration, along with minimal
cell displacement and negligible layout disruption. This enables a larger
number of cells to be power-gated (i.e., larger potential power-savings
w.r.t. state-of-the-art fine-grained STI strategies), without delay over-
head. Experimental results, conducted on a set of circuit benchmarks
mapped onto an industrial 65nm technology, indicate that more than
50% of the total number of cells can be clock- and power-gated simulta-
neously, without any speed degradation.

1 Introduction

Out of the prevalent low power design strategies [3, 12], Clock Gating (CG)
and Power Gating (PG) are the prominent methods used to curtail dynamic
and static power respectively. Apart from the substantial power savings they
guarantee, their popular appeal is motivated by the high compatibility with
standard CMOS technologies and their scaling, by the flexibility to automatic
applications and by the easy integration with commercial design frameworks
provided by the major EDA vendors [1, 2, 4, 10, 14].

Unfortunately, their implementation does not come for free and timing/area
issues need to be considered very carefully [8, 10]. In addition, both require dedi-
cated power-managed units, which are in charge of identifying the idle conditions
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and generate the control signals accordingly. Such control units, which are com-
monly designed as independent yet separate entities, may represent a primary
source of area and timing overheads and could make the verification phases of
the design more difficult. It is therefore intuitive to understand that, although
very desirable from the point of view of the achievable energy savings, merging
clock-gating and power-gating under a unique control domain may represent a
valuable solution to mitigate the implementation costs.

Since they share the same idle conditions of the circuit, CG and PG can
be ideally managed by the same control signal and, in particular, the same
signal used to control the clock-gating registers can be used to drive the sleep
transistors. Using the CG conditions as master control is desirable: CG is a
well stable technique, known for quite a long time, and well supplied by all
the automatic logic synthesis tools; moreover, the CG technique works at the
lowest level of granularity (idle conditions extracted at the gate-level, with a
time resolution of a clock-period) and it can therefore provide the finest power
control ever possible.

Although the feasibility of the CG-PG approach has been proven in [11], its
automation is far for being trivial. While several works proposed automatic de-
sign flows [9, 15], their implementation is limited by the need of customized
standard gates, which include dedicated self-contained sleep transistors. Unfor-
tunately, most of the CMOS libraries provided by silicon vendors do not provide
designers with such feature. To overcome such issue, [5, 6] introduced a CG-PG
design strategy where the granularity of the sleep transistor insertion is a single
layout row instead of a single cell. The idea is to constrain the placement of the
cells belonging to the same CG-cluster, namely the cells controlled by the same
clock-gating signal, in a single row (or adjacent rows) and then insert dedicated
sleep transistors for each row (or group of rows). Although feasible, such solu-
tion results in high timing overhead due to excessive cells displacing and layout
disruption (more than 30% in the best case). The main source of this behav-
ior relies on the fact that state-of-the-art timing-driven placement algorithms
attempt to minimize the wire delays privileging square-like topographical cell
distributions, that is, cells that belong to the same timing path, and thus to
the same CG-cluster, are distributed on multiple rows. This does contrast with
row-based STI.

The main contribution of this work is to propose a STI methodology, aware
of these physical issues, that allows an efficient integration of clock gating and
power gating. Compliance with timing driven placements is achieved by means
of a layout-friendly STI methodology in which groups of cells can be clock gated
and power gated simultaneously in smaller atomic unit, namely the sub-rows.
This guarantees finer granularity of the sleep transistor insertion without sac-
rificing the integrity of the layout. Experimental results, conducted on a set of
benchmarks mapped onto an industrial 65nm technology provided by STMicro-
electronics, show that more than 50% of the total number of the cells can be
clock gated and power gated simultaneously with zero-delay overhead.
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2 Understanding Concurrent CG and PG

Clock-Gating [4] is the most representative technique for dynamic power-
reduction. It is based on the idea of disabling (i.e., gating) the clock signal
to a specific register (or bank of registers) for which the input signal does not
change, or that feeds a portion of combinational logic that is not performing use-
ful computations during some clock cycles. An auxiliary circuitry, usually called
the activation function, is used for intercepting the idle conditions and generate
the activation signal (Fa) for the gating of the clock. These conditions, extracted
by sensing the primary and state inputs of the circuit, might be derived from a
state-based description of the netlist of the circuit and can be purely topological
or include functional information.

Power-Gating[10, 12] is a stand-by leakage reduction technique that is based
on the insertion of switch transistors on the pull-up and/or pull-down of the logic
circuit. Such transistors, well known as sleep transistors, detach the circuit from
the power/ground rails during the idle periods. They are driven by dedicated
control signals (the sleep signals), that, like the Fa for clock-gating, are in charge
of identifying the periods under which the circuit is not performing any useful
computation.

CG and PG may look as unrelated techniques, but a more careful analysis
reveals that they are two different ways of exploiting the same property of a
design, namely its idleness. While CG stops the clock to a logic block during
idle cycles, PG disconnects a logic block from the ground line during idle periods.
Their fundamental difference lies in the way idleness is determined. CG extracts
(structurally or functionally) the cycle-by-cycle idle conditions and suppresses
the clock in those cycles; conversely, PG is activated by an external signal, which
identifies the idleness of the entire circuit. In principle, nothing prevents us
from using the CG conditions extracted from the circuit and implemented by
Fa also for controlling PG, so that both dynamic and static power is saved
during the idle intervals. Although guaranteeing the finest timing granularity in
detecting the idle conditions, using the same control unit to manage CG and PG
simultaneously minimizes the design overheads. The conceptual integration of
the two techniques is shown in Figure 1. The CG conditions (represented by the
logic denoted by Fa) are used as additional PG conditions (logically OR-ed) to

Fig. 1. Conceptual Integration of CG and PG [5]
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those externally provided as sleep signals. The activation signal is filtered by a
latch that is transparent when the global clock is low. The purpose of the latch
is to filter potential glitches of the activation signal that should not propagate
when the global clock is high.

2.1 CG-PG: Limiting Factors and Design Issues

The integration of CG and PG under a single control domain raises important
design issues [5], namely, clustering and physical STI. Both are direct conse-
quences of the natural clustering defined by the clock-gating, but they have
different implications on the resulting CG-PG circuit.

A group of cells that are clock-gated by the same register automatically defines
the CG-cluster. Each CG-cluster can ideally be power-gated by a dedicated
sleep transistor driven by an independent sleep signal. As long as the clusters
do not overlap, the scheme of Figure 1 is applicable as is. Unfortunately, due
to logical interdependencies of the gates, the clustering may not be mutually
exclusive, and some cells could be shared among several clusters. While having
intersecting clusters is totally tolerated for the application of CG alone, when
considering also the effects of PG, this is not true anymore. This is due to
the fact that different clusters may work in different power-modes (active or
idle) independently. However, when idle, all the cells of a cluster are detached
from the ground rail and they are not able to feed stable logic-values to other
interlaced clusters (see Figure 2(a)). We refer to this problem as the clustering
problem. A conservative approach to solve the clustering problem, is to identify
those cells, which belong to multiple clusters and leave them as non power-
gated, Figure 2(b). Previous works [6] suggested to create dedicated sleep signal
obtained by the intersection of the control signals of multiple clusters. In this
work we opted for the conservative approach.

Fig. 2. CG-PG Issues in Row-Based Layouts

The second main issue encompasses the STI and the fact that STs cannot be
placed anywhere in the layout. Unless one can use MTCMOS cells with internal
sleep transistors [9, 15], the implicit CG clustering may require that, cells physi-
cally close in the layout (e.g., placed in the same layout row) must be grouped in
separated CG-clusters. This limits the applicability of the state-of-the-art STI
approaches and requires the adoption of placement-aware clustering schemes,
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which, unfortunately, may induce excessive layout disruption and difficulties in
reaching the timing compliance [5, 6].

As we describe in Section 3, we tackle these problems from another side and
we propose a STI methodology that can help to perform efficient identification
of groups of cells that are gated by a unique control signal while respecting the
timing-driven placement.

3 Proposed Methodology

3.1 Problem Statement and Methodology Overview

Let us consider a benchmark circuit, b17, from the ITC99 suite. After performing
physical synthesis with the CG feature enabled, the circuit shows three distinct
CG clusters C1, C2, C3, each one driven by its dedicated activation function
Fa, and one non-CG cluster NC that contains all those cells that are not clock-
gated. Let us represent the total number of cells in the circuit as a global set G,
where {C1 ∪ C2 ∪ C3 ∪ NC} = G. The sets C1, C2 and C3 are not necessarily
unique or mutually exclusive, i.e., {C1 ∩C2} �= ∅, {C2 ∩C3} �= ∅, {C1∩C3} �= ∅,
{C1∩C2∩C3} �= ∅. Meanwhile, the sets C1, C2 and C3 are mutually exclusive to
set NC, {NC} /∈ {C1∪C2∪C3}. The cells that can be concurrently power-gated
and clock-gated are represented by CGPG = {CGPG1 ∪ CGPG2 ∪ CGPG3}
where the three CGPG sets are defined as:

CGPG1 = {C1} /∈ {{C1 ∩ C2} ∪ {C2 ∩C3} ∪ {C1 ∩C3} ∪ {C1 ∩C2 ∩ C3}} (1)

CGPG2 = {C2} /∈ {{C1 ∩ C2} ∪ {C2 ∩C3} ∪ {C1 ∩C3} ∪ {C1 ∩C2 ∩ C3}} (2)

CGPG3 = {C3} /∈ {{C1 ∩ C2} ∪ {C2 ∩C3} ∪ {C1 ∩C3} ∪ {C1 ∩C2 ∩ C3}} (3)

While respecting the above conditions is sufficient to address the clustering
problem, i.e., each CGPG cluster can be independently power-gated without
affecting the functionality of the remaining clusters, the problem of physical
STI still holds. Figure 3(a), gives the layout of b17 after timing driven place-
ment. The different colors represent different sets, CGPG1, CGPG2, CGPG3

and NC. The picture clearly highlights that none of the rows in the layout con-
tains cells belonging to a unique cluster; since each cluster needs its dedicated
virtual-ground rail, adopting a row-based STI scheme would imply the routing of
multiple metal line through each and every row. Apart from introducing drastic
layout disruption and cell displacing, this approach may prove infeasible when
the number of clusters starts growing (i.e., number of clusters per row is larger
than 2).

We propose to address this issue adopting a finer STI scheme in which the
atomic unit of power-gating is scaled to portion of rows rather than entire rows.
As shown in Figure 3(b), the layout is divided in uniform sub-rows using reg-
ular columns of white-spaces. Such white-space will host the sleep transistor
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Fig. 3. Layout of b17 after Row-Based Placement (a), and after column splitting(b)

cells. Exploiting the spatial-locality of cells belonging to the same cluster, and
the fact that placement algorithms privilege square-like placement policies, the
probability that cells placed in the same sub-row belonging to the same cluster
can increase substantially. Such a probability gets higher with larger number of
columns.

3.2 Sub-Row STI

In order to support the proposed methodology a new automatic STI scheme
has been developed and integrated into standard physical design flow. Figure 4
shows a detailed comparison between a state-of-the-art row-based STI and the
proposed sub-row STI. In the row-based approach (Figure 4(a)) the cells in
each row i can be connected to a dedicated sleep transistor STi placed at the
boundary of the rows[1] through a dedicated virtual-ground rail V gndi

1. As
described in the previous section, this approach fails when the rows contain cells
belonging to more than one cluster. Using our method (Figure 4(b)), each sub-
row of coordinate i, j can be connected to a sleep transistor STij through a
dedicated virtual-ground rail V gndij (Figure 4(c)).

In a given sub-row SRij , if all the cells in the row are clock gated by a single
unique CG cell, then the clock enable signal of that CG cell can be used to control
the sleep signal for STij . If SRij contains cells that are clock gated by more than
one CG cell, or contains cells that are not clock gated, then the corresponding
STij is driven by the external sleep signal only.

Apart from the above mentioned design methodology, some important aspects
of our design has to be noted. In order to guarantee a proper interface between
cells belonging to different power-gating domains (i.e., cells driven by different

1 Sleep transistor can be also placed in dedicated rows (called ST-rows) as described
in [14].
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Fig. 4. (a) Row-Based ST Insertion. (b) Sub-Row Based ST Insertion with Three
Columns of STs (ST rows = 6, No. of STs = 18). (c) Dedicated Vgnd Rails Used for
each ST.

CG conditions), we adopted the virtual-ground pull-up strategy proposed in [7],
thereby preventing the usage of isolation cells. It is also worth mentioning that
in our methodology the sub-rows containing registers or single flip-flops are not
power-gated. This prevents the usage of state-retention flops.

3.3 Proposed Design Flow

The flow described in Figure 5 has been implemented. The first step performs
the RTL synthesis of the circuit with the clock-gating feature enabled and using
the constraints defined by the user (i.e., area, timing and power).

The obtained gate-level netlist is then fed to the second stage, the circuit
placement. As first sub-step, we perform the Layout Planning during which,
taking as reference the area estimation obtained from the synthesis, an initial
floorplan of the layout is drawn. The latter is then split into uniform columns.
Once the skeleton of the layout has been obtained, the cells are placed through
the layout using a commercial Timing driven cell placement. The physical con-
straints obtained from the planning phases avoid the tool to place standard cells
in the white-space columns that, instead, will be used for the placement of the
STs.

The third step encompasses the Clustering of the placed CG-design. Dedicated
algorithms parse the topological structure of the circuit detecting the clock-tree,
the clock-gating registers, their activation functions and the cones of logic asso-
ciated with them, namely, the natural CG-clusters Ci. All these data, combined
with the physical information of the placed design, are used to identify the
CGPG-clusters, i.e., sub-rows of the layout containing CG-clusters subtracted
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INPUT: cellkij , k-th cell in a sub-row SRij

from row i and column j
INPUT: Ci, i-th CG cluster
INPUT: nCG, No. of CG clusters

unique = 0
for m = 1 → nCG do

if cellkij ∈ Cm then
unique + +
c CG = m

end if
end for
if unique = 1 then

cellkij ∈ Cc CG only
else

cellkij ∈ NC
end if

OUTPUT: Cell coloring

Fig. 5. Proposed CG-PG flow and pseudo-code for the coloring of a cell in a sub-row

off the intersections. This crucial part of the flow lies on the identification of
the cells in each sub-row that belong to unique CG-clusters. For a given cell, we
check whether it is clock gated or not. If yes, then it has to be checked whether it
is clock gated by one CG-cluster or multiple CG cells. Figure 5 provides a simple
pseudo-code to perform this identification, which has to be recursively run for
all the cells Ck in each sub-row (i, j). Once the cell coloring has been completed,
an immediate check to find what are the sub-rows that can be power-gated, is
performed, along with the identification of corresponding enable signal. It has
to be noted that the run time of these identification steps are considerably low
and does not affect the design flow.

The flow concludes with the insertion of the ST cells [7] in the sleep-transistor
cavities. The size of each ST is defined based on the size of the sub-row and on
the amount of current it injects in the virtual-ground during the active mode [13].

4 Experimental Results

The methodology described in Section 3 has been implemented and integrated
into an industrial DesignKit for a 65nm CMOS technology provided by STMi-
crolectronics. EDA tools belonging to a commercial design platform, the Galaxy
Implementation Platform of Synopsys, has been used for the synthesis and the
placement, Synopsys Design Compiler and ICCompiler respectively. In-house
code written in TCL has been then used to drive and synchronize the entire
CG-PG flow. As benchmarks we used a sub-set of circuits extracted from the
ITC’99 suite (only the largest ones) and a unit of a network-on-chip (NoC)
design, namely, a 10x10 switch2.
2 Main function of the switch unit is to analyze the incoming data packets, determine

the source and the destination device of the packets, and forward them appropriately.
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Results collected in Table 1 prove the superiority of our approach w.r.t. state-
of-the-art solutions. The design metric used for the comparison is given by the
number of cells that can be simultaneously clock- and power-gated avoiding
timing degradation, while maintaining compatibility with the physical layout
rules. Obviously, the larger the number of cells one can gate, the larger the
power-savings. In Table 1, the label CG+PG cells indicates absolute values,
while the label CG+PG cells represents the corresponding percentage out of the
total number of cells in the design. The comparison is done using the following
testers: a cell-by-cell approach[15], self-gated CMOS gates are used, (label single-
cell in Table 1); a row-based scheme [5], where each layout row is supplied with
a single virtual ground (label single-row in Table 1); our sub-row solution (label
sub-row in Table 1). To notice that the single-cell is just an emulation of the ideal
case where each and every cell can be ideally driven by an independent signal;
as a matter of fact its implementation is impracticable in our technology which
does not provide such feature. Nevertheless, it gives an asymptotic measure of
the CG-PG potentials.

Table 1. Results for the integration of clock gating and power gating with 15 ST
columns

Circuit CG+PG cells CG+PG %
Single-Cell Sub-Row Single-Row Single-Cell Sub-Row Single-Row

b17 19558 16238 0 96.09 79.78 0
b18 6248 5010 0 73.13 58.64 0
b19 12734 9075 0 70.84 50.49 0

switch 14702 6591 0 72.47 32.49 0
b20 8112 449 0 87.66 4.85 0
b21 8313 508 0 88.30 5.40 0
b22 12141 555 0 86.75 3.97 0

A first observation relies on the results obtained through the single-row ap-
proach. Since the timing-driven placement algorithms do not work in terms of
entire rows, using a row-based scheme none of the rows in any circuit contain
cells belonging to a unique cluster, and then, none of the rows can be subjected
into concurrent CG and PG. A viable solution is to route multiple virtual ground
rails for each and every row (one per cluster), but, as discussed in [5], this would
imply substantial timing overhead (mote than 25%); while here the target is
zero-delay overhead. Such a goal is achieved by our sub-row scheme. Let us
consider the first four benchmarks: b17, b18, b19 and switch. On average, the
sub-row method shows 55% of cells that can be gated (79.79% for the best case,
the b17 32.49% for the worst case, the switch). These numbers prove the effective
efficiency of the proposed STI by themselves, and gain even more importance
when considering that the single-row strategies do not allow any gating.

It is worth mentioning that the success of the integration procedure mainly
depends on the topological structure of the circuit. Considering the benchmarks
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b20, b21 and b22, for instance, the yield falls to a mere 4.74%. Even though
they have considerable amount of cells that satisfy the conditions for CGPG
integration (see column single-cell), the resulting CG clusters result to be heavy
interlaced, namely, they show large intersections. Resulting effect is that most
of the cells are left un-gated. In this case, a potential solution is to make the in-
tersections as autonomous clusters driven by ad-hoc control signals generated
by intersecting the enable signals [6]. But this would open a complete new
optimization scenario that is subject of on-going research.

Fig. 6. Change in CG+PG % for increasing number of ST columns

To conclude this evaluation section, we would like to highlight that previous re-
sults have been obtained splitting the layout in a fixed number of different columns,
i.e., 15. The latter is the best case for the concurrent CG-PG integration, but also
the worst case in terms of area (larger silicon area blocked by the ST columns).
Adjusting this parameter may therefore help to reach the optimal tradeoff. Fig.
6 gives the change in the amount of concurrency of CG and PG (CG+PG %) for
increasing number of columns. As general trend, CG+PG % increases almost lin-
early at initial stages, later it starts to saturate. Considering the benchmark b17
(topmost curve in the plot), for instance, one can observe that increasing the num-
ber of rows from 10 to 15 helps to increase the CG-PG yield only marginally (from
74.3% to 79.78%). Therefore, using only ten rows could help to make the layout
more compact still preserving the power-savings. Future releases of the tools will
help to automatically identify the optimal number of rows.

5 Conclusions and Future Work

We have presented a sub-row STI methodology for effective integration of CG
and PG. The proposed approach, although being fully compliant with the layout
rules imposed by industrial semi-custom row-based design styles, this solution is
aware of the algorithms adopted by state-of-the-art placement algorithms. This
helps to minimize layout disruption and cell displacing while achieving zero delay
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overhead. Experimental results show that, the amount of concurrency in CG and
PG can reach more than 79% in the best case, thereby indicating the effectiveness
and efficiency of the method.

The future development of this work will concentrate on further augmentation
of the amount of CG and PG concurrency by considering the groups of cells
belonging to the intersections of the clusters and isolating them as independent
CGPG-clusters [6] distributed through the sub-rows of the layout. The control
signals for the new formed clusters should be the combination of the enable
signals used for the corresponding CG cells. Also the reduction of the layout
segmentation by identifying the adjacent sub-rows that contain cells belonging
to the same clusters, and merging them so to share the same virtual-ground
rails, can provide more compact structure.
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Abstract. Building efficient and correct system power management strategies 
relies on efficient power architecture decision-making as well as respecting 
structural dependencies induced by such architecture. Transaction Level 
Modeling allows a rapid exploration, verification and evaluation of alternative 
power management architectures and strategies. This paper introduces an 
efficient methodology for making system power decisions at Transaction-Level 
(TL) by adding and verifying power intent and management capabilities into 
TL-models. A generic framework that abstracts relevant concepts of the IEEE 
1801 (UPF) standard and implements assertion-based contracts is used 
throughout the methodology. A TL-model example is considered to validate the 
methodology. 

Keywords: Transaction Level Modeling (TLM), IEEE 1801 (UPF) standard, 
power-aware design and verification, power intent specification, assertion-
based contracts, power domain.  

1   Introduction 

As systems-on-chip (SoCs) grow in embedded functionalities and complexity, the 
importance of power management increases as well.  Approaches like power gating 
and adaptive voltage scaling are widely used to reduce power in SoCs. The most basic 
form of these approaches is to partition the chip logic into multiple voltage regions or 
power domains, each with its own power supply and power control unit. This leads to 
introduce additional power elements mediating interfaces between power domains 
[1]. These elements contribute in defining the per-domain power states. So, the 
different operating power modes of a SoC can be seen as the different combinations 
of these power domains’ states. They are controlled by a power management block to 
implement an appropriate power management strategy. A good strategy would be to 
efficiently enable functional resources based on the required application load (e.g. 
reading an email on a smartphone or capturing pictures). In such case, each operating 
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power mode corresponds to a different system use case. This requires a good 
understanding of both hardware and software parts of the final system, as well as their 
interactions with power management. Indeed, placement and behavior of each 
element in power architecture can create dependencies between power domains which 
constraints the legal operating power modes. For example, a wrong placement of 
power elements or selection of irrelevant behavior for them can alter the intended 
system functionality. Therefore, verification becomes compulsory and constitutes a 
complex task. The recent UPF (Unified Power Format) standardization [2] enables 
defining and verifying the power intent that represents the power management 
architecture (set of power domains, power switches, supply networks…) and strategy 
(legal system power modes and power transitions) specifications, throughout a RTL 
to GDSII design flow [3].  However, the earlier power intent is added to the system, 
the higher the power reduction and the easier the verification would be. Transaction-
Level (TL) models [4] provide faster simulation times than Register-Transfer Level 
(RTL) ones and are mainly dedicated to verify the whole system including the 
embedded software. So, specifying power intent and the corresponding power 
management block with above mentioned capabilities at Transaction-Level is a 
promising solution to early validate a power management structure and to handle 
complex verification issues. Besides, this allows a rapid exploration of different 
power design alternatives and an early decision-making of the most energy-efficient 
one before starting design at RTL. Unfortunately, taking advantage from UPF 
standard capabilities at Transaction-Level is not possible since there is still no power-
aware TL-simulator understanding power intent and constraints as captured by UPF.  

In this paper, we propose a “PwARCH” generic framework that abstracts relevant 
power concepts specified by the IEEE 1801 (UPF) standard. By following a four-
stage methodology, this framework allows adding high-level power architecture to a 
TL-model and building a power management strategy upon it. A verification process 
has been also built in order to check different types of contracts which express 
properties between power and functional architecture and are implemented using 
assume and guarantee assertion types. Moreover, our methodology enables exploring 
different power design alternatives and choosing the most energy-efficient one. 

The paper is organized as follows. Section 2 gives an overview of related works, 
and highlights our contributions. Section 3 describes the “PwARCH” framework. In 
section 4, our methodology flow is explained. The case study in section 5 applies our 
proposal to a TL-model example. Finally, section 6 summarizes our paper. 

2   Related Work  

Many ad-hoc approaches have addressed power modeling and estimation at different 
transaction levels. Since there is no standard way to create TL-power models for a 
system or IP cores, each of these approaches support different criteria to explore 
power profiles in a TLM context. Most of the proposed approaches focus on the 
instrumentation of existing TL simulation platforms to apply such profiles. Usually, 
power profiles are fed with power consumption metrics coming typically from IP 
datasheets or low level simulations. Instrumentation-based solutions mainly range 
from transaction-based power modeling solutions to component-centric ones. Authors 
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in [5] propose a method to build transaction-based models which resume all types and 
granularities of transfers between the different blocks of an existing TL-platform as 
well as the different relationships among them. However, [6] and [7] focus on power 
modeling of each hardware component in a TL-platform. These two solutions are not 
generic enough since they suppose that a cycle-accurate simulation platform already 
exists, which is not always the case. Similarly, authors in [8] adopt a state-based 
power profiling technique applied to each component in a TL-platform. Nevertheless, 
this method assumes that DPM (Dynamic Power Management) and DVFS (Dynamic 
Voltage and Frequency Scaling) power architectures of each considered IP core are 
available. Contrary to this work, we consider in this paper a strong relationship 
between specific low-power architecture, a system power management strategy 
controlling it and the resulting power savings. Our approach proposes a way to 
investigate this relationship starting from TL-models. Compared to previously 
mentioned works, it is also an instrumentation-based approach. Particularly, it is 
generic enough to be applied to any TL-model. Furthermore, our power models are 
neither component-based ones, nor transaction-based. Instead, we use state-based 
models relying on power-domain reasoning. Such reasoning has been involved 
throughout the proposed methodology by abstracting relevant UPF concepts to adapt 
them to a TL modeling usage. Some works [9], [10] have considered IEEE 1801 
(UPF) specifications and simulation semantics to achieve simulation-based or formal 
power-aware verification. But, as far as we know, none of them have used UPF 
semantics at Transaction-Level. The key difference with mentioned state of the art 
works is that we do not only perform early TL power estimation, but we also deal 
with power-aware design, management and verification issues at this modeling level.  

3   Overview of the PwARCH Framework 

Our main objective is to augment an existing SystemC/TLM model with power intent 
and control capabilities including power-aware verification. The “PwARCH” frame-
work has been developed as a static software library to help achieving that goal in an 
instrumentation-based manner. Fig. 1 depicts its generic set of C++ classes where 
each group serves a specific purpose. The main features of the framework are  
explained in the following sections: 

Abstracting UPF Concepts. The UPF standard [2] offers semantics for implementation 
and verification of low power design intent. It describes a HDL (Hardware Description 
Language) functionality subset of a power distribution and the behavior of its power 
elements in a side file. This file serves the entire RTL to GDSII design flow and can be 
modified throughout this flow in an incremental process (Fig. 2). Fig. 3 gives an example 
[12] of the main power elements used by UPF semantics to specify the power design 
intent explained as follows: each power domain (e.g. CRC_GEN) is supplied by a power 
net (e.g. VDD_HIGH) and overlays a functional block (e.g. Checker). Power switches are 
in charge of shutting down or powering up the power domains depending on the value 
changes of their control signals (e.g. crc_sd signal). Retention registers (RR) are used to 
save the internal state of crucial modules when they are switched off. Level shifters 
(LS/ELS) are used for communication between domains with different supply voltages. 
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Isolation elements (ISO) are used to avoid undefined signal values at the output of a 
power-gated domain. A power controller must be defined as a HDL functional block 
controlling all these power elements through specific control signals.  

 

Fig. 1. PwARCH framework structure: UML class diagram 

As far as we know, TL-simulators that capture UPF semantics are not available 
yet. Moreover, we can observe that only a subset of power components from UPF 
semantics can be used to express TL power intent, as their behavior is compatible 
with the TLM system view. Despite this compatibility, some attributes and simulation 

behavior of UPF components considered at TL must 
be even abstracted. For instance, power switch con-
trols have to be included transparently in a TLM 
simulation. The “PwARCH” framework helps to 
build abstracted UPF specifications according to 
power gating and multi-voltage power requirements. 
By starting power design intent at TL, we aim at 
generating a UPF constraints file describing the most 
energy-efficient system power architecture, and being 
the golden low power reference to RTL design team 
(Fig. 2). As shown on Fig. 1 (abstract UPF concepts 
part), composition hierarchy between abstract UPF 
components in “PwARCH” is the same as in UPF-
defined semantics. For instance, supply nets are in-
stantiated in the context of an existing power domain. 
Unlike UPF, we added other power components (such 
as Design_elem (DE) objects) and composition con-
straints (e.g. Power State Table (PST) objects are only 
instantiated in the context of a composite Power Do-
main). This facilitates managing hierarchical structure 

 

Fig. 2. Starting UPF flow 
from Transaction-Level 
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and control, and mapping 
the functional design to the 
power-aware one. Basic 
features of each power com-
ponent that are captured in 
our framework are hig-
hlighted hereinafter using 
illustrations concerning our 
case-study in section 5: 

 

Each functional Sys-
temC module is attached to 
a design element (DE) 

object. The key element in 
our approach is a power 

domain (PD) object which consists in a collection of DE objects that share the same 
primary supply nets. Each PD can be controlled individually. A hierarchical instantia-
tion of PD objects is allowed to facilitate the control of their states and their attached 
power components. For that, we defined a PD of type container that includes at least 
another PD instantiated in its context (e.g. PD_top_level in Fig. 8 (b)), and a PD of 
type nested (e.g. in Fig. 8 (b), PD_SRAM is nested in PD_AO). A nested PD can also 
be a container for other PD objects (e.g. PD_Periph is nested in PD_AO, and is a 
container for PD_GPIO (Fig. 8 (b)). Fig. 7 (b) shows an example of such constructed 
hierarchy corresponding to the power design in Fig. 8 (b). To apply power gating 
technique, abstract power switch (PSw) objects must be added at the boundary of the 
switched PDs. Each one is characterized by at least one input supply net and only one 
output supply net. Controlling the state of a PSw is equivalent to changing the state of 
its output supply net. Supply net (SN) objects can be either of type primary (so of 
type power or ground net), or retention, or isolation. In Fig. 8 (b), VDDSoC is a pri-
mary SN for PD_AO, whereas ret is a retention SN for PD_SRAM and PD_GPIO. 
Each SN is characterized by a (state,voltage) pair. Particularly, the output SN of a PSw 
is of type switched which is in addition characterized by a (state,input net) pair used 
to control states of PSw objects. A Switched supply net must be specified as the pri-
mary power net of a power-gated PD. (e.g. in Fig. 8 (b), the output SN of the power 
switch S2 named VDDPeriph_SW, is the primary power net of the PD_Periph). Note 
that in this work, the concept of voltage domain is merged with the concept of power 
domain. Hence, depending only on its attached primary power net, a PD can be pow-
er-gated if its power net is of type switched (e.g. PD_SRAM in Fig. 8 (b)). In this 
case, it can be entirely powered-down. Moreover, a PD can be of type voltage-scaled 
if its attached primary power net has more than one state (e.g. PD_CPU in Fig. 8 (b) 
has a VDDCPU power net with two possible voltage values (VH /VL)). Otherwise, a 
PD can be non-scaled if it has a unique primary power net with a single state and not 
of a switched type (e.g. PD_AO in Fig. 8 (b) is a non-scaled PD having VDDSoC as a 
primary power net).  

A power state table (PST) object is a two-dimensional static table that captures the 
global power states of a container PD. An example of a PST is given in Fig. 7 (a) 
according to the power design of Fig. 8 (b). Columns of a PST represent PDs local 
power states in terms of their power net states. We denote each of them by LPS  

Fig. 3. Example of UPF concepts 
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(Local Power State). Lines of a PST represent global power states of the including 
container PD. Each of them is denoted by GPS (Global Power State) and consists in 
one legal combination of LPSs of the nested PDs. Contrary to a LPS, a GPS refers to a 
functional tasks set matching a specific system use case. According to a specified 
PST, legal transitions between GPSs must be specified using PSTrans objects.  
Fig. 7 (c) illustrates example of legal transitions specified according to the PST of Fig. 
7 (a). 

Building Power-aware Verification. Our verification solution is not only an UPF-
like one that mainly focuses on verifying functional failure and wrong placement of 
power components. It emphasizes also on verifying additional interfaces resulting 
from our methodology. Depending on the types of communicating interfaces, possible 
errors have been classified into well-defined categories of contracts as explained later. 
According to our approach, each interface can be characterized by a set of 
assume/guarantee properties [11] that form the component’s contract. As we target a 
simulation-based verification, these contracts consist in executable specifications that 
are monitored at runtime. In “PwARCH”, assume and guarantee properties are seen as 
two types of assertions that form a contract and raise an exception when a property is 
violated during simulation. A generic class Assertions has been defined (Fig. 1) with 
corresponding Assume and Guarantee methods. A Satisfy method can be called  
as well by Assume or Guarantee methods to verify that a specific condition is 
satisfied.  

Power Analysis and Estimation. A power monitor is attached to each PD object and 
is automatically updates its power values using its power structure and its LPS. Each 
power monitor is triggered when its PD receives a power event (PwE). When such an 
event occurs, it provokes a change in at least a non-switched SN state or a PSw state. 
To capture such events, an observer like a SNObserver object is attached to each non-
switched SN and a PSwObserver object is attached to each PSw (Fig. 1). Due to the 
hierarchical PDs construction, a PD state change will automatically and recursively 
update power values of PDs in higher levels of hierarchy.  

4   A Power Domain Based Methodology  

We propose a power-domain-based methodology to add power management 
capabilities to the different functional parts of a SoC described in SystemC/TLM. Fig. 
4 illustrates the overall flow of the proposed methodology. It is mainly composed of 
three stages processed sequentially as indicated in Fig. 4. A fourth stage is dedicated 
for verification and occupies an orthogonal position regarding to previous stages. The 
methodology is iterative allowing the designer to explore different power design 
alternatives and retain the most energy-efficient one. Note also that the different 
stages are complementary and dependent of “PwARCH” library. In the following, the 
main purposes of each stage are explained. 
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Power Intent Specification Stage. 
Here the designer configures the 
system power intent by instantiating 
adequate objects from “PwARCH”. 
In a first phase, transaction traces 
resulting from a TL functional 
simulation of the embedded 
software inform about possible 
correlations between HW blocks in 
order to identify power reduction 
opportunities (e.g. gathering for 
instance the strongly correlated 
blocks in a same PD). Furthermore, 
the existing HW architecture is 
mapped to a power one by attaching 
DE objects to functional modules. 
Technology data and available low-
level power values are attached to 
DE objects used to update power 
consumption values. In a second 
phase, according to power domains 
boundaries and transaction traces, a 
system power management strategy 
is established by specifying a PST 

and its PSTrans set. Here, each possible combination of PDs states is bound to an 
appropriate part of the SW flow, with respect to inter-power objects dependencies. 

Power Management Unit Modeling Stage. To control local and global power states, a 
TL power management unit (PMU) is modeled as an additional SystemC module com-
municating through bus transactions with other modules of the platform. Since it uses a 
PST, a PMU activity only impacts the global power state of the container PD of this PST. 
For each GPS in a PST will correspond a transaction in the functional SystemC code that 
must be preceded by a power control (PwCTr) one. A PwCTr transaction writes to a 
PMU control register requesting hence to set the container PD in a specific GPS (Fig. 5). 
The DE issuing such transaction must be blocked as long as the PMU performs required 
transitions. We consider that each DE holds a particular event and remains waiting for it 
whenever it issues a PwCTr. When the PMU finishes its activity, it notifies this event so 

that the suspended DE re-
sumes its activity. Our PMU 
generic model (Fig. 5) is 
mainly composed of a power 
manager (PM) and a set of 
domain power controllers 
(DPCs). Each DPC module 
changes the LPS of a power-
gated domain between sleep 
and wake-up states (e.g. 

Fig. 5. Generic PMU TL-module

Fig. 4. TL power-aware methodology flow 
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process P1 in Fig. 5). The PM module only changes the LPS of non-switched PDs (T1 in 
Fig. 5) and requests adequate DPCs to change their domains states (T2 in Fig. 5). 

Power-aware Verification Stage. A three-step verification process is used to check 
after each stage that interactions among some components obey to specific contracts 
(Fig. 4). Three types of components are handled throughout the methodology. Pw 
components represent UPF-based concepts. Functional components consist in hard-
ware TL-modules. Mixed components (PMU modules and their PM and DPCs sub-
modules) are functional components using pw components to apply a system power 
management strategy. For lack of space, contracts which are supported by our ap-
proach are only briefly described in the following. Contracts of type 1 specify inter-
faces among pw components so as to ensure the respect of hierarchy of composition 
and structural dependencies among them (e.g. a PSw attached to a non-valid PD). 
They are already included in “PwARCH”. Contracts of type 2 verify interactions 
among mixed components, and also between mixed and pw components, so as to en-
sure the PMU correct functionality (e.g. a transition to a GPS is required during simu-
lation, but it is set as an illegal PSTrans). Contracts of type 3 specify interfaces be-
tween functional and pw components to verify that a TL-model enters correctly a GPS 
(e.g. noting an activity in a TL-module (DE) belonging to a powered-down PD). Con-
tracts of type 4 specify interfaces between functional and mixed components to check 
that the added power features do not alter the intended functionality (e.g. issuing a 
transaction to a module which is undergoing a power state transition). Actually, con-
tracts 2, 3, and 4 are manually added. 

Full Power-aware Simulation Stage. At this stage, we simulate the resulting TL 
power-managed behavior. It is processed in parallel with the verification one. During 
simulation, functional coherence between the augmented TL-model and the power 
design needs to be verified. The system power-aware behavior is proved coherent if 
no verification properties are violated during simulation. Then, power logs are gener-
ated and plotted. They are used to compare different power management solutions and 
select the most energy-efficient power design. 

5   Application To a Case Study 

To demonstrate our methodology, we consider an 
existing Approximately-Timed (AT) [4] TL-platform 
(Fig. 6) with no power management features. The 
embedded application implements Conway’s game of 
life. First, a software flow analysis is performed in 
order to determine possible system use cases. In the 
following, we give scenarios that match with GPSs of 
the PST shown on Fig. 7 (a), and according to the  
power design of Fig. 7 (b). The CPU computes a first 

Fig. 6. Case-study platform 
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image by reading and 
writing from/to the 
SRAM (initialize 
scenario). Then, peri-
pherals are initialized 
(allon scenario). The 
VGA controller uses a 
double-buffer to avoid 
visual glitches when 
the image changes. 
First, it reads the 
image from the mem-
ory (first buffer) and 
displays it (display 

scenario). Games of life iterations are cadenced by the timer. Hence, an interrupt 
which is raised by the timer, is driven to the interrupt controller which drives it to the 
CPU. Then, the CPU handles this interrupt by computing a new image in a second 
buffer while communicating again with the SRAM (process_INT scenario). Hence-
forth, the VGA Controller is informed by the CPU about the new image address, and 
will display this new image after the display reaches the end of the screen (display 
scenario again). A button mapped as a GPIO is checked periodically (handle_GPIO 

scenario). This SW 
flow is periodically 
repeated. As shown 
on the Fig. 7, differ-
ent power architecture 
alternatives have been 
elaborated and eva-
luated while taking 
into account this SW 
flow. Fig. 7 shows an 
application of the 
power intent specifi-
cation stage of our 
methodology accord-
ing to alternative (b) 
of Fig. 8. HW com-
ponents of this TL-
model have been 
implemented on a 
Virtex-4 FPGA de-
vice. The Xilinx 
Power Estimator tool 
has been then used to (d) 

(a) (b) 

(c) 

    
 

   

Fig. 8. Power-aware architecture alternatives 

Fig. 7.  Application of the power intent specification stage

    (c) Set of PSTrans 

(a) Power State Table (PST) 

(b) Power domains hierarchy 
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get technology-dependent power characteristics (such as leakage current and load 
capacitance) which are used to feed power models of each DE. Results show that (b), 
(c) and (d) alternatives in Fig. 8 provide at least 90% of energy savings compared to a 
unique power domain design ((a) alternative). The (b) alternative represents the most 
energy-efficient power domains partitioning since about 58% of energy savings is 
observed compared to (d) alternative and 7.3% compared to (c). Furthermore, the 
obtained power-aware simulation speed remains similar compared to the non-
instrumented version. For instance, simulation time for alternative (b) is only 0.03% 
slower than alternative (a). 

6   Conclusion and Future Work 

We have presented a novel, efficient and generic methodology to augment a TL-
model with power including verification capabilities. This methodology mainly aims 
at an early decision-making of the most energy-efficient and correct power manage-
ment design alternative. It allows also mapping TL hardware architecture to a power 
one using UPF-based concepts in a generic “PwRACH” framework. Future works will 
focus on automating the insertion of remaining types of contracts and the power intent 
construction of power design alternatives.  
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Abstract. Since the clocking power consumption in today’s processors
is considerably large, reducing the clocking power consumption con-
tributes to the reduction of the total power consumption in the pro-
cessors. Recently, a gated flip-flop is proposed for reducing the clock-
ing power consumption of flip-flop circuits. The gated flip-flop employs
a clock-gating circuit which cuts off an internal clock signal if the data
stored in the flip-flop does not need to be updated. Although this reduces
the clocking power consumption, the power dissipated in the clock-gating
circuit is still large. For reducing the power dissipated in the clock-gating
circuit, this paper proposes a technique for unifying the multiple clock-
gating circuits, which reduces the overhead of the clock-gating circuit.
Post-layout simulation results obtained using a commercial embedded
processor which employs our unified gated flip-flop demonstrate that our
technique reduces the power consumption of a core part of the proces-
sor by 25% on average and 33% at the best case compared to the same
processor with the conventional gated flip-flop.

1 Introduction

Ever increasing performance of microprocessors results in an explosion of the
power consumption in the microprocessors. In a typical microprocessor, the
power dissipated in register circuits is dominant [1]. Figure 1 shows a breakdown
of the power contributions in a commercial RISC-type microprocessor which is
synthesized using a commercial 65nm process technology. As can be seen from
the Figure, the power consumption of register circuits is around 40% of the total
power consumption of the microprocessor. This means that the reduction of the
power dissipated in the register circuits largely contributes to the reduction of
the total power consumption of the microprocessor. Another important obser-
vation is that more than 80% of the power consumption in the register circuits
is dissipated due to clock-signal transitions in flip-flop circuits. This is mainly
because a probability of signal transitions in a clock port of a flip-flop is much
higher than that in a data port of the flip-flop. Therefore, reducing the clocking
power in the flip-flops contributes to the power reduction of microprocessors.

Clock-gating is widely used for reducing the power dissipated in the clock
ports of the register circuits [2]. This reduces the probability of the clock-signal
transitions in the flip-flop circuits. For example, SYNOPSYS Power Compiler
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Register circuit
Clock tree
Memory Leakage
IO Others

Clock signal transition
Others

40%
85%

Fig. 1. Power Breakdown of Microprocessor

exploits an enable signal connected to a register circuit for cutting off the clock
signal to the flip-flops [3]. The register here is defined as a set of flip-flops which
share a common enable signal. If the enable signal is false, the clock signal is
gated and any flip-flop in the register does not consume the clocking power.
However, there still exists a room for reducing the clocking power, since this
approach cannot separately stop the clock supply to a subset of the flip-flops in
the register circuit which is controlled by a common enable signal. For making
finer grained clock gating possible, a technique of gated flip-flop is proposed [4].
This technique makes it possible to perform bitwise clock gating. The gated flip-
flop employs an internal clock-gating circuit which stops the clock supply to the
flip-flop if an input value of the flip-flop is equal to a value stored in the flip-flop.
The main drawback of the gated flip-flop is its large area and power overheads
in the internal clock-gating circuit. This paper proposes a technique for unifying
the multiple clock-gating circuits, which reduces the power and area overheads
of the clock-gating circuit.

The lest of the paper is organized in the following way. Section 2 summarizes
related work. Our idea for unifying multiple gated flip-flops is presented in Sec-
tion 3. In Section 4, experiments and results using a commercial microprocessor
are shown. Section 5 concludes this paper.

2 Related Work

2.1 Fine-Grained Clock Gating

Recent microprocessors used in many computer systems have a 32-bit or 64-bit
data path. Although those processors normally perform 32-bit or 64-bit oper-
ations, narrow-width operations are still frequent. Brooks et al. [6] show that
roughly 50% of the integer instructions in SPECint95 benchmark programs re-
quire less than or equal to a 16-bit precision, even though the underlying pro-
cessor has a 64-bit data path. Since conventional processors always assign the
full-bit width of a register entry even for the narrow-width operand, the upper
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bits of the register entry are useless and dissipate wasteful clocking power in
corresponding flip-flops. A technique presented in [6] detects these useless upper
bits dynamically and cuts off the clock supply to these bits for reducing the
wasteful clocking power consumption. The narrow-width operand is exploited
in a concept called partially guarded computation [7]. The idea is to divide a
functional unit into two parts, MSP (Most Significant Part) and LSP (Least Sig-
nificant Part), and to perform only the LSP computation if the range of output
data can be covered by LSP only. MSP computation is disabled dynamically by
using clock-gating for saving the power consumption of the MSP. Similar idea is
applied to register files [8]. The idea is to partition a register file into two sub-
word banks. If an MSP of each register file entry is used for sign extension only,
the clock supply to the MSP is gated for saving the power consumption. The
techniques presented above drastically reduce the power dissipated for clocking
as well as the power dissipated in functional units. However, the problem is that
they involve a considerable overhead for detecting opportunities of clock gating.
For example, all of above presented techniques need to detect all-zeros or all-
ones in an input of the MSP, which involves considerable delay, area and power
overheads. Another problem is that those techniques can be applied to regis-
ters on a data path only. Unlike those techniques, our technique aims at both
reducing the overhead to dynamically detect the opportunities for clock gating
and reducing the switching activities of clock ports in every registers including
pipeline registers, a register file, status register and so on.

2.2 Low Power Flip-Flops

In the past, several low power designs for the master-slave flip-flop have been
proposed, such as data look-ahead flip-flop [9], clock-on-demand flip-flop [10],
and gated flip-flop [4]. The common idea among the above techniques is to
insert conditional circuitry into their clock path to cut off the clock signal in
a case that the inputs will produce no change in the outputs. Strollo et al. [4]
have proposed two versions of the gated flip-flop. In the double-gated flip-flop,
each of the master and slave latches has its own clock-gating circuit. The circuit
consists of a comparator and a signal keeper. The comparator checks whether
or not the current input value and the value stored in the flip-flop are different
from each other. The signal keeper keeps an internal clock signal unchanged
if the current input value and the value stored in the flip-flop are the same
from each other. In the sequential-gated flip-flop, the master and the slave share
the same clock-gating circuit instead of having their own individual circuit as
used in the double-gated flip-flop. This drastically reduces the clocking power
consumption. However, one of the most critical issues in the gated flip-flops is its
power overhead in the clock-gating circuit. As the frequency of state transitions
in the flip-flop increases, the power overhead by the clock-gating circuit increases.
Therefore, if the value stored in the flip-flop needs to be updated frequently, the
gated flip-flop consumes more power than a normal flip-flop. Another serious
issue is its area overhead. This area overhead leads to an increase of a chip area
and may consume more power. Our technique aims at reducing these overheads
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by sharing the clock-gating circuit among multiple flip-flops. In [5], multiple
flip-flops are combined together and a single internal clocking circuit is shared
among the multiple flip-flops. This largely reduces the clocking power of the
flip-flops. However, it does not aim at reducing the power consumption of the
clock-gating circuit. Our technique reduces the power consumption of both the
clock-gating circuit and the clocking circuit, which drastically reduces the power
consumption of entire register circuits.

2.3 Preliminary Analysis

The left of Figure 2 shows an example of the conventional gated flip-flop. The
gated flip-flop consists of a normal flip-flop and a clock-gating circuit for cutting
off the clock supply to the flip-flop part if values of input D and output Q of the
flip-flop are the same from each other. This reduces the clocking power if the
value stored in the flip-flop does not need to be updated. However, if the state
transition probability of the flip-flop is higher than a specific value, the gated
flip-flop dissipates more power than a normal flip-flop. It is important to use the
gated flip-flop to register bit whose state transition probability is less than the
specific value for reducing the power consumption of the register circuits.

The right of Figure 2 shows the power consumptions of a normal master-
slave flip-flop and a gated flip-flop for different state transition probabilities in
flip-flops. Horizontal axis shows the state transition probability of the flip-flops.
Vertical axis shows the power consumption of the flip-flops. The state transition
probability represents the average number of state translations in a flip-flop per
a clock cycle. Since the state transition in a flip-flop occurs at most once in a
clock cycle, the state transition probability is no more than 1. As can be seen
from the Figure, the gated flip-flop consumes less power than that of the normal
flip-flop if the state transition probability is lower than 23%. This is because the
power consumption in the clock gating circuit is less than the reduction of the
clocking power in the flip-flop part of the gated flip-flop if the state transition
probability is lower than 23%.
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Fig. 2. Gated Flip-Flop [4] and its power consumption
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3 Unified Gated Flip-Flop

3.1 Unification of Multiple Clock-Gating Circuits

Our idea for reducing the power overhead in the clock-gating circuit is to share a
single clock-gating circuit among multiple flip-flops. An example of a 2-bit unified
gated flip-flop is shown in Figure 3. For reducing the load capacitance of the
clock input port per bit, multiple flip-flops share a ck pin. The opportunities for
cutting off the clock signal are detected by a circuit composed of multiple compis
connected in parallel. The number of compi circuits is equal to the number of
flip-flops unified together. An internal clock signal ckg connected to flip-flops is
activated if a value of Di is different from a value of Qi. Therefore, if a value of
a D port even in a single flip-flop differs from a value of a Q port in the same
flip-flop, the clock is provided to all flip-flops. This implies that the switching
probability in ckg port increases as the number of flip-flops unified increases. This
may increase the clocking power consumption even though the load capacitance
of ck port per bit is reduced by unifying multiple flip-flops.
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Fig. 3. Schematic of 2-bit Unified Gated Flip-Flops

3.2 Delay Results

Table1 shows setup time, hold time and C-Q delay of five different types of
flip-flops in picosecond. All results are obtained through circuit simulation using
HSPICE of SYNOPSYS. SPICE netlists used in the simulation are extracted
from the physical layout designed by ourselves. The target process technology is
0.18µm CMOS process and a supply voltage used is a 1.8V. Normal FF, CONV
GFF, 2-BIT UGFF, 3-BIT UGFF, and 4-BIT UGFF represent normal master-
slave flip-flop, conventional gated flip-flop [4], 2-bit unified, 3-bit unified, and
4-bit unified gated flip-flops, respectively. The C-Q delay represents a clock to Q
output signal delay. As can be seen from the Table, a width of latch window and
C-Q delay of gated flip-flops are much larger than those of the normal flip-flop.
Therefore, it is very important to apply the unified gated flip-flops to non-critical
paths and normal flip-flops to critical paths so that the power consumption can
be reduced without degrading the performance of the target circuits.
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Table 1. Timing parameters

setup [ps] hold [ps] C-Q delay [ps]
rise fall rise fall rise fall

Normal FF 97.4 48.5−97.4−48.5 195 184

CONV GFF 293 366 97.5 97.5 315 291

2-BIT UGFF 341 488 97.5 97.5 345 324

3-BIT UGFF 379 488 146 97.5 389 358

4-BIT UGFF 488 537 146 146 416 389

3.3 Layout and Area Overhead

The left of Figure 4 shows a layout image of a 2-bit unified gated flip-flop designed
using a commercial 0.18µm process technology. The right of Figure 4 shows
layout areas required for the unified gated flip-flops. Horizontal axis shows the
number of flip-flops unified together. Vertical axis shows the ratio of the layout
area required for a n-bit unified gated flip-flop to that required for the n-bit
normal flip-flops. For example, the layout area of a 1-bit gated flip-flop is double
of the area of the 1-bit normal flip-flop. Our unified gated flip-flop shares the
clock-gating circuit among several flip-flops. Therefore, as the number of flip-
flops unified together increases, the area of the unified gated flip-flop per bit
decreases. For example, area overhead per bit involved in a 4-bit unified gated
flip-flop is 40% smaller than that of the conventional 1-bit gated flip-flop.
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Fig. 4. Layout of 2-bit Gated Flip-Flop

3.4 Overview of the Test Chip

The left of Figure 5 shows a layout image of a test chip designed with 0.18µm
CMOS process. A block specified as power measurement circuit includes a cir-
cuits under test which consists of normal flip-flops, conventional gated flip-flops,
2-bit, 3-bit, 4-bit, and 5-bit unified gated flip-flops. Each test block has 60 flip-
flops concatenated together so as to amplify the power consumption of a flip-flop
under test. The right of Figure 5 shows the timing diagram of the 2-bit unified
gated flip-flop. As can be seen from the diagram, the 2-bit unified gated flip-flop
functions correctly. Similarly, the test chip demonstrates that 3-bit, 4-bit, and
5-bit unified gated flip-flops work correctly as well.
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Power measurement circuit

1-BIT UGFF5-BIT UGFF
2-BIT UGFF

3-BIT UGFF

4-BIT UGFF

ck

D1

Q1

Fig. 5. Layout Image and Timing Diagram of the Test Chip

3.5 Power Measurement Results

Figure 6 shows the power measurement results. Horizontal vertical axes represent
the state transition probability and the power consumption of the flip-flops. Since
our previous work [12] demonstrates that an average state transition probability
of registers used in a commercial microprocessor is around 0.1, our unified gated
flip-flop greatly reduces the power consumption of register circuits.
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Fig. 6. Power Measurement Result

4 Evaluation with a Commercial Microprocessor

4.1 Experimental Setup

We use Media embedded Processor (MeP) [11], which is originally developed by
Toshiba in this experiment. It is a RISC type processor with five pipeline stages
and 16 general purpose registers.
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First, we characterize gated flip-flops using LibertyTM NCX, a cell-library
characterization tool of SYNOPSYS. Then, the processor core is synthesized and
place-and-routed using Design Compiler and Astro of SYNOPSYS, respectively.
The processor core represents a core logic part of the processor which excludes
SRAM blocks like a cache memory and a scratchpad memory. The number of
gates in the processor core is around 46,000. Note that the conventional clock
gating is applied to the processor core in advance as a base of the evaluation.
Next, we run benchmark programs presented in the bottom of Figure 8 on an
post-layout model of the processor to obtain toggle information of every gates.
Verilog-XL of Cadence is used for the simulation. Finally, we calculate the power
consumption of the processor core based on the toggle information obtained
through the post-layout simulation. We evaluate the power consumption and
area overheads of three different processor designs which respectively employ
the following three techniques in their register circuits.

CLK Gating Conventional clock gating (Base of the evaluation)
CONV GFF Conventional gated flip-flop [4]
UGFF Unified gated flip-flops (Our proposal)

4.2 Layout Synthesis Results

Table 2 shows the number of flip-flops used in the three types of processor
designs described in the previous subsection. Since our proposed unified gated
flip-flops have large C-Q delay and wide latch window, the critical path delay
may be very large if those flip-flops are used in all register circuits. Therefore,
we use the normal flip-flops as well in all designs so that the normal flip-flops are
used in critical paths. This helps reduce the average power consumption without
increasing the critical path delay of the target circuit.

Figure 7 shows a layout image and layout areas of the processor core. Logic
synthesis and place-and-route are performed so that the layout area is minimized
under a specific clock-cycle time constraint. In this experiment, we use 10ns and
12ns as the clock-cycle time constraints. In other words, the target clock fre-
quencies for the optimizations are 100MHz and 83MHz as shown in Figure 7.
Bar charts show the layout results of the processor core which employs normal
flip-flops, conventional gated flip-flops and unified flip-flops, respectively. Left
three bars and right three bars in the chart show layout areas of the proces-
sor core designed targeting 100MHz and 83MHz, respectively. As can be seen
from the results, our unified gated flip-flop does not increase the layout area of

Table 2. The number of flip-flops used in the processor

Normal FF CONV GFF 2-bit UGFF 3-bit UGFF 4-bit UGFF

CLK Gating 3,732 - - - -

CONV GFF 966 2,766 - - -

UGFF 908 970 16 36 428
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the processor core. The results also demonstrate that the unified gated flip-flop
does not cause an degradation of the processor performance although the per-
formance of an individual unified gated flip-flop is lower than that of a normal
flip-flop.

4.3 Power Consumption Results

Figure 8 shows the power consumption results obtained using post-layout simu-
lation. As can be seen from the Figure, our approach widely reduces the power
consumption of clock trees. This is mainly due to a decrease in the clock tree
size thanks to the reduction of the fanout loads in the leaves of the clock tree.
As a result, our approach reduces the power consumption of the processor core
by 25% on an average and by 33% at the best case. If compared to the processor
employing the clock gating only, the power reductions are 32% on an average
and 42% at the best case.
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5 Conclusion

This paper presents our idea of unifying multiple gated flip-flops for reducing the
power consumption in register circuits. Chip measurement results demonstrate
that our unified gated flip-flops work correctly. Experimental results obtained
using post-layout simulation of a commercial embedded processor demonstrate
that our technique reduces the power consumption of a processor core by 25%
on an average and 33% at the best case compared to the processor employing
the conventional gated flip-flops. Our future work will be devoted to selectively
apply appropriate types of unified gated flip-flops to registers with taking the
state transition probability of each flip-flop into consideration.
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Abstract. Self-timed circuits are slope sensitive: when the voltage of
one input or internal node changes too slowly, the interconnected logi-
cal blocks might loose their local one-to-one synchronization. This phe-
nomenon often leads to unwanted global dead-locks of the entire circuit.
The deep-submicronic manufacturing process mismatches might create
such situations where one logical block is significantly slower than the
others. We applied two known solutions for ensuring the correct C-
element behavior whatever the slopes are: the transistors are resized
and the supply voltage is reduced in order to guarantee the overall chip
correctness taking into account the process variations.

1 Introduction

The self-timed circuits are well known for their intrinsic robustness against
Process-Voltage-Temperature (PVT) variations [1] [2]. The PVT variations have
consequences on propagation delays and on transition speeds (slope). The self-
timed circuit structure (see Section 2) ensures their insensitivity to the propaga-
tion delay variations in the digital gates as well as in the communication wires.
However, the design flow of self-timed circuits usually ignores the transition
speeds.

The behavior of conventional (synchronous) integrated circuit (IC) in the con-
text of slow slopes has previously been studied in [3]: it has been demonstrated
that slower slopes imply longer computational delays. Because synchronous IC
are not robust against delays, they will not behave correctly in the context of
slow slopes. For self-timed circuits, their robustness against delays should make
their behavior immune to slow slopes. Unfortunately, digital gates will variously
interpret a given analog voltage when their logical threshold voltages (see Sec-
tion 3) have mismatches [4].

The simulations in [5] underline ideal conditions without process variations.
The PVT variations modify these logical threshold voltages: they may change
their ordering and the chip behavior consequently. In this paper, we design with
the sufficient safety margins to ensure the correct threshold voltage ordering
even in the presence of process variations.

2 Self-timed Circuit Structures

The design of self-timed IC differs from conventional synchronous ones by the
lack of global synchronization. In synchronous IC, the clocks synchronize the

J.L. Ayala et al. (Eds.): PATMOS 2011, LNCS 6951, pp. 247–256, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Local synchronization between logical blocks

data over the chip. In self-timed circuits, the data are propagated through logical
blocks via communication channels ensuring the one-to-one local synchroniza-
tions between the two blocks (Figure 1).

This structure can either represents Globally Asynchronous Locally Syn-
chronous (GALS) or self-timed circuits. In GALS, the logical blocks have their
own clock and internally run synchronously with respect to this internal clock.
Conversely, self-timed circuits process without any clock.

Each logical block runs at its own speed and all data exchanges are safely
executed when both blocks are ready. The self-timed local blocks can safely be
assembled to build a higher level block as shown in Figure 1: the local one-to-one
synchronization guarantees the overall delay insensitivity. However, most real-life
self-timed circuits are not entirely delay insensitive (DI) because of intrinsic area
and delay costs. The Quasi-Delay-Insensitive (QDI) self-timed circuits are widely
considered as a good trade-off between data transfer safety and structural costs.
Their structure ensures delay insensitivity except on some specific wire forks,
called isochronic forks, where a timing assimption is made (the propagation
delays on the fork wires are supposed to be equal) [4].

The communication channels between the logical blocks implement the hand-
shake protocols which is responsible for the data transfer. Unlike event-based
synchronizations (clock), the handshake communication protocols are state-based.
Figure 2 depicts the typical timeline for the 4-phase communication protocol
between two logical blocks. In phase 1©, both blocks are ready for one data
exchange. The sender block emits the data along with the request signal in
phase 2©. The receiver acknowledges the data transfer in phase 3©. Finally, the
sender removes the data and the request signals in phase 4©: the communication
channel is ready for the next data transfer.

The QDI timing assumptions are really weak but this is not sufficient in
order to guarantee the chip safety in the context of slow slopes [5]. The corner
cases exhibits the self-timed IC wrong behavior: the communication channels
loose their synchronization when one of the two blocks, either the sender or
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Fig. 2. 4-phase communication protocol timeline

the receiver, runs significantly faster than the other. The local speed variations
impact the block computation times (delays) as well as the transition times
(slopes) on their interconnects. These speed gaps can be the consequence of
electromagnetical disturbances for instance when the chip runs in an aggressive
environment. In such situations, the sender and receiver logical blocks do not see
the same amount of data on the communication channels: data are duplicated
and may be altered.

Manufacturing processes with significant variability can lead to the same effect
and to the same consequences: one part of the manufactured chip has optimal
performance while the others may be slower. Therefore two logical blocks located
in different chip areas will run at different rated speeds.

3 C-elements

The level-based handshake communication protocols are nicely implemented us-
ing C-elements (also called Muller gates). Indeed, the C-elements implement a
rendez-vous between the sender request and the receiver acknowledgement wires.

Figure 3(a) denotes the symbol that is usually associated with 2-input C-
elements and its truth-table. There exist several solutions for implementing the
C-element function at the transistor level. Our study focuses on two static C-
element structures:

– the 2-input weak-feedback C-element (denoted WM2), as shown in
Figure 3(b) [6];

– the 2-input conventional C-element (denoted CM2), see Figure 3(c) [7];

For these gates, the input stage is built by stacking the transistors TN1, TN2, TP1

and TP2. The memory point flips depending on the input values of these four
transistors. The transistors TN3 and TP3 are part of the output stage and of the
memory. Finally, the feedback stage (for the memory) is made of the remaining
transistors.

All these structures do not exhibit the same behavior when analog phenomena
are taken into account: for instance their robustness against Single Event Upsets
(SEU) highly depends on the standard-cell structure. In addition, these different
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(a) (b) (c)

Fig. 3. (a) C-element symbol and truth-table (b) WM2 transistor network (c) CM2
transistor network

structures have intrinsically different threshold voltages [5]. At analog level, the
input threshold voltages are defined as follows:

– VTH is defined as the minimum voltage needed on one C-element input, when
the other input is tied to VDD, for making its output switching to VDD;

– VTL is the maximum voltage on one C-element input, when the other input
is tied to VSS , for making its output switching to VSS.

These threshold voltages depend on the C-element structure, on the manufactur-
ing process and on its transistor widths and lengths. The original C-elements are
standard-cells taken from the TIMA Asynchronous Library [8]. The transistor
sizings were elaborated with constraints on area, delay and consumption while
the threshold voltages were not taken into account. The resulting VTL and VTH

inducted some gates where VTH < VTL. In such cases, the implementation of the
rendez-vous function is broken: the two blocks are not synchronized anymore.
The sender and receiver run at their own speed and data tokens are inserted
when the receiver runs intrinsically faster than the sender.

The C-element standard cells have to be carefully designed in order to always
avoid cases where VTH < VTL. Because these threshold voltages depend on
transistor sizings and on the manufacturing process, they also depend on PVT
variations.

4 C-element Simulations

The C-element gates are characterized by several automated benchmarks. First,
the output level is forced to VSS (resp. VDD) by the stimulations of the appro-
priate voltage on its inputs. When the voltages are stabilized, one of its inputs
is switched to the opposite logical level VDD (resp. VSS). According to the C-
element truth table, its output remains unchanged. Then, the other input is
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stimulated by a slow rising slope to VDD (resp. down to VSS). The gate output
voltage flips when this input voltage reaches VTH (resp. VTL). When VTH < VTL,
the gate might fire several times in a closed loop structure. These characteriza-
tions are based on Monte Carlo simulation in order to model global process
variations and local mismatches. In the following Figures and Tables, V denotes
the average value for the respective voltage V and σV its standard deviation.

The gates are designed targeting different manufacturing technologies from
STMicroelectronics:

– general purpose high speed 130 nm;
– low power standard VT 45 nm;

Figure 4 depicts the threshold voltage density functions for the 130nm high-
speed weak-feedback C-element when the supply voltage is set to VDD = 1.2V .
The threshold voltage density functions can be approximated by Gaussian dis-
tribution. Ideal Gaussians have infinite support. However, it is accepted that
99.73% of V is in the range [V − 3σV , V + 3σV ] (three-sigma rule). Therefore,
the density of values outside this range is considered as null. This assumption
holds in the next sections of this paper.

The C-element behavior is correct provided VTH > VTL. When the two thresh-
old voltages are not correlated, this condition can be rewritten to: the den-
sity functions for VTH and VTL shall not overlap and VTH > VTL. Otherwise,
when the two threshold voltages are correlated, one has to compute the differ-
ence ΔVT = VTH − VTL for each measure and make sure this value is never
negative.

Moreover, the density function of ΔVT is the convolution of the density func-
tions of VTL and VTH if and only if (iff ) the two voltages are not correlated. This

Fig. 4. 130nm HS WM2 threshold voltage densities
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can be verified analytically and experimentally. The resulting standard deviation
is σΔVT =

√
(σVT H )2 + (σVT L)2.

In Figure 4, the average values for VTH and VTL of the 130nm HS WM2 are
the same values as obtained during conventional simulations without process
variations. We also obtained σΔVT <

√
(σVT H )2 + (σVT L)2. Therefore, it implies

that the two threshold voltages are not independent values but they are somehow
correlated.
VTH (resp. VTL) is measured when the C-element output switches to VDD

(VSS). At this switching state, the node VY switches to VSS (VDD). This tran-
sition on VY is caused by the NMOS transistors TN1 and TN2 (PMOS TP1 and
TP2) that are driving more current to node Y than the PMOS transistors TP4,
TP5 and TP6 (NMOS TN4, TN5 and TN6. Consequently, each transition to VSS

and VDD requires both NMOS and PMOS transistors. The PMOS and NMOS
transistor characteristics and moreover their variability and mismatches are pa-
rameters of both VTL and VTH . Therefore a modification in characteristics either
of NMOS or of PMOS transistors has consequence on both threshold voltages.

Figure 5 shows VTH as function of VTL for the 130nm HS WM2: the two
values are not closely correlated. Indeed, the correlation coefficient of VTH and
VTL is r = 1

n−1

∑n
i=0(

VT Li−VT L

σVT L
)(VT Hi−VT H

σVT H
) = 0.0663 where n is the number of

measures (n = 500 in this case). The linear regression is drawn in solid green. Its
approximation is VTH = 0.108VTL + 0.504: a lower VTL occurs more frequently
associated to a lower VTH than to a higher VTH .

Fig. 5. 130nm HS WM2: VTH = f(VTL)

5 Consequence on C-element Design

Two methods are usually experimented to fix the gate behavior [9, 5]:

1. the width of the feedback transistors may be increased;
2. the supply voltage might be reduced for the entire standard-cell.
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5.1 Fix Methods

The first method produces good results when applied on the weak-feedback C-
element structure. The scale factor fbscale denotes the scale factor that multiplies
the width of TP4 and TN4 together. The behavior of the 130-nm high-speed
weak-feedback C-element is correct when fbscale > 1.1. Figure 6 shows how
the difference of threshold voltages ΔVT scales with fbscale. The dotted curve
denotes the highest 3σ boundary; these specific variations would give the best
reliability. The solid curve is the ΔVT average value. Finally, the dashed curve
denotes the lowest 3σ boundary: this is the worst case at given fbscale. The gate
behavior is correct when the lowest 3σ boundary is always positive: this is true
when fbscale > 1.34.

Fig. 6. 130nm HS WM2: Threshold voltages as function of fbscale

The C-element structure does not cope well with the first fix method [5]. The
second fix method is well-suited for the conventional C-element structure. Figure 7
draws the ΔVT skeleton as a function of the supply voltage. σΔVT = 37mV when
VDD = 1.2V and σΔVT = 44mV at VDD = 0.5. When VDD is reduced, ΔVT

increases: the process variations have more effects when VDD is low. During our
simulations, we could not reduce the supply voltage below 0.5V because the gate
output is not able to switch to VSS anymore (the required VTL would be less than
0V ). Therefore, the second method does not give good results alone.

5.2 Costs

The transistor resizing method may affect standard-cell area: when the transis-
tors are too wide, a single gate finger structure may not fit in the standard-cell
design patterns. In this case, the designer has to draw additional gate fingers
to create the equivalent transistor. Each additional finger increase standard-cell
size. However, the keeper transistor widths are initialy very small for both the
conventional and weak-feedback structures. Consequently, they fit in the initial
standard-cell areas even if fbscale is 3.0.
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Fig. 7. 45nm LS CM2: Threshold voltages as functions of VDD

Both methods impact on the propagation delays: we measured that the tran-
sistor resizing method effects are limited. On the opposite, the VDD scaling dras-
ticaly slows down the circuit. A good trade-off between the two methods could
guarantee the C-element correctness without a significant performance penalty.

5.3 Trade-off between the Two Methods

The two methods are based on different modifications that may be used com-
plementary. Figure 8 draws ΔVT as function of VDD and fbscale for the 45nm
LS CM2. This 3D curve is obtained by the Monte-Carlo computations of ΔVT

with two parameters: VDD range is 0.6V to 1.2V and fbsacle from 1.0 to 3.0.
The region 1© means ΔVT > 0: the threshold voltages are correctly ordered

subjected to the 3σ assumption. In opposite, the region 2© depicts the incorrect
behavior where ΔVT + 3σΔVT < 0.
ΔVT is always increasing when fbscale is increasing. When fbscale is small,

ΔVT increases when VDD reduces. The same variation could be expected when
fbscale is large. In this case, the effects of the two methods would be opti-
maly mixed. Experimentally, we obtained the opposite: for large fbscale, ΔVT

decreases when VDD decreases.
Actually, there is an unwanted side effect between the two methods. The

saturation current for CMOS transistor is given by the well known formula:
IDS ≈ K.W

L
(VGS − VTR)2. It is the function of:

– the transistor geometrical sizing (width W and length L),
– its node voltages (VGS) (the value of VDD plays here),
– the manufacturing process characteristics (K and transistor threshold

voltage VTR).

By simulation, we observed that the PMOS saturation current complies with
this approximation whereas the NMOS saturation current does not. The effective
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Fig. 8. 45nm LS CM2: ΔVT as function of VDD and fbscale

NMOS saturation current is higher than expected when VDD is low and their
width is not the minimal one. In the studied CM2, the transistors TN1 and
TN2 will be affected: when the two C-element inputs are set to VDD, these
transistors drive more current than expected. Consequently, the memory point
output switches to VDD sooner than expected: VTH is reduced (and ΔVT as well)
when VDD is low.

The area 1© has high VDD and high fbscale. In order to guarantee the CM2
correct behavior, the keeper transistors need significantly bigger widths and the
voltage scaling should be limited.

6 Conclusion

We studied the behavior of digital gates at analog level in order to improve the
self-timed circuit robustness. The behavioral correctness is based on the ordering
of threshold voltages. The process variations slightly modify these threshold
voltages and may change their ordering if they are almost equal. Their variations
are measured and two previously introduced methods are applied in order to
guarantee a correct behavior. When the process variations are taken into account,
the method based on VDD reduction does not give good results alone. It has to
be associated to the other methods based on transistor resizing.

We managed to fix the incorrect behavior of two C-element structures. The
C-element gates were simulated and process variations were taken into account
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to ensure the behavioral correctness for almost all manufactured circuits. The
3σ-based safety margin ensures a correct behavior which do not depend on the
chip manufacturing process.
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Abstract. In embedded control applications, control-rate and energy-consumption 
are two critical design issues. This paper presents a series of high-speed and low-
power finite-word-length PID controllers based on a new recursive multiplication 
algorithm. Compared to published results into the same conditions, savings of 
431% and 20% are respectively obtained in terms of control-rate and dynamic 
power consumption. In addition, the new multiplication algorithm generates 
scalable PID structures that can be tailored to the desired performance and power 
budget. All PIDs are implemented at RTL level as technology-independent 
reusable IP-cores. They are reconfigurable according to two compile-time 
constants: set-point word-length and latency. 

Keywords: Design-Reuse, Embedded Finite-Word-Length (FWL) Controllers, 
Intellectual Property (IP), Linear Time Invariant (LTI) Systems, Low-Power 
and Speed Optimization, Proportional-Integral-Derivative (PID). 

1   Background and Motivation  

The PID is by far the most commonly used feedback controller due to its simple structure 
and robust performance [1]. An important feature of this controller is that it does not 
require a precise analytical model of the system that is being controlled, which makes it 
very attractive for a large class of LTI dynamic systems. However, despite the large 
popularity of PID controller, little attention has been paid to its optimization, either for 
ASIC or for FPGA integration. In [2] low-power serial and parallel multiple-channel PID 
architectures are proposed for small mobile robots. In this work, the optimization was 
carried out at macro-level considering several PIDs, rather than at micro-level 
(optimization of the PID itself). Nevertheless, the whole architecture will deliver much 
more interesting results if combined with an optimized PID. The second work [3] 
proposes serial, parallel, and mixed PID architectures incorporating different number  
                                                           
* This work was supported by “Centre de Développement des Technologies Avancées” (CDTA), 

Algiers, Algeria, in collaboration with FEMTO-ST institute, Besançon, France.France.  
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(1-3) of multiplication cores. High power consumption, even with the serial architecture, 
and complex control-part are the two major shortcomings of this proposal. Finally, in [4] 
an attractive optimized PID structure based on distributed arithmetic (DA) is presented. 
Although this latter exhibits interesting results in terms of resource utilization and power 
consumption, it suffers from three serious drawbacks: high latency (n+1 clock-cycles for 
n bit set-point word-length), FPGA technology-dependent as it’s essentially based upon 
FPGA look-up-tables (LUTs), and inability to handle time-varying PID parameters since 
they are precomputed and stored into LUTs.  Nevertheless, it’s considered as a reference 
design against which the obtained results are confronted into the same conditions.   

The objective of this paper is to design optimized FWL-PID structures that overcome 
all above-mentioned shortcomings, and which are especially dedicated to embedded 
control applications. The PID cores are described at RTL level. They are highly 
reconfigurable and technology-independent, offering the possibility to be mapped both 
on FPGA and ASIC, using a foundry standard-cell-library.  

To reach such a goal, a special focus was put on the optimization of the inner 
arithmetic of PID. For that, we considered two discrete forms of PID algorithm: the 
commercial form [5], called also the standard or ISA form, and the incremental form. 
These two forms went through FPGA implementations, using a new recursive multibit 
recoding multiplication algorithm (RMRMA). Results show clear superiority over those 
provided in [4]. PID control-rate and energy-consumption savings are respectively 431% 
and 20% . Furthermore, RMRMA algorithm generates scalable PID structures which can 
be customized to fit the desired speed and power budget. Its interesting feature as a low-
power multiplication algorithm makes it useful for a wide range of numeric applications. 

The paper is organized as follows. In this section we outlined the main requirement 
specifications for embedded PID controller. Section 2 presents the two most-used 
discrete versions of PID algorithm. Section 3 introduces the new RMRMA algorithm and 
its implementation. A discussion around the obtained results is given in section 4. . And 
finally some concluding remarks.   

2   The Two Most-Used Discrete versions of PID 

In digital control, commercial and incremental forms are the two most-used discrete 
PID versions [1][5]. They are respectively denoted by recurrent equations (1) and (2), 
and their corresponding coefficients are grouped in Table 1. 

( ) ( ) ( ) ( )kDkIkPku ++=     (1)  ;  where ( ) ( ) ( )kyBkuAkP c ⋅+⋅=  ;  

( ) ( ) ( )11 −⋅+−= keCkIkI  ;   and  ( ) ( ) ( )kfEkDDkD ⋅+−⋅= 1 . 

With ( ) ( ) ( )111 −−−=− kykuke c
  and ( ) ( ) ( )1−−= kykykf  

And 

( ) ( ) ( ) ( ) ( )211 −⋅+−⋅+⋅+−= keCkeBkeAkuku                                                      (2) 

Where  ( ) ( ) ( )kykuke c −=  ; ( ) ( ) ( )111 −−−=− kykuke c
 ; 

            ( ) ( ) ( )222 −−−=− kykuke c
. 

The translation of equation (1) and (2) into architectures is depicted by Fig. 1 and 2, 
respectively. 



 High-Speed and Low-Power PID Structures for Embedded Applications 259 

Table 1. Coefficients of discrete recurrent equations 
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Kp is the proportional gain; Ti and Td are respectively the 
integral and derivative times; N is the maximum 
derivative gain; b is the fraction of set-point in 
proportional term; and Ts is the sampling period.  

 

Fig. 1. Commercial PID architecture 

 

Fig. 2. Incremental PID Architecture 
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To satisfy different application cases, two IP versions are developed for each 
equation: with constant coefficients (PID1) and with varying coefficients (PID2). This 
latter requires a host side interface (HIS) to handle the runtime change of the 
coefficients. 

The commercial version allows the three standard PID functioning modes (P, PI, 
PID) according to Mode input value. At the end of u(k) computation, the Done output 
signal toggles during one clock cycle, and the PID enters into sleep mode (whole 
internal activity stopped except for clocking and HIS) for maximum energy 
conservation.     

3   RMRMA Based PID 

Multiplication is a fundamental operation in digital design. Its speed and power 
requirements are two critical factors limiting the whole system performances (PID in 
our case). Since the publication of Booth’s algorithm in 1951, a huge number of 
improvement attempts were proposed, especially after the publication of a generalized 
version of modified Booth algorithm accompanied with its proof [6]. Most of the 
proposals aimed to reduce the number of partial products either by employing digital 
optimization techniques [7][8][9] or by using larger slices (higher radices) [10]. 
However, experience showed [11] that beyond 4-bit slices (radix 8), the complexity to 
generate hard partial products can not be managed in a realistic way. In [11], three 
metrics are provided for comparing the tradoffs when employing higher radix Booth 
recodings: partial product compression factor (gain), the number of hard multiples 
that must be precomputed (computation complexity), and partial product generation 
fanin (routing complexity).   

To circumvent the problem of hard partial products in higher radices, the idea 
proposed in [12] consists in applying a recursive Booth recoding on the r-bit slice. 
While the idea is interesting, it relies upon a complicated mathematical formulation, 
leading to a complex control circuitry, and especially to an exaggerated latency (2n/r).      

Based on the multibit recoding algorithm presented in [6], the equation (2.1.2) of 
[6] is rewritten in a simpler hardware-friendly form as follows: 
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Where 01 =−y   ; *Ν∈r ; and { }11 2,...,0,...,2 −−−∈ rr
jQ  

In this general case, the multiplier Y is divided into n/r slices, each of r+1 bits. 
Each pair of two contiguous slices has one overlapping bit. To bypass the problem of 
hard partial products, Qj terms are split into 3-bit slices (r=2) with one overlapping 
bit. Thus, equation (3) takes the new simpler recursive form:  
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With }{ 2,1,0,1,2 −−∈jiQ  

There is no need to prove equation (4) since it is a combination of equations (3) 
and modified Booth algorithm (MBA) which were both already proven in [6] and 
[13], respectively. 

To avoid dealing with special cases, n and r must be chosen as even numbers, with 
r as a divider of n. Thus, the DMAC equation becomes: 
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Depending on r value ranging from 2 to n, PIDs with various levels of parallelism and 
latencies (n/r+1) can be automatically generated with slight control complexity. The 
special cases of r=n and r=2 correspond to fully-parallel and fully-sequential PID, 
respectively. In between (r=4,n/2), partially-parallel PIDs are obtained. The 
outstanding advantage of this algorithm (6) is that hard partial products are generated 
using simple ones (2X, X) only. For a simplified hardware and lower power 
consumption, the step-by-step sign-propagate technique is employed [14]. 

Obviously, equation (6) does not reduce the number of partial products, but allows 
a modulable space-time partitioning of the multibit recoding algorithm (equation 3), 
where n/r sets comprising each r/2 partial products can be generated and summed 
either simultaneously or iteratively. Whilst the parallel implementation of equation (6) 
allows an important reduction of the critical path (using a carry-save adder CSA), it 
requires too much power. Therefore, only the serial implementation is retained. In this 
case, latency drops from (n/2+1) to (n/r+1), whereas the overhead on the total critical 
path, which goes through log2(r/2) adder levels and which is equal to D in the case of 
MBA, is slightly increased D+d.log2(r/2), where d is a unit delay of 1-bit adder. Note 
that we are using a logarithmic summation tree and not a linear one (CSA like). 

An illustrative serial example with r=4 is described as follows: 
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The mapping of equation (11) into a serial architecture is shown by Fig. 3. Such a 
case (r=4) would have required the computation of hard partial products (7X, 6X, 5X, 
3X) if the simple form of equation (8) was used. Notice that MBA is a special case of 
RMRMA for r=2. For r=1, equation (10) corresponds to Booth algorithm (BA). 

 

Fig. 3. Optimized double multiply-and-accumulate (ODMAC) architecture for r = 4 

Table 2 comprises the implementation results of PIDs with n=16 and r=1,2,4,8,16.  
For instance, PID1 with r=4 not only achieves high improvement in latency (71%), 
but also maintains positive savings in power (14%) and speed (13%). These important 
achievements are partially due to logic-trimming performed by the synthesis tool on 
the constant coefficients. Such an operation is impossible in the case of PID [4] since 
the coefficients are stored into LUTs.  

At this stage, a key question arises: among this panoply of PIDs, which one fits the 
best one’s application case? The answer to this question is given in the next section. 

Table 2. Implementation result comparison of RMRMA-based PID 

PID
   Core 

Total Gate  
Count

Power*
(mW) 

Max.  Clock  
Freq. (MHz) 

Latency 

   PID [4] 16728  223      47   17 
PID1_1 9286    (+44%) 167  (+25%) 62  (+32%)   17  (+00%)

PID1_2 10642  (+36%) 171  (+23%) 62  (+32%) 9   (+47%)

PID1_4 12443  (+26%) 191  (+14%) 53  (+13%) 5   (+71%)

PID1_8 15688  (+06%) 194  (+13%) 44  (-06%) 3  (+82%)

PID1_16 23545  (-41%) 217  (+03%) 26  (-45%) 2  (+88%)

PID2_1 10661  (36%) 176  (+21%) 61  (+30%)   17 (+00%)

PID2_2 11923  (29%) 179  (+19%) 61  (+30%) 9  (+47%)

PID2_4 22962  (-37%) 256  (-15%) 43  (-08%)  5  (+71%)

PID2_8 26073  (-56%) 204  (+08%) 37  (-21%) 3  (+82%)

PID2_16 40327 (-141%) 488  (-119%)  23 (-51%) 2  (+88%)

 *: Dynamic power consumption at 23MHz; PIDY_X: X = r 
(+XY%): saving; (-XY%): overhead 
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4   Discussion 

In embedded control, satisfactory control-rate (without performance degradation) at 
minimum power consumption is the main requirement. To select the most adequate PID 
for a given application, it’s necessary to investigate how speed, power and hardware 
resources scales versus r factor for a fixed word length n. Referring to equation (7) and 
aided by Fig. 3, the ODMAC architecture scales as a binary tree with one stage of r 
mux(8:1) followed by Log2(r)+1 stages of adders with a total of r adders too. Thus, the 
total delay cumulated by the critical path which goes through Log2(r)+2 stages increases 
with O(Log(r)) complexity, whilst latency (n/r+1) decreases linearly O(r), which makes 
the maximum control-rate increases as r increases. This is confirmed by implementation 
results shown in Table 3 and 4 corresponding to PID1 and PID2, respectively. The sole 
exception to this general rule is PIDX_n/2 which always yields to the highest control-rate 
compared to PIDX_n despite the numerous tests with various n values. This is justified 
since they exhibit very close latencies (3 and 2, respectively) and one stage difference in 
the critical path (n-1 and n, respectively), but an important multiplexer fanin difference 
(n/4 and n/2, respectively). 

Table 3. Maximum power-consumption and control-loop-cycle of PID1 

PID
 Core 

Power*
(mW) 

Max.  Clock  
Freq. (MHz) 

Latency Max. Control Loop 
Cycle (MHz) 

   PID [4] 456 47      17       2.76 
PID1_1 342   (+25%) 62      17 3.65    (+32%)

PID1_2 350   (+23%) 62        9  7.66     (+177%)

PID1_4 431   (+05%) 53 5  10.60    (+284%)

PID1_8 365   (+20%) 44 3 14.67    (+431%)

PID1_16 244   (+46%) 26 2  13.00    (+371%)

*: Dynamic power consumption at maximum clock frequency; PID1_X: X = r 
Maximum control loop cycle = Maximum clock frequency / Latency  

Table 4. Maximum power-consumption and control-loop-cycle of PID2 

PID
 Core 

Power*
(mW) 

Max.  Clock  
Freq. (MHz) 

Latency Max. Control Loop 
Cycle (MHz) 

   PID [4] 456 47 17        2.76 
PID2_1 466   (-02%) 61 17 3.59   (+30%)

PID2_2 475  (-04%) 61 9  6.78   (+146%)

PID2_4 479  (-05%) 43 5  8.60   (+211%)

PID2_8 328  (+28%)  37 3 12.33  (+347%)

PID2_16 488  (-07%) 23 2 11.50 (+317%)

*: Dynamic power consumption at maximum clock frequency; PID2_X: X = r 
Maximum control loop cycle = Maximum clock frequency / Latency  

In terms of resource occupation, the total complexity grows linearly O(r) as r 
multiplexers and r adders are required by ODMAC which is the most resource 
consuming block of PID architecture. This is also confirmed by the implementation 
results shown in Table 2. Note that each adder of each level of MAC and ODMAC as 
well as the two ones  at the output of the PID (Fig. 1 and 2)  are successively extended by 
one bit so that the total bit size of the control output u(k) becomes 2n+log2(r)+2. It’s 
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necessary to do so to prevent the apparition of a possible overflow in the data-path which 
can cause signal clipping, limit cycles, and instabilities in the closed loop response [15]. 

As for power consumption, intuitively, one would expect to see PID1_16 of Table 
3 as being the most rapid and the most power consumer too, for the reason that it 
exhibits the smallest latency and the biggest total gate count! While it is almost true 
for the latter (13 MHz, before the first), it is quite the opposite for the former (244 
mW, the smallest one). The explanation is that power consumption 
(

clkswdd FCVP 25.0= ) depends linearly on the frequency (Fclk), which is in this case 26 

MHz (the smallest one) and also on the switched capacitance (Csw) which describes 
the average capacitance charged during each clock period  (1/Fclk). In fact, Csw 
depends on a number of parameter (circuit structure, logic function, input pattern 
dependence…) and not only on the total gate count (more precisely, not only on the 
total physical capacitance of the circuit). Furthermore, a study [16] that analyzed the 
dynamic power consumption in Xilinx’s FPGA revealed the following share: 60% by 
routing, 16% by logic, and 14% by clocking. The reason is that routing is intensively 
segmented, using pass logic and buffers.    

When both high control-rate close to 13MHz and low power are required, PID1_16 
(244 mW at 13MHz) stands as the best candidate compared to PID1_8 (323 mW at 
13MHz). However, it’s noteworthy to mention that this comparison stands valid only 
for the special case of 16-bit word-length PID, for a given set of coefficients,  mapped 
on XC2S150E-7FT256 FPGA circuit and using Xilinx’s XST synthesis tool, version 
9.2. Results could significantly change under other conditions, especially when 
considering the logic trimming process which is essentially dependant on the bit-
arrangement of the coefficients. For a minimum influence of the trimming operation 
on the synthesized results, appropriate coefficients were used such as all Qj terms are 
represented except the null one to avoid generating null partial products that greatly 
simplify the circuit logic. In fact, constant coefficients PIDs (PID1) are somehow 
unpredictable with regard to r. They are coefficient dependant. Adversely, PID2 is not 
involved with the trimming process since coefficients are time varying. 
Implementation results comprised in Table 4 show that PID2_8 is the best at all 
aspects for the same reasons cited above. In sum, when high control-rate is the 
ultimate objective, PIDX_n/2 is the best candidate whatever n value. But in the case 
where both high speed and low power are required, timing and power evaluations are 
necessary to decide which PID to select: either PIDX_n/2 or PIDX_n.  

Finally, when only low power is targeted, PIDX_1 is the best candidate. We dealt 
here with extreme situations only, but for a given couple (cr, pc) of control-rate and 
power consumption, several candidates are possible. Yet, the best PID is the one which 
requires the smallest gate count.         

So far, speed and power have been considered in isolation to area which becomes 
critical, and sometimes prohibitive, for large word-length n due to the fact that PID is 
basically built of a set of multipliers (three or five) that scale quadratically with word 
length. The bigger is the area, the higher is the cost. Consequently, another advantage of 
RMRMA algorithm is to cope also with the cost issue as an additional constraint to speed 
and power.  

We deliberately chose Spartan2e FPGA to compare our results with those provided 
in [4]. A mapping on a recent FPGA circuit (Virtex6) using XST 12.1 version of 
extreme PID2 delivered state-of-the-art results grouped in Table 5.  
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Note that control-rate scaled with an average factor of 2, while power dissipation 
scaled with an average factor of 45. This is not surprising, since Spartan2e and 
Virtex6 were fabricated with two differently scaled technology processes: 150 nm and 
40 nm, respectively. Therefore, the physical capacitances of the circuit in Virtex6 are 
relatively too much smaller. Additionally, the supply-voltages (Vdd) used for internal 
core (Vccint) and for output blocks (Vcco) are respectively 1.8V and 3.3V for 
Spartan2e, 1V and 2.5V for Virtex6. Furthermore, the efficient advances made in 
CAD tools (from Xilinx ISE 9.1 to 12.1 versions) as well as in FPGA architecture, 
such as advanced segmented-routing, much contributed to lower the power 
consumption [17]. Power consumption evaluation studies [16][17] based on 
simulation and measurements, targeting Virtex2 and Virtex6 families revealed the 
following results: 5.9µW per CLB per MHz,  and 1.09 mW per 100 MHz at 38% 
toggle rate, respectively. These studies roughly confirm our power results as 
proximate values are obtained.  

Table 5. Maximum power-consumption and control-loop-cycle of PID2 mapped on Virtex6 

PID
 Core 

Number 
of Slices 

Power*
(mW) 

Max.  Clock  
Freq. (MHz) 

Latency Max. Control Loop 
Cycle (MHz) 

PID2_1 231 23 122 17 07.17 
PID2_8 1060 04 90.5 3 30.16 
PID2_16 1963 13 50.4 2 25.19 

*: Dynamic power consumption at maximum clock frequency; PID2_X: X = r 
Maximum control loop cycle = Maximum clock frequency / Latency  

Timing and power evaluations were performed in the following conditions. Delays 
were calculated for two types of paths: Clock-To-Setup and all paths together (Pad-
To-Setup, Clock-To-Pad and Pad-To-Pad.) The Clock-To-Setup gives more precise 
information on the delays than other remaining paths, which depend in fact on I/O 
Block (IOB) configuration (low/high fanout, CMOS, TTL, LVDS…). Thus, all delays 
(frequencies) presented so far are clock-to-setup delays with the highest speed grade 
of the FPGA circuit.  As for power, we chose the highest Vcco voltage value (3.3 for 
Spartan2e and 2.5 for Virex6) with a maximum toggle activity of 50%, which means 
that Flip-Flops (FFs) toggle one time during each clock cycle. The reason is that only 
simple-edge triggered FFs are used for synthesis (no double-edge FFs).    

5   Conclusion 

Analytical scaling-complexity evaluations with respect to the couple (n,r), confirmed 
also by software simulations, revealed useful information which is  summarized as 
follows:  

• PIDX_n/2 is the fastest PID that yields to the highest control-rate (30 MHz for 
PID2_8 mapped on Virtex6, with (n,r)=(16,8) ); 

• PIDX_1 is the most power efficient PID when speed is not a concern; 
• PIDX_n and PIDX_n/2 are the most efficient PIDs when both high control-rate 

and low-power dissipation are required.  
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Further extension to the present work is to apply the same or appropriate partitioning 
in conjunction with RMRMA algorithm to the set of recurrent equations of an 
arbitrary number of multi-loop PID controllers taken as a whole. 
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Abstract. Designing a low power clock network in synchronous circuits is an 
important task. This requirement is stricter for 3-D circuits due to the increased 
power densities. Resonant clock networks are considered efficient low-power 
alternatives to conventional clock distribution schemes. These networks utilize 
additional inductive circuits to reduce the power consumption while delivering 
a full swing clock signal to the sink nodes. A design method for 3-D resonant 
clock networks is presented. The proposed design technique supports resonant 
operation for pre-bond test, an important requirement for 3-D ICs. Several 3-D 
clock network topologies are explored in a 0.18 μm CMOS technology. 
Simulation results indicate 43% reduction in the power consumed by the 
resonant 3-D clock network as compared to a conventional buffered clock 
network. 

Keywords: 3-D integration, clock distribution networks, resonant clocking. 

1   Introduction 

Aprimary challenge in designing synchronous circuits is how to distribute the clock 
signal to the sequential parts of the circuit [1].This issue can be more challenging for 
3-D circuits since a clock path can spread across several planes with different physical 
and electrical characteristics [2]. 

As the area of the integrated circuits increases, larger networks are required to 
distribute the clock signal, which results in higher capacitive loads and resistive losses of 
the interconnects degrading the signal integrity along these interconnects. A common 
solution to alleviate this problem is to insert clock buffers in the intermediate nodes of the 
clock network. Although buffer insertion improves clock signal integrity, clock buffers 
significantly increase the power consumed by the network. 3-D integration drastically 
decreases the interconnect length of the global wires, which can reduce the number of 
clock buffers and result in more power-efficient clock networks.  Alternatively, thermal 
issues are more pronounced in 3-D integrated circuits. Clock networks consume a great 
portion of the power dissipated in a circuit [3].Consequently, designing low power clock 
networksfor 3-D circuits is aprimary challenge. 

An efficient approach to eliminate the repeaters and reduce power is to use 
resonant clocking [8-10]. In this approach, on-chip inductance is added to the clock 
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network and forms a resonant circuit with the interconnect capacitance, decreasing, in 
this way, the power consumed by the network, since the energy alternates between 
electric and magnetic fields instead of dissipating as heat.   

Testing is another important issue in 3-D circuits. Pre-bond test, includes testing 
each plane before bonding to other planes and can improve the yield of 3-D systems 
[4]. 3-D clock networks often include several disconnected networks in some of the 
planes, which connect with through-silicon-vias (TSVs) to the plane where the main 
tree feeds the clock signal to the entire clock distribution network. To provide pre-
bond test, each plane needs a complete clock tree. A technique to provide such a tree 
by employing additional wiring has recently been presented [5]. In another approach 
each disconnected clock tree is driven by a DLL, enabling pre-bond test for each 
plane of the 3-D system [6].  

Both methods support pre-bond test for traditional clock networks by providing a 
means to connect the local networks within each plane. The nature of resonant clock 
networks, however, poses different constraints. For example, resonant operation 
should be achieved for each individual plane during testing irrespective of the 
employed pre-bond testing approach. The design of 3-D resonant clock networks and 
the related constraints have not been explored as compared to traditional planar clock 
networks [4-8]. Consider for example, a 2-D circuit that employs a monolithic LC 
tank to resonate. This design would be inadequate for a 3-D resonant clock network, 
since pre-bond test is not supported. The resonant 3-D clock network should be 
designed such that resonant operation at a specific frequency is individually achieved 
for each plane as well as for the entire 3-D system.  

The contribution of this paper, consequently, is a novel design methodology that 
addresses these two objectives. The proposed 3-D resonant clock networks 
considerably lower the power of the clock distribution system, while pre-bond test is 
supported by the proper design and allocation of the LC tanks within each plane. In 
this way, resonant operation is ensured for each plane either in test or functional mode 
and the clock signal characteristics are maintained within each plane and for either 
operating mode. Different designs of a resonant clock network for up to eight-plane 3-
D circuits are investigated. Simulation results indicate that using a resonant clock 
network can significantly decrease the power consumption of the clock tree in 3-D 
circuits. Furthermore, the results confirm that the power consumed in a 3-D clock 
network is lower than a 2-D clock network due to the shorter interconnect length. 

In the following section, the design of resonant clock networks for 2-D circuits is 
reviewed. A design methodology for 3-D resonant clock networks supporting pre-
bond test is proposed in Section 3. Simulation results are presented in Section 4 and 
some conclusions are drawn in the last section.  

2   Resonant Clocking  

A seminal work, introducing the concept and design of resonant transmition lines has 
been published in [7]. A design ofa global clock distribution network is presented in 
[8] in which four resonant circuits are connected to a conventional H-tree structure as 
illustrated in Fig. 1. Each quadrant consists of an on-chip spiral inductor that 
resonates with the wiring capacitance of the clock network and the decoupling 
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capacitor is connected to the other end of the spiral inductor.A simple lumped circuit 
model is utilized to determine the resonant inductance. The resonant frequency of the 

network is (in first-order) estimated by f = 1

2 ⋅ π ⋅ LC
where C and L, respectively, 

denote the equivalent capacitance of the network wiring and inductance of the spiral 
inductors. The decoupling capacitor is employed to provide a positive voltage offset 
on the grounded end of the resonant inductor and adapt the voltage level to the 
voltage supply level of CMOS logic [11]. This capacitor should be sufficiently large 
to guarantee that the resonant frequency of the decoupling 

capacitor
decap

f = 1

2 ⋅ π ⋅ L decapC
is much lower than the desired resonant frequency of 

the clock network. 
Based on this structure, a design methodology for resonant H-tree clock 

distribution networks is proposed in [9]. In this work, the clock tree is modeled with a 
distributed RLC interconnect as illustrated in Fig. 2. This electrical model is utilized 
to determine the parameters of the resonant circuit and the output impedance of the 
clock driver such that the power consumed by the network and the clock driver are 
minimum, while a full swing signal is delivered at the output nodes.  

(a) (b)  

Fig. 1. Resonant clock 
network with four
resonant circuits [8] 

Fig. 2. RLC model of a 16-sink H-tree clock network where (a) is 
the distributed RLC model and (b) is the simplified RLC model of a 
resonant network [9] 

To delivera full swing signal at the sink nodes, the magnitude of the transfer 
function of the network, Hout, should be close to one. This parameter is often fixed to 
0.9 [9, 11] (for the remainder of the paper a “full swing signal” implies any signal 
swing that satisfies this specification). As shown in [9], when |Hout| is fixed at 0.9, the 
driver resistance can be determined by 

driverR =

2

ωH ( jω) ⋅
2

in _ωZ
2

0.9
−

2

Img( in _ωZ ) − Real( in _ωZ ) ,                                   (1) 

  
 

Where Hω and Zin_ω notate the transfer function and input impedance of the network. 
Several resonant circuits can be utilized to improve the characteristics of the clock 

signal. In a symmetric H-tree clock network, the number of LC tanks (resonant 
circuits) also depends on the location of these circuits. If the resonant circuits are 
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placed closer to the driver, fewer circuits are needed and, alternatively, where these 
circuits are placed close to the sink nodes, more LC tanks are required. Since the 
equivalent inductance is the parallel combination of all the inductors as shown in Fig. 
2, increasing the number of resonant circuits leads to a larger required inductance for 
each circuit. Using a higher number of larger inductors resultsin larger area occupied 
by the resonant inductors.  

The number of resonant circuits also affects the output signal swing. As discussed 
in [11], by increasing the number of resonant circuits and placing these circuits closer 
to the sink nodes, each inductor resonates with a smaller part of the circuit resulting in 
lower attenuation of the output signal swing. Alternatively, increasing the number of 
resonant circuits and using larger inductors in each LC tank reduces the quality factor 
of the LC tanks, since in spiral inductors the effective series resistance (ESR) 
increases more aggressively than the inductance [9]. A lower quality factor for 
resonant circuits produces a higher signal loss and decreases the output signal swing.  

Considering a clock network with 256 sinks driven by an ideal clock driver, |Hout| 
for a different number of resonant circuits over a wide range of resonant inductance is 
shown in Fig. 3, where for fewer than 16 and more than 64 resonant circuits, the |Hout|  
cannot meet the 0.9 signal swing depicted by the dotted line. 
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Fig. 3. |Hout| for different number of resonant circuits  

To determine the number of resonant circuits that maximize the output signal 
swing, one approach is to only consider the capacitance of the clock network and 

employ f = 1

2 ⋅ π ⋅ LC
to determine the total resonant inductance [11]. By doubling the 

number of LC tanks, the inductance of each tank is also doubled. In this approach, the 
inductive component of the network wires is not considered. In large clock networks 
with long interconnects, the inductance of the wires cannot be neglected [9]. 
Furthermore, this method assumes that placing the resonant circuit in different 
locations does not change the equivalent capacitance of the network (i.e. the 
capacitance seen by the primary clock driver). These simplifications can result in 
inaccurate estimation of the resonant inductance, adversely affecting the signal swing.  

The signal swing for a clock network with 256 sinks using an ideal driver for 
different number of LC tanks is illustrated in Fig. 4. Employing any inductance within 
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the crosshatched ranges, this clock network can meet the signal swing specifications. 
The resonant inductance determined with the simplified approach is illustrated by the 
dotted lines, where due to imprecise estimation of the inductance, the clock network 
cannot deliver a full swing signal to the sinks (as required by the dashed horizontal 
line). As depicted in Fig. 4, using the simplified model from [11] can reduce |Hout| 
from 0.9 to 0.65. 

 

Fig. 4. |Hout| for different number of LC tanks and resonant inductance using the model in [11] 
(dotted vertical lines)and the proposed approach (solid vertical lines) 

In our approach, a distributed RLC model for the network wires is used to 
determine the required parameters for resonance. Different locations for the resonant 
circuits from the root to the sinks are investigated. For each location, the driver 
resistance is adapted to produce a transfer function magnitude of 0.9 for a wide range 
of inductor sizes using (1). The inductance for which the driver resistance is 
maximumor the power consumption is minimum (which do not necessarily occur for 
the same inductance) is determined.  

3   Resonant Clocking for 3-D ICs 

Different clock network topologies can be considered to adapt the conventional 
(planar) resonant clock networks to 3-D circuits [2]. In the first topology denoted as 
“symmetric topology”, each plane contains resonant circuits and can be separately 
investigated. In another structure, denoted as “asymmetric topology”, the resonant 
circuit is placed in only one plane and should resonate with the total capacitance of 
the 3-D stack at the desired frequency. During pre-bond test, each plane should 
separately resonate. Note that this requirement is an additional constraint specific to 
resonant networks and is completely different to the techniques that can be employed 
to connect the local networks [5, 6] in either a standard or resonant clock distribution 
approach. Consequently asymmetric structures, which can be considered as an 
extension of 2-D clock networks, do not support pre-bond test in a straightforward 
manner, since the resonant circuit is contained within only one plane. 
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The other important parameter in designing a resonant 3-D clock network is the 
number of TSVs used to connect the physical planes. From this perspective, different 
topologies can be explored, for example, using a single TSV in the center of each 
plane or by using multiple TSVs. In the multiple TSV structure, one of the planes 
contains a complete clock tree, where for the other planes the clock network consists 
of several disconnected local networks each connected to the first plane by TSVs. 
Increasing the number of TSVs provides more local networks increasing the area 
occupied by the TSVs. Four topologies for a two-plane 3-D circuit with 32 sinks are 
shown in Fig. 5. RLC models to analyze the different 3-D structures are depicted in 
Fig.6. In single-TSV topologies the equivalent resistance of the circuit is determined 
as the resistance of each plane divided by the number of planes. By increasing the 
number of TSVs and omitting some wires in the upper planes, the resistance of these 
wires is not divided by the number of planes which results in higher equivalent 
resistance for the 3-D circuit. Alternatively, increasing the number of TSVs results in 
decreased capacitance for the 3-D circuit. 

(a) (b) (c) (d) 

Fig. 5. Different topologies for a two-plane 3-D resonant clock network where (a) is a single 
TSV structure with one LC tank per plane, (b) is a single TSV structure with fourLC tanks per 
plane, (c) is a four TSV structure with four LC tanks per plane, and (d) is a four TSV structure 
with eight LC tanks per plane. 

(a) (b) 

Fig. 6. RLC model for a two-plane 3-D circuit with four LC tanks where (a) is the model for the 
single-TSV and (b) is the model for four-TSV structures 

To specify the parameters of resonance for a 3-D system with a specific number of 
TSVs, a distributed RLC model of the clock distribution network is employed. The 
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number of LC tanks in each plane is assumed to be more than the TSVssuch that at 
least one LC tank is connected to each local network. The location of LC tanks is 
swept from the TSVs to the sinks. The driver resistance described by (1) is plotted 
over the inductance to determine the resonant parameters, similar to the 2-D case. In 
the 3-D system the transfer function for different planes can be different due to the 
effect of the TSV. Not surprisingly, the last plane (the plane with the greatest distance 
from the clock driver) has the lowest signal swing. The driver size should be 
determined such that the signal swing for every plane meets the specifications. 
Consequently, the transfer function magnitude of the last plane should be used in (1). 
Following this process, the number of the LC tanks and the parameters of the resonant 
circuits are determined for normal operation. 

For pre-bond test, the power consumed by the clock network within each plane is low 
as compared to the total power consumed by the 3-D system. Consequently, the power 
consumed by one plane during the pre-bond test mode is a secondary parameter and since 
the planes are not bonded, heat is removed faster and the thermal constraints are more 
relaxed. The predominant parameter in test mode is the voltage swing. The clock 
network should deliver a full swing clock signal to the sinks to test each plane.  

During the test mode, each plane should consist of a complete clock network. 
Additional wiring can be used in each plane to connect local networks except for the first 
plane [5]. There are two important design parameters in pre-bond test, sizing the 
additional wires and clock drivers used only during testing. These parameters should be 
chosen such that a full swing signal is delivered to the sink nodes. There is a tradeoff for 
determining these parameters. If the wire width is decreased, a larger clock driver should 
be utilized. Alternatively, increasing the width of the wire results in a smaller clock driver 
but increases the area occupied by the redundant wires, which are used only during pre-
bond test. One simplistic approach is to replicate the tree of the first plane for all the 
planes during the test mode and also use a driver with the same strengthas the main clock 
driver. This choice, however, leads to overdesign wasting silicon. 

To determine these parameters, the wire width is swept and the related driver 
resistance is obtained by (1). The driver resistance for different wire width for a two-
plane 3-D system with 8 TSVs and 16 resonant circuits is plotted in Fig. 7. 
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The parameters estimated using the simplistic approach is shown at point 1. For 
points 2,3, and 4, the parameters are determined using our approach where for point 2 
the driver resistance is maximum using the wire size of the first plane and for point 3 
the wire size is minimum while employing a replica of the main driver. Point 4 
provides a better tradeoff, since the wire width decreases to half of the wire width of 
point 2 andthe resistance of the driver decreases by only 15%.This resistance is twice 
as large as compared to the resistance of the driver used to drive the entire clock 
distribution network. 

4   Simulation Results 

Assuming an H-tree network as the preferred network in [9], the number of sinks is 
determined based on the circuit area A and the load capacitance that each sink drives, 
CL. A case study of an H-tree resonant clock network with 256 leaves is considered. 
The load capacitance at each node is assumed to be 20 fF and the operating frequency 
is 5 GHz. The interconnect length can be determined from the total network area. For 
a circuit area of A = l ⋅ l  the length of the longest and shortest interconnects is l/4 and 
l/2n+2, respectively, where n indicates the number of sinks. 

The PTM model for a 0.18 μm CMOS technology is used to estimate the 
resistance, inductance, and capacitance of the horizontal interconnects. The total area 
of the network is 3.4 mm × 3.4 mm. The parameters of the interconnects are listed in 
Table 1, where L1 to L8 indicate the different wire segments from the driver to the 
sinks. 

Table 1. Interconnect parameters used in the investigated clock network. 

 L1-L5 L6 L7 L8 
R [ Ω /mm] 2.75 5.5 11 22 
L [nH/mm] 0.46 0.6 0.72 0.82 
C [fF/mm] 254.6 175.4 130 103 

For a conventional (non-resonant) clock network, inverters are properly inserted at 
the intermediate nodes to deliver a full swing clock to the output, while in the 
resonant clock network, resonant circuits are added to the clock tree to provide a 
proper clock signal at the output. The amount of the resonant inductance is 
determined as described in the previous section. The decoupling capacitor that should 
be sufficiently large not to affect the frequency of resonance is set to 60 pF. The 
effective series resistance (ESR) for the inductors is determined from [9]. 

Different topologies of 3-D circuits are explored. To form a 3-D system, the 2-D 
circuit is folded into several planes. The electrical and physical characteristics of the 
TSVs used to connect these planes are based on [13]. The number of LC tanks, the 
inductor size for each resonant circuit, and the clock driver resistance for normal and 
pre-bond operation are listed in Table 2. The size of the wiresin the upper planes for 
pre-bond test is determined and compared with the size of the wires in the first plane. 
The resulting decrease in wire width is also listed in this table. 
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Increasing the number of TSVs can result in a smaller primary driver and lower 
power due to the decreased capacitive load of the clock network. Alternatively, 
increasing the resistance of the circuit requires a larger primary driver, increasing the 
power consumed by the clock network. Predicting which behavior is dominant is not 
straightforward and strongly depends on the interconnect characteristics of the clock 
network. Using wide wires results in stronger capacitive behavior, while in long wires 
the resistive component can become dominant. For this case study, as shown in Table 
2, there is not a uniform trend for the design parameters as a function of the number 
of TSVs. 

The power consumed by different topologies for standard and resonant clock 
networks is listed in columns 7 and 8 of Table 2. As reported in this table, the power 
consumed by the resonant clock network is considerably lower than the standard 
network in 3-D circuits. This improvement is accompanied by an increase in the area 
occupied by the resonant circuits. The area of a resonant clock network increases due 
to these additional circuits, but alternatively, omitting the clock buffers can decrease 
the area of the resonant networks.  

Increasing the number of planes decreases the length of the wires in the network 
for a specific number of sinks. Omitting long interconnects as required for some of 
the topologies shown in Fig. 5 reduces the resistive voltage drop and the capacitance 
of the network and decreases the power consumed by the network. For a 3-D circuit 
with two planes, the power consumption reduces up to 64%, where this reduction 
reaches to 70% and 72% for circuits with four and eight planes, respectively. 
Decreasing the equivalent capacitance of the network also results in larger resonant 
inductance and increases the area of the resonant clock network. Alternatively, by 
increasing the number of planes, the driver size and the width of the additional wires 
required for pre-bond test, reduces due to the smaller circuit area in each plane. 

Table 2. Design parameters and power consumption for different topologies 

 
# LC 
tanks 

L [nH] 
Rdriver 
[ Ω ] 

Rdriver [ Ω ] 
pre-bond  

Wire 
width 

reduction 
(%) 

Power [mW] 

Standard Resonant 

2-D - 32 2.2 1.2 - - 543 310 

3-D 
2 planes 

1 TSV 16 1.5 3.25 7.16 0 385 241 
2TSV 16 1.4 2.95 6.2 50 374 230 
4 TSV 16 1.5 2.77 6.1 50 353 244 
8 TSV 16 1.3 2.98 5.6 50 312 196 
16 TSV 32 3 2.55 5.7 50 347 218 
32 TSV 64 5 0.97 4.5, 2.4 25, 50 304 203 

3-D 
4 planes 

1 TSV 16 1.8 2.15 8.8 0 308 190 
2 TSV 16 1.6 3.55 10 87.5 297 174 
4 TSV 16 1.7 3.9 10.8 81.5 289 162 
8 TSV 32 3.2 3.5 8.4 81.5 295 176 
16 TSV 64 6.5 3 6.9 75 308 184 

3-D 
8 planes 

1 TSV 8 1 2.4 17.8 0 299 173 
2 TSV 16 2 3.5 20 87.5 283 152 
4 TSV 32 3 3.27 15 81.5 311 188 
8 TSV 64 5 2.65 9 50 307 181 
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The preferred 3-D structure that decreases the power consumption of the clock 
network by 72%, consists of eight planes which is the maximum number of planes 
investigated in this case study. Each plane connects to the others using 2 TSVs. 16 LC 
tanks are used in this structure (two LC tanks per plane) and the inductance for each 
LC tank is 2 nH. The number of planes and the number of LC tanks is determined 
such that the highest voltage swing is achieved (which  implies that the Q-factor of 
the spiral inductors is also the highest).   

5   Conclusions 

A design methodology for resonant clock networks in 3-D circuits is proposed in this 
paper. The number of LC tanks, the resonant circuit parameters, and the driver size 
fornormal operation are determined such that a full swing signal is provided at the 
sink nodes and the power consumption of the circuit is minimized. The effect of 
different parameters including the number of planes and number of TSVs among the 
planes for designing 3-D resonant clock networks is investigated. An approach to 
minimize the additional wire width and clock driver size for pre-bond test is 
proposed. A 256-sink H-tree clock network operating at 5 GHz is considered as the 
case study where a power reduction of 72% is achieved for aneight-plane resonant 
clock network in comparison to a 2-D standard network. 
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Abstract. 3D NoC offers greater device integration, faster vertical interconnects
and more power efficient inter-layer communication due to the beneficial attribute
of short through silicon via (TSV) in 3D IC technologies. However, TSV pads
used for bonding to a wafer layer, occupy significant chip area and result in rout-
ing congestions and expensive manufacturing process. This can lead to a signifi-
cant reduction in 3D ICs’ yield and higher power densities compared to 2D NoCs.
In this paper, a power-efficient and low-cost inter-layer communication scheme is
proposed as one way to mitigate these challenges. Instead of using a pair of uni-
directional channels for inter-layer communication, utilizing a high-performance
bidirectional channel enables a system to benefit from low-latency nature of the
vertical interconnects and to remarkably reduce the number of TSVs. Addition-
ally, we present a forecasting-based dynamic frequency scaling technique for re-
ducing the power consumption of the inter-layer communication. Our extensive
simulations demonstrate significant area and power improvements compared to a
typical symmetric 3D NoC.

1 Introduction

The Networks-on-Chip (NoCs) paradigm, based on a modular packet-switched mech-
anism, was proposed to be used in complex Systems-on-Chip (SoCs) as a promising
communication platform because of scalability, better throughput and reduced power
consumption [1]. However, increasing the number of cores over a 2D plane is not effi-
cient due to long interconnects. Three-dimensional (3D) integration is a viable design
paradigm to overcome the existing interconnect bottleneck in integrated systems and
enhance system power/performance characteristics. In 3D integration technology, mul-
tiple layers of active devices are stacked above each other and vertically interconnected
using Through-Silicon Vias (TSVs). The major advantage of this emerging technology
compared to 2D designs is the inherent reduction in wirelength [2][3].

The 3D NoC approach also offers a matchless platform to implement the globally
asynchronous, locally synchronous (GALS) design paradigm [4]; this makes the clock
distribution and timing closure problems more manageable and enables 3D technol-
ogy to be suitable for heterogeneous integration. In addition, intrinsically, the GALS-
based approach presents a suitable platform to implement Dynamic Power Management
(DPM) techniques such as dynamic frequency scaling (DFS).

J.L. Ayala et al. (Eds.): PATMOS 2011, LNCS 6951, pp. 278–287, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In 3D NoCs, as the number of cores increases in each layer, the amount of
communication between layers is also expected to grow, and consequently the num-
ber of interconnect TSVs will get higher. Since each TSV requires a pad for bonding
to a wafer layer, the area footprint of TSVs in each layer should be considered. In this
paper, we explore a mechanism to reduce TSV area footprint and optimize 3D NoC
power consumption, and thus improving 3D IC cost, and routability. Specifically, we
propose a novel technique to replace the pairs of unidirectional vertical channels be-
tween layers by a bidirectional channel that is dynamically self-reconfigurable to be
used in either out-going or incoming direction. To compensate the bandwidth exacer-
bation, we exploit the low-latency nature of vertical TSVs by establishing high-speed
inter-layer communication using bisynchronous FIFOs [5]. Moreover, we enhance the
power characteristic of the proposed mechanism and present a forecasting-based dy-
namic power management scheme being able to adjust frequency of vertical channels
based on the inter-layer communication traffic.

The rest of the paper is structured as follows. Section 2 describes the related work.
The challenges and opportunities of vertical TSVs which highlight the motivation of
utilizing the proposed 3D NoC is described in Section 3, while the architecture of a
NoC router using Bidirectional Bisynchronous Vertical Channels (BBVC) is presented
in detail in Section 4. Section 5 discusses the details of our proposed forecasting-based
DFS technique. Section 6 shows the experimental results. Finally, Section 7 concludes
this paper.

2 Related Work

One major advantage of the 3D IC paradigm is that it allows for the integration of dis-
similar technologies with different speeds e.g., memory, analog, MEMS, and so forth,
in different layers of a single die [6]. GALS approaches are well suited to tackle this
speed difference. These systems [4] attach together a number of synchronous building
blocks, and provide asynchronous facilities for the inter-block communication. In [7], a
scheme to handle mesochronous communication in 3D NoCs is proposed but it devotes
flexibility to inter-layer communication only in terms of clock phases differences and
does not support different clock speeds.

In this work, we present an efficient technique based on the GALS concept which can
remarkably improve the area, and power consumption characteristics of 3D NoCs. To
the best of our knowledge, there is only one study targeting to minimize the number of
TSVs in 3D NoCs [8] in which serialization of vertical TSV interconnects is proposed
as a way to reduce the interconnect TSV footprint. Although, this can lead to a better
thermal TSV distribution resulting in more efficient core layout across multiple layers
due to the reduced routing complexity, it degrades the performance due to serialization
overhead and low bandwidth utilization. It should be noted that serialization solely can-
not offer any improvements in terms of dynamic power consumption. As will be shown
later, our technique can achieve their improvements with less or in some cases with-
out any performance degradation by utilizing high speed bidirectional bisynchronous
vertical channels. In addition to this important enhancement, the proposed forecasting-
based dynamic power management technique can considerably optimize the power
consumption.
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In [9], Lan et al. propose a bidirectional channel based NoC architecture to enhance
the performance of 2D on-chip communication. This architecture does not support
GALS-based communication and addresses only 2D communication. In addition, in
order to increase the performance, they exploit ten bi-directional channels instead of
five input and five output channels for a 5×5 mesh-based switch. To support this adap-
tivity, they extend the crossbar to a 10×10 one, add complexity to the arbitration unit,
and embed a central channel control module to each router. In contrast, we avoid mod-
ifying the main router structure because the BBVC is only responsible for inter-layer
communication and there is only one BBVC between two adjacent routers located in
different layers. In other words, the proposed inter-layer communication scheme is in-
dependent of the intra-layer topology. It is also noteworthy that the foremost aim of this
work is to reduce the TSV area footprint.

3 Opportunities and Challenges of Vertical TSV

TSVs in die stacking and wafer stacking technologies are one of the most important
design components. To be useful for a NoC infrastructure, a vertical wire should not be
used in isolation; instead, to simplify routing, it is better to create groups or buses of
such wires. For a fixed chip area, as the number of stacked-layers increases, the power
density within the volume could also increase, thus raising the temperature of 3D ICs.
The idea is to use TSVs in a non-electrical capacity to conduct heat and alleviate thermal
hot spots in 3D ICs [10], however it is noteworthy to mention that they take up more
area than normal TSVs.

The major advantage of 3D ICs is the considerable reduction in the length and num-
ber of global interconnects, resulting in an increase in the performance and decrease
in the power consumption and area of wire limited circuits. For the vertical intercon-
nects, repeaters are not necessary due to the short length. Additionally, the length of the
vertical communication channel for the 3D NoC is defined as the length of a TSV con-
necting two routers on adjacent physical planes. In contrast, horizontal interconnects
need a number of repeaters and they are much longer than their vertical counterparts
(assumed to be equal to square root of connected processing element area). For in-
stance, in [2], the reported wire length for inter-layer and horizontal interconnects are
20μm and 2.5mm, respectively, and consequently their delays respectively are 16 ps
and 219 ps.

4 BBVC-Based 3D NoC Architecture

Generally the bandwidth utilization of vertical interconnects in a conventional NoC
architecture is low [9], and it can be speculated that many vertical channels are idle
during each cycle because of the fixed channel directions. Regarding this fact and the
aforementioned pros and cons of 3D NoC design, to reduce the number of interconnect
TSVs, an architecture using high-speed BBVCs is proposed. Fig. 1 shows the schematic
representation of such a system. The main idea of the proposed 3D NoC system is to
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Thermal TSV

TSV

NoC Router
PE

Freq. = f2

Freq. = f1

Fig. 1. Example of a 3D NoC with three 3 × 3 layers

exploit a bidirectional channel for inter-layer communication operating at a higher fre-
quency compared to intra-layer communication (f2>f1) and being capable of dynam-
ically changing the channel direction between routers in neighboring layers based on
the real time bandwidth requirement.

4.1 Router Architecture

To implement a 3D NoC architecture using BBVCs, we modify the configuration of
the Up and Down input/output ports and replace their two unidirectional channels by a
BBVC, as can be seen from Fig. 2. We avoid changing the structure and operating fre-
quency of the routing modules, the arbiter, and the crossbar of a conventional router. As
shown in the figure, in order to dynamically adjust the direction of vertical bidirectional
channels at a run time, we add a control module to both Up and Down ports to arbitrate
the authority of the channel direction. These two bidirectional channels which are com-
posed of in-out type ports are the main difference from the typical router design in which
a unidirectional channel employs a hardwired input or output port. The control module
of the Up (Down) port communicates with its counterpart in the Down (Up) port of the
neighbor router using a token-based communication scheme via put/get-token signals.

In order to support different clock frequencies for inter-layer communication, we re-
place the synchronous input FIFOs of the Up and Down ports by bisynchronous FIFOs.
In addition, a bisynchronous FIFO is required for each vertical output port to enable a
different (higher) clock frequency for inter-layer communication. If needed, this also
offers to have 3D NoC supporting different clock frequency for each layer.

5 Forecasting-Based Dynamic Frequency Scaling

As mentioned before, the BBVCs can operate at a higher frequency compared to the
horizontal channels. Based on our simulation results, when a BBVC has the maxi-
mum traffic load and operates with two-times faster clock frequency; it can offer almost
the same performance as two unidirectional channels. If we always set the inter-layer
frequency level based on the worst case scenario (heavy-load network), there will be
no improvement in terms of power consumption. To this end, we propose a dynamic
power management technique to dynamically determine the vertical channel frequency
level. The DPM technique is based on a distributed forecasting-based policy, where
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Fig. 2. Up and Down ports of the proposed router architecture supporting bidirectional bisyn-
chronous vertical channels

each BBVC predicts its future communication workload and the required operating fre-
quency based on the analysis of the prior traffic, thanks to the bi-synchronous FIFOs
for enabling the DFS technique.

In order to assess the communication traffic characteristics of a channel several po-
tential network parameters can be utilized. In this case, we employ the link utilization
parameter as the network load indicator because of its simplicity and efficiency. The
Link Utilization (LU) parameter is defined as [11]

LU =
∑H

t=1A(t)
H

, 0 ≤ LU ≤ 1 (1)

where A(t) is equal to 1, if the traffic passes through the link i in the cycle t and 0
otherwise, and H is the window size. The link utilization is a direct measure of the
traffic workload.

In the proposed technique, the DPM unit uses the LU parameter for measuring the
past communication traffic. Based on this analysis, the LU of the next period and the
required frequency level are determined. To make the forecasting formula reliable, we
use an exponential smoothing function. This is a simple and popular forecasting for-
mula, which is commonly used in programming and inventory control science and is
defined as [12][13]

LUpredict = LUpast + α× (LUactual − LUpast) (2)

whereα is the forecasting weight,LUpredict is the predicted link utilization,LUactual is
the actual link utilization in the current history period, and LUpast is the predicted link
utilization in the previous history period. The accuracy of the prediction is a function
of α, and hence, its value should be selected such that the prediction error is minimized
(see Section 6).

The network traffic profile has short-term and long-term fluctuations. The proposed
technique in this work filters out the short-term traffic fluctuations, adapting the
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Algorithm 1  Forecasting-based DFS
LUpredict = LUpast + ( LUactual  - LUpast) 
if (LUpredict < Threshold1) then
       Freq_Level = 1 
       New_BBVC_Freq = Frequency_table[Freq_Level]

if Freq_Level = intra_layer_Freq_Level then 
              Syn/Bi-Syn_Mode = Syn 

else   
              Syn/Bi-Syn_Mode = Bi-Syn 

  end if   
else if (LUpredict > Threshold1 and LUpredict < Threshold2) then
       Freq_Level = 2 
       New_BBVC_Freq = Frequency_table[Freq_Level]

if Freq_Level = intra_layer_Freq_Level then 
              Syn/Bi-Syn_Mode = Syn 

   else   
              Syn/Bi-Syn_Mode = Bi-Syn
       end if   
            … 
              … 
else if (LUpredict > Thresholdn-1) then
       Freq_Level = n 
       New_BBVC_Freq = Frequency_table[Freq_Level]

if Freq_Level = intra_layer_Freq_Level then 
              Syn/Bi-Syn_Mode = Syn 

else   
              Syn/Bi-Syn_Mode = Bi-Syn
       end if  
end if 
CTpast = CTpredict

frequency level of a BBVC based on the long-term traffic profiles. Based on the predic-
tion, the controller decides to increase, decrease, or keep the same frequency level. The
pseudo-code for our proposed forecasting-based DFS policy for the case of n frequency
levels is shown in Algorithm 1.

In this algorithm, when the frequency level is equal to the intra-layer frequency level,
it means that the inter-layer and intra-layer communications are using the same clock
frequencies. In other words, the bi-synchronous FIFOs are not needed. To avoid the
power/performance overhead of the bi-synchronous FIFOs in such cases, we exploit
Reconfigurable Synchronous/Bi-Synchronous (RSBS) FIFOs presented in [14] instead
of simple bi-synchronous FIFOs. When the read and write clock signals have the same
frequency level; the controller changes the RSBS FIFO mode to synchronous, otherwise
asynchronous.

To reduce the hardware overhead, we set α to 3/4, which is very close to the optimal
values (see Section 6) of this parameter for the traffic profiles used in this work. We
implemented the division and multiplication operations by right and left shifts, respec-
tively. It should be noted that the number of DFS units is equal to the number of vertical
links (i.e., if there are k layers, and each of which contains m×p nodes, (k-1)×m×p
DFS units are needed). Finally, note that we simplify the division and multiplication
operations by setting H value as power-of-two numbers. Otherwise, the overhead of the
DFS unit will become slightly larger.
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6 Experimental Results

To assess the efficiency of the proposed BBVC-based 3D NoC, several simulations
were conducted. We have simulated the Typical-3D-NoC and DFS-BBVC-3D-NoC to
characterize their area, latency and power consumption. The area of the BBVC-based
communication scheme was computed once synthesized on CMOS 130, 90, and 65nm
standard cells by Synopsys Design Compiler. Different bandwidths are used to illustrate
the scalability of the architecture. In Fig. 3, the first and second groups of bars show the
area savings when using the proposed communication scheme for a 5μm×5μm TSV
pads and an 8μm pitch for 32-bit and 64-bit links, respectively. It can be seen that the
proposed communication scheme can significantly reduce the area footprint of TSVs
in 3D ICs. As technology scales, the savings in area increase as a result of lower area
footprint of the control module logic.

As discussed before, it is a common practice to increase TSV pad area to enhance
fault tolerance. To this end, the area saving was calculated for the 10μm×10μm TSV
pad dimensions and 16μm pitch, while TSV dimensions were kept unchanged. The
third and fourth groups of bars in Fig. 3 illustrate the area savings for 32-bit and 64-bit
links in the case when the proposed BBVC-based communication scheme is applied. As
shown in the figure, compared to the previous non fault-tolerant case, the design is more
area efficient. For instance, the area savings are greater than 47% for an implementation
based on a 65nm library and 64-bit links.

To demonstrate the amount of power savings and the negligible performance over-
head of the proposed inter-layer communication scheme, a cycle-accurate NoC simula-
tion environment was implemented along with two different inter-layer channel designs
(Typical and DFS-BBVC-based) in HDL. In synthetic traffic analysis, the 3D NoC of
our simulation environment consists of 3×3×3 nodes connected as a symmetric 3D
mesh. The performance of the network was evaluated using latency curves as a func-
tion of the packet injection rate (i.e., the number of packets injected into the network per
cycle). For each simulation, the packet latencies were averaged over 500,000 packets.
It was assumed that the buffer size of each synchronous FIFO was eight fits, and the
data width was set to 64 bits. To support the bisynchronous inter-layer communication,
6-stage modular synchronizing FIFOs presented in [5] were exploited. The FIFO had a
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Fig. 4. Latency versus average packet arrival rate results

maximum read and write clock speed of 2.33GHz at full throughput. A 500 MHz clock
frequency was applied to the typical NoC and for the intra-layer communication of the
DFS-BBVC-Based NoC, resulting in a maximum transmission rate per link of 8 Gbps.
For the inter-layer communication, following frequency levels were available to be
assigned based on the DFS decision: 250MHz, 500MHz, 750MHz, and 1 GHz. Note
that the clock cycle used to measure average packet latency, is based on the fixed intra-
layer communication frequency.

To see the impact of α on the prediction accuracy, we have used the sum square error
(SSE) [15]

SSE =
k∑

i=1

H∑

j=1

(yij − ŷij)2 (3)

where yij is the actual required frequency level, ŷij is the predicted required frequency
level, and k is the total number of the prediction windows that the simulation has been
run. To perform the simulations, we used an XYZ wormhole routing algorithm un-
der uniform and Negative Exponential Distribution (NED) [16] traffic patterns. For the
uniform traffic, the optimum forecasting weights for 2FreqLevels, 4FreqLevels, and
8FreqLevels were equal to 0.86, 0.76 and 0.82, respectively while for the NED traffic,
the optimum forecasting weights for 2FreqLevels, 4FreqLevels and 8FreqLevels were
equal to 0.85, 0.77 and 0.82, respectively. The error, however, is not much higher than
the minimum value if we select α as 0.75 for all the cases. This can simplify the imple-
mentation of the DFS unit. Fig. 4(a) and 4(b) show that our DFS-BBVC-3D-NoC with
half of vertical channels has still negligible performance overheads when compared to
the Typical-3D-NoC under both uniform and NED traffic patterns. The overhead orig-
inates mainly from the prediction error. It can be seen from Fig. 4 that as the injection
rate increases, the performance overhead slightly grows.

To estimate the power consumption, we adapted the high level NoC power simulator
presented in [17] to support the 3D NoC architectures. The average power consumption
of the routers (getting average of each router and its connected links) which are based
on 35nm standard CMOS technology are presented in Fig. 5. As the results reveal, the
average power consumption of the routers using DFS-based BBVCs are considerably
lower than those of the corresponding conventional routers at low traffic loads. The
reason is that when the forecasting-based DFS technique is used, vertical links and the
connected buffers operate at a lower frequency level, leading to some power saving.
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Fig. 5. Average power consumption versus average packet arrival rate results

As the traffic load increases the difference between the average power consumptions
of the routers decreases till they eventually become almost the same at the congestion
injection rate.

The area of the main components was computed once synthesized on CMOS 65nm
LPLVT STMicroelectronics standard cells using Synopsys Design Compiler. Different
subcomponents were also synthesized to illustrate the area overhead of the controllers
and the extra hardware. The layout area of the typical 7-port NoC router, the proposed
router, and the utilized controllers are listed in Table 1. The figures given in the table re-
veal, the area overheads of the proposed forecasting-based DFS unit and BBVC control
module are negligible.

Table 1. Hardware implementation details

Component Area(µm2)
Typical-3D-NoC 7-Port Router 43506
DFS-BBVC-3D-NoC 7-Port Router 46722
BBVC Control Module 304
Forecasting-Based DFS Unit 1392

7 Conclusion

In this paper, a low-cost and power-aware 3D NoC architecture based on bidirectional
bisynchronous vertical channels is proposed as a solution to reduce the number of TSVs
and mitigate high power densities of 3D NoCs. Dynamically self-configurable vertical
channels, which can transmit flits in either direction, enable a system to benefit from a
high-speed bidirectional channel instead of a pair of unidirectional channels for inter-
layer communication. In addition, we introduce a technique to manage power consump-
tion of the inter-layer communication using a forecasting-based DFS technique. The
approach forecasts the inter-layer communication traffic and adjusts frequency level of
the respective vertical channel accordingly. Our Simulation results show that the pro-
posed architecture can remarkably reduce interconnect TSV area footprint and NoC
power consumption.
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Abstract. With three-dimensional chip integration, the heat dissipation
per unit area increases rapidly and may result in high on-chip tempera-
tures. Real-time constraints cannot be guaranteed anymore as exceeding
a certain threshold temperature can immediately reduce the systems re-
liability and performance. Dynamic thermal management methods are
promising methods to prevent the system from overheating. However,
when designing modern real-time systems that make use of such thermal
management techniques, the designer has to be aware of their effect on
the maximum possible temperature of the system. This paper proposes
an analytic framework to calculate the worst-case temperature of a sys-
tem with general resource availabilities. The event and resource model
is based on real-time and network calculus so that the method is able to
handle a broad range of uncertainties in terms of task arrivals and avail-
able computational power. In various case studies, the proposed frame-
work is applied to an advanced multimedia system to analyze the impact
of dynamic frequency scaling and thermal-aware scheduling techniques
on the worst-case temperature of an embedded real-time system.

Keywords: Real-Time Systems, Worst-Case Peak Temperature, Ther-
mal Analysis, Thermal Management.

1 Introduction

Three-dimensional stacked multi-processor systems are a promising approach
to keep pace with the ever-increasing demand of computational performance
by reducing the interconnect delay and effective chip footprint. However, the
increase in performance imposes a major rise in heat dissipation per unit area,
which in turn threats the reliability and performance of a system [7].

As modern embedded processors support several operation frequencies and
deep power down (DPD) states for power efficient design, dynamic thermal man-
agement (DTM) based on dynamic voltage/frequency scaling is considered as
a promising technique to prevent the system from overheating. Consequently,
thermal management has been a hot topic in research in recent years includ-
ing thermal-constraint scheduling to maximize the performance [2, 3, 9] or peak
temperature reduction to meet performance constraints [1]. Specifically, in [3],

J.L. Ayala et al. (Eds.): PATMOS 2011, LNCS 6951, pp. 288–297, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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the workload is maximized under thermal constraints for discrete DVS speeds
and in [9], a convex optimization technique for temperature-aware frequency as-
signment is proposed. Bansal et al. [1] explore peak temperature reduction by
adopting the on-line algorithm for energy efficiency proposed by Yao et al. [16].

Unfortunately, none of the previous work has studied the effect of general
resource availabilities on the worst-case temperature of a system under all possi-
ble scenarios of task executions, even thought this knowledge is desirable for any
modern real-time system. In [10], a system-level analytic technique has been pro-
posed, which calculates the worst-case temperature of a real-time system. How-
ever, as the work assumes work-conserving systems with full service availability,
the method is not able to analyze DTM techniques. Recently, the method has
already been applied to DTM techniques, in particular leaky bucket shapers [5].

Consequently, we extend the base technique proposed in [10] to general re-
source availability. This enables us to study the effect of dynamic frequency
scaling (DFS) and TDMA scheduling on the worst-case temperature of the sys-
tem. Our framework considers general event arrivals modeled by arrival curves
from real-time and network calculus [6, 12]. An arrival curve constraints an up-
per bound on the workload that might arrive to the system in any time interval.
Similarly, the computational power provided by a processor in any time interval
is also constrained by a service curve set. The contributions of this paper can be
summarized as follows:

– The considered system is formally described by corresponding thermal and
computational models.

– The technique proposed in [10] is extended to general resource availabilities
based on service curves from real-time and network calculus [6, 12].

– We implemented the proposed technique in MPA [14] and used it in vari-
ous experiments to study the effect of DFS and TDMA on the worst-case
temperature of a real-time system.

2 System Model

This section introduces the models to analyze a single computing component for
its worst-case temperature. The model proposed in [10] is extended to consider
general resource availabilities, such as frequency modulation.

2.1 Computational Model

The computational model of a component follows the idea of network and real-
time calculus [6, 12]. Consequently, we suppose that in time interval [s, t), events
with a total workload of R(s, t) time units arrive at processing component. The
arrival curve α upper bounds all possible cumulative workloads:

R(s, t) ≤ α(t− s) ∀s < t (1)
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with α(0) = 0. Suppose that several independent workload functions Rk are
individually bounded by arrival curves αk. In case a component concurrently pro-
cesses multiple workload functions, the accumulated workload can be bounded
as R(s, t) ≤ ∑

∀k αk(t− s) = α(t− s).
A processing component is given W (s, t) time units computing resources in

time interval [s, t). Events that have not yet been completed are queued in
the component’s ready queue while waiting for further resources. The resource
availability W is upper and lower bounded using a service curve

βl(t− s) ≤W (s, t) ≤ βu(t− s) ∀s < t (2)

with βl(0) = βu(0) = 0. The accumulated computing time Q(s, t) describes
the amount of time units that a component is spending to process an incoming
workload of R(s, t) time units. The accumulated computing time Q(s, t) in time
interval [s, t) is

Q(s, t) = inf
s≤u≤t

{W (s, t) −W (s, u) +R(s, u)} (3)

provided that there is no buffered workload in the ready queue at time s [12]. The
upper bound on the accumulated computing time can be determined according
to [13] as

Q(t−Δ, t) ≤ γ(Δ) = min{(α⊗ βu) � βl, βu}, (4)

where (f⊗g)(Δ) = inf0≤λ≤Δ{f(Δ−λ)+g(λ)} and (f�g)(Δ) = supλ≥0{f(Δ+
λ) − g(λ)}.

Because of (3) and (4), the accumulated computing time Q(s, t) for any fixed
s and its upper bound γ(t− s) are monotonically increasing. Consequently, the
operating mode of a component can be expressed by the mode function

S(t) =
dQ(s, t)

dt
∈ [0, 1] (5)

for any s < t. S(t) = 1 and S(t) = 0 denote that the processing component is
fully utilized and idle, respectively.

2.2 Power Model

It is well known that the dynamic power consumption Pdyn growths quadratically
with the supply voltage v and linearly with the operating frequency f :

Pdyn ∝ v2 · f. (6)

For the sake of simplicity, the supply voltage is assumed to be given as fixed
value, so that the model can be applied to DFS without loss of generality. In
addition, we model the temperature dependency of leakage power by means of
a linear approximation [8], i.e. Pleak = φ · T + ψ. With fixed v, the operating
frequency f is proportional to the mode l and the total power consumption can
be derived as

P = φ · T + ρ · l + ψ. (7)
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2.3 Thermal Model

A widely used duality to analyze the heat transfer of a modern VLSI system
is to model the heat flow as current passing through a thermal resistance, to
model the thermal difference as the corresponding voltage, and to model the
heat capacity as an electrical capacity, see [4, 11, 15]. In particular, temperature
will follow a first order linear differential equation of the form

C · dT
dt

= P −G · (T − Tamb) (8)

where C, P , G and Tamb denote the thermal capacity, the generated power, the
thermal conductance and the ambient temperature, respectively. Rewriting (8)
with (7) leads us to

dT
dt

= −g · T + h, with g =
G− φ

C
, h =

ρ · l + ψ +G · Tamb

C
(9)

with time-dependent temperature T . A closed-form solution to the above yields

T (t) = T∞ ·
(
1 − e−g·(t−t0)

)
+ T (t0) · e−g·(t−t0) (10)

where T∞ = h/g is the steady-state temperature in a single mode of slope l.
Throughout this paper, we restrict our analysis to proper thermal models, in

which the following reasonable conditions are satisfied:

– We have g > 0, i.e. G > φ.
– The steady-state temperature is not smaller in a single mode of slope l than

in a single mode of slope l = 0, i.e. we have T∞
l ≥ T∞

l=0 or l ≥ 0.

Moreover, according to the thermal model, the component has the thermal mono-
tonicity property.

Lemma 1. (Monotonicity) Suppose we consider two equal timed sequences of
operation modes in a time interval from s to t. Then, the sequence with higher
temperature at time s leads to a higher component temperature at time t.

Proof. This lemma comes from (10) by taking h as a time-dependent function.
	


2.4 Problem Definition

Now, we can formulate the worst-case peak temperature analysis problem:

Given is the computing model in (3), the power model in (7), the dis-
tributed thermal model in (9). Then, the objective is to determine the
peak temperature T ∗ for any cumulative workload R that complies with
a given sub-additive arrival curve α and any resource availability W
within service curve β.
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3 Thermal Analysis

In this section, we will construct a worst-case accumulated computing time
Q∗(0, t) of the processing component that leads to an upper bound T ∗. The upper
bound T ∗ can later be obtained by simulating the system with this accumulated
computing time Q∗(0, t). As a first prerequisite, we will show in Lemma 2 that
allowing more power later in time (closer to τ) will always increase the temper-
ature T (τ).

Lemma 2. (Shifting) Given is a proper system model according to (7) and (9)
as well as some time instance τ . In addition, we consider two mode functions
S(t) and S(t) defined for t ∈ [0, τ) which are only different in a time interval
[σ, σ+2δ) with σ+2δ < τ . In particular, we have S(t) = l1 for all t ∈ [σ, σ+ δ),
S(t) = l2 for all t ∈ [σ+δ, σ+2δ). S(t) is l1 and l2 for [σ, σ+δ) and [σ+δ, σ+2δ)
respectively, where l1 = l1 −Δ, l2 = l2 +Δ, and 0 ≤ Δ ≤ l1. In other words, we
allow more power at the second time interval of [σ, σ+2δ) while keeping the total
power consumption as the same. Then, if T (0) = T (0), we have T (τ) ≥ T (τ),
i.e. mode function S(τ) results in a higher temperature at time τ when δ is small
enough.

Proof. As the mode functions satisfy S(t) = S(t) for all t ∈ [0, σ) and T (0) =
T (0), we clearly have T (σ) = T (σ). As S(t) = l1 for t ∈ [σ, σ + δ) and S(t) = l2
for t ∈ [σ + δ, σ + 2δ), we find

T (σ + 2δ) = T∞
l=l2 ·

(
1 − e−gδ

)
+ T∞

l=l1 ·
(
1 − e−gδ

) · e−gδ + T (σ) · e−2gδ (11)

Furthermore, as S(t) = l1 for t ∈ [σ, σ + δ) and S(t) = l2 for t ∈ [σ + δ, σ + 2δ),
we find

T (σ + 2δ) = T∞
l=l2

· (1 − e−gδ
)

+ T∞
l=l1

· (1 − e−gδ
) · e−gδ + T (σ) · e−2gδ (12)

Then, for a proper thermal model, we have

T (σ + 2δ) − T (σ + 2δ) =
ρ

G− φ
·Δ · (1 − e−gδ

)2 ≥ 0 (13)

where we used the fact that Δ ≥ 0. With the thermal monotonicity and S(t) =
S(t) for all t ∈ [σ+ 2δ, τ), the condition T (σ+ 2δ) ≥ T (σ+ 2δ) also implies that
T (τ) ≥ T (τ). 	

The next Lemma shows that we obtain a higher temperature at some time τ if
in any interval ending at τ the component has larger accumulated computing
time. This Lemma provides the foundation for the main theorem.

Lemma 3. (Mode Functions Comparison) Given is a proper thermal model as
well as some time instance τ . In addition, we consider two accumulated comput-
ing time functions Q and Q which satisfy

Q(τ −Δ, τ) ≥ Q(τ −Δ, τ) (14)

for all 0 ≤ Δ ≤ τ . Then, if T (0) = T (0) we have T (τ) ≥ T (τ), i.e. mode
function S(τ) results in a higher temperature at time τ .
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Proof. Because of space limitations, only a sketch of the proof is provided. First
note that because of (5), the condition of the Lemma translates equivalently to

∫ τ

τ−Δ

S(t) dt ≥
∫ τ

τ−Δ

S(t) dt. (15)

In other words, in case of Q, the component in any interval ending at τ has
larger accumulated computing time.

Now, we will stepwise transform S(t) into S(t) and in each step, the tem-
perature will not decrease because of Lemma 2. In order to simplify the proof
technicalities, we suppose discrete time, i.e. S(t) and S(t) may change values only
at multiples of δ. In other words, S(t) and S(t) are constant for t ∈ [kδ, (k+1)δ)
for all k ≥ 0. Let us define τ = kmaxδ. We now execute the following algorithm:

1. Determine the smallest 1 ≤ k1 ≤ kmax such that S(τ − k1δ) < S(τ − k1δ).
If there is no such k1, then S(t) = S(t) for all 0 ≤ t ≤ τ and therefore,
T (τ) = T (τ) and the algorithm stops.

2. Determine the smallest k2 with k1 < k2 ≤ kmax such that S(τ −k2δ) �= 0. In
case such a k2 does not exist, it is trivial that T (τ) ≥ T (τ) and the algorithm
stops. Otherwise,
(a) set Δ = min{S(τ − k2δ), S(τ − k1δ) − S(τ − k1δ)},
(b) add Δ to S(t) for t ∈ [τ − k1δ, τ − (k1 − 1)δ),
(c) and subtract Δ from S(t) for t ∈ [τ − k2δ, τ − (k2 − 1)δ).

3. If S(τ − k1δ) < S(τ − k1δ), continue with step 2. Otherwise, go to step 1.

Now, one can simply prove that after each iteration, T (τ) does not decrease until
it reaches T (τ) and therefore, the initial T (τ) was not larger than T (τ). 	

Based on the above Lemma we will show the main result of this section. The
following Theorem provides a constructive method to determine the worst-case
accumulated computing time Q∗ for any processing component whose computa-
tional power is bounded by a service curve set.

Theorem 4. (Worst-case Computing Time) Given is a proper thermal model
according to (7) and (9). The component has the computational model (3) with
the operation modes and power defined in (5) and (7), respectively. Then the
following holds:

– Suppose that the accumulated computing time function Q∗(0, Δ) = γ(τ) −
γ(τ−Δ) for all 0 ≤ Δ ≤ τ leads to temperature T ∗(τ) at time τ . Then T ∗(τ)
is an upper bound on the highest temperature T ∗(τ) ≥ T (τ) for all feasible
workload traces (4) that are bounded by the arrival curve α and service curve
β according to (2) and (3) respectively.

– If in addition T (0) ≤ T∞
l=0 holds in general, where T∞

l is a steady-state
temperature of the operation mode S(t) = l, then for any feasible workload
trace we find T ∗(τ) ≥ T (t) for all 0 ≤ t ≤ τ .

Proof. We apply Theorem 3 to the proof of Theorem 4 of [10]. 	
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Table 1. Parameters of the video conferencing application

Video Audio Network

period 50ms 30ms 30 ms

jitter [20, 90]ms 10ms 10 ms

min. interarrival 1ms 1ms 1ms

execution demand 6ms 3ms 2ms

deadline 50ms 30ms 30 ms

Table 2. Thermal and power parameters of the considered embedded system archi-
tecture

G C φ ρ ψ

0.3 W
K

0.03 J
K

0.1 W
K

14.0 W −25.0 W

Note that the worst-case scenario for the temperature is often completely
different from the conventional critical instance scenario that is used in real-time
analysis in order to determine the worst-case timing behavior. For example, for
periodic tasks with jitter, the worst-case peak temperature scenario is to first
warm up the system with periodic arrivals and then heat up the system with
burst arrivals and jitters.

4 Experimental Analysis

In this section, we analyze the effect of a reduced resource availability on the
worst-case temperature and provide hints on how to design a system which is
schedulable and meets temperature constraints at the same time.

4.1 Experimental Setup

Two different example applications executing on a single-core embedded proces-
sor are considered in this section. The first example consists of a single process
with a period of 200 ms and a execution demand of 50 ms. The second exam-
ple is a multi-processing video-conferencing application, which includes a video
code, an audio code and a network process for communication management.
For illustration purpose, we use a period-jitter-delay model1, with parameters
summarized in Table 1. The system parameters are borrowed from [10] as sum-
marized in Table 2 and in all our experiments, we start simulation with the initial
temperature T (0) = T∞

l=0 = 325.00 K, calculated from the parameters given in
Table 2. The observation time τ is set to 1.0 s in all experiments.

4.2 Dynamic Frequency Scaling

In the first experiment, we study the effect of frequency scaling on the peak
temperature of the system. Figure 1(a) shows several services curves for different
1 See [13] for the detail of all the parameters.
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Fig. 1. Service curves for various resource availabilities

0.4
0.6

0.8
1

0
100

200
300

350

355

360

365

370

375

jitter [ms]
resource availability [1]

pe
ak

 p
em

pe
ra

tu
re

 [K
]

(a) Single process system.

0.4
0.6

0.8
1

0
50

100
348

349

350

351

352

353

jitter [ms]
resource availability [1]

pe
ak

 p
em

pe
ra

tu
re

 [K
]

(b) Video-conferencing system.

Fig. 2. Worst-case temperature as a function of both resource availability and jitter

operation frequencies. The full service curve (β(Δ) = Δ) corresponds to full
operation frequency while the two partially utilized service curves (β(Δ) = 0.67Δ
and β(Δ) = 0.33Δ) correspond to operation frequencies of 67 %, and 33 %,
respectively.

Figures 2(a) and 2(b) outline the worst-case temperature as a function of
resource availability and jitter for the single task application and the video con-
ference application, respectively. For the single process application and a jitter
of 50 ms, a reduction of the operation frequency by 50 % lowers the peak tem-
perature by 4.23 K. Similarly, for a jitter of 300 ms, such a reduction of the
operation frequency lowers the peak temperature by 14.50 K. As the power con-
sumption and the inverse execution time of a process scale linearly with oper-
ation frequency, the steady-state temperature calculated by the average power
consumption of an application is independent of the operation frequency. That
is the reason why lowering the operation frequency has little influence on the
peak temperature for relatively small jitters. As larger jitters cause the length of
the burst to increase, the operation frequency has higher influence on the peak
temperature for large jitters. During the burst, the component is continuously
processing and the temperature increases towards the steady-state temperature
T∞

l of slope l, which in turn depends on the operation frequency.
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(b) Video-conferencing system.

Fig. 3. Worst-case temperature as a function of cycle length and slot to cycle ratio

4.3 Thermal-Aware Scheduling

A widely proposed method for temperature reduction is to place idle service in-
tervals so that only a certain amount of time units are assigned to an application
for computation. This service availability can be described by a TDMA schema,
where the processor is always available for S consecutive time units during every
cycle C. We call C the cycle length and S the slot length. Figure 1(b) outlines
the service curves for a TDMA resource with C = 60 ms and S = 40 ms.

Figures 3(a) and 3(b) outline the worst-case temperature as a function of cycle
length and slot to cycle ratio. In both examples, the maximum jitter is 20 ms.
Both figures show that longer idle intervals do not necessarily lead to a lower
peak temperature, which is due to the buffering effect. In case the resource is
not fully available, workload that arrives during idle intervals is buffered in the
queue and cause the bursty shot later.

5 Conclusion

In this paper, we presented an analytical approach to determine the worst-case
temperature for real-time systems with general resource availability. The accu-
mulated workload arrival from all task invocations is characterized by an arrival
curve, i.e. by an upper bound on the sum of task execution times arriving in any
time interval. Similarly, we model the resource availability by service curves.

By applying the proposed method to various resource availability scenarios,
we could show that frequency modulation is only a viable method for peak
temperature reduction if the system has a large non-determinism. Analogously,
placing idle service intervals does not always result in a lower peak temperature,
as shown in the experiments. Consequently, our analysis methods can be used
by system designer to choose proper resource parameters that reduce the peak
temperature and guarantee real-time constraints.
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Abstract. Interconnection structures in FPGAs increasingly contribute
more to the delay and power consumption. Three-dimensional (3-D) chip
stacking is touted as the silver bullet technology that can keep Moore’s
momentum and fuel the next wave of consumer electronics products.
However, the benefits of such a technology have not been sufficiently
explored yet. This paper introduces a novel 3-D FPGA, where logic,
memory and I/O resources are assigned to different layers. Experimental
results prove the efficiency of our architecture for a wide range of appli-
cation domains, since we achieve average performance improvement and
power saving of 30% and 10%, respectively.

1 Introduction

Field-Programmable Gate Arrays (FPGAs) have become the implementation
medium for the vast majority of modern digital circuits. This situation makes
the FPGA paradigm to grow in importance, as there is a stronger demand for
faster, smaller, cheaper, and lower-energy devices.

For decades, semiconductor manufacturers have been shrinking transistor size
to achieve the yearly increases in performance described by Moore’s Law, which
exists only because the RC delay was negligible, as compared to the signal
propagation delay. For sub-micron technology, however, the RC delay becomes
a dominant factor. For instance, in the 130nm CMOS technology, approximately
51% of microprocessor power is consumed by interconnect, with a projection
that without changes in design philosophy, in the next 5 years up to 80% of
microprocessor power will be dissipated at interconnect [11]. This has generated
many discussions concerning the end of device scaling as we know it, and has
hastened the search for solutions beyond the perceived limits of current 2-D
architectures.

An emerging solution to this problem is the usage of 3-D integration, which
replaces a large number of long interconnects (needed in 2-D structures) with
shorter ones. More specifically, 3-D integration provides: (i) higher logic den-
sity in the same footprint area, (ii) shorter interconnections, (iii) reduced signal
propagation delay, (iv) greater versatility and resource utilization, and (v) lower
power consumption. The shift from horizontal to vertical stacking of circuits has
the potential to rewrite the conventions of electronics design.

J.L. Ayala et al. (Eds.): PATMOS 2011, LNCS 6951, pp. 298–307, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



A Framework for Architecture-Level Exploration of 3-D FPGA Platforms 299

The benefits of using 3-D integration in logic chips are especially great for
designing FPGAs since these devices already exhibit performance limitations
that are tightly firmed to increased wire-length. However, in order such a tech-
nology to be widely accepted, several challenges need to be satisfied. Among
others, new methodologies that support architecture-level exploration under dif-
ferent optimization goals are essential to design efficient 3-D architectures. Since
this procedure is rather a complex task, there is also an increasing demand for
developing CAD tools.

Up to now, the majority of research related to 3-D integration can be summa-
rized in three categories, namely: (i) the manufacturing and fabrication processes
that is mainly guided by industrial research, (ii) the development of CAD al-
gorithms and tools from the academia to support the design of emerging 3-D
technologies, and (iii) the case studies about the design of general-purpose 3-D
architectures.

A number of 3-D FPGA architectures have been proposed until now both from
academia and industry. For instance, previous efforts to model 3-D architectures
affects both homogeneous (all the layers contain only logic blocks) [1][2][13], as
well as heterogeneous approaches where each of the layers is specialized (i.e.
memory, switches, logic, etc) [3]. Even though 3-D architectures with identical
layers (first case) are suitable for designing 3-D FPGAs (due to their inherent
regularity), the employment of a heterogeneous 3-D architecture potentially can
provide additional performance improvement. In addition to that, there is a
number of commercially available 3-D FPGAs. Typical instantiations are the
3-D FPGAs provided by Tezzaron Corp. [4], as well as the devices from Xilinx
(e.g. Virtex-7 [5]).

In this paper we propose a novel architecture template for designing heteroge-
neous 3-D FPGAs with layers that contain blocks of different type. More specif-
ically, our case study affects a 3-D architecture consisted of three layers, where
logic, memory and I/O blocks are assigned to different layers. Furthermore, we
introduce also a novel framework that software supports the architecture-level
exploration task, as well as the application mapping onto these 3-D FPGAs. To
the best of authors knowledge, this is the first time in literature where such a
software-supported architecture level exploration of heterogeneous 3-D FPGAs
is presented. Even though in this paper we study 3-D FPGAs consisted of three
layers, the proposed methodology and CAD tools are also applicable to any other
3-D device (e.g. with more layers and/or that contain different type of blocks).

The rest of the paper is organized, as follows: Section 2 describes the motiva-
tion behind this work, whereas section 3 introduces the architectural template
of proposed 3-D FPGA, as well as the supporting tool framework. Experimen-
tal results that prove the efficiency of proposed solution are shown in section 4.
Finally, conclusions are summarized in section 5.

2 Motivation

The application’s complexity usually introduce constraints to the architecture of
target FPGA. More specifically, the performance of many application domains
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(e.g. telecommunication, encryption and image-video processing) usually
depends on the availability of sufficient communication bandwidth.

Previous studies [13] have already highlighted that communication between
logic and memory blocks is significantly improved by the usage of 3-D integra-
tion. Hence, it is almost obvious that memory blocks have to be assigned into a
different layer, as compared to logic infrastructure (e.g. slices). However, none of
these works study up to now the impact of communication bottleneck between
I/O blocks and the rest architecture.

Existing FPGAs incorporate a limited number of I/O blocks, which are usually
spatially assigned to the periphery of the device [7]. However, such a topological
arrangement imposes that application’s networks that provide signal transmis-
sion among logic and I/Os exhibit increased wire-lengths, resistance and capac-
itance values. This problem becomes even more important for communication
intensive applications, where the majority of utilized interconnection resources
affect routing paths between logic (CLB) and I/O blocks.

In order to depict this limitation, Fig. 1(a) shows the successful placement
for a cryptographic application (named bigkey) [6]. The target architecture is a
Virtex-based 2-D FPGA and the P&R was performed with timing-driven VPR
tool [7]. The utilized logic blocks in this figure are depicted with grey color
squares, whereas the lines correspond to routing paths between them (as they
retrieved after global routing).

Based on Fig. 1(a) we can conclude that the majority of connections affect
routing paths between logic resources (distributed over the entire architecture)
and a few I/O blocks (placed mostly for this application at the bottom-right
corner of the device). These routing paths exhibit increased wire-length, and
hence they result among others to considerable delay and power overheads.

(a) (b)

Fig. 1. Benchmark bigkey (a) after placement and global routing with VPR and (b) a
random network with at least one I/O block after detailed routing
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Furthermore, networks that contain at least one I/O block are more likely to
be scattered across the FPGA, as compared to the rest networks. This is also de-
picted in Fig. 1(b), where we highlighted with blue color lines the distribution of a
randomly selected routing path that contain at least one I/O block. This info was
retrieved after successful detailed routing of bigkey benchmark with VPR tool [7].

Based on previous conclusions, we can claim that existing way for assigning
I/O blocks at the periphery of FPGA device introduce considerable performance
limitations, especially for communication intensive applications. Hence, alterna-
tive architecture can be inspired. For this purpose, our introduced heterogeneous
3-D FPGA assumes that I/O blocks are assigned to a dedicated layer. Note that
such an enhancement is complementary to the previous one (affecting logic and
memory blocks to separate layers).

3 Proposed 3-D FPGA Architecture and Tool Flow

This section introduces the proposed architectural template for 3-D FPGAs, as
well as the software framework for enabling architecture-level exploration and
application mapping onto these devices. More specifically, logic, memory and I/O
resources at this architecture are assigned to different layers, as it is depicted in
Fig. 2. Note that the number of total layers is tunable in order to better match
application’s requirements.

The communication between resources assigned to different layers is provided
through TSVs, which are actually implemented either inside vertically aligned
switch boxes (SBs), or connection boxes (CBs). For this purpose we assume that
these blocks are assigned to the same (x, y) co-ordinates, whereas the interlayer
connections are depicted in Fig. 2 with dotted lines. Regarding the modeling of
these TSVs, we used the electrical equivalent characteristics found in a recent
technical published report for Tezzaron 3-D FPGA [12].

In order these routing resources to be aware about the third dimension, they
appropriately extended similar to the way discussed in [8]. More specifically, con-
nectivity between I/O and logic layers (Layers 1 and 2 at Fig. 2) is implemented
inside 3-D CBs, whereas the 3-D SBs are employed for implementing connectivity
between layers with CLBs and memories (Layers 2 and 3 at Fig. 2) [8].

Next, we introduce the design framework for supporting architecture-level
exploration, as well as application mapping onto the proposed 3-D FPGAs with
heterogeneous layers. The new tool framework, named 3-D NAROUTO, is public
available through [10] for download and/or additional improvements. We have to
mention that our solution differs compared to similar approaches (e.g. [1][2][13]),
since it supports heterogeneous resources (e.g. logic, memories, DSPs, etc) which
can be assigned to different layers. More details about the features of NAROUTO
framework can be found in [10].

Fig. 3 gives an abstract view of the 2-D and 3-D NAROUTO frameworks.
Note that during the development of 3-D NAROUTO, only the tools that are
aware about the third dimension were appropriately extended, whereas the rest
tools (e.g. synthesis and technology mapping) are identical between flows.
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Fig. 2. Architectural template of our proposed 3-D FPGA
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Fig. 3. 2-D and 3-D NAROUTO design framework

After synthesis and technology mapping we deal with application P&R. Ini-
tially, this involves to generate an instance for the target 3-D FPGA based on
the architectural template discussed in Fig. 2. For simplicity reasons, we as-
sume (without affecting the generality of introduced solution) that all the layers
occupy the same area (3-D cube architecture).
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The employed P&R algorithms at 3-D NAROUTO are based on VPR tool [7],
but they have extensively modified in order to be aware about: (i) the additional
flexibility imposed by the 3-D integration, and (ii) the heterogeneous blocks
(e.g. memories) found in target architecture. Similarly, the application’s routing
is based upon an extended version of Pathfinder algorithm [7], which repeatedly
rips-up and re-routes each net of the design, until all the congestions to be
resolved. Since interlayer connections exhibit shorter wire-lengths compared to
the routing tracks found in the same layer but their number is significantly
limited, our routing algorithm penalties their non-efficient utilization. For this
purpose we encode TSV connections as high cost edges at the platform graph.
Hence, their usage is prohibited whenever they do not used at timing critical
networks.

4 Experimental Results

This section provides a number of comparison results that prove the efficiency of
our solution with the usage of MCNC [6] and Altera QUIP [14] benchmark suites.
In order to software support the application implementation onto 2-D and 3-D
FPGAs, we employ the VPR [7] and our proposed 3-D NAROUTO framework,
respectively. Finally, for shake of completeness we have to mention that both 2-
D and 3-D architectures incorporate the same number of logic (CLBs), memory
and I/O blocks.

In order to study all the potential architectural solutions, in this section we
provide results about three alternative scenarios which are summarized, as fol-
lows:

– Study the impact of I/O bottleneck: We evaluate the efficiency of a 3-D
FPGA, where logic and I/O blocks are assigned to different layers.

– Study the impact of stacking memory onto logic: Our 3-D FPGA consists
of two layers, where the first layer contains logic and I/O blocks, whereas
memories are assigned to second layer.

– Study a combination of the previously mentioned architectures: This scenario
involves a 3-D FPGA, where logic, memory and I/O blocks are assigned to
different layers.

The first set of experimental results quantifies the efficiency of assigning I/O
blocks to a different layer, as compared to logic resources. For this purpose, our
3-D architecture is composes by two layers, while the evaluation is performed by
employing a well established benchmark suite [6]. Note that during this study
we need benchmarks without memory blocks, since they introduce additional
(artificial) overhead at routing networks.

In order to depict that our 3-D architectures is superior as compared to con-
ventional 2-D FPGAs, Fig. 4 gives the average wire-length for networks that
contain at least an I/O block (blue color bars), or not (red color bars).

Based on this figure, we can conclude that the average wire-length for
networks with at least one I/O is about 92% higher, as compared to the rest
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Fig. 4. Average wire-length for routing paths that contain (or not) I/O blocks

networks (those that include only logic resources). Furthermore, this trend is
common for all the benchmarks. This proves our inspiration discussed in section
2, that networks with I/Os are significantly longer. Hence, by assigning these I/O
blocks to a different layer, as our 3-D architecture proposes, we expect reasonable
wire-length, delay and power improvements.

In conjunction to this conclusion, Table 1 gives the maximum operation fre-
quency and power consumption for such a 3-D architecture, as compared to the
corresponding 2-D FPGA. Note that both 2-D and 3-D architectures contain the
same number of logic, I/O blocks and routing tracks per channel.

From this table it is evident that the average performance improvement
achieved by the usage of proposed 3-D architecture is 22%, without any power
consumption overheads. Furthermore, in conjunction to Fig. 4, there are some
applications that achieve considerable delay reduction due to better manipula-
tion of networks that contain at least one I/O block and span the entire architec-
ture. Typical examples for this conclusion are the bigkey, des, dsip and ex1010
benchmarks, which increase maximum operation frequency by 88%, 46%, 42%
and 58%, respectively. Note that additional performance improvement is feasible
in case we alleviate the constraint regarding the same power budget.

After quantifying the efficiency of improving I/O bandwidth, we study the
impact of assigning memory blocks to a different layer, as compared to logic
resources. For this purpose, we employ a number of benchmarks from QUIP
suite [14]. Table 2 evaluates the maximum operation frequency and the power
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Table 1. Evaluation of I/O improvement between 2-D and the proposed 3-D FPGA

Benchmark
Max. Operation Frequency (MHz) Power Consumption (mW)
2-D FPGA 3-D FPGA Gain (%) 2-D FPGA 3-D FPGA Gain (%)

alu4 126.58 128.21 1.28% 47.29 46.12 -2.47%

apex2 101.01 111.11 10.02% 63.4 62.35 -1.66%

apex4 120.48 129.87 7.79% 37.78 36.65 -2.99%

bigkey 104.17 196.08 88.24% 22.79 22.89 0.44%

des 105.26 153.85 46.15% 62.71 62.59 -0.19%

diffeq 116.28 140.85 21.13% 35.89 35.89 0.00%

dsip 156.25 222.22 42.22% 80.96 80.75 -0.26%

elliptic 65.36 84.75 29.66% 46.02 45.18 -1.83%

ex1010 43.10 68.49 58.90% 121.01 120.86 -0.12%

ex5p 121.95 131.58 7.89% 44.38 43.89 -1.10%

frisc 55.25 57.80 4.63% 130.61 129.74 -0.67%

misex3 131.58 149.25 13.43% 55.84 51.67 -7.47%

pdc 59.52 80.00 34.40% 84.18 83.46 -0.86%

s298 75.19 76.92 2.308% 48.6 51.05 5.04%

s38417 81.30 83.33 2.50% 76.06 80.19 5.43%

s38584 96.15 104.17 8.33% 63.8 71.19 11.59%

seq 113.64 129.87 14.29% 58.81 58.54 -0.45%

spla 84.03 94.34 12.264% 235.58 232.47 -1.32%

tseng 161.29 178.57 10.71% 25.75 25.93 0.71%

Average: 100.97 122.17 21.90% 70.61 70.60 0.10%

Table 2. Evaluation of memory bandwidth optimization between 2-D and the proposed
3-D FPGA

Benchmark
Max. Operation Frequency (MHz) Power Consumption (mW)
2-D FPGA 3-D FPGA Gain (%) 2-D FPGA 3-D FPGA Gain (%)

oc aes core inv 101.58 131.96 29.91% 0.723 0.821 -13.48%

ata ocidec 141.67 248.27 75.25 0.148 0.107 27.76%

os blowfish 93.55 94.17 0.67% 0.250 0.221 11.75%

oc hdlc 176.40 207.26 17.50% 0.182 0.167 8.22%

oc minirisc 131.55 156.25 18.78% 0.066 0.057 13.63%

Average: 128.95 167.58 28.42% 0.31 0.27 9.58%

dissipation, when these benchmarks are mapped onto 3-D FPGAs with two layers
(logic and memory).

Experimental results from this study shown that our proposed 3-D stacking
improves the performance of target architectures, since it results to higher band-
width between memory and logic resources. More specifically, there is an average
delay and power reduction by 29% and 10%, respectively, as compared to the cor-
responding 2-D FPGAs. These improvements occur mainly due to shorter wires
that provide signal communication between logic (CLBs) and memory blocks.
Note that usually, these connections are formed from wider routing channels
in order to achieve the desired data-path implementations, and hence their im-
pact is much more important than existing implementations of 3-D FPGAs (e.g.
[1][2][13]) which assume that different layers are formed solely from CLBs.
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Table 3. Evaluation of the proposed 3-D FPGA architecture

Benchmark
Max. Operation Frequency (MHz) Power Consumption (mW)
2-D FPGA 3-D FPGA Gain (%) 2-D FPGA 3-D FPGA Gain (%)

oc aes core inv 101.58 129.40 27.41% 0.723 0.783 -8.30%

ata ocidec 141.67 243.49 71.87% 0.148 0.137 6.74%

os blowfish 93.55 115.08 23.017% 0.250 0.274 -9.74%

oc hdlc 176.40 198.53 12.55% 0.182 0.172 5.65%

oc minirisc 131.55 152.58 16.01% 0.066 0.071 -7.37%

Average: 128.95 167.82 30.16% 0.27 0.29 -2.61%

Finally, we evaluate application mapping onto 3-D FPGAs, where both I/Os
and memories are assigned to different layers, as compared to logic resources. For
this purpose, Table 3 summarizes the impact of implementing these benchmarks
onto an architecture with three layers. From the results summarized in Table
3 we can conclude that our architecture achieves performance improvement by
30% with a negligible penalty in power dissipation (increase by 2.6%).

5 Conclusion

This paper introduces a novel 3-D FPGA architecture, where I/O and mem-
ory blocks are assigned to different layers as compared to logic resources. The
new architecture is software supported by a public available software frame-
work, named 3-D NAROUTO. The evaluation procedure proves the efficiency
of proposed hardware/software solution, as it achieves application implementa-
tion with significant shorter wire-lengths, which in turn leads to mentionable
delay and power improvements. More specifically, average delay and power re-
duction by 30% and 10%, respectively, is feasible as compared to conventional
2-D FPGAs.
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Abstract. Sub-threshold operation is an efficient solution for ultra low
power applications. However, it is very sensitive to process variability
which can impact the robustness and effective performance of the circuit.
On the other hand this sensitivity decreases as we move towards near-
threshold operation.

In this paper, the impact of variability on sub-threshold and near-
threshold circuit performance is investigated through analytical modeling
and circuit simulation in a 65 nm industrial low power CMOS process. We
show that variability moves the effective minimum energy point towards
the near threshold region. Thus, we demonstrate that when variability
is taken into account, a complete model that includes the near threshold
(moderate inversion) region is necessary in order to correctly model cir-
cuit performance around the minimum energy point. Finally, we present
the resulting speed-consumption trade-off in a variability-aware analysis
of sub-threshold and near-threshold operation.

Keywords: Sub-threshold logic, Near-threshold operation, Variability,
Modeling.

1 Introduction

Over the last decade, sub-threshold logic has been used as an ideal option to
achieve Ultra Low Energy consumption for applications with low demand in
speed requirements. Here, sub-threshold term refers to the weak inversion (WI)
region where the minimum energy can be achieved using a supply voltage VDD

well below the threshold voltage.
As the interest for ultra low energy has increased, research related to sub-

threshold logic has attained considerable importance. Modeling and character-
ization of sub-threshold operation for standard CMOS cell designs have been
investigated for energy and performance analysis[1][2].
However, several works have shown that variability in subthreshold logic, espe-
cially intrinsic one due to Random Dopant Fluctuations (RDF), is a critical limit
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to achieve robust ultra low energy devices as it cannot be compensated through
adaptive body biasing (ABB)[3][4][5]. As currents in weak inversion region expo-
nentially depends on threshold voltage (Vt), random Vt variations significantly
affect the on and off currents and gate delays and can affect the output swings
and result in functional failures of some gates. Moreover, the minimum energy
point can be strongly affected by variability. As reported in [6], device variability
leads to 20% of minimum energy increase.

Models considering variability have been developed in previous works specif-
ically for use in subthreshold, considering, therefore, just the weak inversion
region. In this paper, we will show through 1K-point Monte Carlo Spice simula-
tions in a Low Power (LP) technology from an industrial foundry that variabil-
ity moves the effective minimum energy point towards the near-threshold region
(Moderate Inversion). Thus, restrictive weak inversion models can no longer
model circuit performance around the minimum energy point.
Therefore, we apply a complete and compact transistor model valid from weak
to strong inversion in order to model the delay and energy performance over the
weak and moderate inversion regions. This will allow us to correctly model the
circuit performance in a variability aware analysis.

This paper is organized as follows. Section 2 presents the concept of sub-
threshold operation and investigates the impact of process variations on mini-
mum energy point. In section 3, we propose a complete model that includes the
near threshold region. We show through Monte Carlo Spice simulations that the
new model is necessary to correctly model the circuit performance in a variability
aware analysis.

2 Sub-Threshold Circuit Design

In this section, the concept of sub-threshold operation is briefly explained. Vari-
ability impact on sub-threshold circuit performance through Monte Carlo Spice
simulations of an inverter chain implemented in a Low Power technology from
an industrial foundry is then presented.

2.1 Sub-Threshold Operation

Sub-threshold operation consist in reducing the power supply voltage VDD below
the threshold voltage VT in order to achieve minimum energy consumption. The
concept is simple: as Pdyn is proportional to the square of VDD, a small reduction
in supply voltage causes quadratic decrease in dynamic power consumption at
the cost of a significant increase in delay. This results in an increase in leakage
energy that leads to a minimum energy point achieved at an optimum supply
voltage. In[7], authors provide an analytical solution for the optimum VDD that
minimize the energy for a given operating frequency.

However, lowering the power supply voltage will expose the circuit to the
effect of process variations which can impact the functionality of the circuit
and result in a functional failure of the gate. Thus, a process corners analysis
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Fig. 1. Worst case corners analysis of the inverter for different supply voltage

which determines the minimum operation voltage and the minimum transistor
sizing which ensures a good functionality of the gate is the first step to do, as
described in [2]. We have applied this analysis to an inverter from a 65nm Low
Power industrial library. Figure 1 shows the limits for the ratio of the pMOS
width to nMOS width, which must be between the minimum set by the Fast
0-Slow 1 (FS) corner and the maximum set by the Slow 0-Fast 1 (SF) corner in
order to assure an output swing of 10%-90% of the supply voltage.

We observe that this restriction determines a minimum possible operating
voltage, which for this technology occurs at 143mV by sizing the PMOS width
to be 1.83 the NMOS one. We see that the inverter of the standard cell library
is guaranteed to operate down to 160mV. Thus, if the minimum energy point is
achieved by a supply voltage between 143mV and 160mV, a modified logic cell
library should be created.

2.2 Variability Effect on Subthreshold Circuit

Process variations is a critical limit of sub-threshold circuits. Intrinsic variations
due to Random doping fluctuation (RDF) is considered to be the dominant
source of variability in sub-threshold circuits [5].

To show the impact of variability on sub-threshold circuit performance, Monte
Carlo Spice simulations with 1000 points have been performed for different val-
ues of VDD. The considered benchmark circuit is a chain of inverters where the
first inverters are not considered in order to correctly calculate the static current,
increased due to the degeneration of stable states as mentioned in [1].

Since delay variability depends on the logic depth of the circuit, an appropriate
choice of the logic depth is essential. For our case study, we have choosen a logic
depth of 23 like in [8] where the circuit is a standard 8-bit ripple-carry-array
(RCA) multiplier.
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Fig. 2. Leakage and total energy evolution with and without variability

Figure 2 shows the evolution of total energy consumption without and with
variability effect, considering typical and 3σ worst case delay, respectively.

We observe that variability leads to a considerable increase in leakage energy.
This results in the increase of the minimum energy point by 50%, located now
in the moderate inversion region.

3 Variability Aware Circuit Model

In[1],[5] and [6], models in WI region are applied to describe sub-threshold op-
eration. However, as we have seen in section 2, variability considerably affects
the minimum energy point which moves in the moderate inversion region. In[1]
the impact of operation in moderate inversion applying an all region transistor
model is also considered, but the impact of variability is not analyzed in this
case. [9] is another prior work where authors suggest to work in the near thresh-
old voltage region in order to recover some of delay performance at the expense
of a little energy increase. An energy-delay modeling framework that extends
over all inversion regions is developed in this paper. But variability is still not
considered in these models.

In this section, we present a variability aware model that extends over the
weak and moderate inversion region. This model is based on the EKV model
expressions [1]. The main contribution here is that we consider VT and β varia-
tions in our analysis. We show through Spectre and Matlab simulations that the
WI model in no longer sufficient to model the performance of a system exposed
to process variations.
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3.1 Current and Delay Model under Variability Analysis

In weak and moderate inversion region, the drain current can be expressed as[1]:

IDS =IS(ln2[1 + exp
VGS − VT

2nUT
]−

ln2[1 + exp
VGS − VT

2nUT
exp

−VDS

2UT
])

(1)

Where n is the subthreshold slope factor, VGS and VDS are respectively the gate
to source and drain to source voltages and VT is the threshold voltage. IS is the
specific current given by

IS = 2nμCoxU
2
TW/L = 2nβU2

T (2)

Where μ is the mobility, Cox is the oxide capacitance, UT is the thermal voltage
and W/L denotes the channel width-length ratio of the transistor.
Equation 1 tends to the classical exponential WI model when VGS − VT is neg-
ative.

The expression of delay can be derived from the current model as follows:

Td =
CLVDD

Ion
(3)

Where CL is the load capacitance, VDD is the supply voltage and Ion is the
saturated on-current.

Leakage current is also determined from the IDS expression when VGS = 0.
The model of Equation 1 is a long channel model that does not include effects
such as mobility reduction, velocity saturation and drain induced barrier lowering
(DIBL). The former two are mainly of impact in the strong inversion region and
that is why, for simplicity sake, were not considered in this work. The last one
(DIBL), has some impact on the performance in the WI and MI regions, as
analyzed in [5]. In our case we considered the effect of DIBL when extracting
the parameters for the model of Equation 1 by considering the drain current
data of the 65nm Standard Threshold Voltage, Low Power (SVTLP) NMOS
transistor with drain voltage equal to VG. To extract model parameters, we have
applied the method based on the gm/ID curve described in [10]. The following
values were obtained:

– n = 1.22;
– VT = 0.38(V);
– β = 4.83e−4(A/V 2).

Figure 3 shows the ID versus VGS for NMOS transistor determined with the
weak inversion model, the complete model and spice simulations. As expected,
the weak inversion model is not sufficient to model the current in near-threshold
region. We observe that the complete model is not so accurate in strong in-
version region due to the lack of modeling of mobility reduction and velocity
saturation[10].
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Fig. 3. ID versus VGS curves for NMOS transistor

For variability analysis, we will consider just random VT and β variations,
modeled as a normal distributions (μVT , σVT , μβ , σβ), determined through Monte
Carlo simulations or through analytical expressions given in [5]. Current model
considering process variations is derived from Equation 1 by replacing β and
VT by values that follow the normal distribution described in the previous para-
graph.

The evolution of typical and 3σ Worst Case(WC) delay is presented in
Figure 4 (left). We observe that the complete model with and without vari-
ability consideration follow perfectly Monte-carlo Spice simulations whereas the
delay of the WI model deviates from 0.3V of Vdd.

Figure 4 (right) plots delay variability versus the supply voltage. The simu-
lated variability, obtained through Monte-Carlo simulations, shows that variabil-
ity decreases as the supply voltage increases. We remark that delay variability,
obtained with the WI model, remains constant at different supply voltage, while,
the one obtained with the complete model presents the same shape as spectre
simulations and has even close values.

We conclude that the WI model is a restrictive model that can not be used
to model process variations and that the model developed, considering VT and
β variations, is a good model for variability analysis.

The delay model presented in Equation 3 is valid for a simple gate. For a
circuit with a logic depth LD, the delay will be Tcircuit = LD.Td. If Td is a normal
distribution defined by (μdelay, σdelay), Tcircuit will be a normal distribution too
defined by (LD.μdelay,

√
(LD).σdelay). Thus, the delay variability of the circuit

can be obtained as follow:

varcircuit−delay = (1/
√

(LD)).vargate−delay (4)
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Fig. 4. Evolution of typical and WC delay (left), and normalized delay variability
(right) for different VDD

Table 1 lists delay variability for different Logic depth at VDD = 0.2V .

Table 1. Delay variability for different logic depth at Vdd=0.2 V

LD Delay variability (σdelay/μdelay)
Spice simulation Analytical model

1 0.86 0.99
7 0.28 0.36
15 0.25 0.26
23 0.205 0.209

As expected, the delay variability of a circuit decreases as its logic depth
increases, and the decrease follows perfectly 1/

√
(LD) law.

3.2 Energy Model under Variability Analysis

The total energy consumed by the circuit is the sum of the dynamic energy Edyn,
required to charge and discharge parasitic capacitances during logic transitions,
and static energy Estat due to leakage currents Ileak. This can be summerized
in the following expression :

Etot = αCLV
2
DD + VDDIleakTcircuit (5)

Where α is the switching activity of the circuit and CL is the load capacitance.
Here, we consider Just− in− time operation [11], where the circuit works in

its maximum frequency, i.e., the period is set to be the critical path delay of the
circuit.
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To consider variability in energy analysis, 3σ worst-case delay and mean Ileak

are considered in the static energy calculation as follows

Estat = VDDμIleak
μdelay(1 + 3 ∗ σdelay

μdelay
) (6)

Figure 5 shows the consumed energy under process variations consideration.
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Fig. 5. Consumed energy under process variations (left), and % of complete and WI
model error compared to Spice simulations (right)

We observe that the total energy consumed is slightly different from that de-
termined by the models. The error of the energy on the minimum point is of 5%
and 6%, when obtained by the complete and the WI model, respectively.
Not what we expect, the error of the WI model is comparable to that of the com-
plete model as shown in Figure 5 (right). This can be explained by the inverse
tendency of variability and delay determined by the WI model. On the one hand,
the variability of the WI model is constant whatever the value of the supply volt-
age. It is therefore overestimated in the moderate and strong inversion regions.
On the other hand, the delay obtained by the WI model is underestimated with
respect to the one obtained by Spice simulations as observed in Figure 4.
As the energy contains the product of variability and the delay, there is a com-
pensation that let the WI model remain a good model of energy consumption
even under variability analysis.

4 Conclusion

In this paper, modeling under variability analysis is investigated. We show that
the Weak Inversion model, normally used to describe sub-threshold circuit, is a
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restrictive model that can no longer model circuit delay around the minimum
energy point of circuit exposed to process variations.

We develop a complete model that extends over the weak and moderate inver-
sion regions. Through Monte Carlo Spice simulations of a chain of inverters in
a Low Power technology, we show that the new model is necessary to correctly
model the variability of the circuit.

Nevertheless, instead of what may be expected, the Weak Inversion model
remains a good model of energy consumption even under variability analysis.
This is due to the compensation of delay and variability errors resulting when
the WI model is applied.
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Abstract. This paper presents a toolbox for the automatic genera-
tion of asynchronous circuits starting from a data flow graph descrip-
tion. The toolbox consists of a scheduling and code generation tool. We
use traditional scheduling algorithms as for synchronous circuits, but
have replaced the implied synchronous controller for an asynchronous
distributed control network. The control circuit allows for true asyn-
chronous operation of all digital resources and as a result of its scalable
distributed topology allows unlimited resource sharing. The distributed
controllers can be created by connecting a small number of pre-designed
sub-controllers which are presented in this paper. Prototype IP-blocks of
these sub-controller circuits have been designed in a 90nm ASIC design
process. Our toolbox is a capable to generate large complex asynchronous
solutions, with upto 20 percent power saving, and as least as good latency
performance as of synchronous solutions.

1 Introduction

Digital circuits use a clock signal to synchronize operations, the so called syn-
chronous circuits. Although this clock signal makes the design convenient, es-
pecially since practically all commercial synthesis tools assume a synchronous
design, some advantages can be exploited when using asynchronous circuits
(circuits without clock signal). Those advantages can include typical case per-
formance, low power consumption, less sensitive to variability, lower EMI admit-
tance and protection against differential power analysis attacks. Disadvantages
of asynchronous circuits include the lack of synthesis tools, their sensitivity to
hazards and in some cases performance loss. To assist a designer in his/her
attempts to convert a behavior level description of a compute function to be im-
plemented in digital hardware, we have developed an toolbox, which is capable of
scheduling and mapping operations on hardware resources. These operations are
currently limited to ALU functions like multiplication, subtraction, comparison
and addition. However, since many computational and signal processing func-
tions consist of only these functions, many of them can be implemented. Our
design methodology uses traditional scheduling algorithms as for synchronous
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c© Springer-Verlag Berlin Heidelberg 2011



318 R. van Leuken, T. van Leeuwen, and H.L. Arriens

circuits to generate a asynchronous solution. To achieve this, we replace the by
the scheduling software implied synchronous controller with an asynchronous
distributed control network.

2 Related Work

Behavioral synthesis is widely explored in the past, mostly targeting synchronous
circuits. Scheduling, the process of allocating operations to time slots, is a well-
known method for behavioral synthesis. A large number of scheduling algo-
rithms are available, as well as control network topologies. In this paper, stan-
dard scheduling algorithms for synchronous circuits are used, but a new control
network is created, targeting asynchronous circuits. For behavioral synthesis of
asynchronous circuits, a number of methods for scheduling and resource alloca-
tion are published [1] [8]. However, these publications do not include the syn-
thesis of the control network. Also, a number of behavioral synthesis methods
for asynchronous circuits including the control network synthesis are published.
In [3], distributed controllers for asynchronous scheduled data flow graphs are
proposed, similar to our method, but each distributed controller is specified in a
separate Signal Transition Graph (STG). STG’s are hard to synthesize because
they should operate hazard free. In our method, only a few small STG’s have to
be synthesized, which can then be reused to create the larger distributed con-
troller. In [5], a high level synthesis method using a bundled-data centralized
controller is proposed. The centralized controller neglects some of the advan-
tages of asynchronous operation, since all operations are synchronized by the
controller. Also, their method is limited to bundled-data implementations, while
our method can easily be converted to any completion detection method. In [2],
Cortadella et. al. propose a method for de-synchronization. De-synchronization is
the process of converting a (synthesized) synchronous circuit to an asynchronous
circuit. Although this method does not target high-level synthesis and prevents
resource sharing, the theory of de-synchronization is used in this paper since our
method uses scheduling results for synchronous circuits.

3 Background

The starting point for behavioral synthesis is a behavioral description of the cir-
cuit. Our method uses a State Sequencing Graph (SSG) as input, which is then
converted to a bundled-data asynchronous circuit. The conversion from a behav-
ioral description to an SSG is not explained in this paper in detail, since the same
method is used for synchronous designs, so only the relevant issues are explained
in this paper. More details about scheduling and resource allocation, the process
of converting the behavioral description to a SSG, can be found in [7].

3.1 Data Flow Graph

A Data Flow Graph (DFG) is a graph of operations, represented by nodes,
and data-dependencies represented by directed edges. Additionally, there are
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Fig. 1. a: Data Flow Graph of a 3rd
order FIR filter, b: Resource Map-
ping

Fig. 2. Datapath of FIR3 filter with
flip-flop

two extra nodes, the source and sink node. Those are used to represent data-
dependencies from and to the environment. When an operation processes input
data, it depends on the source node, and when the output of an operation is
used by the environment, the sink node depends on this operations. An example
is shown in Figure 1-a, where the DFG of a 3rd order Finite Impulse Response
(FIR) filter is depicted.

3.2 Scheduling and Resource Sharing

When the data-dependencies are identified using the DFG, a scheduling algo-
rithm can map each operation to a time slot. Then, operations can be allocated
to resources like Multipliers and ALU’s. Each resource can execute a number of
operations from the DFG, but it can only execute one operation per time slot.
Each operation is scheduled on a resource that is able to execute the operation.
Data can be saved for more than one cycle in the flip-flop of a resource, but
when the data needs to be saved after a new operation is executed, a register is
used which is also considered a resource. This paper will not go into detail about
scheduling and resource allocation, since well-known algorithms for synchronous
circuits are used. The results of scheduling and resource allocation for the FIR
filter can be found in Figure 1-b. It should be noted that most scheduling al-
gorithms support multiple clock cycles per operation. Using a large number of
clock cycles for each type of resource allows the synchronous scheduling algo-
rithm to approximate asynchronous behavior at the cost of computational time
[8]. As stated, each resource is scheduled to execute a number of different op-
erations from the DFG. In the intended synchronous circuit, this is handled by
a multiplexer (MUX) at the input of each resource. A flip-flop with an enable
signal on its output makes sure the data is available as long as intended. The
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flip-flop of a resource loads new data at the end of an operation scheduled to that
resource. For example, if resource A is scheduled to do two operations, ax and
ay, during cycle 1 and 3 respectively, then the results of operation ax is available
during cycle 2 and 3, and the result of operation ay is available from cycle 4 to
the last cycle. The datapath of the intended synchronous implementation of the
FIR filter can be found in Figure 2. Since the second input to the multiplier is
a constant in the FIR, these are hardcoded in the multiplier and not shown in
the datapath. There are a number of requirements which have to be satisfied in
order to create a valid scheduling for the intended synchronous datapath. These
requirements are used later on:

– A result of an operation can only be used after it is produced. An operation
X that has a data-dependency from operation Y in the DFG should be
scheduled at least one time slot later than operation Y .

– A result should be available until the last operation that depends on it has
consumed it. If the results from operation X have data-dependencies to Y ,
the resource which executes operation X cannot execute a new operation
in a time slot earlier than the time slot in which Y is executed. (unless a
register is used, which acts as a new resource).

3.3 Bundled-Data

Asynchronous circuits indicate themselves when an operation is finished. There
are several ways for an operation to indicate the completion, but the most com-
mon ways is by a matched delay element. If the operation starts, the input of the
delay element is toggled. When the output of the delay element also toggles, the
operation is assumed to be finished. The output of the delay element can thus
be used to indicate that the succeeding operation can start [9]. A matched delay
element is not data-dependent, and thus the delay is matched to the longest
path in the operation. Although average-case performance can not be achieved
with bundled data, performance improvements can be achieved by delay match-
ing between the delay element and the operation since the variation between
gates within a (part of a) chip is smaller than the maximum variation taken
into account by the design of synchronous circuits [6]. Note that our method is
not limited to Bundled-data, it can be converted to any completion detection
method.

3.4 Signal Transition Graphs

Signal Transition Graphs (STG’s) are a subset of Petri nets where all transi-
tions are signal transitions [4]. In this paper, STG’s are used to model Speed-
Independent controllers. Speed-Independent circuits operate hazard-free under
certain assumptions [9]. An STG contains transitions, places and directed edges
which can connect a transition and a place in both directions. A directed edge
cannot connect two places or two transitions. Every place can contain a token. A
transition is enabled when all input places (places with an edge to the transition)
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contain a token. A transition can be an input transition which can be fired by
the environment when enabled, or a transition of an output or internal signal
(non-input transition) which will be fired by the circuit when it is enabled. If
a transition is fired, the tokens from the input places are removed and a token
is added to each of its output places. To simplify the drawings, a place can be
made implicit when it has exactly one incoming and one outgoing edge. The
two edges and the place are then replaced by one edge between two transitions.
This edge can now contain a token. Marked Graphs (MG) are a subset of STG’s,
where each place has exactly one incoming and one outgoing edge. When draw-
ing a marked graph, all places are usually implicit. Directed circuits are a closed
cycle in a marked graph where the direction of the arcs is respected. A strongly
connected MG is a MG which is strongly connected when there is a path from
each transition in the graph to every other transition.

3.5 De-synchronization

De-synchronization is the process of replacing all flip-flops for latches and the
clock tree for latch controllers. This method is proposed by Cortadella et all
[2]. Replacing the flip-flops for latches is a technique also used in synchronous
designs. The process is trivial since a flip-flop, which is normally composed of
two latches, is now explicitly created with two latches. Additionally, when the
circuit is latch-based, the circuit can be retimed since the two latches are inde-
pendent, i.e. the latches can be moved through logic blocks as long as the timing
requirements are met. For de-synchronization, the clock signal for the latches is
replaced by latch controllers. The controllers for de-synchronization, discussed
in detail by Cortadella, ensure that the circuit is equivalent to the synchronous
counterpart. Since we use scheduling results which are valid for synchronous
circuits, we can use the theory of de-synchronization to prove that our asyn-
chronous circuit is able to implement any valid scheduling results. However, the
controllers proposed by Cortadella do not allow resource sharing, so new con-
trollers are designed based on the theory of de-synchronization. In this paper, we
use Marked Graphs to model the operation of the latches. Marked Graphs are
also used by Cortadella to prove that the de-synchronization method is valid. We
use Marked Graphs to prove the two properties, liveness and flow equivalence,
which together show that the circuit is a valid replacement for the synchronous
counterpart [2], in our case the intended synchronous circuit represented by the
scheduling results.

Liveness. Liveness indicates that the circuit cannot enter a deadlock state, a
state which it cannot leave. A strongly connected Marked Graph is live if each
directed circuit contains at least one token.

Flow Equivalence. An asynchronous circuit is flow-equivalent to the syn-
chronous counterpart, or in our case the scheduling results, if the data in each
latch of the asynchronous circuit is equal to the data of the corresponding latch
in the synchronous counterpart.
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Fig. 3. A DFG of an example (6th order Lattice Wave Digital Filter) designers may
use to experiment with scheduling tools and implementation

4 Proposed Method

4.1 Toolbox

To assist a designer in his/her attempts to convert a behavior level description
of a compute function to be implemented in digital hardware, we have developed
an toolbox, which is capable of scheduling and mapping operations on hardware
resources. These operations are currently limited to some ALU functions, such
as multiplication, addition, subtraction and comparison. The tool lets designers
enter a data flow graph description and after specifying some attributes like type
and number of resources, the tool creates a scheduled data flow graph (Figure
3) and maps the operations to resources. The tool is set up as a collection of
(Matlab) functions, some of which are accessible through a GUI (Figure 4). The
functions can be used for testing an algorithm both in the Matlab environment as
a reference, as well as for supplying the VHDL test benches. Currently, designers
can choose from the ASAP and ALAP scheduling methods (minimum number
of clock states, unlimited resources), a Force Directed scheduling method (mini-
mum number of clock states, minimum number of resources which are optimally
distributed over the available clock states) and a List scheduling method (user
defined number of resources that determine the number of clock states needed).

4.2 Datapath

For the conversion of the synchronous scheduling results to a latch-based design,
the flip-flop is replaced by two latches. Using re-timing, one latch can be placed
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Fig. 4. The user interface of the scheduling and mapping tool

between the MUX and the input of the operation, as shown in Figure 5. A
latch is located at the output of the MUX, the MUX and input latch can be
combined using dynamic logic. In our simulations, dynamic logic is used for the
combination of the input MUX and input latch.

4.3 Control Network

The controllers are based on the fall-decoupled model from. This model is live
and flow-equivalent to synchronous circuits. However, this model does not allow
hardware reuse, so a new model is created which allows hardware reuse, but is
still live and flow-equivalent to the synchronous scheduling results.

Fall-decoupled Model. In Figure 6, the fall-decoupled model is shown. A and
X indicate even- and odd latch control signals. The A+ transition will make
latch A transparent, while A− will make latch A opaque. In this model, even
and odd latches alternate. In [2], it is proven that this model live and flow-
equivalent to a synchronous counterpart when each flip-flop is replaced by two
latches and latch controllers.

Resource Sharing. To be able to implement the scheduling results, the Fall-
decoupled model has to be extended to implement resource sharing. For each
operand, a separate handshake signal is introduced unless the data is an input
from the environment or a constant, which are available during the entire opera-
tion of the circuit. The communication with the environment should also contain
a form of handshaking to indicate that new input data is available and that the
output data is ready. The start and done signal are introduced to represent the
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Fig. 5. Datapath of FIR3
filter with latches

Fig. 6. Fall decoupled
latch controllers (A and B
are even, X is odd)

Fig. 7. Marked Graph
of Fall-decoupled model
extended with resource
sharing

validity of inputs to and outputs from the asynchronous circuit respectively.
When the start signal goes high, it indicates that all input data is valid, and
when the done signal goes high, it indicates that the output data is available.
The signals have to go low in the same order to reset the handshake signals to
the initial state, i.e. it is a 4-phase handshake. Combining the Fall-decouple
model with resource sharing results in the controller model shown in Figure 7.
In this marked graph, each transition is a latch control signal except Start and
Done. The letter A, B and C indicate the input latch control signals for three
different resources, while X represents the output latch control signal for the re-
source with input latch A. The numbers associated with the latch control signal
represent the time slot in which the operation is scheduled. If a resource has no
operation scheduled for a certain time slot, the numbers will not be subsequent,
but the numbers are always strictly increasing, e.g. no two operations can be
scheduled on one resource at the same time and the order in time is honored by
the marked graph. In the rest of this section, we focus on the implementation of
the Control Network.

4.4 Liveness

Initially, there is only a token at the positive event of the start signal. To prove
that the model is Live, we have to prove that any directed circuit includes the
start signal. To prove that all directed circuits include the positive event of the
start signal, the edges are followed backwards from any given event in the circuit:

1. The positive event of the start signal is preceded by the positive event of the
done signal via the two negative events of those signals.

2. The positive event of the done signal is preceded by either the last negative
event of an odd latch, or the last negative event of an even latch.

3. Any negative event of an odd latch control signal (Xn-) is always fired by
the positive event of the odd latch control signal from the same cycle (Xn+).



High Level Synthesis of Asynchronous Circuits from Data Flow Graphs 325

4. The positive event of an odd latch (Xn+) is always fired by an event of an
preceding (An+) or succeeding (Bn-m- where m >= 0) even latch at the
same cycle or a lower cycle; The even latch from the same resource belongs
to the same operation, and thus the same cycle. The negative event from the
succeeding even latch (Bn-m-) has to be from the same cycle or a lower cycle,
because the negative event indicates that the data in the odd latch from the
previous cycle can be overwritten, because it is saved in the succeeding even
latch. In the synchronous scheduling results, it is also assumed that previous
output data is also available until the end of the next operation.

5. A negative event of an even latch (An-) is always fired by the positive event
of that even latch (An+) from the same cycle.

6. A positive event of an even latch is either fired by the start signal containing
a token, or by a latch event at least one cycle earlier. The positive event of an
even latch (An+) is preceded by the negative event of the same latch from the
previous operation (An-m- where m >= 1) which is at least one cycle earlier,
from the negative event of the odd latch (Xn-m-) of the previous operation
on the same resource, or from the positive event of a preceding resource (In
Figure 7 shown as Xn-m+ with respect to Bn). The positive event of the
preceding odd latch indicates that data is ready for an operation. The data
for every operation should originate from an operation at least one cycle
earlier, because the scheduling assumes that a result of an operation can
only be consumed after it is produced.

Following the directed circuit backwards as indicated will always end in event 6,
where the cycle number is decreased by one, from where it can be traced back
to item 3, 4 or 5 where the cycle number stays equal or decreases and ends in
event 6 again. Consequently, any directed circuit ends in cycle 0 of an even latch.
Cycle 0 of an even latch is fired only by the start signal which contains a token.
Thus, every directed circuit contains a token and the model is live.

4.5 Handshaking

To implement the proposed controllers in a circuit, handshaking is used to com-
municate between latch controllers. Each operand is coupled with one set of
handshake signals. Inside each resource, the even latch controller and odd latch
controller also communicate with one set of handshake signals. If output data
for a certain operation is used more than once, the handshake is forked to all
succeeding operations. A delay element is required for each latch, which results
in two delay elements per resource. The required delay for the operation can
be added to one of those delays. To save area and improve delay matching, the
handshake signals for all operations scheduled on a particular resource should
share the same delay element.

4.6 Handshake Blocks

To create an automated design flow which can implement the proposed hand-
shaking, a number of IP-blocks have been designed. In this section, the topology
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of the IP-blocks is explained. There are three main blocks (inputselect, odd
latch controller and outputselect) and a few support blocks (Fake request, fake
acknowledge, fork). The topology of those blocks can be found in Figure 8.

Inputselect. The inputselect block controls the even latch and input MUX.
The active inputselect block which has control over the resource, indicated by
the start signal, will send a request out and make the even latch is transparent
when input data is ready, which is indicated by an input request. After the delay,
the inputselect block will receive an acknowledge out from the latch controller
and the even latch will be made opaque again. When the odd latch is also opaque
(indicated by a low acknowledge out), a finish signal is send, to hand over control
to the next inputselect block.

Odd Latch Controller. The odd latch controller makes the odd latch trans-
parent when new data is ready and the old data is latched by all succeeding
resources, indicated by a request in and low output acknowledge respectively.
When the latch is transparent, a request out is send and after the delay, an
acknowledged out is received, indicating that the data has propagated through
the odd latch, so it can be made opaque again. Also, when the request in is high,
an acknowledge in is send immediately to indicate that the data has propagated
through the even latch. The acknowledge in can only go low when the odd latch
is transparent.

Outputselect. The outputselect block does not control any latch or MUX,
but is used to unfold the subsequent requests from the odd latch controller.
The odd latch controller has only one output request signal, but the resource
is shared so output data should be coupled with different handshake signals,
which is taken care of by the outputselect block. When a request arrives at
the active outputselect block (activated by the start signal), an acknowledge is
send immediately to indicate that the odd latch can go opaque again, and an
output request is send. The acknowledge is made low when the data is latched
by the subsequent resource, indicated by a high acknowledge out signal. When
the request in is low again, the next outputselect block is activated using the
finish signal.

Fake Request. When an operand is provided by the environment, there is no
handshake associated with the data and the data is valid during the entire op-
eration of the circuit. For these cases, a fake request block is designed, which
replaces the inputselect block when the operand is an input from the environ-
ment.

Fake Acknowledge. When a result is not an operand for any operation,
e.g. when it is merely an output to the environment, there is no handshake
associated with the result. For these cases, a fake acknowledge block is designed,
which replaces the outputselect block.
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Fig. 8. Handshake blocks implementing a distributed controller

Fork. When a result of is an operand for multiple operations, the handshake
should be forked. A fork is created for this purpose, which forks the request out
to all destinations and uses a muller-C element to join all acknowledge signals.

Join. When a resource has more than one operand, each operation is assigned
two inputselects block and delay elements. The datapath includes an extra MUX
and even latch for the second operand. The odd latch controller is modified to
include an extra handshake input.

5 Results

To test the asynchronous control flow, a number of high-level descriptions were
synthesized. The implemented circuits include a 5th order LWDF low-pass filter
(Figure 11) and an 18-point IMDCT (Figure 10). The circuits were scheduled
using the List scheduling algorithm. It is assumed that an ALU with two latches
and a MUX has 70% of the delay of an MUL with two latches and a MUX, so
during scheduling the ALU was assigned 7 cycles and the MUL was assigned
10 cycles. During synthesis, the delay constraints for the ALU was set to 3.5 ns
and the delay for the MUL was set to 5 ns. The circuits were implemented in
UMC90 with a gate library produced by the Faraday corporation. The netlist
of the IP-blocks was created using the Technology Mapping function in Petrify
and the layout of the IP-blocks is designed using Cadence Encounter. The IP-
blocks are then used to implement the control network for the scheduling results
using our scheduling toolbox. Synopsys Design Compiler is used to compile the
datapath and select delay elements to match the datapath latency. Then, the
datapath, control network and delays are combined in Cadence Encounter and
the placement and routing of the IP-blocks and datapath completes the layout.
The delay of the data operations were distributed over the latch delay elements
instead of using an extra delay element. The typical delay of the controllers and
delay elements were matched to the worst-case delay of the datapath, while the
simulations were run in typical case conditions. For each circuit, a synchronous
counterpart was also generated. The same scheduling algorithm and resources
are used, however, one clock cycle of 5ns is assigned to both the MUL and ALU.

Power simulations (Table 1) were performed using Cadence Encounter with
back-annotated activity from netlist simulations. The same input was used for
the synchronous and asynchronous circuits, except for the clock signal. The speed
of the synchronous circuit was matched to that of the asynchronous circuit. For
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Table 1. Power consumption and gate area

Circuit Synchronous Asynchronous

Power Gate area Power Gate area
(mW ) (um2) (mW ) (um2)

5th order LWDF filter 1.46 37687 1.72 93049
11th order WDF filter 3.37 332590 2.70 493602
18-point IMDCT core 13.72 86973 11.43 138622

Fig. 9. Latency of asynchronous and synchronous LWDF filter with different multiplier
latencies

a small 5th order LWDF filter with 32-bit operations, the synchronous circuit
consumes less power. The extra power consumption for the asynchronous cir-
cuit can be attributed to the power consumption of the control network, which
consumes more power than the synchronous control network per resource. For
larger circuits, where more operations are scheduled per resource, the power of
the control network becomes less significant and the asynchronous circuits use
considerably less power than the synchronous counterparts. Table I also shows
the area size of the designs. The numbers show that the additional area required
to implement the distributed control network is substantional for small digital
designs. The longest path of the LWDF circuit at different multiplier latencies
is shown in Figure 9. The delay of the ALU is set at 70% of the multiplier delay.
It can be observed that the absolute value of the controller overhead increases
when the delay of operations decrease. This is a result of controller paths which
are not delayed by the delay element that will become part of the critical path,
while they would normally be shorter than a different path delayed by the delay
element with the same endpoint. The slope of the synchronous circuit is equal
to the number of cycles times the multiplier delay, since the multiplier delay
fixes the clock period. The latency of the asynchronous circuit is the controller
overhead plus the datapath latency. The datapath latency is equal to the results
of the fine-grained scheduling. From Figure 9, it can be concluded that the con-
trol overhead is a significant part of the critical path when reasonable values for
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Fig. 10. The asynchronous design of a IMDCT (left) and the synchronous version at
the right side

Fig. 11. The asynchronous design of a LWDF (left) and the synchronous version at
the right side

the multiplier delay are used. To outperform a synchronous design when using
multiplier latencies of 5ns, the control overhead should be reduced to 30% of its
current value.

6 Conclusion

In this paper we have presented a toolbox for the automatic generation of asyn-
chronous circuits starting from van data flow graph description. The toolbox con-
sists of a scheduling and code generation tool. We use traditional scheduling al-
gorithms as for synchronous circuits, but have replaced the implied synchronous
controller for an asynchronous distributed control network. We have also pre-
sented an asynchronous distributed control network based which based upon
a number of pre-designed and optimized IP-blocks. Compared to synchronous
designs, a significant reduction (upto 20 percent) in power consumption can be
achieved for larger circuits, while maintaining good latency figures. The area
size cost is still high. However, some improvements are still possible such as
flip-flop based register file designs. More importantly, the design asynchronous
digital circuits has become a lot easier, since our high level synthesis toolbox
automatically generates asynchronous circuit implementations of a given set of
data flow graphs. But also, our toolbox is capable to synthesize large and very
large complex circuits. To our knowledge, this was not possible before.
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Abstract. Side Channel Attacks (SCA) are a serious threat against
security of cryptographic algorithms. Most of the countermeasures pro-
posed to protect cryptosystems against these attacks, are efficient but
present a significant area and power consumption overhead. The regis-
ters being the main weakness of cryptosystems, the source of leaks the
more easily exploitable, we proposed a secure DFF which reduces leaks.
In this paper, we present this countermeasure which considerably in-
creases the robustness of cryptographic algorithms against side channel
attacks. Moreover, the area and power overhead of our secure DFF in a
cryptosystem is attractive.

Keywords: Side-Channel Attacks, hardware countermeasure, Secure D
Flip-Flop, Data Encryption Standard (DES).

1 Introduction

Since Differential Power Analysis (DPA) [1], a lot of hardware countermeasures
have been proposed to protect cryptographic devices against Side Channel At-
tacks (SCA). SCA are efficient because they allow the attackers to find secret
keys of cryptographic algorithms by correlating processed data and side channel
informations such as computing time, electric consumption or electromagnetic
emissions. For example, Differential Power Analysis is based on the analysis of
dependencies between intermediate data computed by an algorithm and the cur-
rent consumption. By knowing the algorithm, DPA allows linking the current
measured in the device to a theoretical model of power consumption in order to
find the secret key. This kind of attack is very powerful because it requires few
resources and little technical knowledge.

To protect the cryptographic devices against the SCA, designers have devel-
opped coutermeasures. The goal of a countermeasure is to remove this correlation
by masking or hiding the internal data activity of cryptographic devices. We can
sort the countermeasures into three categories:

– redundant logics
Such secure logics aim at normalizing the power consumption by rendering
the activity rate of all nets in the design constant and independent of the

J.L. Ayala et al. (Eds.): PATMOS 2011, LNCS 6951, pp. 331–340, 2011.
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processed data. This is typically acheived by adopting dual or triple rail
encoding of data [2–4].

– randomisation
The masking countermeasure aims at rendering all intermediate values of
the algorithm processed by the secure integrated circuit (IC) unpredictable
by an attacker. This is typically achieved by mixing the input data with
random data that are unknown for the attackers. There are two types of
masking:
• boolean masking : it is mainly used in symmetric algorithms. It consists

in applying a XOR between the data and a random number generated
on chip at each computations [5].

• arithmetic masking : this type of masking is mainly used in asymmet-
ric algorithms. This countermeasure uses the algebraic structure of the
algorithm by adding random values to sensitive data [6].

– desynchronisation
An underlying assumption to all SCA is that all attackable intermediate val-
ues processed by a secure IC are always computed at the same time. The
goal of desynchronisation based countermeasures is to break this assumption
by ramdomly spreading the critical computations in time. Ending so, Ran-
dom Process Interrupts (RPI) [7] or random clock frequency [8] have been
proposed as efficient countermeasures.

Despite their efficiency, the main drawback of these countermeasures is their
area and power consumption overheads (Table 1). Such overheads forbid the use
of such countermeasures in several applications like secure RFID tags or other
low cost or low power products. It is thus mandatory to develop low power and
low area overhead countemeasures.

Table 1. Area overhead of several hardware countermeasures applied to cryptosystems

Countermeasure Area

Sense Amplifier Based Logic (SABL) [2] 73%
Wave Dynamic Differential Logic (WDDL) [3] 240%
Secure Triple Track Logic (STTL) [4] 455%
Boolean Masking [5] ≥ 100%

In this paper, we propose the use of secure D Flip-Flop (DFF). The D Flip-
Flop, as explained in section 2, constitutes the main source of leakage.

2 Cryptographic Devices Leakages

In this paper, we focus on symmetrical cryptosystems. During a cryptographic
computation, sources of leaks are multiple, and occur at specific times. However,
we may highlight the two most important ones.
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The main one is undoubtly the DFF banks or registers. Several reasons ex-
plain this fact. First, they usually sample, at each clock edge (thus in a perfectly
synchronised way), either in a slave or master stage, the intermediate values
targetted by the attackers.

Second, their power consumption significantly differs depending on if the data
to be sampled is the opposite to that sampled during the previous rising edge of
the clock or not. Indeed, if D has changed during the last clock cycle, then both
master and slave have to switch, while none switch if D has been keep constant
during the last clock cycle.

As a result, the amplitude of the current to be supplied to the secure IC,
during an edge of the clock, is proportional to the number of DFF that have
updated their content. This gives rise to the so called Hamming Distance Model
[1].

The second main source of leakage is the first logic layers of standard cells
after the DFF. Indeed, the switching activity of these gates is highly correlated
to that of DFF and also remains quite synchronous [9]. Note however that this
second source is less significant than the other.

Figure 1 gives evidences of this. It represents the difference of means (DoM) [1]
after a simulated DPA, considering (a) a time windows embedding the switching
of both DFF and the first layers of cells, and (b) a time windows that embed
only the switching of the first layers of gates. As shown, it is necessary to process
respectively 100 and 1500 power traces to disclose the key when considering or
not the DFF activity.

(a) Switching of DFF and gates (b) Switching of gates

Fig. 1. Difference of Means (a) after 100 traces - (b) after 1500 traces

So DFF are the critical security issue in a CMOS cryptoprocessor. In order to
provide low power and low area countermeasures, we introduce below a secure
DFF.
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3 Secure D Flip-Flop

3.1 Secure DFF Implementation

To normalize the power consumption, we propose to double the master-slave
stage (DFF1 and DFF2) and to add a detector-generator of switching. This
latter block detects switches in the DFF1, and provokes a switch in DFF2, when
DFF1 does not switch.

As shown Figure 2, the detector-generator of switching is built so that at the
clock’s rising edge:

– when Q1 �= D1, the DFF 1 switches.
– when Q1 = D1, the DFF 2 switches.

As a result, independently of the data processed by the secure DFF, there is
always one and only one switching. Such a behaviour results in normalizing the
power consumption of sequential elements as dual rail logic does for combina-
tional elements.

Fig. 2. Implementation of the secure D Flip-Flop

To go further, we also propose to add a jitter in the internal clock tree of our
D Flip-Flop to improve its robustness. The figure 3 shows our internal clock tree
with a jitter. The figure in full line is a standard internal clock tree while the
dotted line shows our modifications.
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Fig. 3. clocktree with jitter of the D Flip-Flop

The jitter is composed of two inverters (Inv1 and Inv2) and two path gates
(Pg1 and Pg2). The two path gates are controlled in phase opposition by Djit
and Djit by complementary. This signal is provided by a True Random Number
Generator (TRNG).

When the signal Djit is low, the path gate Pg1 is closed and the path gate
Pg2 is opened. The jitter is desactivated and the clock tree works like a standard
clock tree (full line). When the signal Djit is high, the path gate Pg1 is opened
and the path gate Pg2 is closed. The jitter is activated and the signal H goes
through the two inverters Inv1 and Inv2 (dotted line).

Therefore, thanks to the signal Djit, we can modulate the time delay of the
clock tree. This delay can take two distinct values, depending on the number
and the size of inverters used to generate the signal CPI; which is two or four in
our clock tree. The delay is well below the clock period. In our secure DFF, it
is about half the propagation delay between input signal H and the Q output of
a standard D Flip-Flop, that is to say between 50 ps and 100 ps for the 130 nm
technology under consideration.

The jitter has two effects on the security.

– While the attacker captures the traces of power consumption, the jitter
spreads in time and wreathes the traces.

– Because of the variation in the response time of the output of the DFF, the
consumption of first layers of gates is desynchronized.

The jitter can therefore improve the robustness of cryptosystems by reducing
leakages both in the DFF and in the first layers of gates.

3.2 Standard Characterisation

We wish to know the cost in area, consumption and timing of our secure D
Flip-Flop, compared to a D Flip-Flop without countermeasures.

Area and power consumption considerations. We estimated that the sur-
face of our secure DFF is four times bigger than that of a standard DFF. The
power consumption has been simulated. Results show it is six time bigger than
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that of a standard DFF. That can be explained by the addition of a second
master-slave stage, of the logic circuit detector/generator and of the jitter. the
latter considerably increases the power consumption. In comparison, the same
secure DFF without the jitter ability consumes three times more than a standard
DFF, due to high switching activity.

Timing Considerations. Tables 2, 3, and 4 give timing metric comparisons
between our secure DFF and a standard DFF for the 130 nm technology.

Table 2. Clock to Output Time

Standard DFF → 85 to 97 ps
Secure DFF with inactive jitter → 180 to 205 ps
Secure DFF with active jitter → 296 to 317 ps

Table 3. Setup Time

�����τD

τH 50 ps 100 ps 150 ps 200 ps

46 40 46 41
50 ps 365 360 350 350

245 230 225 160

51 55 51 45
100 ps 370 360 356 354

250 238 230 225

65 61 56 61
150 ps 375 370 3365 360

250 240 235 231

71 66 61 67
200 ps 385 376 367 360

201 195 180 176

Table 4. Hold Time

�����τD

τH 50 ps 100 ps 150 ps 200 ps

-25 -20 -16 -11
50 ps 36 50 56 61

155 171 175 180

-31 -26 -21 -16
100 ps 31 46 51 55

150 155 170 175

-46 -31 -36 -31
150 ps 25 31 46 50

135 150 155 160

-40 -36 -41 -36
200 ps 21 26 41 44

130 136 150 155

Table 2 shows the clock to output (Ck to Q) time for a DFF without counter-
measures and our secure DFF with jitter active or not. Compared to a standard
DFF, the Ck to Q time for our secure DFF is two time bigger when the jitter is
inactive and three times when it is active.

Tables 3 and 4 display respectively the setup and the hold times versus the
rise time of the clock and the input D of the DFF. In each box of the tables,
the first line represents the setup or the hold time for a standard DFF, the
second represents our secure DFF with inactive jitter, and the third represents
our secure DFF with active jitter.

As a result of this comparison, we may conclud that our secure DFF prevents
some acceptable timing metrics but exhibits a significant power overhead at cell.
However, this overhead remains small compared to that reported on Table 1 for
a whole cryptosystem.
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3.3 Secure Characterisation

To evaluate the robustness of our DFF, we designed a Data Encryption Standard
(DES) [10] with our secure DFF using a 130nm technology.

Area and Power Consumption Considerations. We want to know the
area and power consumption overhead of our secure DFF in an algorithm like
the DES. We estimated that the surface of a DES with our secure DFF is 30%
bigger considering that of a DES with standard DFF. Results show that the
power consumption is also 22% bigger compared to a DES with standard DFF.
Once again, these values have to be compared to that of Table 1.

Power Consumption Model. Figures 4 and 5 show the impact of our coun-
termeasure.

(a) Standard DFF (b) Secure DFF without jitter

Fig. 4. Power consumption model

Fig. 5. Power consumption model of our DFF with jitter or not

Figure 4 shows the differences in power consumption model between a standard
DFF (a) and our secure DFF (b). In (a), there are two distinct power consumption
models: the red line is when the DFF switches and the blue continues dash is when
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the DFF does not switch. In (b), both red and blue lines are the same; the power
consumption models are identical. As shown, the addition of a second master slave
stage quasi normalise power consumption of our secure DFF.

Figure 5 shows the power consumption model of our secure DFF with jitter.
It represents the mean of several hundred power consumption traces. Compared
to Figure 4, we notice that the power consumption is spreaded in time due to
the effect of the jitter.

Evaluation Against Side Channel Attacks. In order to estimate the ro-
bustness of our countermeasure, we attacked a DES with our secure DFF with
three different side channel attacks. We applied a Differential Power Analysis
(DPA) [1], a Correlation Power Analysis (CPA) [11], and a Mutual Information
Analysis (MIA) [12] with a Hamming Distance (HD) model.

We designed three different DES in technologie 130 nm:

– a standard DES without any countermeasure.
– a DES with our secure DFF
– a DES with three versions of our secure DFF, each one is characterized by

a specific jitter value.

Table 5. Robustness Comparisons on SCA

DPA CPA MIA
MTD Stability MTD Stability MTD Stability

Standard DES 96 593 98 606 970 1680
DES with secure DFF 832 10502 490 2472 3512 15230
DES with 3 different secure DFF 504 39150 492 27350 2309 13223

Table 5 shows the comparison of results obtained for the three DES, respec-
tively against simulated DPA, CPA, and MIA. The traces used in these attacks
are without noise and are obtained thanks to the simulation tool NanoSim. The
Minimum Trace to Disclosure (MTD) is defined as the minimal number of traces
needed to correctly find the secret key. The stability is the number of traces re-
quired to recover the full key at least 100 consecutive times. The latter metric
suggests that the secret key is definitely broken.

According to Table 5, we can observe that the DES with our secure DFF offers
a better resistance against DPA, CPA, and MIA than the DES with standard
DFFs. Furthermore, the addition of two more DFF with different jitter consider-
ably increases the robustness on the DES against DPA and CPA. These results
highlight the importance of using DFF with different jitters in DES.

To go further, we wanted to estimate the impact of noise on the SCA results.
We added a Gaussian noise of mean zero and Variance V equal to a percentage
of the maximum peak current of the DES. We reapplied simulated DPA and
CPA. Table 6 and Table 7 show the results of the attacks versus the percentage
of noise added in the traces.
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Table 6. Stability on traces with noise on DPA

% noise, V= 0,15% 1,5% 15% 30% 50%

Standard DES 605 602 1203 2032 3032
DES with secure DFF 10510 11000 15000 - -
DES with 3 different secure DFF 40000 41000 - - -

Table 7. Stability on traces with noise on CPA

% noise, V= 0,15% 1,5% 15% 30% 50%

Standard DES 637 673 853 1873 4324
DES with secure DFF 2500 3000 13000 - -
DES with 3 different secure DFF 27000 29000 - - -

According to Table 6 and Table 7, we can see that the addition of noise
complicates the attacks. The attacks become ineffective on the DES with our
secure DFF when the noise reaches a certain level, 30% for the DES with our
secure DFF and 15% for the DES with 3 different secure DFF.

In completing, the element which breaks in first in the DES despite our coun-
termeasure is the first layers of gates after our secure DFF.

4 Conclusion

Security is a major concern in many applications. To offer a high level of security,
many countermeasures have been proposed and proven efficient. However, most
of them are impacted by extremely large area and power consumption overheads.
As a result, they cannot be used in low power applications such as RF tags.
Within this contrast, we proposed a secure DFF to indrease significantly the level
of security of low power and secure products. Its use implies a power overhead
of 22% only.
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vol. 1965, pp. 252–263. Springer, Heidelberg (2000)
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Abstract. In this work, we propose a novel online thermal management ap-
proach based on model predictive control for 3D multi-processors system on
chip (MPSoCs) using microfluidic cooling. The controller uses dynamic volt-
age and frequency scaling (DVFS) for the computational cores and adjusts the
liquid flow rate to meet the desired performance requirements and to minimize
the overall MPSoC energy consumption (MPSoC power consumption+cooling
power consumption). Our experimental results illustrate that our policy satis-
fies performance requirements and maintains the temperature below the specified
threshold, while reducing cooling energy by up to 50% compared with tradi-
tional state-of-the-art liquid cooling techniques. The proposed policy also keeps
the thermal profile up to 18◦C lower compared with state of the art 3D thermal
management using variable-flow liquid cooling.

1 Introduction

Power and thermal management are important challenges for multicore systems. Since
power density is increasing, heat extraction is becoming more difficult. Moreover, in 3D
stacked chips it is even more complex to develop efficient cooling mechanisms. How-
ever, liquid cooling has emerged as a potential solution to address the high temperatures
in 3D chips [3], due to the higher heat removal capability of liquids in comparison to
air. Liquid cooling is performed by attaching a cold plate with built-in microchannels,
and/or by fabricating microchannels in the silicon layers of the 3D-MPSoC architec-
tures. Then, a coolant fluid is pumped through the microchannels to remove the heat.
The flow rate of the pumps can be altered dynamically, and the pump power consump-
tion increases quadratically with the increase in flow rate [3]. Thus its contribution to
the overall system energy is not negligible [16], and new thermal management poli-
cies must be developed to exploit this new cooling technology while considering the
pumping power overhead.

The main contribution of this work is a novel thermal management approach for
3D stacks that controls both DVFS and a variable-flow liquid cooling using convex
optimization to meet the desired performance and minimal energy requirements. The
optimization process is applied at run-time using the convex-solver proposed by [14].
At this stage the convex solver finds the optimum frequency assignment for the inputs
of the MPSoC system that will maximize performance under temperature constraints.
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We perform experiments on a 3D multicore architecture case study based on
Niagara T1 UltraSparc2 cores [4] using benchmarks ranging from web-accessing to
playing multimedia. Results show that the proposed method guarantees that scenarios
with dangerous thermal profiles are avoided while satisfying the application perfor-
mance requirements. Moreover, cooling energy is reduced by up to 50% compared with
state of the art liquid cooling policies. In addition, the proposed policy keeps the av-
erage thermal profile up to 18◦C lower compared with state of the art polices using
variable-flow liquid cooling, like [16].

2 Related Work

Accurate thermal modeling of liquid cooling is critical in the design and evaluation
of systems and policies. HotSpot [5] is a thermal model tool that calculates transient
temperature response given the physical and power consumption characteristics of the
chip. The latest versions of HotSpot include 3D modeling capabilities and liquid-cooled
systems as well [6]. Finally, 3D-ICE [7] is a new thermal modeling tool specifically
designed for 3D stacks, and includes inter-layer liquid cooling modeling capabilities.

Many researchers in computer architecture have recently focused on thermal control
for Multi-Processor System on Chips (MPSoCs) [11], [8]. Processor power optimization
and balancing using DVFS have been proposed in several works [8], [19]. However in
all aforementioned policies there is not a guarantee to avoid hotspots by performing this
optimization, because the policy targets power optimization and not hotspot avoidance.

More advanced solutions apply the concepts of model-predictive control to turn the
control from open-loop to closed-loop [9], [10]. In [18] a similar concept is tailored
for multi-modal video sensor nodes. In [15] a convex optimization-based approach is
presented. The advantage of our technique over these methods is the new degree of
freedom given by active liquid cooling. In [1] and [16], thermal management methods
for 3D MPSoCs using a variable-flow liquid cooling have been proposed. These policies
use simple heuristics to control the temperature profile of the 3D MPSoC, so there is
not formal guarantee of optimality using this approach.

3 Modeling 3D Systems with Liquid Cooling

This paper deals with 3D MPSoCs stacking two or more dies. As an example, Figure
1(a),(b),(c) shows a 3D system consisting of 4-tiers. There are four silicon layers (A,
B, C, D) (with various functional units grouped into p islands with independent clock
frequency and voltage supplies), where microchannels are etched in silicon bulk for
liquid cooling. The model abstracts the interconnect on chip as copper layers (A, B, C,
D). For every silicon layer there is a total of nc linear microchannels Ch1 . . . Chnc.
Microchannels are assumed to be equal in dimensions and a uniform coolant flux is as-
sumed in channels of the same layer. All microchannels belonging to the same layer
are connected to a pump. In the model shown in Figure 1(c) there is a total of 4
pumps connected to the microchannels of the 4 silicon layers. Fluid flows through chan-
nels belonging to different layers with different flow rates, according to the power of
each pump. The liquid flow rate provided by each pump can be dynamically altered at
runtime.
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Fig. 1. 3-D stacked MPSoC with liquid cooling: (a)silicon layer type-A, (b)silicon layer type-B,
(c)overall MPSoC view, (d)resistive network model

3.1 3D Heat Propagation Model

We model heat propagation in the 3D stacks using a network of thermal resistances
and capacitances. To model the architecture shown in Figure 1(a),(b),(c) we propose an
extension of the model presented in [15]. In particular, the active cooling (for cell i) is
modeled by a current sink ri, as highlighted by the circle in Figure 1(d). This current
sink models the capability of the cooling system to remove heat in a specific location
of the MPSoC. Following [15], we model the heat propagation process as:

tτ+1 = Atτ + Bpτ (1)

t̃τ = Ctτ (2)

We assume that the total number of cells in all layers of the 3D MPSoC structure is n,
the total number of cores is p and the total number of pumps is z. Matrices A ε �n×n

and B ε �n×(p+z) describe the heat propagation properties of the MPSoC. At time τ ,
the temperature of the next simulation step of cell i, i.e. (tτ+1)i can be computed thanks
to Equation 1. The vector p ε �p+z is the power input vector. The first p entries are the
normalized power consumption for each of the p frequency islands (cores), while the
remaining z entries are the normalized cooling power for each of the z pumps.

The relation between the frequency assignment at time τ , fτ ε�p, and the power con-
sumption is assumed to be quadratic [5]. Equation 2 describes the choice of temperature
sensors inside the MPSoC. Matrix C ε �s×n relates the temperature value of each cell
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to the temperature measurement of a particular sensor location in order to represent re-
alistic IC designs that can only contain a discrete number of s temperature sensors. The
law that relates the microchannel flow-rate to heat extraction has been taken from [7].
Thus, we consider that the amount of heat ri extracted in cell i by the fluid in the mi-
crochannel controlled by pump j can be approximated by: ri = mj · γi,j · (ti − tfluid)
where the fluid temperature is tfluid, ti is the temperature of cell i and γi,j is the con-
stant modeling the channel heat extraction properties. Vector m ε �z is the normalized
amount of heat that can be extracted for each of the z independent pumps. Hence, by
varying vector m, the cooling power (flow rate of the cooling liquid) is varied to achieve
the desired heat extraction. In our model, we used the temperature mapping from [7]
to derive γi,j . Experiments have shown that by updating γi,j every time the policy is
applied (10ms in our simulation setup), our approximation leads to a maximum error
up to ±5%.

3.2 Workload Model

The workload is an abstraction of what the operating system generates from higher-
level software layers. For each p clock islands (cores), the workload is defined as the
minimum value of the clock frequency that the functional unit should have to execute
the required tasks within the specified system constraints.

The workload requirement at time τ is defined as a vector wτ ε �p, where (wτ )i is
the workload requirement value for input i at time τ . (wτ )i is the frequency that cores
associated with input i from time τ to time τ + 1 should have in order to satisfy the
desired performance requirement coming from the scheduler.

We assume a continuous control on the frequency ranging from the minimum fre-
quency possible by each core (fmin) to their maximum frequency value (fmax), namely:

fmin � wτ � fmax ∀ τ (3)

When (wτ )i > (fτ )i, the workload cannot be processed and so it needs to be stored
and rescheduled in the following clock cycles. The way we measure the performance of
the system in achieving the requested workload requirements at time τ is given by the
vector uτ ε �p as follows:

uτ = wτ − fτ (4)

Therefore, we call uτ the undone workload at time τ , which expresses the difference at
time τ between the requested workload and the actual one executed by the MPSoC.

4 Policy Computation

The proposed thermal management approach uses both DVFS and variable-flow liquid
cooling to meet the desired requirements, which are represented by a two-term cost
function. The first one is related to power minimization (3D-MPSoC power consump-
tion and liquid cooling pumping system power consumption) and the second one to
the performance loss (undone work). The solution of following minimization are the
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3D MPSoC frequencies and cooling pumps speeds necessary to meet the desires re-
quirements. The control problem is formulated as the following convex optimization
problem:

J =
h∑

τ=1

(
‖Rpτ‖j + ‖Tuτ‖b

)
(5)

min J (6)

subject to : fmin � fτ � fmax ∀ τ (7)

xτ+1 = Axτ + Bpτ ∀ τ (8)

C̃xτ+1 � tmax ∀ τ (9)

uτ � 0 ∀ τ (10)

uτ = wτ − fτ ∀ τ (11)

lτ � μfα
τ ∀ τ (12)

−w � mτ+1 − mτ � w ∀ τ (13)

0 � mτ � 1 ∀ τ (14)

pτ = [lτ ;mτ ] ∀ τ (15)

It is important to highlight that the matrices A, B used in previous equations are con-
stant during the h time steps the system tries to minimize the cost function J , and are
then updated every time the policy is applied. In our optimization problem formulation,
h is the time horizon [9](or number of time steps) to minimize the cost function J. Then,
matrices A, B are constant during these next h time steps, and are then updated every
time the predictive policy is applied.

Function J is expressed by a sum where the summation index τ ranges from 1 to
h. The first term ‖Rpτ‖j is the j norm (in our implementation j = 1) of the power
input vector p weighted by matrix R. Power consumption is generated here by two
main sources: the voltage-frequency setting of the 3D MPSoC and the liquid cooling
pumping power. Vector p is a vector containing normalized power consumption data of
both the cores and the cooling pumps. Matrix R contains the maximum value of the
power consumption of both the cores (first p diagonal entries) and the cooling pumps
(last z diagonal entries).

The second term ‖Tuτ‖b is the b norm (in our implementation b = 1) of the amount
of predicted required workload that has not been executed. The weight matrix T quan-
tifies the importance that executing the workload required from the scheduler has in the
optimization process.

Inequality 7 defines the range of working frequencies that can be used. It enables
a continuous range of frequency settings but this does not prevent from adding in the
optimization problem a limitation on the number of allowed frequency values. Equation
8 defines the evolution of the system according to the present state and inputs. Equation
9 states that temperature constraints should be respected at all times and in all specified
locations. Since the system cannot execute jobs that have not arrived, every entry of uτ

has to be greater than or equal to 0 as stated by Equation 10. The undone work at time
τ , uτ is defined by Equation 11. Equation 12 defines the relation between the power
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vector l and the working frequencies. μ is a technology-dependent constant. Because of
the fact that all constraints in the minimization problem must be convex functions, we
relaxed the original power equation to the convex inequality of Equation 12. By doing
this operation we changed the original minimization problem to the problem described
by the convex Equations 5-12. It can be shown that the resulting relaxed convex problem
is equivalent to the original problem with the equality constraint [20].

Equation 15 defines formally the structure of vector p as described in Section 3.1.
Vector l ε �p is the power input vector, where p is the number of frequency islands
composing the 3D-MPSoC. Vector m ε �z contains the normalized amount of cooling
power for each of the z independent pumps. Equations 13-14 define constraints on the
liquid cooling management. Equation 14 states that m is a normalized value and it
can range from 0 to 1. Equation 13 defines the maximum increment/decrement that the
normalized pump can have between two consequent applications of the policy. In other
terms this value takes into account the mechanical time dynamics of the pump. Their
values are stored in vector w ε �z.

The result of the optimization is an optimal sequence of future control moves (i.e.,
frequency settings for the cores of the 3D MPSoC which are stored in vector f ). To
increase the performance of our proposed policy, history information about the task
arrival process are exploited by the proposed algorithm. Matrix T is chosen accord-
ingly to the reliability of the workload prediction. We have selected these parameters to
achieve a good prediction, according to empirical studies performed on different bench-
marks [12].

5 Experimental Setup

5.1 3D MPSoC Model

The MPSoC structure we are considering is presented in Figure 1(a),(b),(c). The floor-
plan has been modelled using technological parameters and coefficients taken from [1]
and [4]. This structure has a maximum operating frequency of 1.2 GHz and the maxi-
mum power consumption of each core at this frequency is 5 W.

To implement the voltage and frequency scaling techniques, we use frequencies
ranging from fmin to 1.2GHz, see [4] for details. In this range, only specific values
of frequencies are allowed. These values are generated from the integer division of the
maximum clock frequency by scaling factors as proposed in [17].

We compute the leakage power of processing cores as a function of their area and
the temperature. We assume a base leakage power density of 0.25Wmm2 at 383◦K for
90nm, as in [19]. To accounts for the temperature effects on leakage power and we use
the model proposed in [1]. In this case, the leakage power at a temperature To

◦K is
given by: P (T ) = Po · eβ(T−383), where Po is the leakage power at 383◦K , and β is a
technology dependent coefficient. Finally we set β = 0.017 [16].

The number of independent flow rates is 4 and the spacing between two microchan-
nels on the same layer is 100μm. We assume that a pump connected to all microchan-
nels of the same layer, such as a centrifugal pump [16], is responsible for the fluid
injection to the whole system. This pump has the capability of producing large dis-
charge rates at small pressure heads. Liquid is injected to the stacks from this pump via
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a pumping network. To enable using different flow rates for each of the 4 stacks, the
cooling infrastructure includes valves in the network. Cooling microchannels parame-
ters and cooling pump power consumption values are taken from [16].

5.2 Policy Setup

According to the general model of Equations 5-12, the problem formulation is the fol-
lowing. Matrix T is set to be an identity matrix while matrix R contains the maximum
value of the power consumption of both the cores and the cooling pumps (power values
from [1]). The policy minimizes the sum of all contributions to the 3D MPSoC power
consumption as well as the undone workload. For this reason, we set both the norms b
and j to 1.

All the others constraints expressed by Equations 7-12 are considered inside the
problem formulation. The policy is applied every Tpol = 10ms, while the simulation
step for the discrete time integration of the RC thermal model has been set to 200μs.
The maximum temperature limit is set to 370◦K . The room temperature and tfluid

are set to 300◦K . In the problem formulation, we used α = 2 to establish the relation
between the frequency setting and the power consumption. The linear predictor has been
designed using a 3rd order polynomial equation, an observation window of 600ms and
a prediction length equal to 50ms in the future. The optimization process is done online
using the convex solver proposed in [14]. These operations, have been performed on
standard processors (i.e., Core Duo @ 2GHz) in few tenth of microseconds. This time is
3 orders of magnitude smaller compared with the time the policy is applied (i.e.10ms).
The time constants needed by the mechanical dynamics of the cooling pumps to go
from 0 to maximum power is set to 400ms.

We use workload traces collected from real applications running on an UltraSPARC
T1. We record the utilization percentage for each hardware thread at every second using
mpstat for several minutes for each benchmark. We use various real-life benchmarks
including web server, database management, and multimedia processing.

6 Experimental Results

In our experiments, we compare the proposed 3D thermal management method with
state-of-the-art thermal management techniques based on DVFS, load balancing and
variable flow liquid cooling [1], [16], [11], [13], [2].

Dynamic load balancing (LB) [11] balances the workload by moving threads from
a core’s queue to another if the difference in queue lengths is over a threshold.
Temperature-triggered task migration (TTTM) [13] moves tasks from a core if that
core exceeds the threshold temperature. TTTM has an impact on performance result-
ing from the time overhead required to move tasks between the cores (e.g., context
switch overhead and cold start effects). In this work we assume a 1ms overhead when a
thread is migrated to a new core [1], [2]. For previously mentioned polices, if the tem-
perature goes higher than 420◦K , the system shuts down until the maximum MPSoC
temperature returns below 250◦K . In temperature triggered DVFS (TTDVFS) [11]
the voltage and frequency settings are reduced to the 10% of the maximum value when
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the maximum MPSoC temperature exceed the threshold value set to 370◦K . TTTM and
TTDVFS can also be combined into a joint policy called (TTTM TTDVFS) [2].

We experiment with both air-cooled (AC) and liquid-cooled (LC) systems for com-
parison purposes. In LC LB, we apply 100% of the maximum flow rate (0.0323 l/min
per cavity [16]).We also consider in the comparison the latest state-of-the-art liquid
cooling methods proposed in proposed in [1] and [16]. These methods employ a
variable-flow liquid cooling combined with DVFS. We refer to the first method as
LC VF and to the second one as LC Fuzzy.

Thermal impact of all the policies on the system is shown in Figure 2(a). This figure
compares the percentage of run-time execution where the maximum MPSoC temper-
ature is higher than 370◦K . The hotspot area is labeled as the overall MPSoC area
percentage.

The first four policies are air cooled methods, while the last four are liquid cooled.
As Figure 2(a) shows, the first ones are not able to avoid hot spots. AC LB and
AC TTTM present hot spots for up to 67% of the execution time, and in addi-
tion to that, these hot spots affect more than 80% of the total MPSoC area. Meth-
ods using temperature-triggered DVFS show a better performance. This is shown for
AC TTDVFS and AC TTTM TTDVFS.

Hence, they present hot spots for only 34% and 35% of the execution time, respec-
tively. In addition, these hot spots cover less than 20% of the overall MPSoC area.

Nevertheless, overall air cooled policies do not completely avoid hot spots. The rea-
son is because the 4-tier stacked architecture is unable to dissipate the heat of inner
layers by using only a heat spreader. These results indicate the benefits of inter-tier liq-
uid cooling techniques to avoid hotspots scenario, as they remove the heat directly from
the inner layers of the 3D-MPSoC (cf. Figure 1). In addition to that, liquid cooling poli-
cies provides a value of undone workload that is less than 1% of the overall executed
workload. However, air cooled polices provide values ranging from 24% to 31% in the
case of AC LB and AC TTDVFS, respectively.

Previous results show the reason why there is a need for liquid cooling for 3D-
MPSoC structures. Because of the fact that we are interested in techniques that avoid hot
spots while satisfying performance requirements, we restrict from now on our compar-
ison to liquid cooling methods. The following paragraphs compare the proposed policy
versus state of the art liquid cooling methods. The left graph of Figure 2(b) shows the
overall energy consumption of the 3D MPSoC. It is divided here into two contributions.
The first one is the one absorbed by the cooling network (pumps and valves) while the
second is the energy absorbed by the MPSoC activity (switching and leakage). The sim-
plest policy LC LB shows the highest energy consumption. The value of the cooling
power here represents 24% the overall 3D MPSoC energy consumption. For this reason,
LC VF [1] and LC Fuzzy [16] have been proposed to reduce the power consump-
tion of the cooling system. We tested these policies on our experimental setup. They
show a reduction in the cooling power consumption by approximately 30% and 50%
respectively. The proposed technique has a cooling and an overall 3D MPSoC power
consumption that is respectively 50% and 7% lower compared with LC LB. If we
compare our policy with LC Fuzzy, we see approximately the same saving in terms
of cooling power and a 3% additional saving in the overall MPSoC consumption.
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(a) (b)

Fig. 2. (a):Percentage of run-time execution where the maximum MPSoC temperature is higher
than the threshold(370◦K). The area of the hotspot is also provided as a percentage of the over-
all MPSoC area.(b) left graph: energy consumption of the overall system: 3D MPSoC power
consumption and cooling network. Values are normalized to LC LB;(b) right graph: average
maximum 3D MPSoC temperature [◦C].

Finally, Figure 2(b) shows the average maximum 3D MPSoC temperature for all the
policies under comparison. The lowest thermal profile among the compared policies is
generated by the LC LB. In this case the maximum MPSoC temperature has an aver-
age value of 54◦C. LC LB and LC Fuzzy show a thermal profile having an average
maximum temperature of 89◦C and 92◦C, respectively. The reason is because both
these systems save energy by reducing the cooling cost and by having the system work-
ing at a temperature close to the threshold set to 97◦C. However, the proposed policy is
able to save as much energy as LC Fuzzy, while being able to keep the thermal profile
18◦C lower. The main reason is because the predictive problem formulation of the pro-
posed method is able to satisfy performance requirements by acting in advance and this
allows the policy a smoother control on the system and SAVES active power. Therefore,
the 3D MPSoC thermal profile is colder and more thermally-balanced overall.

7 Conclusion

The contribution of this paper is a novel online thermal management approach that ex-
ploits the use of variable-flow liquid cooling on a 3D-MPSoC. In particular, we propose
a thermal manager that uses DVFS and adjusts the liquid flow rate to meet the desired
performance requirements, while minimizing the overall MPSoC energy consumption
(MPSoC frequency setting and liquid cooling) and preventing hot spots. Our experi-
mental results illustrate that our policy satisfies performance requirements, maintains
the temperature below the specified threshold, while reducing cooling energy by up to
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50% compared with traditional state-of-the-art liquid cooling techniques. The policy
also keeps the thermal profile approximately 18◦C lower compared with state of the art
polices using liquid cooling.
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