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PREFACE

The proceedings of the Seventeenth Nutrition Conference for Feed
Manufacturers contain chapters on a number of aspects of the nutrition of
farm animals which are of topical interest.

The evaluation of nutritional data is of paramount importance to feed
compounders who have the responsibility of formulating rations to meet
the requirements of the different classes of livestock. It was therefore
timely that this general topic be aired. The first chapter within this group
considers the number of replicates and other features of the design of field
trials to evaluate nutritional products and this is followed by a chapter on
the interpretation of response data. The final chapter in this group
discusses the various sources of error in estimating the nutritive value of
feedstuffs and their effect on livestock production. This will be particularly
relevant if declaration of the energy content of compound animal feeds is
made compulsory.

The second group of chapters relates to pig nutrition, and include
consideration of cereal replacers- as alternative sources of energy in pig
feeds, the prediction of the energy content of pig feeds from chemical
measurements, the use of fat in sow diets and vitamin responsive condi-
tions in breeding pigs.

Two chapters relate to calf rearing, the first involving consideration of
the various systems available for rearing calves, and the second considers
the composition and use of various types of milk replacers for calves. Other
chapters relating to ruminant nutrition consist of a consideration of the
nutrient requirements of the breeding ewe, the mode of action and
importance of rumen active growth promoters, nutritional aspects of high
yielding dairy cows, and feeding dairy cows for high margins. The final
chapter concentrates on the controversial issue of copper in animal feeds,
and provides a balanced view of why it would be extremely difficult to
provide general legislation throughout the whole of the EEC on copper
inclusion rates in compound feeds.

All chapters are written in a clear and informative manner and are likely
to be of interest to research workers, advisory staff and students alike.

The organizers and the University of Nottingham are grateful to BP
Nutrition (UK) Ltd, for the support they have given in the organization of
this conference.

W. Haresign
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THE NUMBER OF REPLICATES AND OTHER
CONSIDERATIONS IN THE DESIGN OF FIELD TRIALS

P. ROBERTS
MAFF, London, UK

Introduction

The principles that should apply to experiments in the animal feedingstuffs
industry are common to most biological work but do not always seem to be
observed. The basic difference between experiments using biological
material from ones in a physics laboratory is due to variability. Biological
material, particularly if it is still alive, is variable in itself and in its response
to both deliberate stimuli and to the environment.

In order to overcome the problems which arise from variability three
basic principles need to be observed:

(1) control,
(2) replication,
(3) randomization.

Control

The word ‘control’ is used in two contexts in experiments. The first
meaning is the standard, or normal treatment of the experiment and is the
norm against which the other treatments are to be compared. (Treatment
here does not mean medical treatment, but a deliberate variant of the
experimental conditions which is to be investigated, such as rate of feeding
per day or level of a nutritional factor.) It is sometimes referred to as an
‘untreated control’. The presence of an untreated control in feedingstuffs
experiments is vital; otherwise there is no internal standard of performance
against which the novel treatments can be compared. Instead they can only
be compared with vague concepts, such as ‘typical’, or ‘average’ perform-
ance. As variations from time to time and place to place are so great, such
comparisons are bound to be insensitive and usually inconclusive.

The other meaning of control is in the sense of control over experimental
variability. This can be done in a number of ways, such as carrying out the
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4 Number of replicates and other considerations in design of field trials

experiment in uniform conditions, by a systematic approach to ex-
perimental procedures and by using uniform stock. Uniformity of condi-
tions is more easily achieved with intensive than with extensive husbandry.
Modern houses for broilers or, more latterly, for pigs with a high standard
of insulation and freedom from draughts are well suited to experimenta-
tion. The daily or weekly routine is also easy to carry out in a systematic
way in intensive housing. Making sure that all the animals in a house are
fed, watered and, where necessary, weighed or otherwise handled at about
the same time helps to keep their progress uniform and improves the
accuracy of the eventual comparisons.

The animals to be used should be the same breed, the same age and
weight and from the same origin where possible. Where it is compatible
with the objects of the experiment, using animals of the same sex reduces
variability further. The search for uniformity should not be carried too far.
Highly in-bred stock may be very uniform but may be so different in some
respect from commercial animals that their reaction to treatment is
untypical. The results then are of limited applicability and, though very
accurate, not capable of useful generalization.

Replication

Replication, or the repetition of treatments on a number of subjects, has
benefits in two separate ways. If a sample of five individuals is taken from a
population they can be measured and their average (or arithmetic mean)
calculated. This can be repeated for a number of samples and it will be
observed that the averages show less variation than do the separate
members. The larger the sample and hence the greater the number over
which the average is calculated, the more likely it is that the average will be
close to the overall mean of the original population. This effect, an
ironing-out of the original variability, is often the most effective way of
improving the expected accuracy of the experiment. The amount of
replication, or repetition, will be discussed later.

The second advantage of replication is that it enables the internal
variability of an experiment to be measured. If we want to be sure that an
experimental effect has not occurred by chance, then we want to know how
large the effects of chance may be. An internal measure of chance
variability is likely to be the most sensitive to use because otherwise we
would have to use broadly based, and probably larger, measures from
external sources. Measuring the internal error of an experiment also
enables the overall experimental technique to be monitored. If the errors
in experiments from one house vary considerably from time to time or if
they show a tendency to increase, then the husbandry of the unit or the
cxperimental technique may need to be reviewed or the supervision of the
site tightened up. The number of replicates required in a particular case is
discussed below.

Randomization

The essence of randomization is that the allocation of treatments to
subjects should be left to chance and not to the deliberate and systematic
choice of the experimenter.
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Figure 1.1 Examples of layouts

Figure 1.1 illustrates the difference between systematic and random
designs. Suppose a broiler house has 16 pens, eight on each side and
separated by a passageway. Figure 1.la shows a design where the first four
pens on the top left are given treatment A, the four pens on the bottom
left, treatment B and so on. If the left hand side of the house is more
favourable to animal performance, then treatments A and B would be
favoured relative to treatments C and D; in statistical terms the compari-
son will be biased. Figure 1.1b is another systematic layout but here the
disadvantage is less obvious. The treatments are spread out over the housc,
but the allocation is in the same order, A, B, C, D in each block or
replicate. If there is a trend in the house in conditions. such as pens at the
top being more favoured than pens lower down the house, then treatment
A would be given the best conditions, followed by B, then C, with D
having the worst conditions. Again the treatment comparisons are biased
and, should differences be manifest, one cannot distinguish between
treatment effects and effects due to pen position.

It is very easy to overcome these disadvantages. Figure 1.1c shows an
example where the house is divided into blocks of four pens and the
treatments are allocated randomly to the pens within each block. The
random choice is carried out separately for each block, so the chances of
any treatment being favoured or prejudiced are the same. The compari-
sons can then said to be unbiased. Not only can the experimenter be happy
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that no bias has entered the comparisons but his results can be confidently
reported as such.

The allocation at random needs to be the result of a mechanical process
which allows the outcome to be entirely by chance. One method is to draw
coloured or numbered tokens—this can be satisfactory if care is taken to
ensure that the tokens are of the same weight, size and shape and that they
are thoroughly shaken before drawing. A better way is to use random
numbers either from tables of random numbers, as in Fisher and Yates
(1974) or ones generated by a computer. The other merit of a randomized
design is that it enables the experimental error to be validly estimated
within the experiment. It follows then that the statistical analysis of the
data, because it gives unbiased estimates of the treatment means as well as
the experimental error, can also give valid tests of the comparisons
between treatments.

Number of replicates

Probably the question most often asked of a statistician by an experimental
scientist is, ‘How many replicates do I need in my experiment to get
statistical significance?’. Nearly always the statistician needs to have a lot
more information before the answer can be given.

Figure 1.2 shows a histogram of the live weights of pigs in an experiment
at the BOCM-Silcock farm at Barhill. The horizontal axis gives the range
of the live weight of the animals while the vertical axis indicates the
number of pigs falling in each range. The histogram has the shape typical of
biological material with many subjects occurring in the middle of the
range. There are fewer and fewer, the further one moves from the centre
At the extreme weight there are only one or two animals in each range
The average of the 48 animals is at 62 kg near the highest category of the
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Figure 1.2 Histogram of live weights of pigs
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histogram. The ‘standard deviation’ which measures the statistical variabil-
ity of the animals is * 8.8, and is also shown on the diagram.

It can be shown that if the standard deviation per individual is s then the
standard error of the mean of n individuals is given by:

Standard error = s/Vn (1)

The means of two treatments can be compared by the statistical test known
as Student t-test. A convenient way of using this is to calculate the
significant difference given by:

Significant difference = % @)

For example if an experiment in the house illustrated in Figure 1.1 gave an
experimental error of 5 units, then a significant difference (at the 0.05 level
of probability) for comparisons of means of four pens would be:

Significant difference = 5. 2.26. V2

(at P = 0.05) V4
T 5.226. 1.414
o R
= 8.0

If eight rather than four pens were used for each treatment then the
significant difference would be reduced to 5.6 units.

If d represents the significant difference, then equation (2) can be
inverted to express n in terms of the other quantities, thus:

Vi =S tV2 3)

d
So if we want to plan an experiment and choose a suitable number of
replicates, we must have available some indications of the quantities on the

right hand side of equation (3). Thus to get a significant difference of a
magnitude of 6 units in the house in question,

VoS 2.266. V2

thus n = 2.662, i.e. approx. 7.

= 2.66

This approach therefore provides.an estimate of the number of replicates
required. However, there is a further dimension involved. Equation (3)
illustrates how to obtain a significant difference of 6 units. If we are looking
for a real effect (or difference between two treatments) of 6 units it would
seem that this formula would be the answer. Unfortunately, the effect itself
is liable to vary due to experimental conditions and the ‘real’ effect of 6
may be more or less on any particular occasion. The consequence of this is



8 Number of replicates and other considerations in design of field trials

that the calculated replication in the above example would give a 50%
chance of detecting a difference of 6 units. Should one wish to be more
certain of detecting the difference to allow for this variation the replication
must be increased accordingly. It is necessary therefore to decide on the
level of certainty of finding the difference: for example, this can be
expressed as a 0.80 probability of detection (in other words, odds of 4 to 1
in favour of detecting the difference).

In summary, therefore, the items of information required to decide on
the appropriate number of replicates in a planned experiment are:

Table 1.1 NO. OF REPLICATES REQUIRED TO DETECT A DIFFERENCE
BETWEEN TREATMENTS (SIGNIFICANCE LEVEL 0.05)

Difference to Probability of Difference to Probability of

be detected detection be detected detection

(expressedas 0.9 0.8 0.5 (expressedas 0.9 0.8 0.5

% of mean) % of mean)

Coefficient of variation 2% Coefficient of variation 8%
2% 17 9 2% 124
3% 11 9 5 3% 100 50
4% 7 6 4 4% 86 64 32
5% 5 4 5% 60 45 23
6% 4 4 6% 39 29 15
7% 4 3 7% 27 21 11
8% 3 8% 23 17 9

9% 19 14 8

Coefficient of variation 4% 10% 16 12 7
2% 86 64 32 11% 12 10 6
3% 39 29 15 12% 11 9 5
4% 23 17 9 15% 7 6 4
5% 16 12 7 20% 5 4
6% 11 9 5 25% 4 4
7% 8 6 4 30% 3
8% 7 6 4
9% 6 5

10% 5 4 Coefficient of variation 10%

11% 4 4 3% 87

12% 4 4 4% 100 50

15% 3 5% 86 64 32

6% 60 45 23

Coefficient of variation 6% 7% 44 34 17
2% 87 8% 34 26 14
3% 86 64 32 9% 27 21 11
4% 44 34 17 10% 23 17 9
5% 34 26 14 11% 19 14 8
6% 23 17 9 12% 16 12 7
7% 16 12 7 15% 11 9 5
8% 14 11 6 20% 7 6 4
9% 11 9 5 25% 5 4

10% 9 7 4 30% 4 4

11% 8 6 4 35% 4 3

12% 7 6 4 40% 3

15% 5 4

20% 4 3

25% 3
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(1) the size of the difference which is required to be detected,

(2) the size of the standard deviation for experimental error in the unit
concerned,

(3) the level of probability of detection of the difference, if it is real.

Table 1.1 gives the replication appropriate to a number of alternative
variations of these quantities. In this table both the size of the required
difference and the standard deviation are expressed as percentages of the
mean. (When the standard deviation is so expressed it is known as the
‘coefficient of variation’.) This table is derived from Table E in Davies
1954).

( Let)us assume, for example, that an experiment is to be carried out on
the live weight gain of turkeys, where the coefficient of variation per pen is
expected to be 4%. The experimenter wants to be able to detect a
difference of 6%, needs to be reasonably certain of detecting this and so
chooses a level of probability of 0.8. The table shows that he will need a
replication of nine pens on each treatment. This same number of replicates
per treatment will also give a probability of 0.5 of detecting a real
difference of 4%.

Magnitude of experimental errors

Table 1.1 gives a way of calculating the required replication when the
standard deviation (or coefficient of variation) and the difference to be
detected are known. When designing experiments it is therefore useful to
know how big the coefficient of variation is likely to be. Experiments
carried out on BOCM-Silcock and other Unilever farms for many years
provide estimates of typical coefficients of variation for various stock.
These are given in Table 1.2. In addition, Roberts et al. (1978) and Rosen,
Roberts and Widdowson (1978) have carried out surveys of published
research results and the experimental errors recorded in those surveys
were not dissimilar to those given in Table 1.2.

Table 1.2 TYPICAL COEFFICIENTS OF VARIATION OBSERVED IN ANIMAL
EXPERIMENTS

Broilers (live weight, 8 or 9 weeks) 2.5% per pen of 100 birds
Turkeys (live weight, 12 to 16 weeks) 1-2% per pen of 60-150 birds
Pigs (rate of gain from weaning to 90 kg live weight) 10% per pig

Calves (live weight. 12 weeks) 10% per calf

Laying hens (eggs/100 hen-days) 3-6% per unit of 50-60 hens
Dairy cows® (whole or part lactation yield) 10-25% per cow

#Not change-over trials

Number of animals per experimental unit

When experiments are carried out using large animals, calves, pigs or
cattle, then it is often appropriate to use the individual animal as the
experimental unit. This is straightforward if they are penned separately.
Although pigs are often penned in groups, keeping separate records for
each animal is possible if individual feeders are used. On the other hand,
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poultry are usually kept in flocks in commercial houses and a problem
arises as to the preferred number of birds in each experimental unit. It is
not very practicable to use individual birds as units, partly because it is
wasteful of resources and partly because individual bird behaviour and
micro-environment may be untypical. At the other extreme, very large
houses of 1000 or more birds introduce too much risk of environmental
variation. The optimum size is given when the number of birds per pen is
large enough to reduce bird to bird variability to a low level compared to
differences between pens. There is little point in analysing the optimum
level in too sophisticated a way as there is little to choose between numbers
in the range from 50 to 100 birds per pen. Accordingly a number in that
range can be chosen with the final decision resting on practical considera-
tions, such as a convenient number for feeding.

Some trials have been carried out in the past with cages holding as few as
six broilers or sub-divisions of broiler houses holding as many as 2000. The
small cages took quite a high level of resources, but the results were usually
too variable to give helpful conclusions in nutritional work. At the other
extreme in the large houses, the bird to bird variation was virtually
eliminated but it was rarely possible to have more than two pen replicates
per treatment; when inexplicable results occurred it was not clear whether
a large nutritional effect had arisen or whether there had been a mistake in
the records due to the logistic problems of handling so many birds.

The unit sizes given in Table 1.2 are ones which have been found to give
good results and satisfy the reasoning given above. As mentioned, the
actual number decided on per pen may depend on physical factors, such as
modules of a convenient size within a house. The convenient unit for
battery hens may be a row of cages sharing a mechanical feeder: if there
are 36 cages in the row with two hens a cage then the resulting number of
72 birds is satisfactory and falls well within the range of 50 to 100 birds
discussed earlier.

Number of pens per house

The growth of nutrition as an experimental science has given rise to trials
of increasing complexity, including multifactorial designs and exploration
of response equations. A large number of pens in a house facilitates such
experiments. A number which is a multiple of 12 gives a high degree of
flexibility and factors with levels of 2, 3, 4 and 6 can then be used. Thus,
houses with 48, 60, 72 or 96 pens are particularly useful and can
accommodate even quite complex experiments with generous replication.

Conclusions

The topics discussed in this chapter are those which are particularly
relevant to nutritional experiments in the feedingstuffs industry. It is not
possible here to cover more than a small part of the statistical planning and
design of experiments. This now has a considerable literature and should
be consulted for further information. The classic text of Cochran and Cox
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(1957) is still very useful to biometricians, and that of Davies (1954) is of
more general relevance than is implied by the title. One other text which
should be specially mentioned is that by Cox (1966), which contains advice
on the organization of experiments not easily available elsewhere.
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THE INTERPRETATION OF RESPONSE DATA FROM ANIMAL
FEEDING TRIALS

T.R. MORRIS
Department of Agriculture and Horticulture, University of Reading, UK

Many animal feeding trials are conducted every year in universities and
research institutes and on feed manufacturers’ research farms, both in the
UK and elsewhere in the world. Some of the data eventually get published.
In view of the large investment in this activity it is surprising how little has
been written about the methodology of interpreting such experiments.
There are a few recent papers (e.g. Lerman and Bie, 1975; Robbins,
Norton and Baker, 1979; Heady, Guinan and Balloun, 1980; Ware et al.,
1980) but most of those who carry responsibility for nutritional trials either
use their own preferred method to interpret data (which, though lacking a
logical foundation, often produce wise judgements) or hand the results
over to a professional statistician for analysis. The statistician applies
rigorous logic but does not always arrive at appropriate conclusions. The
worst conclusions of all are apt to be drawn by graduate students, who
write most of the papers that eventually get published and who lack both
the wise judgement of the experienced feed formulator and the extensive
skills of the professional statistician. Thus it comes about that many
dose/response trials are interpreted with the aid of nothing more elaborate
than a Student’s t-test or a multiple range test, which is rather like trying to
peel an apple with an axe.

Before proceeding to the main discussion of how response data should
be interpreted, there are some important assumptions to be made. Firstly,
we will assume that the data come from trials which are properly designed
and adequately replicated. These matters are discussed in the other two
chapters in this section and will not be reviewed again here. Nevertheless,
it is important to understand that many nutritional trials have too few
treatments or too few replicates to give any hope of answering the question
for which they were designed. Secondly, we will assume that thought has
been given to the scales used for measuring inputs and responses. For
example, trials investigating amino acid responses in ad-libitum fed animals
may make more sense if the intake of the limiting amino acid is plotted on
the abscissa, rather than the dietary concentration of that amino acid; trials
with dairy cows may make more sense if energy output (calculated from

13



14  The interpretation of response data from animal feeding trials

milk yield and composition and liveweight changes) is taken as the
response criterion, rather than the volume of milk. The choice of appropri-
ate scales is an important matter, but further discussion of it is beyond the
scope of this chapter. Thirdly, we will assume that nobody is trying to
estimate ‘the requirement’ for a nutrient. This is not because requirements
are known, but because the term ‘requirement’ is unhelpful. What the
practical nutritionist needs to know is the rate at which animals in a given
class, in a reasonably well-defined nutritional and environmental context,
will respond to incremental inputs of a given nutrient. Armed with this
information, and a knowledge of his marginal costs and the value of extra
output, he can calculate an optimum dose.

To illustrate the point that the method of analysing results can make a
large difference to the conclusions drawn, let us consider some data from a
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Figure 2.1 Data from an experiment reported by Morris and Blackburn (1982), in which
laying pullets were fed from 30 to 40 weeks of age on diets of varying protein content
(methionine being the first limiting amino acid in the protein mixture used). The data plotted
are means with standard errors, taken from the last four weeks of the trial

recently published chicken experiment, as reproduced in Figure 2.1. This
was a well-replicated trial (54 groups of 72 laying pullets) with ten dietary
treatments. The data are therefore more precise and more wide-ranging
than the results of most animal feeding trials and, whatever problems may
arise in interpretation, they cannot be blamed on the use of inadequate
resources. We will consider in turn a number of procedures which are
commonly used to interpret results such as those in Figure 2.1.

Duncan’s multiple range test

If one compares treatment means with the aid of a standard error
calculated from replicate groups (there were three replicate groups of 72
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pullets allocated to the two lowest treatments and six replicates for each of
the remaining treatments), diets 1, 2 and 3 all differ significantly, but there
are no significant differences (P = 0.05) between diet 3 and any of the
remaining treatments. This conclusion is reached whether one uses a
variance ratio (F test) or a multiple range test (such as that due to Duncan,
1955). This method of handling data has been used more commonly than
any other in the literature (and especially so in the USA) and it is wrong for
two reasons. Firstly, the comparison of treatments by means of a multiple
range test is inappropriate when there is a logical structure to the set of
treatments. Secondly, the use of a conventional 5% probability value is
inappropriate when trying to obtain the best estimate of some end point, as
opposed to requiring a high degree of confidence that we have not gone too
far along some input scale. For example, if we can show that the odds are
5:1 that by spending another £1 on d/-methionine we can get back another
£2 worth of eggs, it would be foolish to conclude that we should not spend
the £1, because the odds in our favour are less than 20:1. The conventional
5% probability level is akin to a judgement made in a criminal trial when
an issue has to be proved ‘beyond reasonable doubt’. In making judge-
ments about the optimum input of a nutrient we need something more akin
to the ‘balance of probability’ argument which is used when apportioning
liability in a civil suit. Since these are well worn arguments to the
professional statistician, and he would immediately counsel some form of
regression analysis for an input/output trial such as Figure 2.1, it is
surprising that so many papers have been published in which Duncan’s
multiple range test has been used to support false conclusions.

The bent stick

Numerous authors have used simple regression analysis to interpret their
data. The commonest procedure is to assume that response is a linear
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Figure 2.2 The data from Figure 2.1, with a ‘bent-stick’ model fitted by minimizing the
residual sum of squares
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function of input up to some threshold value, at which the response
abruptly ceases. This ‘bent-stick” model is fitted to the data of Morris and
Blackburn (1982) in Figure 2.2. The model is a good fit to the data, the
deviation’s mean square being slightly less than the error mean square
calculated from replicate groups. However, it is a simple matter to show
that this particular model always leads to false deductions about the
optimum input.

Suppose, for the sake of argument, that an individual animal shows an
input/output response exactly corresponding to the bent stick model. This
is not an unreasonable proposition and is exactly the assumption made
when nutrient requirements are calculated in the familiar factorial way:

y = aW + bP

where y is a nutrient requirement, aW is a maintenance allowance
proportional to body weight (W) and bP is a production allowance
proportional to the output (P) of the individual animal. Note that the
model cannot be tested, since one cannot measure the output of milk or
eggs or weight gain from the same animal under the same physiological
conditions at enough different input levels to allow precise definition of the
shape of the individual response relationship. However, if we suppose that

Individual
responses

Output

Population
response

Input

Figure 2.3 The input-output relationship for a population of animals, where individual
responses conform to a bent-stick model, but individuals vary in their productive potential
and in their maintenance requirement. In the case illustrated, individuals do not vary in their
net efficiency of nutrient utilization for production, as indicated by the slope of the response
lines
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the model is reasonable and applies to all individuals in a population, but
that those individuals vary (as they must) in W and P, then we have the
situation shown in Figure 2.3. The integration of a set of bent stick
responses, where there is variation in individual maximum response levels,
necessarily produces a curve showing diminishing returns to increasing
inputs and reaching a plateau at the point where the individual with the
highest requirement ceases to respond. Notice that Figure 2.3 is drawn
without supposing that individuals vary in their net efficiencies of nutrient
utilization for production. There may be some variation amongst indi-
viduals in net efficiency (it is very hard to tell) but the proposition of
curvilinearity in the population response rests solely on the incontroverti-
ble statement that individuals vary in size (and therefore in maintenance
requirements) and in productive potential. There is a special set of
conditions under which all the bent sticks in a population would turn at the
same input value (when the correlation of P with W is —1.0 and the
standard deviations of P and W are in the ratio b:a) but these conditions
will not occur in practice. Therefore, in any feeding trial in which more
than one animal has been used, the real response function must be
curvilinear and will show diminishing returns.

The consequences of fitting a bent stick model to a set of experimental
data is almost always to underestimate the optimum dose. In Figure 2.2,
the model suggests an optimum input of 650 mg methionine plus cystine (M
+ C) per day, but profitable responses are continuing well beyond that
point. Although a bent stick model may, in a particular case, be a good fit
in the statistical sense it is always a bad fit philosophically and for practical
purposes.

The parabola
By fitting the model
y=a+ bx + cx?

where x is input and y is response, one can often obtain a curve which fits
the data well. Figure 2.4 shows the same results as Figures 2.1 and 2.2, but
this time with two parabolic curves superimposed. Curve 1 is fitted to the
data for all ten diets and reaches a maximum at 900mg M + C per day.
Some users would adopt this as their estimate of requirement. Others
would calculate the cost of methionine and the value of eggs and, if these
were £2/kg and 50p/kg respectively, would derive an optimum input of
886 mg M + C per day.

One difficulty with a parabolic curve is that it predicts a reduction of
output beyond the optimum dose. This may not be of concern to particular
users in particular contexts, but it is not in accord with the evidence for
most nutrients and it can lead to serious trouble when incorporating the
equations into computer prediction models. Many nutrients do cause a
reduction in output when fed to excess, but the response curve is seldom
symmetrical. More typically, there is a substantial range within which a
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Figure 2.4 Parabolic models fitted to the data of Figure 2.1. Curve 1 uses all the
experimental values and reaches a maximum at 900mg input. The optimum input of
methionine plus cystine is 886 mg/day, assuming a cost of £2/kg for methionine and a value of
50p/kg for egg output. Curve 2 is fitted to six of the ten treatment means and leads to an
estimated optimum input of 759 mg methionine plus cystine per bird day

nutrient can be in surplus without causing any adverse effects on perform-
ance. This is illustrated by the experiment shown in Figure 2.1 in which M
+ C was increased by varying the protein content of the diet, not by adding
free methionine.

By choosing a restricted range of diets, the experimenter can usually
obtain data which fit a parabolic curve rather well and avoid the problems
of an extended plateau. This is often used as an argument to justify the
model, but it is a dangerous argument. It presupposes that the experimen-
ter has a good idea where the optimum input will lie (he usually does) and
that the slope of the curve in this region can be best estimated by spacing
the treatments closely about this assumed optimum input. Unfortunately,
the shape of a fitted quadratic curve is very sensitive to the range of input
values selected. This is illustrated by curve 2 in Figure 2.4, which is fitted to
six of the ten treatments (still a larger experiment than most) and gives an
estimated maximum output at 776 mg M + C per day and an optimum
input (for the prices given above) of 759 mg M + C per day. Curve 2 is an
excellent fit to the restricted set of data, but the estimate of optimum input
is only 85% of the estimate obtained with the full set of data.

The parabolic model is thus philosophically wrong, in that it presumes
symmetrical responses to deficiency and excess, with no intervening
plateau. It is practically dangerous because it is apt to fit a limited set of
data rather well and, in so doing, fails to give the experimenter any
warning that his conclusions could be quickly falsified by another experi-
ment. If he has taken the precaution of conducting a number of experi-
ments before drawing any conclusions, he will be faced with the problem
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that curves fitted independently to each trial cannot be reconciled by
pooling the coefficients of the quadratic equations; nor can the data be
pooled to produce a single equation if the maximum output levels vary
appreciably in the several trials.

The hyperbola (exponential and inverse polynomial models)

These models are asymptotic in form and so incorporate the notion that,
within the range of interest, the output response rises towards a plateau
and does not diminish again at high input values.

Various exponential equations have been used, a simple form being:

y=a—bC™"

where y is the output, x is the input and a is the maximum value of output
towards which the curve is proceeding.

sor
e Ao
0

50} - Pl
> PR
3 7
o s.-e
= ya
fel ’ .
& 40 7.
:
g !
w 301 ‘-

/
20\
B
v - 1 1 1 1 1 1 1 —r
v 400 600 800 1000 1200
Methionine + cystine intake (mg/bird day)

Figure 2.5 Exponential (‘- "- ) and inverse polynomial (- — —) models fitted to the Morris

and Blackburn data. Taking prices of £2/kg for methionine and 50p/kg for eggs, the estimates
of optimum input are 1184 mg/day for the inverse polynomial curve and 964 mg/day for the
exponential

The inverse polynomial models were introduced by Nelder (1966) and a
particular form is described by Morris and Blackburn (1982) as applicable
to the data of their experiment. Curves derived from these two models are
shown in Figure 2.5, again using the same set of data as in Figures 2.1, 2.2
and 2.4.

Both curves are a satisfactory fit, as judged by the residual mean square,
but they round off the ‘corner’ of the response in a rather unsatisfactory
way, which makes the user rightly suspicious. The curves also predict
continued small responses in a region where it is very doubtful whether any
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response is occurring and thus they both regularly overestimate the
optimum dose. This is particularly true when dealing with an input, such as
methionine or an antibiotic, whose marginal cost is rather small in relation
to the value of the output, so that the economic optimum is close to the
true maximum yield. With more expensive inputs, such as biotin or
tryptophan, a hyperbolic function will sometimes lead to a satisfactory
estimate of optimum dose.

An advantage of these models, in comparison with the parabola, is that,
in both cases, the coefficients of the equations are estimates of meaningful
biological parameters, such as maximum output or rate of decline in
output, and it is thus possible to calculate response curves for populations
with output characteristics differing from those observed in the experi-
ment. However, the tendency of these functions to overestimate the
optimum dose is a serious flaw.

One temptation which must be resisted at all costs, is to fit an asymptotic
model to experimental data and then to choose some arbitrary proportion
of maximum output (e.g. 95%) as the ‘requirement’ (e.g. D’Mello and
Lewis, 1970). If the model is appropriate, then the user should be given the
equation of the model so that he can determine his own optimum for a
local set of prices.

The Reading model

Fisher, Morris and Jennings (1973) have described a model which starts
with the assumption that an individual animal responds in a bent-stick
fashion (as in Figure 2.2). From this postulate, a population curve is
constructed (as in Figure 2.3), based on information about the standard
deviations of body weight and output. The equations needed to fit the
model to a set of experimental data have been given by Curnow (1973) and
examples of its application to laying hens have been published for lysine
(Pilbrow and Morris, 1974) and tryptophan (Morris and Wethli, 1978).
Fisher (1981) and Clark, Gous and Morris (1982) have used the model to
describe responses of growing birds to amino acid intake.

Figure 2.6 shows the Reading model fitted to the same set of data as was
given in Figures 2.1, 2.2, 2.4 and 2.5. The model is a good fit (though not
significantly better than any of the alternatives discussed previously). One
advantage of the Reading model is that its curvature depends upon the
variability of the experimental animals, which does not change much from
trial to trial, and is independent of the choice of dietary treatments. Thus, a
Reading model fitted to the data from treatments 2 to 7 only, gives
essentially the same curve and so leads to the same conclusion about
optimum dose as the full data. This is in marked contrast to the results of
fitting quadratic equations to sub-sets of the data.

Another advantage of the Reading model is that the coefficients of the
response equation are meaningful numbers, being the net efficiencies of
nutrient utilization for maintenance and for production. Three consequ-
ences flow from this. Firstly, given a set of experimental data for animals
with particular productive characteristics, one can reasonably extrapolate
to make an estimate of the response curve for another group of animals of
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different mean body size or with different potential output. Secondly,
given the results of a number of experiments one can pool them to obtain
best estimates of the response coefficients for future use. Thirdly, one can
estimate net efficiencies by procedures other than a simple feeding trial
and so obtain independent confirmation of the response coefficients.
The major disadvantages of the Reading model are that it assumes that
outputs of individual animals are normally distributed about the mean and
it requires a meaningful estimate of mean body size. These conditions are
usually satisfied in short-term trials, but in long-term egg production or
milk production experiments individual yields are not normally distributed
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Figure 2.6 The Reading model fitted to the Morris and Blackburn data. The underlying
assumption is that individual birds have a methionine + cystine requirement (M + C) defined
by M + C = 13.04W + 10.15E, where W = body weight (kg) and E = egg output (g/bird
day). The population response curve is then derived, by assuming normal variation in E and
W and integrating individual response lines, as illustrated in Figure 2.3. Using the model, the
estimated optimum input is 794 mg/day

about the mean; and in long-term growth trials mean body size changes
during the course of the trial. A modification of the Reading model to cope
with non-normal distributions is theoretically possible, but no suitable
computer program is yet available for this.

Some animal feeding trials cannot be interpreted with the aid of a
Reading model, either because the input scale is complex or ill-defined
(e.g. a comparison of feeding programmes) or because the measured
output does not depend directly on the input variable (e.g. measuring
liveweight changes where body composition is variable and the real
response parameters are protein deposition and fat deposition). Empirical
solutions can sometimes be found for these problems by fitting one of the
curvilinear models described above. However, a real understanding of
dose-response relationships and ability to predict responses in future
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Figure 2.7 Results from Clark, Gous and Morris (1982) showing the application of the
Reading model to chick growth data. The curves represent three separate experiments, but all
are derived from the simple model that the lysine intake (L, mg/bird day) required by an
individual chicken is given by L = 0.03W + 12.94AW, where W is mean live weight (g) and
AW is the rate of liveweight gain (g/bird day)

situations depends upon reformulating the problem in more fundamental
biological terms and then building a simulation model which incorporates
the necessary information.

The fact that a large computer is needed to fit a Reading model has not
so far proved a barrier to its use to interpret suitable sets of data. The user
of the output from the model does not need a computer to calculate
optimum doses for his local prices, since a set of tables can be prepared
giving optimum inputs for various cost ratios (see, for example, Morris and
Wethli, 1978).

The Reading model was originally developed to help in the interpreta-
tion of input—output experiments involving laying hens fed on diets
limiting in particular essential amino acids. However, the underlying
concept, that organisms are variable and therefore the essential problem is
to determine what proportion of a population shall be supplied with
non-limiting levels of a nutrient, is applicable to nutrients other than amino
acids and to species other than chickens. It seems equally applicable to the
problems of optimizing fertilizer application to fields of wheat. Figure 2.7
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shows an example of the use of a Reading model to reconcile data from
three growth trials. The curves fit the data quite well even though the
maximum growth rates differed in the three trials and, since they derive
from a single equation, it seems reasonable to suppose that one could
predict the response curve for a flock of chickens with a much higher
growth rate, if that were required.

Conclusions

It is always wrong to use either a multiple range test or linear regression to
interpret the results of a dose—response trial, where the ultimate objective
is to arrive at an estimate of optimum dose. Some form of curvilinear
analysis is required. A parabolic curve will often give a good fit to
experimental data, but this may give a false sense of security, since the
shape of a fitted parabolic curve is unduly sensitive to the range of
treatments selected. Inverse polynomial and exponential functions give
asymptotic curves which sometimes fit well, but are apt to predict
continuing economic responses at high inputs where the real response has
ceased. The Reading model has a curvature which is largely independent of
the choice of treatments and it therefore gives realistic estimates of
optimum dose even when the data are scanty. It also readily allows the
combination of evidence from trials with disparate levels of performance
and is suitable for extrapolation to levels of performance which lie outside
the range of experimental data.
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As an introduction to this chapter it is desirable to explain what is meant by
the word ‘error’. In reference tables it is common to find a single figure
quoted for some biological quantity, representing a typical value. For
example, in Technical Bulletin 33 (MAFF, DAFS, DANI, 1975) the crude
protein content of barley grain is given as 10.8% of the dry matter. Clearly,
not all samples of barley will contain precisely 10.8% protein. There are
many reasons why this should be so: major differences in the varieties or

Table 3.1 ORDERED ME ESTIMATES FROM
20 SAMPLES OF A BATCH OF BARLEY AND 20
SAMPLES OF A BATCH OF HAY (MJ ME/kg DM)

Barley Hay
10.5 7.5
10.8 7.6
11.0 7.8
11.2 7.9
11.3 8.0
11.4 8.1
11.9 8.2
12.3 8.5
12.5 8.6
12.5 8.9
12.5 9.0
12.8 9.1
13.0 9.2
13.2 9.4
13.4 9.7
13.5 9.8
13.7 10.2
13.8 10.6
14.3 10.8
144 L1
Mean 12.5 9.0
Standard deviation 1.18 1.09
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growing conditions, variation in the samples taken even within the same
batch, and so on. Variation in a recorded value may also be partly due to
small changes in the chemical technique, or due to the way the analyst uses
the equipment. In statistics, this variability is usually termed the ‘error’,
since it is a measure of the difference between a single observed value and
the mean of all possible values in a population.

The three types of variation mentioned above would be termed biologic-
al error, sampling error and analytical error, the last two being measure-
ment errors. The term ‘error’ does not imply that mistakes have been
made, although these could form part of it. In this chapter the size and
possible consequences of errors in measurement, and particularly of
chemical analysis, associated with animal feeding are considered.

It is necessary to consider what happens to the error when data are
combined. For example, the data in Table 3.1 are the ME values for 20
samples from a batch of barley and 20 from a batch of hay. The mean for
the barley is 12.5MJ/kg DM and for the hay 9.0 MJ/kg DM. The table
shows that the individual sample values vary quite considerably; this
variability is measured by the respective estimated standard deviations of
1.18 MJ/kg DM and 1.09 MJ/kg DM. If the intention were to feed the hay
and barley to cattle to provide a daily intake of 50 MJ, the following ration
on a fresh weight basis might be suggested:

Fresh weight Dry matter DM intake Total ME
(kg) content (kg) supplied
(g/kg DM) (MJ)
Hay 4.1 870 357 o
Barley 1.7 840 1.43 17.9

The error associated with this figure on a DM basis is calculated as the
square root of the sum of the variances X (intake levels)?, thus

Errorin total = V(4.1 x 0.87 x 1.09)? + (1.7 x 0.84 x 1.18)?
= 4.24 MJ

This illustrates that the errors do not cancel each other out although the
error per kg DM of the feeds combined (standard deviation = 4.24/5 =
0.85MJ/kg DM) would be smaller than the error per kg DM of the
individual two constituents. A reduction in the error associated with a
single constituent will therefore reduce the total error. The apparently
smaller error per kg DM of the combined feed can lead to a false sense of
security, since it must be remembered that mixing feed ingredients can
itself result in additional errors not included in the calculation.

The job of the nutritionist is to plan how animals should be fed. This is
done by balancing animal requirements with feeds. If this is to be done
with any degree of precision, knowledge is needed of

(1) nutrient requirements,
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(2) nutrient value of feeds, and
(3) interaction between feeds.

Nutrient requirements may be obtained by measuring the response to a
known amount, or set of amounts, of input, or by determining the
requirements for the various components of performance separately and
then adding them together. Thus, there is a heavy reliance on the
knowledge of the composition of feeds and body tissues.

Nutrient requirements as given in tables are mostly average values and
appear to take no account of variability between animals. Generally, the
written material accompanying the tables discusses such variability, but
this is not always read by the users. Rigid adherence to tables would
therefore mean that some animals would be underfed and some overfed.
To reduce the number of animals that might be underfed, Technical
Bulletin 33 (MAFF, DAFS, DANI, 1975) adds a 5% safety margin to their
requirement equations. There is no firm statistical basis for this but it does
have the effect of pushing the mean requirements up, decreasing the
chances of underfeeding some animals at the expense of increasing the
chances of overfeeding others. This argument is less easy to apply to
animals fed ad libitum where increases in a nutrient level to form a ‘safety
margin’ may reduce feed intake, thereby leading to little change in
consumption of the nutrient.

The nutritionist also needs an estimate of the nutritional values of the
feeds available. Such estimates may be based on experience, tables of
feedstuffs composition, or chemical analysis used either directly (e.g. Ca)
or indirectly (e.g. MAD Fibre to predict ME). Each of these approaches is
affected by both variation in the raw material and analytical and sampling
error. Samples taken without due care show great variation, but this is not
inevitable. For example, six silos were each filled in a short period (about a
week), with silage from a single cut. Five samples were taken at monthly
intervals as part of a study of feed intakes carried out by ADAS Nutrition
Chemists at Leeds. The silage samples were chemically analysed for
DM%, CP% and MADF% as shown in Table 3.2 (Hopkins, 1980 personal
communication), and the data indicate that the SDs associated with each of
the means are typically 3-6% of the mean. Guidance on sampling to
minimize error is available from MAFF (MAFF, 1977, 1982b).

The error involved in using standard tables of feed ingredient composi-
tion can be illustrated by a simple example in which a compound is
formulated to contain 160 g/kg crude protein, using just two ingredients,

Table 3.2 VARIATION BETWEEN SAMPLES OF SILAGE FROM THE SAME
CLAMPS

Clamp  Replication MeanDM% SD  MeanCP% SD  Mean MADF % SD

1 5 26.7 0.85 17.7 1.01 33.8 0.32
2 S 33.8 1.01 16.8 0.64 36.2 1.79
3 5 24.6 0.94 16.6 0.88 36.5 0.82
4 5 222 0.75 16.9 0.41 38.6 0.55
S N 18.0 1.31 15.2 0.97 39.8 1.63
6 S 23.0 1.25 18.6 041 334 1.15

(From Hopkins, J., personal communication)
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barley and extracted soya bean meal. Values from Technical Bulletin 33
(MAFF, DAFS, DANI, 1975) for the dry matter and crude protein
contents of these two feeds are:

DM (g/kg) CP (g/kg DM)
Barley 860 108
Extracted soya 900 503

Using these values, a compound containing 160 g crude protein’kg DM
could be obtained by mixing 81.4% barley and 18.6% soya. If this is
compared with a combination which might be reached by approximation
(say 80% barley, 20% soya), there is an apparent increase in precision.
However, had different tables of composition been used, a different
formulation would have been obtained. Furthermore, it must be remem-
bered that there is variability associated with each of the tabulated values.
If the dry matter of the two feeds actually used were 850 g/kg and 870 g/kg
respectively, the compound containing 81.4% barley and 18.6% soya
would contain only 156 g crude protein/kg DM while that of the approxi-
mate formulation would contain 161 g’lkg DM, compared to the desired
formulation of 160 g/kg DM. The variation in the dry matter content of the
two particular raw materials is likely to be small, but the same is not true
for their protein contents. Table 3.3, for example, provides data which

Table 3.3 CRUDE PROTEIN CONTENT OF BARLEY AND SOYA FROM
ANALYSIS DURING JAN-JUNE IN TWO YEARS

No. of samples Mean CP % SD
1981 Soya 796 43.85 1.66
Barley 739 11.06 1.19
1982 Soya 834 43.24 1.79
Barley 226 10.80 1.31

(From Dalgety Spillers Ltd, personal communication)

Table 3.4 PROTEIN CONTENT (g/kg) OF A COMBINATION OF BARLEY AND
SOYA USING THE EXTREMES GIVEN BY MEAN +2 SD FROM TABLE 3.3 FOR
1982 SAMPLES

Barley value Soya value Protein content
(g/ke)

Lowest Lowest 140

Lowest Highest 154

Highest Lowest 185

Highest Highest 196

indicate the extent of variation in the protein content of barley and soya in
two successive years. Assuming normality of the distributions, approx-
imately 95% of the values will lie within the range of the mean +2 x SD.
For the 1982 samples, the mean 2 X SD gives the range 8.18-13.42%
protein in barley and 39.66-46.82% in soya. The combinations of the
upper and lower limits for each of these constituents, as shown in Table
3.4, give examples of how the protein contents of compounds could be well
above or below the 160 g/kg DM expected, although the likelihood that
these specific combinations will occur is less than 1 in 1000.
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The limits of variation of the protein content of a compound feed,
declared as containing 16% protein, permitted by the current UK Regula-
tions are * 10% of the declared value. These were set at approximately 2 X
SD above or below the mean value. From February 1983, this will be
changed (see The Feeding Stuffs Regulations 1982 (MAFF, 1982a)) to 10%
below or 20% above the declared figure. The risk involved in producing a
compound feed which falls outside the permitted legal limits of declared
value, particularly when using average composition values from standard
tables of nutritional data, can be quantified if it is assumed that the figures
quoted for the protein content of barley and soya in Bulletin 33 (MAFF,
DAFS, DANI, 1975) are subject to the same degree of between-batch
variation as that illustrated in Table 3.3. Using the example quoted earlier
of a compound with a declared protein content of 160 g’/kg DM made by
mixing barley and soya in the proportions of 81.4% and 18.6% respective-
ly, then approximately 15% of such mixes are likely to fall outside of
+10% of the declared value. This risk will decrease as the number of
ingredients in the compound increases (7Table 3.5). assuming that all

Table 3.5 EFFECT OF NUMBER OF INGREDIENTS USED TO PRODUCE A
160 g/kg DM COMPOUND FEED ON THE PROPORTION OF MIXES FALLING
OUTSIDE DEFINED RANGES OF THE EXPECTED VALUE. (THESE FIGURES
ASSUME THAT ALL INGREDIENTS SHOW THE SAME DEGREE OF BETWEEN
BATCH VARIATION IN PROTEIN CONTENT AS THAT SHOWN FOR BARLEY
AND SOYA IN TABLE 3.3)

Number of ingredients % of mixes falling outside of
+10% ex:;;cled value —10% to +20% expected value
2 15 8
3 9 4
4 4 2

ingredients are subject to similar levels of between-batch vanation, but this
improvement has to be balanced against the increased errors associated
with mixing, which are likely to increase as the number of ingredients
increases. Such risks of producing compounds which fall outside the legal
permitted range when formulations are based on standard tables of
nutritional data may therefore justify analysis of each batch of ingredients.

Additional errors are involved when chemical analysis is used as an
indirect measurement of a nutrient. The values obtained will be subject not
only to the errors of the chemical determination used as a predictor, but
also all of the errors accumulated in the derivation of the prediction
equation. Regression equations such as those used to predict ME can only
be approximate since they are calculated from sample values which are
themselves affected by errors, although the residual standard deviation of
the regression gives some measure of the size of these. In addition, the
model upon which they are based is probably an oversimplification of the
underlying causal biological factors.

Another source of error which is often overlooked is the use of a
regression equation to predict values outside the range of the samples used
to calculate it, that is by extrapolation. There are sound statistical reasons
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MAD F values within these

[ ] Regression calculated from
brackets

1"r

ME MJ/kg DM

A 1 i

20 30 40
MADF (%)

Figure 3.1 The regression of ME on MAD fibre showing the limits within which 95% of the
points would be expected to lie

for avoiding this procedure, since the precision with which a value can be
predicted decreases rapidly as the values of the predictor move away from
the mean, even if the prediction equation is of a biologically.reasonable
form. This is shown by the 95% confidence intervals in Figure 3.1 for the
regression of ME on MAD Fibre for hay. In practice, the prediction
equation is only a first approximation to the true function and considerable
additional systematic error may occur if the equation is extrapolated.

For a prediction equation to be of value therefore two conditions must
be fulfilled:

(1) The equation must be based on a broad but relevant spectrum of
samples to give a wide range of values for the predictor.

(2) The chemical determination used for the predictor must give repeat-
able and reproducible results acceptable to both the nutritionist and
analyst, i.e. variation both in results between repeated determinations
within a laboratory, and between sub-samples sent to different labor-
atories must be acceptably small.

Condition 1 was fully appreciated by those who designed the recent trial
on methods of predicting energy values of compound feeds, carried out by
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Figure 3.3 The distribution of the determined ME values of the 24 compounds used by the
Rowett Research Institute (after Wainman, Dewey and Boyne, 1981)

the Rowett Research Institute (Wainman, Dewey and Boyne, 1981). The
24 compounds used were separately formulated to cover a wide range of
ME values and ingredients, by varying the content of components such as
CP, EE and CF. The resulting ranges of these components, and the
determined ME values can be seen in Figures 3.2 and 3.3.

It is more difficult to meet condition 2. The implications of this condition
are best illustrated by the results of a recently conducted ‘ring test’ in which
23 laboratories, spread throughout Europe, took part (MAFF, 1981).
Samples of 11 feedstuffs of differing nature, ranging from straw to
compound feedingstuffs, were prepared centrally, to minimize sampling
and preparation error. Sub-samples were taken by quartering, and circu-
lated to the participating laboratories, together with recommended
methods of analysis. The methods were not mandatory, local variations
being allowed. The objective was to determine the precision of each
method, precision being defined as ‘a composite quantity, depending upon

(1) variation in results arising from conditions specific to individual
laboratories (between-laboratory variation),

(2) variation between replicates carried out in the same laboratory (with-
in-laboratory variation),

(3) variation in results arising because laboratories deal with analytical
problems associated with different samples in different ways (labora-
tory X sample interaction).’

The four determinations carried out were:

(1) neutral detergent fibre (NDF);

(2) neutral detergent fibre following pre-treatment with amylase
(NDF-A);

(3) acid detergent fibre (ADF); and

(4) lignin (LIG).
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Table 3.6 VARIATION IN ADF DETERMINATION WITHIN AND BETWEEN
LABORATORIES FOR A COMMON SAMPLE OF SILAGE AND A COMPOUND
FEED

Laboratory ADF (%)
Silage Compound (low starch)
1 339 34.8 273 26.9
2 31.4 31.4 26.8 26.8
3 32.8 335 25.5 26.0
4 295 29.3 24.0 23.8
S 348 34.6 28.7 283
6 327 327 27.1 27.4
7 325 32,5 27.5 273
8 325 32.3 27.3 26.5
9 33.1 33.2 27.0 26.8
10 321 32.6 25.0 27.5
11 33.2 33.0 27.7 27.4
12 31.4 31.5 23.8 24.0
13 329 333 26.8 27.0
14 324 32.6 27.4 27.7
15 31.7 31.4 26.5 26.8
16 32.7 325 25.1 24.8
17 333 32.6 28.1 27.8
18 32.7 32.8 27.5 27.5
19 32.0 31.9 26.1 26.0
20 335 335 27.3 26.8
21 323 32.1 26.2 25.3
22 31.8 31.6 26.5 26.3
23 327 323 28.1 27.1
Source of variation Componenis of variance
Silage Compound
Between laboratories 1.035 1.254
Between replicates within laboratories 0.074 0.224

(From MAFF, 1981)

The data shown in Table 3.6 are the ADF values obtained in this ‘ring
test’ for one wilted grass silage and one low starch compound. The
components of variance between laboratories and between replicates
within laboratories are also shown. The latter component is used to
measure repeatability, while both are used to measure reproducibility. The
results for other feeds and determinations all show a similar degree of
variation, with the between-laboratory component at least five times larger
than the within-laboratory component.

From these values the absolute difference between two replicate deter-
minations of ADF would be expected to be less than 0.796 for the silage
and 1.386 for the compound 95% of the time. This level of repeatability
may well be considered acceptable. Similarly, if the same sample were
analysed in two different laboratories, the absolute difference between
them would be expected to be less than 3.046 for the silage and 3.559 for
the compound, which is far less acceptable.

The means of the duplicate results from all the laboratories have been
tabulated in ascending order (Tables 3.7 and 3.8) and the results of
Duncan’s multiple range test marked by lines alongside. Results not
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Table 3.7 DUNCAN'S MULTIPLE RANGE TEST USED TO COMPARE THE
MEAN ADF VALUES FROM EACH OF 23 LABORATORIES: SILAGE

Laboratory Mean ADF %

4 29.40
2 31.40
12 31.45
15 31.55
2 31.70 -
19 31.95
21 32.20
10 32.35 -
8 32.40 _
7 32.50
14 32.50
23 32.50
16 32.60 1
6 32.70
18 32.75
17 32.95 1
11 33.10
13 33.10 1
3 33.15
9 33.15
20 33.50
1 34.35 I
5 34.70

Results not sharing a common side line differ at least at the 5% level of significance
(From MAFF. 1981)

Table 3.8 DUNCAN'S MULTIPLE RANGE TEST USED TO COMPARE THE
MEAN ADF VALUES FROM EACH OF 23 LABORATORIES: COMPOUND

Laboratory Mean ADF % E— S

4 23.90 I
12 23.90
16 24.95
3 25.75
21 25.75 )
19 26.05 - [
10 26.25
22 26.40 -
15 26.65
2 26.80 1
13 26.90
9 26.90
8 26.90
20 27.05
1 27.10 1
6 27.25 1
7 27.40
18 27.50 1
14 27.55
11 27.55
23 27.60 1
17 27.95
5 28.50

Results not sharing a common side line differ at least at the 5% level of significance
(From MAFF, 1981)
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Table 3.9 ANALYSIS-OF-VARIANCE TABLES OF THE ADF VALUES
DETERMINED AT 12 LABORATORIES ON FOUR SAMPLES OF FEED

Source of variation df A MS VR
Between samples 3 2509.40 836.467 —
Between laboratories 11 10.48 0.989 1.52
Lab. X sample interaction 33 21.44 0.650 12.03*
Between replicates 48 2.57 0.054

Total 95 254429

“Significant at 0.1% level

Table 3.10 MAD FIBRE DETERMINATION OF 28 SILAGES FROM FOUR
DIFFERENT LABORATORIES

In vivo MAD Fibre (%)
ME Laboratory
A B C D
7.45 41.2 40.4 38.9 37.7
7.89 41.4 39.0 40.8 36.9
8.04 36.9 34.4 37.6 35.1
8.20 40.0 36.5 37.1 38.2
8.30 449 39.0 36.8 36.2
8.54 38.0 39.8 37.4 34.7
8.60 39.8 38.3 343 32.6
8.70 38.7 38.4 37.6 354
8.90 349 36.5 342 37.1
8.95 39.1 39.0 375 32.8
9.03 37.2 36.9 32.0 32.0
9.11 36.1 39.8 355 36.4
9.20 38.0 37.3 35.2 35.5
9.22 33.4 36.1 329 31.6
9.30 37.1 34.6 353 36.2
9.31 377 37.5 33.2 32.0
9.41 36.0 329 32.0 324
9.48 34.0 35.5 34.0 36.5
9.61 39.1 36.0 35.5 33.2
9.70 36.9 30.5 32.7 29.2
9.80 36.5 33.2 32.1 31.5
9.91 32.7 29.6 28.2 27.9
10.02 37.2 31.7 29.4 28.9
10.13 36.4 35.1 31.7 32,5
10.38 322 30.5 27.0 28.5
10.57 35.0 32.8 27.4 29.2
10.85 32.4 26.1 28.9 28.9
11.23 30.3 28.5 26.9 25.9

sharing a common side line are significantly different from each other at
the 5% level.

From the ring test, data for four feeds were combined using the values
produced by 12 laboratories, giving the analysis-of-variance shown in Table
3.9. There is a significant laboratory X sample (replicate) interaction
indicating that the differences between laboratories are not consistent for
different feeds. If the results for one feed are plotted against another the
laboratories that give inconsistent results can be easily identified.

Thus a regression of ME (determined in vivo) against ADF would be
much more precise if determined from analyses conducted in the same
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laboratory as that used to analyse the sample for which ME predictors are
needed than if it based on values from different laboratories. To demons-
trate this further, consider the data in Table 3.10. Four laboratories
determined the MAD Fibre in 28 samples of silage whose ME had been
pre-determined in vivo. The data from each separate laboratory were used
to calculate a predictive equation for ME to give the fitted lines shown in
Figure 3.4. Combining these results gave the analysis-of-variance shown in

Independent regressions

Regressions with
parallel slopes

10.5

10.0

9.5

ME (MJ/kg)

9.0

8.5

8.0
A
7. 1
5 25 30 35 40 45
MADF (%)
Laboratory Regression equation % variation
accounted for
A ME = 17.39—- 0.220 MADF 57.7
B ME = 16.13—-0.195 MADF 64.1
C ME = 16.53—0.216 MADF 80.5
D ME = 16.52—0.219 MADF 66.4

Regression equations
with parallel slopes

A ME = 17.07)
B ME = 16.72)
c ME - 16 38) — 0-211 MADF 68.0
D ME = 16.26)

Figure 3.4 Independent regressions of ME on MAD fibre for four laboratories (A, B, C, D)
and their data combined to give parallel slopes

Table 3.11. This indicates that, although the means for each laboratory are
significantly different from each other (P<0.001), the lines have similar
slopes. Thus a set of parallel regression lines can be fitted, which are also
shown in Figure 3.4. The variation in ME accounted for by these parallel
lines is 68%, comparable with the independent regressions. However,
when a pooled line is fitted this percentage reduces to 57%. Thus the error
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in the predictions using a pooled line would be greater, due to the use of
values from different laboratories. This point was made by Morgan and
Whittemore (1982) and by Wiseman and Cole (1983).

The main reason for this increase in the error is the differences between
the y-intercept of the separate lines, indicating the presence of bias, that is,
the values produced by each laboratory are systematically different from
each other and from the population mean, assuming that the laboratories
are a random sample of all relevant laboratories. When the variation is
mainly due to this sort of bias, it is possible to reduce it by improving the
analytical method; however, the first problem is to identify the bias.

Table 3.11 ANALYSIS-OF-VARIANCE TABLE COMPARING THE SEPARATE
REGRESSION LINES OF ME ON MAD FIBRE FROM EACH OF FOUR
LABORATORIES

Source of variation df SS MS VR
Regression 1 50.7781 50.7781 189.31
Between laboratories 3 9.4482 3.1494 11.74*
Between slopes 3 0.1530 0.0510 0.19
Residual 104 27.8963 0.2682

Total 111 88.2756

*Significant at the .19 level

When the results from one ‘ring test’ are analysed, the results from some
laboratories may be appreciably different from the general results. Howev-
er, this may be due to chance, and in a further test other laboratories may
differ. One test cannot show a continuing bias. This can only be shown by a
series of ring tests carried out on a regular basis. Then, if one laboratory
obtains results which are consistently different from the rest, the analyst in
charge can take action. Even if the differences are not statistically
significant, a trend may be discernible, in which case, the analyst may
consider remedial action, or alternatively the nutritionist using the results
may make an allowance when interpreting them. The course adopted will
depend on the magnitude of the bias, the effort needed to correct it, and
the purpose of the analysis.

The ADAS system of analytical monitoring of carefully prepared
samples of standard feeds gives an early indication of unacceptable bias, and
enables the analytical chemists to take immediate corrective action. Each
week one sample each of a hay, a compound and a fishmeal are chemically
analysed by each of the 12 ADAS Analytical Chemistry Departments for
constituents such as crude protein, fibre, ash and minerals. Since the
samples are feedstuffs, the ‘true value’ for any analytical determination is
not known but has to be estimated from the mean of the results after the
statistical elimination of any ‘outliers’. Separate control charts are kept by
each laboratory for each determination so that they can monitor their own
progress against the mean value. Figure 3.5 is an example of one of these
charts, but includes the results from two laboratories. If there is no bias,
the results from any one laboratory will be distributed at random around
the mean line as with laboratory A in Figure 3.5. However, the results for
laboratory B appear to be randomly distributed around a line somewhat
removed from the mean thus indicating a bias.
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Key: —@—Lab A —unbiased
—8—Lab B —biased

% Deviations from
the mean value of 100

Time (weeks)

Figure 3.5 Control chart for two laboratories over a period of weeks. Note: Each week the
mean value is adjusted to 100 then each laboratory plots:
Lab. result x 100

Actual mean value

The bias is not always so obvious, and as the monitoring scheme depends
on graphical methods for identifying bias, improved techniques are being
considered. One of these is the CUSUM chart where each point is
expressed as the deviation from the mean value (as with the current chart),
but then added to the total of all the previous deviations before plotting.
Figure 3.6 shows an example of what happens when data are plotted on an
ordinary control chart and on a CUSUM chart; the latter makes the bias
much more obvious. This improvement will help to bring the Analytical
Monitoring Scheme more in line with schemes used by clinical chemists,
where large errors in analytical technique could be a matter of life or death
to a hospital patient.
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Figure 3.6 Example of how CUSUM charts improve the detection of bias. (a) Control chart
of 50 consecutive mean values. (b) CUSUM chart of the same data
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In practice the control chart used by ADAS analytical chemists (Figure
3.5) usually shows the 95% confidence limits. If an analyst finds that the
results from his laboratory lie outside the limits on one occasion, he need
not take action, because this is likely to occur between two and three times
a year at random. However, three consecutive results outside the confi-
dence limits, in the same direction, would call for immediate action. A
small bias would take longer to identify, although the CUSUM chart would
give an earlier warning than the control charts.

Once bias has been identified at a particular laboratory, the analyst in
charge should make a thorough investigation of the method of chemical
analysis as applied in his laboratory, in order to identify the cause of the
bias and then to take the appropriate corrective action. If correcting an
identified bias would either disrupt the laboratory system, or prove very
expensive, the analyst should discuss the problem with the nutritionist, as it
is possible for the latter to make allowances when using biased figures. This
might be an acceptable compromise for advisory work, but not for a legal
declaration.

Although this scheme has been described as ‘the ADAS scheme’ and is
run weekly in ADAS laboratories, it should be noted that, for four weeks
each year, the scope is enlarged to include laboratories from UKASTA
and the Scottish Colleges. The results obtained are very encouraging. The
MAD Fibre determination gives a narrow spread of values, thus justifying
the use of one equation for the prediction of ME from MAD Fibre by the
three advisory groups (ADAS, Scottish Colleges, UKASTA). A similar
situation exists for the methods of the Weende system of proximate
analysis, except for a small systematic discrepancy (now the subject of
investigation) in the determination of crude protein between the laborator-
ies of ADAS and UKASTA.

Morgan and Whittemore (1982) and Wiseman and Cole (1983) have
both stated that the use of regression equations may be justified if all the
chemical analysis is carried out in one laboratory, implying that the
magnitude of between laboratory and laboratory X sample errors are so
great as to render the predicted values useless. However, this is not so
when close agreement can be reached between properly organized labor-
atories.

In conclusion, it must be remembered that the nutritionist and the
analyst are involved with the planning of diets, which are fed to animals
with varying degree of accuracy. There is little that advisers can do about
this source of variation, except to recognize its existence and to make
recommendations, to the farmer, on its reduction. However, the existence
of on-farm error, however large, must not be used as an excuse for sloppy
work by the analyst or by the nutritionist.
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CEREAL REPLACERS AS ALTERNATIVE SOURCES OF
ENERGY FOR PIGS

N. WALKER*
Agricultural Research Institute of Northern Ireland, UK

Cereal replacers in Northern Ireland

Animal feed manufacturers in Northern Ireland have made more use of
cereal replacers than their counterparts in the rest of the UK. There are
two possible reasons for this. First because Northern Ireland is, to a
marked extent, a cereal-deficient area, cereals are usually more expensive
here than in the rest of the UK. A second reason is the competition
afforded by on-farm mixers who may make use of cheaper farm-grown or
imported barley. For these reasons the compounders in Northern Ireland
are thought to include substantial proportions of cereal replacers, particu-
larly cassava, in their pig finishing and possibly also in their sow diets.

Table 4.1 QUANTITIES OF CASSAVA IMPORTED INTO DIFFERENT AREAS

Area - 1976 1977 1978 1979 _198() 1981 1982
(‘000 tonnes/year)

EEC 2984 3801 5976 5376 4866 6594  (6500)

UK" 7 7 14 29 28 402 (945)

Northern Ireland — — 0.6 10 17 80 (170)

Sources: Department of Agriculture for Northern Ireland (unpublished data); Home Grown
Cereals Authority (1981, 1982a, 1982b)

“Projected values

PIncludes Northern Ireland

The total annual quantity of cassava imported into the EEC has been
more or less static for the past few years but the quantities entering the UK
and especially Northern Ireland have increased substantially in the last two
years (Table 4.1). In 1981/82 Northern Ireland received some 17% of the
cassava imported into the UK although it produced only about 10% of the
total compound feed.

*Also a member of staff of the Department of Agriculture for Northern Ireland and The
Queen’s University of Belfast.
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Table 4.2 THE ANNUAL PRODUCTION OF COMPOUND FEEDING STUFFS
FOR PIGS IN NORTHERN IRELAND

1978179 1979/80 1980/81 1981/82

(‘000 tonnes)
Production by compounders 369 333 259 230
Estimated total consumption® 427 422 395 356
Estimated proportion 0.86 0.79 0.66 0.65

produced by compounders

Sources: Home Grown Cereals Authority (1982c); Department of Agriculture for Northern
Ireland (1982)
#5.5 X no. of sows at beginning of accounting year

This high use of cassava and of other cereal substitutes has been essential
for the Northern Ireland compound trade to remain competitive with farm
mixing. Data collected by the Department of Agriculture for Northern
Ireland (1982) and the Home Grown Cereals Authority (1982c), however,
suggest that in recent years a substantial proportion of pig producers have
changed to farm mixing (Table 4.2), a trend which may reflect some
resistance by pig farmers to the inclusion of high levels of cassava in pig
feeds. The practice by some compound manufacturers of presenting the
same diet formulated with or without cassava is further evidence of this
resistance on the part of Northern Ireland’s pig feeders.

Cassava

The use of cassava in feeds for pigs and other species has been reviewed by
Pond and Maner (1974), Muller, Chou and Nah (1975) and Oke (1978).
This material is known by a variety of names including cassava, tapioca and
manioc, the latter arising from the generic name of the parent plant
Manihot from which the root is harvested. The product is also described
with regard to the processing of the root (Muller, Chou and Nah, 1975).
The simplest processing involves slicing or chopping and drying the
resultant particles or chips in the sun. The dried chips may be ground to a
fine powder, the so-called ‘native’ form, or may, in turn, be pelleted prior
to export. Pelleted cassava is the commonest form in use in western
Europe. The pellets may be damaged in transit and the ‘fines’ containing a
varying proportion of pellets may be traded under the name ‘native’.

CYANIDE IN CASSAVA

Peel forms about 14% of the mature harvested root (Pond and Maner,
1974; Cooke and De la Cruz, 1982) and contains from less than one to
more than 15 times as much cyanogenic glucoside as does the pulp (Sinha
and Nair, 1968). Linamarin is the major glucoside and, following damage
to the plant tissue, it is hydrolysed by the endogenous enzyme linamarase
to free hydrogen cyanide (HCN). The glucoside is referred to as bound
HCN and analysis should account for both the bound and free forms. HCN
contents as high as 1000 mg/kg (Sinha and Nair, 1968) and 600 mg/kg
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(Cooke and De la Cruz, 1982) have been reported in root peelings and in
the peeled root respectively prior to processing. Considerable variation
exists depending on variety, soil type, climate and fertilizer application
(Oke, 1965). The HCN content is a cause for concern when cassava forms a
large part of the diet particularly in human populations. Much has been
written on the role of cassava in the symptoms of goitre, cretinism and
mental retardation (Dorozynski, 1978; Ermans et al.. 1980). For human
consumption the root cortex which contains the majority of the cyanogenic
glucoside is removed by peeling but this is not the case for animal feed. It is
reported that traditional processing, that is slicing and sun drying, is
unlikely to remove all the bound and free cyanide (Cooke and Madnagwa,
1978).

Oke (1978), in his review, suggested that cyanide content varied from 75
to 350 mg/kg. Presumably he was considering processed material although®
he did not explicitly state the origin of these values. Recent imports of
cassava into Europe appear to have lower cyanide contents (Table 4.3).

Table 4.3 HCN CONTENT (mg/kg) OF SAMPLES OF CASSAVA IMPORTED INTO
THE EEC

Country of origin Form of cassava Reference

(1) (@) () (4a) (4b) (4)
Thailand Pellets 41 5-7 3 12 9 5
Thailand ‘Native’ 3 3
Malawi ‘Native’ 58
India Chips 16
Indonesia Chips 27

Reference and analytical methods

(1) Perez et al. (1981) method not stated

(2) Mathers, J., personal communication. AOAC (1975)

(3) Stephenson, Hilary, personal communication. AOAC (1980) acid titration.

(4) Porter, M., personal communication (a) Sinha and Nair (1968) modified; (b) HMSO
(1976); (c) AOAC (1980) acid titration

The precision of the determination of bound-plus-free HCN has been
questioned by Cooke (1978) who suggested an alternative enzymatic
method developed with fresh cassava tissue.

The regulations governing the composition of feedstuffs (HMSO, 1976)
allow maximum levels of HCN in imported cassava of 100 mg/kg and in
complete compound feeds for pigs of 50 mg/kg. There is to be no change in
these values in the revised regulations which came into force in February
1983. The level of free-plus-bound HCN in diets containing cassava is
crucial to the performance of pigs, especially young pigs (Khajarern et al.,
1977, Hew, 1977). After ingestion the glucoside is hydrolysed to HCN,
small amounts of which can be detoxified to thiocyanide and excreted in
the urine. The detoxification is dependent on sulphur, the principal source
of which is likely to be methionine, although elemental sulphur may be
provided as an alternative source (Job, 1975).

OTHER FACTORS AFFECTING THE USE OF CASSAVA

The potential level of HCN in complete diets is one factor influencing the
maximum inclusion of cassava in pig diets. Other factors have been
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reviewed by Oke (1978) and Jordan (1982) and include the variation in
composition from batch to batch, the palatability and enteric effects of
diets containing cassava. Major considerations on the farm are the
dustiness of the material and the abrasiveness of the insoluble ash fraction
and its tendency to separate in wet feeding systems. Other considerations,
probably of minor importance in pig diets, include the availability of its
lysine, its essential fatty acid content, its mineral imbalance, its ulcerogenic
effect and its mycotoxin content.

The variability in composition of cassava is indicated in Table 4.4. These
data do not support the commonly expressed view of the high degree of
variability exhibited by cassava.

The palatability of cassava is of importance particularly when pigs are
fed ad libitum. The depression in growth rate reported by Muller, Chou
and Nah (1975) in finishing pigs fed ad libitum on diets containing in excess
of 30% cassava may be partly due to the lower palatability of these diets.
Further evidence that finishing pigs fed ad libitum will consume less when
the diet contains 50% or more cassava is presented by Portela and Maner
(1972) and by Maner, Baitrago and Jiminez (1967). The dustiness of
unpelleted diets may reduce palatability but when dust is eliminated by
forming a wet mash pigs may still be reluctant to eat (Henry, 1970). Our
own observations show that when pigs are penned singly, some individuals
may require as long as 4 h to consume half their daily ration when fed a diet
containing 0.72 cassava as a wet mash. These pigs, which weighed between
30 and 35kg, had been abrupt.y transferred from a barley/soya/fishmeal
diet and fed at a rate of about three times their maintenance requirement.
The rate of consumption increased and as the pigs became accustomed to
the new diet after one or two weeks, was normal for nearly all pigs. No
such problems were observed with identical feeding and management
when pigs were fed in groups.

Diarrhoea has been reported as a problem with young pigs fed diets
containing 20-40% cassava (O’Grady and Hanrahan, 1979) or fed a ‘high’
level (Anon., 1982). In contrast Aumaitre (1969) found the incidence of
diarrhoea was reduced when cassava was included in the diet of pigs
weaned at five weeks of age. The type of starch affects the site of
digestibility in the intestine (Rerat, 1981) and the high proportion of
amylopectin (70%) in cassava starch (Oke, 1978) increases the undigested
portion of carbohydrate in the ileo-rectum of the monogastric increasing
the substrate for microbial activity. The observations of Maner, Baitrago
and Jiminez (1967) suggest that the cyanide content of cassava may be a
further contributing factor to the onset of diarrhoea. In general, diarrhoea
has not been a problem in the experiments carried out at the Agricultural
Research Institute, Hillsborough except on one occasion (Walker, 1982)
and that was of a minor nature. It is sometimes suggested that constipation
rather than looseness of the faeces is the more likely problem with sows fed
diets containing high proportions of cassava, due to the low fibre content of
such diets. Our own experience is that sow diets containing 50% cassava
produces faeces of similar consistency to those from a barley/soya diet.

In the past it has been recommended that cassava in finishing pig diets
should not exceed 40% (Muller, Chou and Nah, 1975). In experiments
using least-cost diets, Walker and Kilpatrick (1980) constrained cassava
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contents of the diet to 30% but found that pig performance was less than
that expected, due, it is thought in retrospect, to overvaluation of the
nutritive value of the cassava. It was predicted by Robb (1976) that as
cassava was detoxified, the levels of inclusion would be raised. Since then
there have been reports of the use of finishing pig diets containing 70%
cassava with no resultant reduction in performance (Muller, Chou and
Nah, 1972; Job, 1975). The price of cassava in Northern ireland does not
restrict the quantity included in finishing pig diets. Assuming there is
ample screening to give warning of consignments with high HCN contents,
there appear to be few nutritional reasons for applying constraints in the
formulations for finishing pigs.

CASSAVA EXPERIMENTS AT HILLSBOROUGH

In the experiments at Hillsborough, diets were fed wet, with no rigorous
control on the meal:water ratio. This was estimated to range from 1:1.5 to
1:2. All pigs were fed twice a day and feed was rationed according to the
scale in Table 4.5. The method was to formulate the diets without any

Table 4.5 FEEDING SCALE USED IN CASSAVA EXPERIMENTS AT
HILLSBOROUGH

Week no.
1 2 3 4 5 6 7 8 9
Initial live weight* (kg) 27 30 33
MIJ DE/pig/day 17.8 19.1 20.3 21.6 235 254 28.0 299 31.8

#If the initial live weight was, for example, 30 kg the daily allowance was 19.1 MJ DE in the
first week, 20.3 MJ DE in the second week, etc.

constraint on energy density while holding constant the ratio of other
nutrients to energy. The weight of feed allowed per day was adjusted to
give iso-nutrient intakes. The diets were introduced abruptly and the ration
was reduced for a few days to overcome any problems of acceptability.

The first two experiments were concerned with the level of inclusion of
cassava. The first experiment involved 360 pigs and was a factorial design
with cassava included at 0, 150, 300 or 450 kg/tonne and tallow at 0, 50 or
100 kg/tonne. As this experiment progressed it was clear that the highest
level of cassava was not resulting in any major reduction in performance
and the second experiment was therefore run concurrently. This was a
randomized block design with four levels of cassava; 0, 238, 475 or
713 kg/tonne, and so far it has involved 280 pigs. The digestible energy
values for the major ingredients at all rates of inclusion were assumed to be
cassava, 14.2; barley, 12.7; tallow, 32.1 and dehulled soya bean, 14.5MJ/
kg as fed. Examples of the diets in these experiments are shown in Table
4.6.

The results of the extreme treatments of cassava experiments 1 and 2 are
presented in Table 4.7. They show that growth rate declined with increas-
ing cassava levels but that feed conversion ratio and killing out percentage
were hardly affected. This suggests that the nutrient densities of the diets
containing cassava had been overestimated thereby invalidating the
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Table 4.6 EXAMPLES OF DIETS USED IN THE CASSAVA EXPERIMENTS AT
HILLSBOROUGH

Experiment no.

1 1 1 land?2 2and3

Cassava 450 0 450 0 713
Barley meal 135 645 299 807 0
Tallow 100 100 0 0 0
Dehulled soya bean 282 226 224 170 258
Methionine 1.3 0.4 0.9 0 1.4
Dicalcium phosphate 20 12 14 6 20
Limestone 4 10 6 11 1.5
NaCl 3.7 35 32 3.0 33
Trace mineral/vitamin 3.6 3.5 3.3 3.0 33
Analysis (per kg as fed)

calculated DE*® (MJ) 15.4 14.7 13.3 12.7 13.9

dry matter (g) 900 900 883 884 892

nitrogen X 6.25 (g) 148 158 146 164 153

crude fibre (g) 34 46 41 49 31

ash (g) 72 55 68 47 80

oil (g) 109 113 13 19 10

? Assuming a value for cassava of 14.2. The subsequent experimental results suggested a lower
value.

Table 4.7 THE EFFECT OF CASSAVA ON THE PERFORMANCE OF PIGS FROM
35TO 85 kg LIVE WEIGHT*

Cassava content in diet (kg/tonne)

Experiment 1 Experiment 2
0 450 SE mean 0 715  SE mean
Growth rate (g/kg) 710 688 8 741 680 10
Feed conversion ratio 2.80 2.780.05 2.99 3.01 0.05
Kill out (%) 781 779 0.2 76.2 768 0.2
Backfat thickness at P, (mm) 148 15.6 0.3 152 159 0.3
Carcase length (cm) 79.8 78.8 0.3 792 784 0.2

#Only the results of the extreme treatments are presented here. No differences were
significant except growth rate in experiment 2 (P<0.01)

assumption of iso-nutrient intakes on all treatments. The result of this
error was that pigs assigned to the cassava-containing diets had been
underfed, which presumably resulted in the lower growth rates. The effects
on carcase fatness and length, although statistical non-significance, were
consistent in both experiments, and indicate possible nutrient imbalances
in the cassava-containing diets.

DIGESTIBLE ENERGY OF CASSAVA

When these experiments were planned it was assumed on the basis of
literature reports (Anon., 1977; Aumaitre, 1969; Muller, Chou and Nah,
1975; Pond and Maner, 1974) that the digestible energy of cassava was
14.2MJ/kg as fed (110 g/kg moisture). The results of the second cassava
experiment were used to estimate the DE value of cassava. The values for
barley and dehulled soya bean meal given above were used. It was assumed
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that growth rate was directly proportional to DE consumption. This
assumption allowed the estimation of the amount of DE consumed per day
for the cassava-containing diets. These values were adjusted for differences
in the rates of fat production between treatments assuming

(1) that an increase of 1 mm backfat thickness at P, is equivalent to an
increase of 1.2 percentiles in fat content in the carcase (Whittemore
and Elsley, 1977)

(2) that the ratio of ME to DE is 0.96, and

(3) that it requires 53.5 MJ ME to deposit 1kg fat (Agricultural Research
Council, 1981).

The calculated DE values for cassava for the diets containing 238, 475
and 713 kg/tonnes cassava were 12.9, 12.4 and 12.7 MJ/kg air dry matter
respectively. These are considerably lower than the published values given
above but are closer to the figure reported by Perez et al. (1981) of
13.0MJ/kg as fed for cassava from Thailand containing 65% starch. This
would be similar to the type of cassava used in the Hillsborough experi-
ments. Perez et al. (1981) also reported a DE value of 14.3MlJ/kg for
cassava from Malawi containing 74% starch. Recently the digestible
energy of a batch of cassava used in the Hillsborough growth experiments
was measured as 14.0 MJ/kg air-dry material (K.J. McCracken, personal
communication) but it was found that the utilization of ME was lower than
that from control diets. This lower utilization would be accounted for in the
modified ‘DE’ value calculated from the Hillsborough results. It would
thus appear that the DE value of cassava calculated by a digestibility trial
should be discounted when used in diet formulation by linear program-
ming.

METHIONINE SUPPLEMENTATION OF CASSAVA DIETS

In view of the low HCN levels found in shipments of cassava from Thailand
in the past few years it may not be necessary to supply a surplus of
methionine for detoxification. This is currently under consideration at
Hillsborough in a third experiment. The diet used in experiment 2
containing 713 kg cassava and 1.4 kg synthetic methionine per tonne (7Table
4.6) is under comparison with similar diets supplemented with 0.7 or O kg
synthetic methionine. The calculated total methionine + cystine contents
of the three diets are 5.4, 4.7 and 4.0 g/kg air dry diet respectively and the
proportions of these amino acids to lysine are 0.61, 0.53 and 0.45
respectively. The last of these diets with no synthetic methionine added
may not be sufficient to provide the sulphur amino acid requirements of
the finishing pig (Agricultural Research Council, 1981). Results from 42
individually-penned pigs (Table 4.8) suggest there is a small but a
non-significant advantage in liveweight gain and feed conversion efficiency
when synthetic methionine is added to a diet based on cassava and
dehulled soya bean as the only major ingredients. The interim results from
a group feeding experiment are confirming this trend and suggesting an
even larger advantage in favour of the higher level of supplementary
methionine.
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Table 4.8 THE RESPONSE OF FINISHING PIGS TO SUPPLEMENTARY
METHIONINE WHEN FED A DIET CONTAINING 713 kg CASSAVA/TONNE

Sulphur amino acids SE mean Statistical
(g/kg air dry diet) significance
Synthetic methionine 0 0.7 1.4
Total methionine + 4.0 4.7 5.4
cystine
Growth rate (g/day) 701 719 721 14 NS
Feed conversion ratio 2.87 2.83 2.83 0.06 NS

The limited data on the response to supplementary methionine was
reviewed by Adegbola (1977) who found one instance (Job, 1975) in which
there was no response when a diet based on 71% cassava and 24.5% soya
bean meal and containing 90 ppm cyanide was supplemented with either
2 g methionine/kg or alternative sulphur sources. Contrasting evidence was
reported by Hew and Hutagalung (1972) and by Pond and Maner (1974)
who found growth responses to methionine when added to diets containing
about 50% cassava. In both cases the addition of fat (palm oil or beef
tallow) to the basal diet was found to nullify the effects of methionine.
More recently O’Grady and Hanrahan (1979) reported a positive but
non-significant response when a cassava/soya diet containing 3.8g
methionine plus cystine/kg was supplemented with 1.8 g methionine.

As stated above the interaction between cassava and tallow was investi-
gated in the first experiment. The results show a significant interaction
between the two ingredients. The decline in growth rate with increasing
levels of cassava was arrested when tallow was included in the diets (Table
4.9). With the system of feed rationing employed, growth rates would have

Table 4.9 THE INTERACTION® BETWEEN CASSAVA AND TALLOW ON
GROWTH RATE (g/day) IN FINISHING PIGS

Cassava in diet

(kg/tonne)
0 150 300 450
Tallow in diet 0 721 720 670 662
(kg/tonne) 50 723 690 697 698
100 686 704 728 703

*The interaction is statistically significant (P = 0.013) and the standard error of a mean is 13.2

been equal on all treatments if the estimated DE values had been additive
and if energy in the different ingredients had been utilized with equal
efficiency.

It may be possible to improve further the performance of pigs fed diets
containing cassava by attention to the mineral and vitamin components of
the diet. The calcium and phosphorus contents of cassava root meals are
often relatively high but other minerals notably copper, iron and zinc are
relatively low (Hutagalung, 1977). The balance of these minerals together
with iodine and cobalt should be considered. Hutagalung (1977) also draws
attention to the vitamin levels in cassava meal, in particular to the content
of P-carotene (vitamin A), D-a-tocopherol (vitamin E), nicotinic acid,
biotin and cyanocobalamin (vitamin B,,).
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CASSAVA FOR SOWS

Published results from feeding cassava to sows is limited. Gomez (1977)
compared cassava meal/soya diets with maize/soya diets fed to gilts from
20 kg liveweight through rearing and their first parity. Significantly fewer
pigs (three per litter) were reared by the cassava-fed gilts confirming the
trends found previously by this author with fresh cassava and those
reported by Pond and Maner (1974) for both fresh and dried cassava.
Neither these experiments nor the one in progress at Hillsborough have
more than 16 sows per treatment (10 to 16) although the latter will
continue for three successive parities. The trend towards a smaller litter
size on cassava diets found by the American workers appears to be
supported by the interim results at Hillsborough when 25 or 50% cassava is
included in sow diets. However these results contrast with those of Gomez
(1979) who reported normal reproductive rates from sows fed cassava
diets. There is also a possibility that culling rates are higher at Hillsborough
on the cassava diets.

The financial advantage from including cassava in diets should be
discounted for the cost of the extra wear on mills, conveyors and pelleting
equipment caused by its silica content. This cost has not been defined.
Further discounting may be necessary because of the loss which can occur
during handling due to the dust produced from this material. On the farm
the greater physical density of diets containing cassava must be taken into
account when measuring feed allowances volumetrically. For example, the
diets used in the second experiment (Table 4.6) have, in meal form,
relative densities of 0.68 and 0.82kg/¢ for cassava contents of 0 and
713 kg/tonne respectively.

Molasses

With the agreement to control the future quantity of cassava imported into
the EEC, its price advantage over cereals is likely to be reduced. A cereal
replacer with a greater financial advantage at the present time is molasses.
If it is unconstrained, it would be included at the rate of over 20% in a
least-cost pig finishing diet. One product available to agricultural users in
the UK is final molasses. Final molasses differs from high-test molasses, a
product used for animal feeding in the tropics but imported into the UK for
industrial use only, by having less total sugar and more ash, in particular a
higher potassium content (Pond and Maner, 1974).

High-test molasses can be incorporated in finishing pig diets at levels in
excess of 70% without detrimental effect (Velazquez and Preston, 1970)
whereas high contents of final molasses have a laxative effect which may be
intolerable. To prevent diarrhoea, maximum levels of 10, 20 or 30% final
molasses were suggested by Iwanaga and Otagaki (1959) in the diets of pigs
weighing 13-34, 35-68 and 69-90 kg respectively. Similar maxima have
been suggested by other authors (Pond and Maner, 1974; Babatunde,
Fetuga and Oyenuga, 1975; Osuji, 1982; Christon and Le Dividich, 1978)
although it has been shown that the addition of crude or refined sugar to
diets containing a high content of final molasses may be beneficial (Preston
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and Willis, 1969 and 1970). Reasons for the laxative effect of final molasses
have been discussed by Pond and Maner (1974) and by Christon and Le
Dividich (1978) who conclude that this is probably an additive result from a
number of factors. These include the increase in osmotic pressure caused
by high levels of potassium and other minerals and the presence of sugars
such as raffinose which are poorly hydrolysed by the pig. An inadequacy of
intestinal sucrose seems an unlikely explanation since high levels of dietary
sucrose can be efficiently utilized by the pig (Maner et al., 1969). There
are, however, adaptive processes which occur in response to dietary
molasses and these probably include an increase in the specific activity of
intestinal invertase, as found in the rat (Le Dividich et al., 1978) resulting
in an improvement in the utilization of molasses by the pig (Christon and
Le Dividich, 1978). It would be beneficial therefore if a system of gradual
introduction of molasses into the diet could be arranged in a commercial
feeding system.

The digestible energy of final molasses has been reported as 10.0 MJ/kg
by Christon and Le Dividich (1978) and by T.J. Hanrahan (personal
communication) and as 10.3 MJ/kg by NRC (1979). However the apparent
digestibility of the energy declines with increasing additions of molasses to
the diet, particularly in the young pig (Le Dividich and Canope, 1975).
Increasing content has a similarly depressing effect on nitrogen retention
(Christon and Le Dividich, 1978). As with cassava, this reported DE value
may require to be discounted possibly to between 6.5 and 9.5 as suggested
by the growth trial results of Brooks (1972) and Hanrahan (1978). The
possible reduction in killing-out percentage suggested by Christon and Le
Dividich (1978) due to the inclusion of molasses in the diet should be
included in any discounting calculations.

Molasses can be most easily utilized in a wet feeding system by mixing it
directly with water and possibly also with milk by-products, as well as a
balancing meal. Incorporation into the drinking system has, from limited
observations (Walker, unpublished results) a number of drawbacks rang-
ing from gorging and subsequent diarrhoea to refusal to consume the liquid
and subsequent dehydration. The maximum inclusion of molasses in the
mixing and pelleting of feeds is governed by the stickiness of the material.
Acceptable pellets for pigs have been made by including 10% molasses in
the diet, but the shelf-life of such a product is unknown and the reduction
in nutrient density of such a formulation may not be acceptable to the
majority of feed manufacturers.

Silage effluent

Silage effluent is more valuable than a mere cereal replacer, being ideally
balanced for digestible energy and amino acids for the finishing pig
(Patterson and Walker, 1979b), although it does contain an excess of
minerals, potassium in particular (Patterson and Walker, 1979a). In
regions where silage effluent is available, the saving in feed costs due to its
use can be in excess of £3 per pig after allowing for the cost of its collection
and storage. It has been estimated (Patterson, D.C., personal communica-
tion) that the capture and use of all the silage effluent produced in
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Northern Ireland would replace in excess of 40000 tonnes of pig feed per
annum, amounting to over 10% of the amount used in the Province (Table
4.2) and possibly as much as 40% of manufactured finishing pig feed.
Although all silage effluent is unlikely to be diverted for this use, the large
loss in efficiency which effluent represents (5% in the climatic conditions
prevailing in Northern Ireland) is unlikely to be ignored in the future.
Silage effluent has an advantage over molasses for pig feeding in that it can
be fed either with meal in wet feed or with pelleted feeds by offering the
effluent through the drinking system (Patterson, 1981). It is estimated that
some 20000 pigs have now been fed silage effluent at rates equivalent to as
high as 15% of their diet (Patterson and Walker, 1980).

Little is known about the additivity of the wet or semi-dry cereal
replacers. If one accepts constraints for individual ingredients of 3.3 ¢/day
each for silage effluent and skim milk, 6.8 €/day for whey and 20% of the
total diet for molasses, and if there is no detrimental interaction between
these ingredients, then the theoretical saving in feed costs compared with
a barley plus soya bean meal diet of the type indicated in Table 4.6 exceeds
£4 per finishing pig. The inclusion of cassava may increase this saving
further depending on the current price situation. So far as is known the
additivity of this combination of ingredients has not been tested and the
physical properties of such a mixture may well introduce some problems
with the mechanical apparatus for the efficient dispensing of such a diet.

Comparison of control diet with manufactured compounds

Recently the barley/soya diet used for the control treatments for the
finishing pig in experiments reported here (Table 4.6) was compared with
two leading brands of manufactured feed and they were found to be not
Table 4.10 A COMPARISON OF A BARLEY/SOYA BEAN MEAL DIET WITH
MANUFACTURED COMPOUNDS FOR FINISHING PIGS

Barley/ Compound Compound SE mean
B

soya A
No. of pigs 80 80 80 —
Calculated DE of diets (MJ/kg) 12.7 13.3 14.0 —
Growth rate (g/day) 778 787 782 6.5NS
Feed conversion ratio 2.72 2.56 2.47 0.02*
Energy conversion ratio _
(MJ DE/kg carcase gain) 4.5 43.7 43.5
Backfat thickness at P, (mm) 15.6 16.2 16.7 0.3NS
#P<0.001

significantly different when compared on the basis of conversion of
digestible energy to carcase weight (Walker and Patterson, 1982). A
summary of the principal results is given in Table 4.10.

Conclusions

In conclusion the most cost effective cereal replacers for finishing pigs are
those with relatively low dry matter content which cannot be used by feed
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manufacturers. Molasses, which is of intermediate dry matter content, can
contribute to moderate financial savings at present if it can be incorporated
into ‘dry’ diets. The greatest potential lies in the reduction of cost in
finishing pig diets and can be achieved by those producers operating wet
feeding systems who are prepared to accept a flexible approach to diet
formulation, nutrient density and to rationing.
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PREDICTING THE ENERGY CONTENT OF PIG FEEDS

J. WISEMAN and D.J.A. COLE
University of Nottingham School of Agriculture, UK

Direct determinations of the digestible (DE) and metabolizable (ME)
energy content of pig feeds require lengthy and expensive animal metabol-
ism experiments. Thus routine quality control in feed mills, where data
relating to the DE or ME centent of feeds are required in hours rather than
weeks, is impossible. Considerable interest has therefore been shown in
the prediction of DE and ME of feeds, usually by establishing relationships
with one or a combination of chemical measurements. Such developments
would have additional relevance for mixed feeds if declarations are
widened to encompass some aspects of energy evaluation such as DE or
ME.

Predictors

Prediction equations have been based upon a number of measurements
including proximate analysis, detergent fibre analysis, digested nutrients
and physical characteristics. Due to the well established negative influence
of crude fibre (CF) on diet digestibility, this term has received considerable
attention in the construction of prediction equations. However, as a direct
measurement of the indigestible portion of a feed, CF has severe limita-
tions. During its determination, a considerable amount of hemicellulose
and lignin (both components of the plant fibre complex and supposedly
indigestible by non-ruminants) may become soluble and hence lost from
the residue (Van Soest and Robertson, 1977). Such observations have led
to new proposals concerning fibre measurement, and the analysis of plant
material, based upon differential solubility in various detergent solutions,
has been suggested by Van Soest (1970). The three major fractions are
neutral detergent fibre (NDF—representing the cell wall), acid detergent
fibre (ADF—equivalent to the lignocellulose complex) and acid insoluble
lignin (AIL). A modification to ADF (giving MADF) has been proposed
by Clancy and Wilson (1966). Buffered acid detergent fibre (BuADF) has
been advocated by Baker (1977).

Despite observations that CF is a poor measure of plant fibre, there is no
consistent superiority of, for example, NDF, ADF and MADF over CF in
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the prediction of either the DE or ME content of compound diets or
feedingstuffs for pigs. For example, Drennan and Maguire (1970) found a
marginal superiority of MADF over CF while King and Taverner (1975)
observed that NDF was slightly superior to both ADF and CF (Table 5.1).
Morgan, Cole and Lewis (1975), however, suggested that CF was a better
predictor of both DE and ME than MADF, and Wiseman (1979) found no
real advantage in using detergent fibres compared with CF for cereals
(Table 5.1).

Table 5.1 EXAMPLES OF CORRELATION BETWEEN EITHER DE OR ME AND
FIBRE, TOGETHER WITH EQUATIONS FOR ESTIMATING THE DE CONTENT OF
PIG FEEDS FROM THEIR FIBRE CONTENT

Correlation between DE, ME and fibre™

CF MADF NDF ADL BuADF
DE -0.87 -0.88 -0.82 -0.88 -0.65
ME -0.87 -0.88 -0.82 -0.89 -0.64

Prediction equations based on fibre®

DE (kcal’lkg DM) = 4314 - 37.22 NDF% rsd = 265, ¥ = 0.543
= 4080-52.1 ADF% rsd = 283,r* = 0.543
= 4129-63.98 CF% rsd = 308, r* = 0.459

a_From Wiseman (1979)
®From King and Taverner (1975)

A possible explanation for these anomalous findings is the inability of
any dietary fibre analysis to isolate nutritionally significant fractions.
Furthermore, and this point is relevant to the use of prediction in general,
equations attempt to assess a biological function (i.e. the digestibility of
gross energy) using a mathematical relationship based upon chemical
measurements. This may be regarded as a fundamental weakness of their
use, and also explains why CF may still be an important component of
analysis. It should also be borne in mind that techniques employed in the
determination of both x and y variables need to be rigorously standardized,
and this usually means their assessment in one centre.

Because of the increase in the number of independent variables, greater
success has been achieved when prediction equations have been based on
combinations of chemical measurements instead of just one. Usually
equations have been based upon proximate analysis (being crude protein
(CP), ether extract (EE), nitrogen free extract (NFE), CF and ash).
Modifications have included the use of acid ether extract (AEE) in
preference to EE as the former is a more complete indication of total fat
content of a diet. In addition, the use of NFE has been criticized frequently
on the grounds that its method of determination (as a residual after the
chemical determination of the other components of proximate analysis)
makes it unreliable for inclusion as an independent variable in regression
analysis. Consequently, other techniques have been suggested, such as
estimating the soluble carbohydrate content of feeds (e.g. Bolton, 1960).
Whether these modifications have any advantage in regression analysis, as
with the use of different types of fibre analysis, is not yet clear. While in a
comparative study, Morgan, Cole and Lewis (1975) indicated a marginal
superiority of AEE over EE, there was no real advantage to be gained in
using direct determinations of soluble carbohydrate.
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There has been interest in the use of digestibility (whether in relation to
individual components or combined as total digestible nutrients—TDN) in
the prediction of DE or ME. When a move to DE from TDN as a feed
evaluation system was recommended for pigs (ARC, 1967), the wealth of
data on TDN values that had accumulated, together with a relative paucity
of information on DE content, meant that to predict the latter from the
former would have been of considerable practical value, particularly in the
immediate short term. Table 5.2 illustrates some of the relationships

Table 5.2 PUBLISHED ESTIMATES OF THE RELATIONSHIP BETWEEN TOTAL
DIGESTIBLE NUTRIENTS (TDN) AND DIGESTIBLE ENERGY (DE) OF PIG DIETS
(TYPES OF FEEDINGSTUFFS ARE GIVEN IN PARENTHESES)

1kg TDN = 16.70 MJ/kg DE* (compound diets)

18.29 MJ/kg DE" (compound diets)

18.41 MJ/kg DE* (compound diets)

18.83 MJ/kg DEY (compound diets)

18.67 MJ/kg DE® (compound diets)

18.49 MJ/kg DE' (compound diets)

19.48 MJ/kg DE® (compound diets and feedingstuffs)
17.71 MJ/kg DE" (cereals)

“Maynard, 1953; hSchneider, 1947, “Swift, 1957, "Crampton, Lloyd and McKay, 1957;
eZivkovic and Bowland, 1963; 'Robinson, Prescott and Lewis, 1965; &Morgan, 1972;
"Wiseman, 1979

obtained. However, as the calculation of TDN assumes that 1 unit of
digestible crude protein has the same value as 1 unit of digestible nitrogen
free extract, then TDN lies closer to ME than DE. Thus, the prediction of
DE from TDN is conceptually unsound and would suggest that in the long
term DE (and ME) values should be directly obtained. It follows that the
crude protein content of a feed will alter the relationship between DE and
TDN, and separate equations may need to be used for feeds of varying CP
content.

The use of digested nutrients in the prediction of DE or ME (e.g.
Nehring, 1969; Thorbek, 1970; Morgan, Cole and Lewis, 1975) has tended
to result in greater accuracy, presumably because four independent
variables (digestible crude protein, digestible crude fat, digestible nit-
rogen-free extract and digestible crude fibre) are used. However, the
determination of digestibility coefficients requires an identical procedure
to that needed for DE or ME, and to predict energy content from
digestibility coefficients seems therefore to be of limited relevance. Addi-
tionally, there could be considerable errors associated with the use of
tabulated values for individual digestibility coefficients. The use of physical
measurements including bulk weight and 1000 grain weight has been
confined to whole cereals, but with limited success (Bhatty er al., 1974;
Christison and Bell, 1975).

Prediction of individual feedingstuffs
It is useful to consider the prediction of the DE and ME content of

individual feedingstuffs before discussing compound pig diets. Such proce-
dures were originally suggested as an alternative to the practice of grouping



62  Predicting the energy content of pig feeds

a wide range of diets and feedingstuffs together for the purpose of
formulation of prediction equations. Morgan, Cole and Lewis (1975)
obtained the following relationship between DE and CF based on 14
feedingstuffs and three compound diets:

DE (kcal/kg DM) = 4323 — 137 CF(%)
rsd =330, 2 +0.81, n =17 (1)

The accuracy of prediction (in terms of residual standard deviation, rsd and
r?) was significantly improved if a group of like feedstuffs was considered.
For example, when the three high protein feedingstuffs (soya bean meal,
groundnut meal and bean meal) were omitted from the regression analysis
the following relationship was obtained:

DE (kcal/kg DM) = 4228 — 140 CF(%)
rsd =181, r*=0.94, n =14 )

Similarly, King and Taverner (1975) observed that the digestibility of the
NDF fraction in sweet lupin seed meal was different from that same
fraction in other feedingstuffs. The overall relationship obtained was:

DE (kcal/lkg DM) = 1.510 GE — 2579 — 39.37 NDF(%)
rsd =127, r*=091, n=15 3)

Eliminating sweet lupin seed meal-based diets improved the accuracy of
prediction giving the following equation:

DE (kcal’kg DM) = 1.177 GE — 1085 — 40.22 NDF(%)
rsd =107, r*=0.94, n=11 4)

These results confirm those of Farrell (1973) who found that the
digestibility of cell wall constituents in diets high in fibre was both variable
and dependent upon the source of the fibre.

It could be concluded that the approach whereby feedingstuffs of widely
differing types are pooled for the purposes of formulation of prediction
equations is not valid, and that an improvement in the accuracy of such
equations may result if feedingstuffs were to be grouped into specific
classes. Initially, cereals were considered by Wiseman and Cole (1980) who
presented prediction equations for eight samples of barley and wheat, four
of maize and two each of rye and oats. Although the equations derived
were of acceptable accuracy when they were applied to only one cereal
species, the residual standard deviation was higher than the variability in
values determined during animal metabolism trials. It was therefore
concluded that recommended DE and ME data for cereals would be more
accurate than those derived from prediction equations. A similar conclu-
sion was reached by Batterham et al. (1980a) in a study of cereals and
wheat by-products, although they did indicate that prediction equations
could be useful for weather-damaged cereals.

In general, therefore, prediction equations are of limited application for
those feedingstuffs (e.g. cereals) where there is lack of any appreciable



J. Wiseman and D.J.A. Cole 63

variability in both dependent and independent variables. However, where
variability is significant then they may be of considerable value. For
example, Batterham et al. (1980b) in a study of meat meals, meat and bone
meals and bone meals obtained the following equation for DE:

DE (MJ/kg) = —2.97 + 0.77 GE (MJ/kg) + 0.020 EE (g/kg)
+ 0.080 Ca (g/kg) — 0.159 P (g/kg)
rsd = 0.530, r*=0.89, n=14 5)

However, the same study reported that it was difficult to predict reliably
the crude protein digestibility—an important component of feedingstuff
quality and one known to be influenced considerably by processing
conditions. Processing (used to sterilize, to improve digestibility by altering
for example the structure of the polysaccharide molecules, or to denature
non-nutritive factors) may also influence markedly the DE or ME content
of a feedingstuff, but such a change in nutritive value may not be
accompanied by any major change in chemical measurements. For exam-
ple, Wiseman (1981) in a study of full fat soya beans fed to poultry
observed that there was a considerable difference in the directly deter-
mined AME of various differently processed products, but that this was
not associated with any alteration in proximate analysis. In this context,
prediction equations are obviously of limited value.

Prediction of mixed diets

Despite the possible advantages to be gained from considering individual
feed ingredients, either separately or in groups of similar materials for the
purposes of energy prediction, the use of the values obtained to calculate
the DE or ME of a compound diet comprising a number of ingredients can
be criticized. These calculated DE or ME values of mixed feeds which are
based on individual ingredients will contain all the accumulated errors
associated with prediction equations for each ingredient. The feed com-
pounding industry is more interested in equations to estimate the energy
content of compound diets. Previous prediction work (Drennan and
Maguire, 1970; Morgan, Cole and Lewis, 1975; King and Taverner, 1975)
has considered either a combination of both compound diets and individual
feedingstuffs, or a relativly small number of compound diets.

At the University of Nottingham School of Agriculture, 99 compound
diets for pigs have been analysed for DE and ME content, together with
proximate analysis, MADF and GE. These compound diets represented a
wide range in value for each of the measurements (Table 5.3), although all
were representative of commercial practice. Correlation coefficients be-
tween measurements are shown in Table 5.4. At the outset it was
considered inappropriate to include NFE in regression analysis because it
is calculated by difference and is not therefore an independent variable; it
was also thought invalid to include CF and MADF in the same equation.
Prediction equations incorporating various measurements have been deter-
mined and these were assessed in terms of residual standard derivations
and values for 7* (the proportion of the variation in the dependent variable
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Table 5.3 RANGES IN ENERGY AND CHEMICAL
MEASUREMENTS OF 99 COMPOUND DIETS EVALUATED
AT THE UNIVERSITY OF NOTTINGHAM AND FORMING
THE BASIS OF PREDICTION EQUATIONS USED IN LATER
TABLES. (ALL MEASUREMENTS ARE ON A DRY MATTER

BASIS)

DE (MJ/kg) 13.78-17.86
ME (MlJ/kg) 13.13-17.61
GE (Ml/kg) 17.80-21.87
CP (%) 12.2-28.3
EE (%) 1.0-14.2
CF (%) 2.2- 6.7
MADF (%) 3.5-10.4
ASH (%) 3.2- 9.2
NFE (%) 53.1-73.5

Table 5.4 INDIVIDUAL CORRELATIONS (r) BETWEEN ALL MEASUREMENTS
FROM THE 99 COMPOUND DIETS PRESENTED IN TABLE 5.3

ME GE CP EE CF MADF  Ash NFE
DE 0.974 0.751 -0.045 0.733 -0.274  -0.355 0.126  -0.385
ME — 0.771 -0.164 0.748 -0.245 -0.330 0.138  -0.329
GE — — -0.316 0.925 0.237 0.141 0.421 -0.631
CP — — — -0.071  -0.055 0.316 0.346  -0.625
EE — — — —_ 0.110 0.045 0.361 -0.659
CF — — — — — 0.740 0.089 -0.235
MADF — — — — — — 0.197 -0.285
Ash — — — — — — —_ 0.694

accounted for by the equation). However, another important indication of
their usefulness, relevant to the feed industry, is the ease of determination
of the independent variables (simplicity and time) together with the cost of
analysis (equipment, labour and chemicals).

PREDICTION OF DE AND ME USING LINEAR EQUATIONS BASED UPON
PROXIMATE ANALYSIS, MADF AND GE

Regression analysis allowed the effect of removing or adding individual
independent variables from or to relationships to be determined. Initially,
considering just proximate analysis (but replacing CF by MADF), the
following equations were derived:

DE (MJ/kg DM) = 16.42 + 0.025 CP% + 0.222 EE% - 0.240 MADF%

- 0.77 ash%

rsd =0.447,* =0.71,n = 99 (6)
ME (MJ/kg DM) = 13.35-0.014 CP% + 0.247 EE% - 0.254 MADF%

—0.040 ash%

rsd =0.515,*=0.71,n = 99 @)

The original correlation matrix (Table 5.4) together with an examination
of partial correlation coefficients for all the independent variables in
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Table 5.5 PREDICTION EQUATIONS FOR DE AND ME CONTENT OF
COMPOUND DIETS WHICH EXCLUDE GE (n = 99 COMPOUND FEEDS)

(a) Equations based on MADF

DE(MJ/kg) = k CpP EE MADF Ash rsd r
16.42 +0.025 +0.222 -0.240 -0.077 0.45 0.71
16.83 +0.216 -0.238 -0.051 0.45 0.69
16.65 +0.208 -0.247 0.45 0.69

ME(MJ/kg) = k Cp EE MADF Ash rsd r
13.35 -0.014  +0.247 -0.254 -0.040 0.52 0.71
16.11 +0.251 -0.255 -0.055 0.51 0.69
15.91 +0.242  -0.265 0.52 0.69

(b) Equations based on CF

DE(MJ/kg) = k Cp EE MADF Ash rsd r
16.56 +0.014 +0.230 -0.308 -0.101 0.46 0.68
16.81 +0.227 -0.312 -0.086 0.46 0.68
16.43 +0.213 -0.318 0.47 0.66

ME(MJ/kg) = k CP EE MADF Ash rsd r
16.45 -0.026 +0.256 -0.337 -0.065 0.53 0.69
16.07 +0.263 -0.330 -0.093 0.53 0.68
15.67 +0.248 -0.337 0.54 0.67

equations 6 and 7 suggested that both CP and ash could be omitted with no
significant reduction in accuracy (Table 5.5). A large proportion of the
variation in DE and ME values could therefore be explained in terms of
EE and fibre; the use of MADF gave a more accurate fit than CF, although
the advantage in using the former was only small.

It may be argued that a more relevant approach when formulating
prediction equations for DE and ME is one which at first considers their
major determinant, namely gross energy, and then incorporates those
factors likely to have a modifying effect. Such an approach of using GE as a
predictor has been previously considered by King and Taverner (1975) and
Batterham et al. (1980a,b). Those components likely to have the major
effect of modifying GE are fibre and fat. Accordingly a second series of
regression analyses considered the prediction of DE and ME from GE, and
subsequently added various components of proximate analysis to the
model. The use of GE as the only independent variable produced the
following equations:

DE (MJ/kg DM) = 3.233 + 0.671 GE (MJ/kg DM)

rsd = 0.534, r2=0.56, n =99 (8)
ME (MJ/kg DM) = 0.295 + 0.790 GE (MJ/kg DM)
rsd = 0.591, r2=0.59, n=99 9)

Both equations indicate that a substantial proportion of the variability in
DE and ME could be explained in terms of variability in GE.

Adding individual components of proximate analysis to the two func-
tions (equations 8 and 9 above) produced the equations shown in Table
5.6. Introduction of fibre alone (in this case CF was superior to MADF)
considerably improved the accuracy of prediction of both DE and ME. The
values for residual standard deviations and r? of equations based only on
GE and CF (being 0.38, 0.77 and 0.43, 0.79 respectively for DE and ME)
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Table 5.6 PREDICTION EQUATIONS FOR DE AND ME CONTENT OF
COMPOUND DIETS WHICH INCLUDE GE (n = 99 COMPOUND DIETS)

(a) Equations based on CF

DE(MJkg)= k GE Cp EE CF Ash rsd r
-2.293  +1.064 +0.035 -0.053 -0.442 -0.191 0.33 0.85
0.662 +0.986 +0.033 -0.442 -0.185 0.33 0.85
1.839  +0.862 -0.427 -0.146 0.34 0.83
2.799  +0.772 -0.424 0.38 0.77
ME(MK/k) = k GE Ccp EE CF Ash rsd P
-3.949  +1.157 +0.004 -0.051 -0.483 -0.163 0.39 0.83
-1.091 +0.994 -0.005 -0.464 -0.157 0.39 0.83
-1.282  +1.000 -0.463 -0.163 0.39 0.83
-0.211 +0.899 —-0.460 0.43 0.79
(b) Equations based on 