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Preface

With the rapid development and continuing advances of computer technologies and
numerical computation, many new multidisciplinary research areas have emerged,
including computational chemistry, computational physics, computational biology,
and others. It is recognized that computational methodology has now became one of
the three basic methodologies of conducting scientific and engineering research,
along with theoretical investigation and experimental studies.

In the 1970s, the cross-disciplinary studies of fluid dynamics and numerical
computation had led to the new research area of computational fluid-dynamics
(CFD). This multidisciplinary development later on extended to heat transfer; and
consequently the field of computational heat transfer (CHT), or numerical heat
transfer (NHT) was introduced. The establishment of these two new research areas
has helped scientists and engineers solve many difficult problems, such as the
prediction of flow and heat transfer behaviors in engineering design and
applications.

Nevertheless, what chemical engineers deal with includes not only fluid flows
and heat transfer, but also mass transfer and chemical reactions. The detailed
information of mass transfer, especially the concentration distribution, is essential
to the design and the assessment of chemical equipment as it serves as the basis in
evaluating the process effectiveness or efficiency. The conventional approach to
predict the concentration field is by the empirical method which is not only
unreliable but also lacking of theoretical foundation. Thus a rigorous method for
accurate predictions needs to be investigated.

Mass transfer processes are complicated, usually involving turbulent flow, heat
transfer, multiple phases, chemical reactions, unsteady operation, as well as the
influences from internal construction of the equipment and many other factors.
To study such complicated system, we propose a novel scientific computing
framework in which all the relevant equations on mass transfer, fluid-dynamics,
heat transfer, chemical reactions, and all other influencing factors are involved
and solved numerically. This is the main task and research methodology of
computational mass transfer (CMT).

Moreover, all mass transfer processes involve the diffusion through the
interface between adjacent phases. Interfacial effects, such as the Marangoni
convection and the Rayleigh convection, cannot be ignored. Therefore, the study
of interfacial effects is another important aspect of CMT.



vi Preface

In recent years, we explored in this new area on the closure of the differential
turbulent mass transfer equation by proposing the two-equation ¢’ — ¢~ model and

the Reynolds mass flux (fluctuating mass flux) W model. Our approach has been
successfully applied to various chemical processes and equipments, including
distillation, absorption, adsorption and catalytic reaction. The interfacial behaviors
of mass transfer were also studied extensively by both simulations and
experiments.

This book is chiefly based on our published research work and graduate
dissertations in the area of CMT. The purpose of writing this book is firstly
to serve as a text book for the graduate course titled “Introduction to the
Computational Mass Transfer”, offered in the School of Chemical Engineering
and Technology of Tianjin University; and secondly as a reference book for those
who are interested in this area.

The contents of this book can be divided into two parts. The first part, Process
Computation, involves the prediction of concentration, velocity and temperature
distributions in chemical engineering equipment. The second part, Interface
Computation, concerns the prediction of interfacial effect on mass transfer
behaviors.

The first two chapters of this book, which serve as the preparatory materials
on computational methodology, cover the fundamentals of CFD and CHT.
Chapters 3-7 discuss the process computation of various gas—liquid contacting
and catalytic reaction processes and equipments in chemical engineering.
Chapters 8 and 9 introduce the computation of Marangoni and Rayleigh
convections and their influence on mass transfer by using differential equations
and the lattice-Boltzmann method.

The research work presented in this book was performed in the State Key
Laboratory for Chemical Engineering at Tianjin University under the support of
Chinese National Science Foundation (contract number 20136010 and 20736005).
The encouragement from the School of Chemical Engineering and Technology and
Chemical Engineering Research Center of Tianjin University is acknowledged.

We warmly welcome any suggestions, discussions, and criticism on this book.

September 2013 Kuo-Tsong Yu
Xigang Yuan
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Chapter 1
Related Field (I): Fundamentals
of Computational Fluid Dynamics

Abstract Computational fluid dynamics (CFD) is the basic methodology used
extensively in engineering works and also accompanied with the computational
mass transfer (CMT) method as presented in this book. In this chapter, the Rey-
nolds averaging method in CFD for turbulent flow is summarized as a preparatory
material on computational methodology in this book. Emphasis is made on
developing approaches to the closure of the time-averaged Navier—Stokes equa-
tions by modeling the second-order covariant term in the equations. Two modeling
methods are described in detail: the k-¢ method, which is a widely adopted two-
equation model for engineering applications, and the Reynolds stress modeling
method, in which the covariant term is modeled and computed directly. The k-¢
method is easy to apply but its weakness is that an isotropic eddy viscosity must be
adopted and may result in discrepancy when applying to the case of anisotropic
flow. The Reynolds stress method needs more computational work, but it is
anisotropic and rigorous. For reducing the computing load, an Algebraic Reynolds
stress model is also introduced.

Keywords Computational fluid dynamics (CFD) - Reynolds averaging - Closure
of Reynolds-averaged Navier—Stokes equations + Two-equation model - Reynolds
stress model

Nomenclature

k Turbulent kinetic energy, m” s~

P Time-averaged pressure, kg m~' s72
p Instantaneous pressure, kg m's?
r Fluctuating pressure, kg m~' s>

Re Reynolds number

S Source term, kg m §72

t Time, s

u Instantaneous velocity, m s

u'v'w'  Fluctuating velocity, m s~

Uy Frictional velocity, m s7!
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+

Dimensionless velocity
Time-averaged velocity, m s~
Velocity of large-scale eddy in turbulent flow, m s™

1
1

Coordinate

Dimensionless distance

Kronecker symbol; thickness of shearing layer, m
Dissipation rate of turbulent kinetic energy, m* s~
Karman constant

Viscosity, kg m™" s7!

Turbulent viscosity, kg m~' s~

Density, kg m~>
0w 0, Correction factor

T Shearing force, kg m~' 572

~<

3
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Computational fluid dynamics (CFD) has been developed since the seventies of
last century by the cross-discipline between fluid dynamics and numerical com-
putation. It feathers the use of numerical method to solve the differential equation
of fluid motion so as to obtain the velocity distribution (velocity field) and related
flow parameters.

1.1 Equation of Momentum Conservation and its Closure

In CFD, the governing equations for simulating Newtonian fluid are the continuity
and the momentum conservation equations (Navier—Stokes equation). Their basic
forms for incompressible three-dimensional flow are as follows:

Continuity equation

G_p apu,
or axi

=0, i=ijk (1.1)

Momentum conservation equation

Opu;  Opuu;  Op %u,

o o om Fogox

where fluid velocity u; and pressure p are instantaneous values; p, y are, respec-
tively, the fluid density and viscosity, and S; is the source term. Although the
foregoing equations can be solved by direct numerical simulation, the limitation of
computer facility restricts such method so far only applicable to low-Reynolds-
number simple flow. Instead, there are indirect numerical methods for solving
Eq. (1.2), such as Reynolds-averaged numerical simulation (RANS) and large
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eddy simulation (LES), among which the RANS is most commonly used nowa-
days, and therefore, it is briefly reviewed in this chapter.

1.1.1 Reynolds-Averaged Navier-Stokes Equation

For the turbulent flow, according to the basic concept of Reynolds-Averaged
Navier—Stokes Equation (RANS), any instantaneous quantity can be resolved into
two parts: the time-averaged quantity and the fluctuating quantity, the latter is
oscillating positively and negatively around the former. Thus, #; and p can be
expressed as follows:

u =U; + u,
p=P+yp

where U; is the time-averaged velocity, ! and p’ are, respectively, the fluctuating
velocity and fluctuating pressure. Substituting the foregoing relationship to
Eq. (1.1) and (1.2), the following time-averaged equations of continuity and
momentum are obtained:

ap opU;

=0 1.3
or Ox; (1.3)

Sy

opU;  pUY; 0P U @(—P%%)
—_— Si 1.4
o oy om et e 1P (1.4)
If the fluid density p is a constant, we have Ui — 0 from Eq. (1.3), then Eq.

(1.4) becomes

opU; P U o~ piias)

6pU,~
—t U —=—=—= S 1.5
o "o T o Mameg T ax,- te (1.5)
In view of that the dimension of the term pu [kg m~! s72] in the foregoing

average Navier-Stokes equation, which was mtroduced by O. Reynolds (1894), is
identical with stress, such term is terminologically called Reynolds stress. Equa-
tion (1.4) or (1.5) is thus commonly regarded as Reynolds stress equation. If the
fluctuating velocity component u;, u;, ) are denoted, respectively, by u’, v/, w/,

the term pu involves implicitly six unknown variables: — pu’2 —pv’2 — pw’2
—pu'V', puw,and—pvw.
In Egs. (1.4) and (1.1), there are ten unknown quantities, they are
U;(i = UV,W), P, and pu’u (six unknowns), but the number of equations

available for solution are as follows: six equations from Eq. (1.4) and three
equations from Eq. (1.1), totally nine equations. The number of equation in hand is
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insufficient to achieve solution unless the Reynolds stress — pujuj’ can be evaluated
to reduce the number of unknown quantity.

1.1.2 Reynolds Stress Equation

The equation expressing pu u or W can be further derived as follows. Sub-

tracting Eq. (1.5) from Eq. (1. 2) to obtain the u} equation:

opuj . dpu;  OpU;i O Fu W
o x; A Qx; _@_?CerMax/@xj_a_xp(uiuj_uiuj)

/

Similarly, we have the u; equation. Let u; equation be multiplied by ; and u;
equation be multiplied by u}; then, the two resulting equations are added and
averaged to yield the following Reynolds stress transport equation:

Opuju; LU Opuju; _ o Quju;
ot Oxy Oxy Oxy,

> 66 (pu uk—l—éjkulp —l—é,ku )

——0U; —— 0U; Qu)  Ou ) Ou Ou;
_puiuka—x]{—puuka 6x,+8i —2u—t—1

(1.6)

6xk axk

where ¢ is Kronecker symbol:

1y {l(i:k) 5. {l(j:k)}
k06 AK) T 00 £K)

In Eq. (1.6), the two terms on the left side represent, respectively, the increase
in Reynolds stress with respect to time and coordinate (three-dimensional); the
terms on the right side denote, respectively, the molecular diffusion, the turbulent
diffusion, the stress production, the pressure-stain of the flow, and the dissipation
of turbulent kinetic energy.

Although six equations can be written from Eq. (1.6), yet another three

u, Ou
e / / /
unknown terms wuuy, w;p', and :“ax o, are appeared to make it unsolvable; thus

Eq. (1.5) is still not closed.

1.1.3 Basic Models for the Simulation of Turbulent Flow

Several models have been proposed for solving Navier—Stokes equations in tur-
bulent flow besides the direct numerical simulation (DNS), among which are
chiefly:
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e Turbulent viscosity model in which a postulate is applied to simply the Rey-
nolds stress Eq. (1.5);

e Reynolds stress model (RANS) in which the Reynolds stress transport equation
is computed directly by modeling Eq. (1.6) to the form suitable for numerical
computation;

e Large Eddy Simulation (LES) model in which large-scale eddies caused by
turbulence is simulated using Navier—Stokes equation, and the small eddies are
simulated by a sub-grid scale model. This model can be regarded as the com-
bination of DNS and Reynolds-averaged method.

At present, the eddy viscosity model and Reynolds stress model are commonly
used in engineering field. These two kinds of model are described briefly in the
subsequent sections. The LES model requires large computing capacity as well as
heavy computation work so as the application of this model is limited and still
under further development; thus only basic idea of this method is given in sub-
sequent section.

1.2 Turbulent Viscosity Model
1.2.1 Boussinesq Postulation

In 1877, Boussinesq [1] postulated that the Reynolds stress in turbulent flow was
proportional to the time-averaged velocity gradient. Mathematically, it can be

expressed as:
— ou; U, 1 —
—puju; = u;( oy axi’ > — 3 PO

(004 (1.7)
lLi=j

where p, is called the turbulent viscosity (or turbulent diffusivity, eddy diffusivity,
eddy viscosity, and kinematic viscosity) of the fluid which is a variable dependent

on the condition of turbulent flow. The last term on the right side of Eq. (1.7),

1 T . : s oU; oy; .
— 3 pojuiu;, is necessary; otherwise when i = j, the terms b and o in Eq. (1.7)

become zero according to continuity equation so as to make the Reynolds stress
equal to zero, which is obviously unreasonable.

Let k represent the average of turbulent fluctuating kinetic energy of the fluid,
ie.,

1 —
k= 3 (uiuj) =

Then, Eq. (1.7) can be written as:

(W+W+W)

N =
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— oU; dU)\ 2
—pulid = i 9Y 2 sy
puji; ﬂz( o + ax,-> 3 POk (1.8)

As seen in this model, the Reynolds stress that involves six unknown variables
has been reduced to only y, and k. Since the value of y, is a unique value in x, y, z

directions, it is isotropic; thus the anisotropic quantity ugu; is being treated as
isotropic if Eq. (1.8) is applied.

1.2.2 The k Equation

The equation for k can be obtained from Eq. (1.6) by setting i = j and multiplying
both sides by 2 to yield the following form:

Opk Opk 0 Ok 0o — — —oU; ou! ou,

Rl § A s ) = ok i AN T il Mt 4

or T *ox, om (“ axk> o Pl +p ) = i one Vox ome
(1.9)

where the first and second terms on the right side represent, respectively, the
molecular diffusion and the turbulent diffusion, the third and fourth terms represent
the production of Reynolds stress and dissipation of turbulent energy. For con-
venience, define ¢ to be the rate of dissipation,

u Ou; Ou
g==—— —
p@xk axk

(1.10)

In practice, Eq. (1.9) should be modeled to make it suitable for numerical
computation.

The use of modeling method for calculating the complicated differential
equation is commonly employed in CFD. There are several rules for the modeling,
among which the following two are the most important:

1. The diffusion of all turbulent transport quantities by fluid motion, such as u;u;,
k, and ¢, is proportional to its own gradient.

2. The term in the mathematical model after modeling must be retained by the
same dimension using the combination of k, ¢. For instance, time (f) can be

represented by k/e and length (1) by k3/2 /.

Applying the modeling rule, Eq. (1.9) can be modeled as follows.

The first term need not be modeled.

The second term on the right side of Eq. (1.9) is considered proportional to the
gradient of k and W According to the modeling rule of dimensional equality, the
proportional coefficient should have the dimension of (length)*/time, i.e., m* s~ .
We may employ the product of ’ﬁ (dimension s) and W (dimension m? s72) to

keep the dimension before and after modeling consistent as follows:
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—_ k Ok
(ol + ') = Cip <_> e
where Cy is dimensionless constant.

The third term remains unchanged.
For the dissipation term, it can be written as pe by Eq. (1.10).
Then, Eq. (1.9) takes the following form after modeling:

Opk Opk 0 k—\ Ok ou;
R Cop S | £ 7
o T M oxe aka’” "pg”’”f) axk]+p””f e

For the isotropic flow, u u can be further simplified using Eq. (1.8) under i = j

— pe (L.11)

and applied p, = Ckp; as given by Eq. (1.14) in Sect. 1.2.4, Eq. (1.11) becomes:

Opk Opk 0 u,\ Ok
Pk |y 20K G
o T % o K“+ o) T

G — 8Uj+6Ui ouU;
k= Ox;  Ox; ) Oxg

(1.11a)

where oy is a correction factor, usually taken as o, = 1.

It should be noted that Eq. (1.11a) is applicable to isotropic flow, while Eq.
(1.11) can be used in the anisotropic case.

The foregoing k equation involves u, and ¢ two unknown variables and can not
be solved independently unless y, and € can be evaluated as given in the following
section.

1.2.3 The ¢ Equation

The ¢ equation can be derived as follows. Differentiate Eq. (1.5) with respect to x;

2
and exchange the order of -& 3y, and 3,

average; then the following ¢ equation is obtamed.

multiply by 2 7, on both sides, and take the

" axk axkéxj
2
5, Ui (] auk+6u O\, dwoudw (&
# Ox; \ Ox Ox¢  Ouj auk Hax] Ox;j Oxy K 0x;x;

The various terms in the foregoing equation should be modeled as follows [2].

pe apg 0| o JOuloul poul dp ol 0*U;
F Uiz =5 |Hz—— Moot — 2= — 2p
ot axk Oxy |* Oy 7 Oxy Oxy p Ox; Ox;

(1.12)
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The first term on the right side, represented the molecular and turbulent
diffusion, can be considered proportional to the ¢ gradient and u u which can be
expressed in the following form:

O¢ , Ou; Ou 1 ou, op’ k O¢
- _ _ 80k
K Oxy A J dx; Oxg p Ox; 6le <M + Ckp ui > Oxy

113 ”

where the coefficient £ ~ representing the dimension added to the u u term is
necessary in order to keep the dimension of both sides consistent.
The second and third terms, represented the production of turbulent kinetic

energy, can be considered proportional to the gradient of U; and u . as follows:

o, Q*U; oU; ( ou, duj,  Ouj Ou; ——0U;
;( Ml + 2 (ﬁﬂ + ) Clgp uluk

ax ondx; o \ g oy auk ou, e

The fourth and fifth terms, represented the dissipation of turbulent kinetic
energy, can be modeled as the product of “time” (f) and the dissipation rate &:

- ——\ 2
5, 04 0u; B s ooul\ Coobs
u@xj 0Ox;j Oxy H 0x;xy = tup k

The ¢ equation after modeling gives the following forms:

d(pe) O(pe) _ 0 k——\ Oe &——0U; &
S ) = P~ — — Cyep— (1.1
ot + U 6xk axk H + Ckp gulu./ axk + Cl 'pkulu" axk Cz,,D k ( 3)

where C;, and C,, are constants.
For isotropic flow, the u can be simplified at i = j using Eq. (1.8) to yield the
following equation:

0(pe) O(pe) @ k*\ Qe € &
or T g o (\MT O oy T O Oy

G — 6Uj+6Ui oU;
K= Ox;  0Ox; ) Oxg

or expressing in terms of y, as follows:

d(pe) O(pe) 0 1 e &
ope) -9 . . 113
o TV T |\ ] TO ka Cop (1L130)

where the model constants should be determined by experiment. The experimental
determination is based on the principle that the complicated flow equation is also
applicable to the simple flow, such as one-dimensional uniform flow, which can
conveniently perform and obtain the corresponding constants. The conventionally
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adopted constants in Eq. (1.13a) are [3]: C; = 1.44, Cp, = 1.92, and o, = 1.3.
Note that these model constants may be adjusted by different authors to suit
different kinds of flow.

In some literature, the subscript in k and ¢ equations are expressed by i, j instead
of i, k, then Eq. (1.11a) and (1.13a) can also be written in the following equivalent

forms:
Opk Opk 0 u\ Ok
A ) = - 111
o +U o on [(,u + o) o + Gy — pe (L.11a)
O(pe) O(pe) O i\ Oe € &
RN e az g ) =) 4 €G- Cop— 1.1
o + U, o o uw+ o + C ka Cy.p ’ (1.13a)

1.2.4 The u, Equation

The turbulent viscosity y, is considered proportional to the density p, the mean
fluctuating velocity (expressed by k%), and the fluctuating characteristic length;
the latter being proportional to both the mean fluctuating velocity k%> and the time
(expressed by i—‘) Combining these relationships, u, oc k% - k%3 f we have

= Cup— (1.14)

where the constant C, is equal to 0.09 [2].

1.2.5 Standard k — ¢ Model (Two-Equation Model)

The model equations for turbulent viscosity model are as follows:

Continuity equation Eq. (1.3)

Momentum conservation equation Eq. (1.4)
m equation Eq. (1.8) (Boussinesq postulate)
k equation Eq. (1.11a)

¢ equation Eq. (1.13a)

u, equation Eq. (1.14)

In foregoing model equation set, there are seven unknown variables in fore-
going model equations: U;, U;, Uy, P, k, ¢, yu;, while the number of equations
available is also seven: one from continuity equation, three from momentum
equation, and the k, ¢, and p, equations. The solution of this model equations is
able to give the three-dimensional velocity profiles and related flow parameters.
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1.2.6 Renormalization Group Model (RNG Model) [4, 5]

Since the k — ¢ model is isotropic due to applying the Boussinesq postulate
Eq. (1.7), the RNG model modifies it to approximate the anisotropic character of
some flow process and gives better result. The governing equations are similar to
k — ¢ model as shown below:

o(pk)  O(pkU; 0 Ok
%jL (ax' ):a<akﬂeff§)+gk_pg (1.15)
O(pe)  d(peU;) D e L &
T+ ox; _6_x,~ O‘slueffa_xi +C18%Gk—czs,0z (1.16)
where
k2
Hetp = f+ = ot pCu—
] (L —n/no)
C/,=C,———F—=
le 1 1+ﬁ’73
k
n= (2B Eg) '

1 (Ou; Ou;
Ei—— (2
2 <6x_,- " axi)
Model constants are: C, = 0.0845, o = o, = 1.39, Cj, = 1.42, Cp, = 1.68,
o = 4.377, and f = 0.012.

1.2.7 Low Reynolds Number k — ¢ Model [6]

The foregoing two models are suitable to the high Reynolds number flow. For low
Reynolds number, the k — ¢ model could be modified as follows: the model
constants are related to turbulent Reynolds number Re; and an extra term is added
to the k, and ¢ equations as shown below:

d(pk) d(pkU;) D w\ ok okl/2\ 2
_ -2 1.1
ot + Ox; ox; pt o) Ox; + G —pe H on (1.17)

d(pe) dlpeUs) B de , 2 u\
(pF)Jr (pel) _ © pr = +flC15EGk —fzczxiJrZ% —

ot Ox; Ox; ) Ox; k k p \0n? (1.18)
2

Uy :f/xcup?
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where n is the normal coordinate of the wall, fi = 1.0, f, = 1.0 — O.Sexp(fRetz),

B 2.5
Ju=exp {_ (1+ Re,/50)

This model is suitable for Re, < 150.

],andRetzﬁ

ne’

1.2.8 Near Wall Condition

The low Reynolds number k — ¢ model can be used to describe the near wall flow.
In considering no slip condition (velocity equal to zero) on the wall surface, the
velocity gradient near the wall is very steep to form a “boundary layer” in which
very high velocity gradient is established from zero velocity to the velocity of the
bulk flow. Thus, the network grid size should be set to very small to suit such high
gradient so that the computer load is increased greatly. Alternatively, a more
convenient way, the surface function method, is frequently used.

Many investigations reveal that the boundary involves three subordinate layers
from the wall surface to the border of main flow, namely the laminar sub-layer,
transition layer, and turbulent layer. Outside of the boundary layer (three subor-
dinate layers) is the bulk turbulent flow, which is characterized by the individually
specified condition, such as the flow through packing in the packed column.

In the laminar sub-layer, the viscous force and molecular diffusion are domi-
nant; while in the turbulent layer the Reynolds stress and turbulent diffusion are
dominant. In the transition layer, both viscous force and Reynolds stress as well as
molecular and turbulent diffusions are equally important. In practice, the transition
layer is usually neglected or combined with the laminar sub-layer, and thus only
two layers are concerned.

Let 7, and 1, be the viscous shearing stress and Reynolds stress, respectively,
the total stress in the layers can be expressed as:

T=1T3+ 1T = puf
where u, is the friction velocity.

1. Laminar sub-layer: Since 1, = 0, we have

2
T=T, = _— u
S :u ay p T
where y is the coordinate normal to the wall surface. After integrating at constant
u,, we obtain:

U_ yu
U p/p

(1.19)
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If the left side of foregoing equation is denoted by wu't(u™ :Mg)’ called

dimensionless velocity, and the right side is denoted by y*t(y* = ;'7;)), called

dimensionless distance, we have in the laminar sub-layer

ut =yt

2. Turbulent layer: Since ty = 0, and shearing velocity u#, can be considered
proportional to the gradient il—g] and the distance from the wall y, i.e., u; = Ky %—ly],
where k is a constant (Karman constant), we have at constant u,

a;f:a(g) _ 1o (1.19b)

Ur Ky

After integrating, we obtain
T S 1 +
u" =—-Iny" +B=—In(Ey") (1.20)
K K

where the constants B = 5.5, £ = 9.8, k = 0.418 for smooth wall surface.
Equation (1.20) is called “logarithmic rule,” and the turbulent sub-layer is also
regarded as logarithmic layer. Note that such logarithmic relationship is based o n
the constant shearing velocity u,, and the constant B and E should be adjusted if
necessary.

3. The borderline between two layers: Different authors give different values
based on their study. For instance, Versteeg [7] recommend the borderline at
y* = 11.63, below such value is the laminas sub-layer and above that is the
turbulent layer; while the software FLUENT™ [8] designate the border at
yt =11.225.

4. The calculation of u* and y*: The value of u* and y* need to known for near
wall flow calculation. Since the laminar friction velocity u, can be derived for
two-dimensional flow in laminar sub-layer to obtain u, = C}/“kl/ 2 we have
from the definition

=L (1.21)
Ur C/t/ k1/2
Cl/A4g1/2

yr=de T T (1.22)

v v

In practice, the initial value of y is usually selected outside of the laminar sub-
layer so as to neglect such layer in the computation.
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1.3 Reynolds Stress Model

The feature of this model is to solve the Reynolds stress Eq. (1.6) directly instead
of using the Boussinesq postulate.

1.3.1 Standard Reynolds Stress Model

The Reynolds stress Eq. (1.6) should be modeled to make the numerical compu-
tation possible as shown below.

The first term (turbulent diffusion) on the right side of the equation is consid-
ered to be proportional to uu and its gradient. Since the dimension of proportional

]

coefficient should be m? s™' in order to keep the dimension consistent in both

sides, we should add ’g as dimension “time” to the coefficient as follows:

614
(pul uitd), + Sudip’ + dutlip ) pC0 u/ ka

The second term (molecular diffusion) and the third term (production of Rey-
nolds stress) are remained unchanged.
The fourth term (pressure-strain) can be modeled as [8]:

6u6
i ax, C"’k(

The fifth term (dissipation) can be expressed by ¢ provided the dissipation is
through small isotropic eddies:

3

2 -oU; 0 2 = 0U;
_3k5[j> C2p<u a—UJ—Fu’u;c Ui U, U)

au ou! 2 o5
axk axk 3/) Y

After modeling, the Reynolds stress Eq. (1.6) takes the following form:

Opulud, opul, D o, dulu,
P J + Uk pU; J pC l o + u J
ot Oxx Oxy Y Oxy, Ox

U, ——oU; 2
—p(uuka%u,’uz ™ —clp£<u;u;—§k5,-j> (1.23)
3o ax,) 37

—Cyp W%—I—u’u’
i kaxk k

where the constants are: Cy = 0.09, C; = 2.3, C, = 04 [8, 9].
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Equation (1.23) can be written by combining the (uﬁuz% wity g%) term
under constant p to give:

Ut |, 2 _ 0 (e Ky 1) 2
ot Oxy Oxy, 0 Oy

(1.23a)

In the foregoing form, the constants remain Cy = 0.09, C, = 2.3, C, = 0.4.

It is noted that when applying the standard Reynolds model, the k£ and ¢
expression by Egs. (1.11) and (1.13) should be accompanied with Eq. (1.23a) as
auxiliary equations. However, the use of k and ¢ equations does not imply the
implementation of k — ¢ model.

The model equations of standard Reynolds stress model are:

Continuity equation Eq. (1.3)

Momentum conservation equation Eq. (1.4),
Iuj’- equation Eq. (1.23a)

k equation Eq. (1.11)

¢ equation Eq. (1.13)

The number of unknown variables involved is twelve, i.e., U;, U;, Uy, P, six

unknown from ufujf,
twelve: one continuity equation, three momentum equations, six Reynolds stress
equations, k and ¢ equations. Thus the model is closed and solvable.

The standard Reynolds stress model has anisotropic character and thus can give
better result than the k — ¢ model in predicting anisotropic flow, although more
equations need be solved. Note that the model constants may be adjusted for

different flow problems.

k and ¢. Whereas the number of equations available is also

1.3.2 Algebraic Reynolds Stress Model

The complicated Reynolds stress differential equation can be approximated by
transforming to algebraic form.

Under steady condition, assuming the turbulent and molecular diffusions are
compensated by the convection term in the left side, Eq. (1.23) becomes
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—0U; —aU, & [—— 2
p(uj’u}( a—’ + M;u;‘fﬁ_xk) — ClpE (u:uj’ - §k51j>

— C2p<u ), o wiuy o 35iju§u;(a—xk> — gpséij =0

After rearranging, we obtain the following algebraic #;u; equation:

k _ou;

Wi = — —— W%_Hm kG @U+u,u,6U ZW%J-
e\ Ty ce U A T e 3 oY
21
ks
3¢, Y

(1.24)

where C;, = 2.3 and C, = 0.4 [8, 9].
Similar to the standard Reynolds stress model, the algebraic model involves
twelve variables and twelve model equations. The model is closed and solvable.

1.4 Large Eddy Simulation Model

It is commonly recognized that the turbulent flow is composed of eddies (swirling
fluid) in different size, among which the large-scale eddies are responsible to the
creation and transport of Reynolds stress, which is closely related with the type of
flow and boundary conditions, while the small-scale eddies play the role of dis-
sipation in the action with viscous force.

The basic idea of LES model is to use Navier—Stokes equation for simulating
the motion of large eddies after filtering the small-scale eddies, and the small-scale
eddies are simulated by sub-grid scale model. Thus, the first step of LES is to filter
out the small eddies from Navier—Stokes equation to establish an equation
describing the motion of large eddies, in which the instantaneous velocity u is

resolved into large eddies velocity U and corresponding fluctuation i:
u; = U + 121'
The instantaneous governing equations for the motion of large eddy are:

opU;  dpUU; _ @ N Q*U; N op (it — Ui@)
o | o on ooy ox;

where the term p (@it — U;U;) is similar to the Reynolds stress, called sub-grid
scale stress, representing the transport and the influence of small-scale eddies in
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the large-scale flow. Such term is unknown and needs to be closed. Different
closing models for this purpose have been reported in literature.

The solution of LES model is similar to the direct numerical simulation (DNS),
requiring very fine grid network and supercomputer to carry out the numerical
computation. Thus, the application of LES model to the ordinary engineering work
is limited. However, LES model is still under investigation and expects to be an
advanced prospective model in CFD.

1.5 Summary

Most of the fluid processes are under the condition of turbulent flow. The basic
Reynolds-averaged modeling equations describing the flow are:

e Continunity equation, Eq. (1.3)
e Momentum conservation equation, Eq. (1.4).

The question raised from Eq. (1.4) is that the Reynolds stress term —pfu_; is
unknown so that Eq. (1.4) is unsolvable. There are two main models in compu-
tational field to solve this problem.

1. Turbulent (Eddy) diffusivity model in which a turbulent (eddy) diffusivity g, is

introduced according to Eq. (1.7) to replace unknown —pugu]’-, called Bous-
sinesq postulate. The f, is obtained by Eq. (1.14) where two unknowns k and ¢
are involved. They are represented, respectively, by Eqgs. (1.11a) and (1.13a).
These equations should be further modeled to suit numerical computation. This
model is commonly called £ — ¢ model. Several modifications have been made
to extent its application. The weakness of this model is that the y, is isotropic

and results in discrepancy when applying to the case of anisotropic flow.

2. Reynolds stress model, in which the unknown — pugu;, is calculated directly by
the modeled Eq. (1.23a). The advantage of this model is anisotropy and more
rigorous, while its weakness is the need of much computer work. It is called
standard Reynolds stress model. For reducing the computer load, a simplified
model, called Algebraic Reynolds stress model, Eq. (1.24) is used instead of
Eq. (1.23a). The accuracy of simplified model is comparable to the standard
Reynolds stress model.
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Chapter 2
Related Field (II): Fundamentals
of Computational Heat Transfer

Abstract Computational heat transfer (CHT) should be included in the compu-
tational mass transfer (CMT) model system if thermal effect is involved in the
simulated process. In this chapter, as a preparatory material parallel to Chap. 1, the
CHT method for turbulent flow is summarized. This chapter focuses on the closure
of the time-averaged energy equation. The unknown term to be solved is the
covariant composed of the velocity and temperature fluctuations. Two modeling

methods for this term are introduced, namely: the two-equation T2 — ¢p method
and the Reynolds heat flux method. The former is easy to apply but must introduce
the isotropic eddy heat diffusivity; and thus, it is not suitable for the case of
anisotropic flow. The Reynolds heat flux method needs more computational work,
but it is anisotropic and rigorous.

Keywords Computational heat transfer (CHT) . Numerical heat transfer -
Reynolds averaging - Closure of time-averaged energy equation - Two-equation
model - Reynolds heat flux model

Nomenclature

G Specific heat, kJ kg_1 K!

k Turbulent kinetic energy, m* s~
r Fluctuating pressure, kg m~' s72

. -1 2
Time-averaged pressure, kg m™ s

P

Pr  Molecular Prandtl number

Pr. Turbulent Prandtl number

qw  Density of surface heat flux, kJ m >
St Source term

T Time-averaged temperature, K
T'  Fluctuating temperature, K
T2

T

T

u

Variance in fluctuating temperature, K*
Instantaneous temperature, K
Dimensionless temperature
Instantaneous velocity, m s !

K.-T. Yu and X. Yuan, Introduction to Computational Mass Transfer, 19
Heat and Mass Transfer, DOI: 10.1007/978-3-642-53911-4_2,
© Springer-Verlag Berlin Heidelberg 2014


http://dx.doi.org/10.1007/978-3-642-53911-4_1

20 2 Related Field (II): Fundamentals of Computational Heat Transfer

u Fluctuating velocity, m s~

U Time-averaged velocity, m s~
x, y Coordinate

y* Dimensionless distance, m
o Thermal diffusivity, m? s~
o Turbulent thermal diffusivity, m? s~
0 Kronecker symbol

€ Dissipation rate of turbulent kinetic energy, m* s
e Dissipation rate of temperature variance, K* s

2 Thermal conductivity, kJ sT'K!m™!

u Viscosity, kg m~' 57!

v Kinematic viscosity, m? s~

A Turbulent viscosity, kg m~' s~

0 Density, kg m™>

o Correction factor

1
1

Computational heat transfer (CHT) or numerical heat transfer (NHT) was estab-
lished after CFD for solving the heat transfer problems by numerical method. The
CHT methodology has been applied successfully to the engineering and scientific
areas for predicting the temperature profile and related parameters.

The mathematical model of computational heat transfer in the flow process
consists of a set of basic differential equations involving momentum conservation
and energy conservation. Similar to CFD, the basic equation set of computational
heat transfer is not closed; and thus, the closure problem is the most important
point to be studied.

2.1 Equation of Energy Conservation and its Closure

In this chapter, the energy equation is focused to the heat transfer resulting from all
sources of heat effects; the conservation equation of energy can be obtained by the
following heat balance:

apCpT i au;pCpT C0*pT

o o~ aman TS (2.1)

where T is the instantaneous temperature, u; is the instantaneous velocity (i = i, j,
k), t is the time, A is the thermal conductivity, C, is the specific heat, p is the
density, and S} is the source term. The first and second terms on the right side
represent, respectively, the thermal (temperature) diffusion and the heat source.
The heat source includes the heat transfer from outside, heat lost to the environ-
ment, heat generated or absorbed from chemical reaction, frictional heat and so
forth. In Eq. (2.1), both T and u; are variables and the equation is not closed.
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If p and C, are considered as constants, Eq. (2.1) becomes:

of ouF  &F
ot Ox; a a@x,@xi

+ St (2.1a)

where o = ﬁ is called thermal diffusivity.
P

In turbulent heat transfer, the temperature is fluctuating. Similar to the

instantaneous velocity, the instantaneous 7 can be resolved into time-averaged
temperature T and fluctuating temperature 7’ as follows

T=T+T (2.2)

Substituting this in Eq. (2.1) and also with u; = U; + u;, we obtain:

opT dpUT 2 T +a(—pﬁ)

= S 2.3
ot Ox; Cp, 0x;0x; x; T 23

The first term on the right side of foregoing equation represents the thermal
diffusion; the second term represents the gradient of —puiT’. Since the term

—pﬁ is similar to the Reynolds stress 7, = —puﬁu]’., it is customary called it as
Reynolds heat flux.

In Eq. (2.3), if U; can be obtained by employing CFD, there are four unknowns
(T, pﬁ, pﬁ, pﬁ) in the equation; while the number of equation available is
only three by letting pﬁ be pﬁ, pﬁ, pﬁ separately in Eq. (2.3). Thus,
energy equation is not closed.

Under the condition that p is constant, %—i’ = 0 from Eq. (1.3), then Eq. (2.3) is
simplified to:

or o _ . o°’T N o(—u/T")
ot laxi B Ox;0x; Ox;

+ ST (23&)

One way to close foregoing equation is to postulate that, similar to Bossinesq

postulate or Fourier’s law, the Reynolds heat flux —u.T’ is proportional to the
time-averaged temperature gradient,

— oT
—ulT = oy — 2.4
u; % axi ( )
where the turbulent thermal diffusivity (or eddy thermal diffusivity) o, is
depending on the heat transfer and flow conditions. Substituting Eq. (2.4) to Eq.
(2.3a) yields:

oT oT o’T
ar + Uif)—xi = (OC + 0(1) —6)Ciaxi + St (2'5)
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Then, Eq. (2.3a) is simplified to Eq. (2.5), which is reduced to only two
unknowns, T and o; besides U; can be found using CFD.

2.2 Turbulent Thermal Diffusivity Model
2.2.1 Turbulent Prandtl Number Model

From the viewpoint of similarity between heat and momentum transfer, it has been
suggested that the ratio of % and o; could be a constant, called turbulent Prandtl

number, Pr,

pro =t

P
If the turbulent viscosity y, is obtained from CFD, the o can be found by
assuming a Pr, number. Many investigations reveal that the value of Pr; is varied
from 0.5 to 1.0 under different conditions of heat transfer. Although this method is
easy to use, but it is difficult to make the right choice of Pr, and the incorrect guess
may result serious error.

222 T2 — err Model (Two-Equation Model)

Similar to the £ — ¢ model in CFD, Nagano proposed T2 — & model for heat
transfer [1] in which the turbulent thermal diffusivity o can be calculated by:

1
KT\
o = CTth k <—‘—,> (26)

& &

where T2 and er are, respectively, the variance in fluctuating temperature and its
dissipation rate; f;, is model function, equal to 1 at high Reynolds number flow; Crg

is a model constant. There are sill two unknown quantities, T2 and &, should be
found in order to obtain o.

Similar to the derivation of k equation in CFD, the T2 equation can be derived
to be:

opT”? opT”? Gy p— or”? —_ T oT' T
= — | pulT — — 20Ul T — — 2pou— 2.
o T ViTag T T \PUT Py Pl e e an &)

1

which can be simplified by letting:
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Table 2.1 Model constants of Eq. (2.10) by different authors

Model CTl CT2 CT3 CT4
Nagano and Kim [1] 0 1.4 2.0 0.52
Elghobashi and Launder [2] 1.8 0 2.2 0.8
Yoshizawa [3] 1.2 0.52 1.2 0.52
Elghobashi and LaRue [4] 1.8 0.8 2.2 0.8
Sommer and So [5] 1.8 0.72 2.2 0.8
—=5 M oT”2
—u T = ———
o Ox;
o1’ 0T’

o = &
ax,- ax,-

where o is a correction factor. Eq. (2.7) becomes

oT oT
“ O() —2poy —— — 2pey (2.7a)
X Ox:

ot ox; ax, Ox;

opT? OpUT? 3 6T/2
ot

At constant p, Eq. (2.7a) is simplified to:

oT”? oT? 0 oI [ o oT\?
Ui —_ N — 2 _— —2 vl 28
ot + Ox;  Ox; Ox; (on —|—oc> A (6)@) or (2:8)
Similar to the derivation of ¢ in CFD, the ep equation can be obtained as
follows:

Opep oper 0 [ — oul OT' T’ o1
Qper _ O e ) = 2pn ~2po
o U Tan P\ Py e 3%, g O, “aoan,

ou,0T'dT dT'dT'dU; 0T T
— 2pua +—
6xk axk Gx, Oxy ax, 6xk Ui axk ax, Oxy

(2.9)

Different modeling forms of ¢+ equation were reported in literature, which can
be summarized in the following form and the constants involved are given in

Table 2.1:
@ST/ @ST/ 0 Ol @ST/ &1 oTr
U = S — AT
ot +U ox;  Ox; Kd + o) Ox; n T2 i ox;
aU &2, €
— —T _ T —_ —_ '
CT 2 a x CT3 ﬁ CT4 kST (2 10)

The model equations of T? —¢p two-equation model are as follows:

Energy conservation equation Eqs. (2.3) or (2.3a)
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W equation Eq. (2.4)
T2 equation Eq. (2.7a)
ep equation Eq. (2.10)
o equation Eq. (2.6)

And CFD equation set to find U;.

The unknown quantities in the T2 — ep model are U; (involves
Ui, U, Uy, p, , k, ¢ unknowns), at,ﬁ, er and T, totally eleven. The model
equations available are also eleven: one from continuity, three from momentum,

the k, ¢, u, equations and Egs. (2.5), (2.6), (2.8), and (2.10). The model is closed
and solvable.

2.2.3 Other T? — & Models

Many other T — g models are reported in literature based on modifying o, T2
and ep equations in order to give better result for different heat processes. A
modified model is given below as an example.

Rhee modified the model applicable to the heat transfer in the low Reynolds
number flow in the following form [6]:

T2 T2
g0 l(fh£+a> o ] —ZMZ'T'@—T—ST’

" 0x; :a—xi o7 ox; ox;
Ogp O o Oepr ey —— 0T
v, & Z O [ (= —on T (2.11)
Ox;  Ox; {( h - + OC) Ox; m T2 i ox;
2
L tr 50U &y e
Cn L ] o Crif3 =2 Crafs A
where:
{ s s
Oy = CT(Ji%

fh=1+50exp [_%ﬁ}

fi= 6(1—Tw, )(1+10Tw, /R!?)
U 6—(2u T [ep OT Jox;+1)r,

Tw, = exp [_ (8ofxy/ﬁ) 2]

Ry = k'2y/v

The model constants are: Ct; = 0.9, Cr, = 0.72, Cr3 = 1.0, and Ct4 = 0.9.
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2.2.4 Near Wall Computation

Usually, the location of the grid network near the wall surface is outside of the
laminar sub-layer, i.e., it is in the region of turbulent layer, so that the computation
in the laminar sub-layer is usually being neglected.

Versteeg [7] recommended the following logarithmic equation for temperature
distribution in the turbulent layer:

1
T = Pr, [— In Eyt + P}
K

3/4
P:9.24l<ﬂ) —1
Prt

where Pr is molecular Prandtl number; Pr, is set equal to 0.9; y+ is dimensionless

distance, y© = Z?ﬂ, in which u, is the friction velocity; T is dimensionless tem-

perature equal to

(1 1028 e—040()7Pr/Pr¢>

(Tw - Tp)pCpC;la/4krl)/2

Gw

T+

where g, is the density of heat flux at the wall; T, is the average temperature at point
P under consideration; T, is the wall temperature; k, is the value of k at point P.
In software FLUENT 6.2, the T* is designated to be
1/4,1/2, 2
Pry* 44 ppro—ph O <7)
. " . A2 5 5
PrlLIn(Ey") + P) +1p PrEle [PrU2 4 (Pr— Pr)U?
O >r)

where Pr; is equal to 0.8, y}r is thickness of laminar sub-layer, and Uj, is the fluid
velocity at point P.

T+ =

2.3 Reynolds Heat Flux Model

2.3.1 Standard Reynolds Heat Flux Model

The feature of Reynolds heat flux model is to close Eq. (2.3a) by solving —ﬁ

directly. Similar to the derivation of Reynolds stress equation, the —u/T”" equation
can be obtained as follows:
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o Vian " on

LA R )aTau+ 7T
it ox T om o | p o

I 1
ou;T U T 9 T — 5y /
p Oxp  p Ox

T 6T/ B Gu]

(2.12)

The first term on the right side of foregoing equation represents turbulent dif-
fusion and molecular diffusion of Reynolds heat flux; the second and third terms
represent, respectively, the production and dissipation of Reynolds heat flux; the
fourth term represents the fluctuating pressure and temperature relationship.

The modeling of Eq. (2.12) by different authors gave different forms; one form
is shown below [8] as an example:

T T2 [ (ko el
or L T R ox

(2.13)

Oxy Ox

where Cr; = 0.07, Cr, = 3.2, and Ct3 = 0.5.
The standard Rayleigh heat flux model equations are as follows:

— 0T —6U —oU;
- (ufu " —l—u;{T’ ) Cr 2k lT + CT’;ukT’
k

Energy conservation equation Eqs. (2.3) or (2.3a)
u/T' equation Eq. (2.13)
T2 equation Eq. (2.7a)
er equation Eq. (2.10)
o equation Eq. (2.6)
And CFD equation set to find U;.
Under steady condition, the number of unknown in foregoing model equations

is sixteen: U; (three unknowns), P, k, &, u u (six unknowns), ﬁ (three
unknowns) and T; while the model equations are also sixteen: one from continuity,
three from momentum, the &, ¢ equations, six from u u equation Eq. (1.23), three
from Eq. (2.13) and Eq. (2.3a). The model is closed.

2.3.2 Algebraic Reynolds Heat Flux Model

In Eq. (2.13) under steady condition, if the left side (convection) is considered
equal to the first term (diffusion) of the right side, the following algebraic form is
obtained:

—— 0T  —— ——0U;
— <u§u§cax + M;CT/ x > CT *I/l T + CT3I/lkT, =0 (214)
k k

k Oy
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The algebraic model equations are similar to the standard Reynolds heat flux
model except using Eq. (2.14) to replace Eq. (2.13) for reducing the computer
load.

2.4 Summary

The energy conservation equation Eq. (2.3a) involves two unknowns: the time-

averaged velocity U and the Reynolds heat flux — pﬁ, the former can be found
using CFD, and the latter can be solved by employing one of the following models:

(1) Turbulent thermal diffusivity model, in which the thermal diffusivity o, cal-
culated by Eq. (2.6), is introduced to eliminate —pﬁ by Eq. (2.4) for the

closure of Eq. (2.3). In calculating a, the 7”2 and 7" — &p equations are
necessary, which are given, respectively, by Egs. (2.8) and (2.10). This model
is commonly called T'> model, which is isotropic.

(2) Reynolds heat flux model, in which the unknown — pﬁ is calculated directly
using its modeled Eq. (2.13). Although the computer load is increased, it is

rigorous and anisotropic. The Algebraic Reynolds heat flux model as given by
Eq. (2.14) is the simplified form.
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Chapter 3
Basic Models of Computational Mass
Transfer

Abstract The computational mass transfer (CMT) aims to find the concentration
profile in process equipment, which is the most important basis for evaluating the
process efficiency as well as the effectiveness of an existing mass transfer
equipment. This chapter is dedicated to the description of the fundamentals and the
recently published models of CMT for obtaining simultaneously the concentration,
velocity and temperature distributions. The challenge is the closure of the differ-
ential species conservation equation for the mass transfer in a turbulent flow. Two
models are presented. The first is a two-equation model termed as ¢ — go model,
which is based on the Boussinesq postulate by introducing an isotropic turbulent
mass transfer diffusivity. The other is the Reynolds mass flux model, in which the
variable covariant term in the equation is modeled and computed directly, and so it
is anisotropic and rigorous. Both methods are validated by comparing with
experimental data.

Keywords Computational mass transfer - Reynolds averaging - Closure of time-
averaged mass transfer equation - Two-equation model - Turbulent mass transfer
diffusivity - Reynolds mass flux model

Nomenclature

[B] Matrix of inverted Maxwell-Stefan Diffusivities, m 2 s

c Instantaneous mass concentration of species i, kg m_3; Molar
concentration of species i in Sect. 3.4.2, mol s>

Ct Total molar concentration of component i per m>, mol m~>

Time-average concentration, bulk concentration, kg m ™ in Table 3.1
mass fraction

ct Dimensionless concentration

ol Fluctuating concentration, kg m >

o2 Variance of fluctuating concentration, kg* m™°

D Molecular diffusivity, m? s~!

D, Effective mass diffusivity, m* s~

D, Isotropic turbulent mass diffusivity, m? s~
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3 Basic Models of Computational Mass Transfer

Maxwell-Stefan diffusivity, m* s~

Anisotropic turbulent mass diffusivity, m* s~
Gravity acceleration, m s>

Identity matrix, dimensionless

Mass flux at wall surface, kg m2s!
Fluctuating kinetic energy, m?> s_z; mass transfer coefficient, m s™
Matrix of mass transfer coefficients, m s~
Characteristic length, m

Molar mass flux of diffusing species i, mol ™2 s~
Molar mass flux of multicomponent solution, mol 2 s~

Fluctuating pressure, kg m~' s>

Time-average pressure, kg m~' s>

Peclet number

Matrix of inverted mass transfer coefficients, m's
Ratio of fluctuating velocity dissipation time and fluctuating concen-
tration dissipation time

Source term

Schmidt number

Turbulent Schmidt number

Time, s

Fluctuating temperature, K

Variance of fluctuating temperature, K*

1

1

1
1

Time-average temperature, K

Instantaneous velocity of species i, m s~
Fluctuating velocity, m s~

Frictional velocity, m s7!

Dimensionless velocity, m s7!

Time-average velocity in three directions, m s~
Matrix of correction factor

Dimensionless distance, m

Turbulent thermal diffusivity, m's7!

Matrix of molar exchange of mass transfer in counter-diffusion due to
the difference of latent hear of vaporization between component i and
J, dimensionless

Kronecker sign; thickness of fluid film, m

Dissipation rate of turbulent kinetic energy, m> s>

Dissipation rate of concentration variance, kg m™° s~
Dissipation rate of temperature variance, K> s
Viscosity, kg m™" s~
Turbulent viscosity, kg m™" s~
Effective turbulent diffusivity, m* s~
Density, kg m™—>

Matrix of non-ideality factor (in terms of activity coefficient ),
dimensionless

1

1
1
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T Tes Tm  Characteristic time scale, s
Tw Near-wall stress, kg m~!s72

The preceding two chapters review briefly the fundamentals of computational fluid
dynamics (CFD) and computational heat transfer (CHT) for predicting the fluid
velocity and temperature profiles as well as the relevant parameters for a specified
process; such methodologies have been applied to the engineering and scientific
areas with success.

Nevertheless, the computational methodology for mass transfer so far receives
less attention. In many chemical engineering processes, the concentration profile is
chiefly concerned as it is the basis for calculating the mass transfer efficiency. The
conventional way to predict the concentration profile is using some simple but
unreliable methods. The recent development of computation mass transfer (CMT)
as described in this book provides a rigorous basis for dependable predictions of
both concentration profile and the effectiveness of the mass transfer process as well
as the interfacial effects on mass transfer efficiency.

The chemical process equipment involving mass transfer is always accompa-
nied with fluid flow and heat transfer to form a complicated transport system. The
model equations of mass transfer inevitably include fluid flow and heat transfer.
Yet such large differential equation system is unclosed, and the method of closure
is also a task to be tackled.

The process of mass transfer is realized by the mass transport from interfacial
surface to the bulk fluid. Thus, the CMT covers the following two parts:

e Process computation: It aims at finding the local and the overall (whole
equipment) concentration as well as velocity and temperature distributions and
also their relevant parameters, which are essential in scale-up, better design and
assessment of the efficiency of mass transfer equipment. The basic models of
which are introduced in this chapter.

¢ Interface computation: It aims at predicting the influence of interfacial effect
on the mass transfer, such as Marangoni convection and Rayleigh convection.
Such effects may lead to the increase in the separation efficiency. Besides, the
investigation of interfacial behaviors is also the basic step to understand the
details of mass transferred from one phase to the other. This part of computation
is described in the last two chapters of this book.

3.1 Equation of Mass Conservation and its Closure

For the mass transfer at low Reynolds number flow (no turbulence), the conver-
sation equation of a mass species (component substance) is known to be

Ooc 0 0 Oc
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where c is the mass concentration of component species n (hereafter, the subscript
n is omitted for simplifying the notation); u; is the velocity of fluid (i = i, j, k);
u;c is the mass flux of component species n; D is the molecular diffusivity of
species n; S, is the source term of species mass transferred from adjacent phase to
the phase concerned or the species mass generated from chemical reaction. Note
that, the unit of mass concentration ¢ in this chapter is kg m—> except in Sect.
3.4.2. In some literatures, the concentration is also expressed as mass fraction cy;
the conversion is ¢ = pcy,s Where p is the density of the mixture.

In chemical engineering practice, the mass transfer equipments, like distillation,
absorption, and many others, are operated under turbulent flow condition. The u;
and ¢ in Eq. (3.1) becomes instantaneous value, and their fluctuating character
should be considered.

Similar to the average concept in CFD, the instantaneous concentration c¢ in
turbulent mass transfer can be resolved into time-averaged concentration C and
fluctuating concentration c¢’:

c=C+/c
Also as given in Chap. 1,
u; = U,‘ + M;

Substitute foregoing relationship to Eq. (3.1) and take time average of each
term, and note that

uic = U;C + ulc (3.2)
Substitute to Eq. (3.1) and after time-averaging yields the following form under

turbulent condition:

D—
axi

6C+6(U,-C+W)_i ocy | g
ot Ox; - Ox; !
which can be written as:

oc uC o [ C
a a)q = aixl <Dax] I/liC) +Sn (33)

or

oC dUC D Dacfa@
ot ox; Ox; Ox; Ox

+ Sh (3.3a)

The left sides of the foregoing equations represent, respectively, the increasing
rate of time-average C and mass flux U;C with respect to time ¢ and x;. The first
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term on the right side represents the molecular diffusion; the second term repre-
sents the turbulent diffusion in terms of —ﬁ gradient which is unknown.

The term —uc (or its equivalent —puic ) resembles the Reynolds stress
— pu and Reynolds heat flux —pu; W T', and thus we may call it as Reynolds mass
flux for the convenience of terminology. The negative Reynolds mass flux,
—(—W) :W, is called fluctuating mass flux hereafter as it is frequently
appeared in the model calculation.

Since concentration is scalar quantity, —W implies only three unknown

quantities (fw, f@, 7W> If U; can be found by CFD, Eq. (3.3) involves

four unknowns (C , u c —ujc —ujc ) yet only three equation can be written
from Eq. (3.3), it is unclosed and insufficient to obtain solution.
There are two categories of mathematical models for closing Eq. (3.3).

1. Turbulent mass diffusivity models: This category of models is conventional,

which features to evaluate the unknown —u/c’ in terms of a new variable: the
turbulent mass diffusivity D,. The following models belong to this category:

e Turbulent Schmidt number model
e Inert tracer model

e Two-equation (cTZ — scr) model.
2. Reynolds mass flux models: This category of models features to solve the

unknown 7@ directly instead of in terms of D,. This category of models
includes

e Standard Reynolds mass flux model
e Hybrid Reynolds mass flux model
e Algebraic Reynolds mass flux model.

3.2 Turbulent Mass Diffusivity Model

Similar to the Boussinesq’s postulate in CFD, the unknown —W can be set to be
proportional to the gradient of C:
oC
—uic' =D 34

uic' ‘x (3.4)
where Dy is the proportional coefficient and conventionally called it as turbulent
mass diffusivity of species n (subscript n is omitted hereafter for simplifying the
notation), which is still an unknown pending to ﬁnd out. It should be pointed out
that the D, in Eq. (3.4) is isotropic in spite of 1s directional.
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From Eq. (3.4), the fluctuating mass flux W can be also expressed as pro-
portional to the negative gradient of C as follows:

— oC
ulc! = Dy <— 6x,> (3.4a)

In chemical engineering literature, Eq. (3.4a) is substantially the well-known
Fick’s law, which states that the mass flux flow is proportional to the negative
concentration gradient due to the fact that the flow of mass flux is from high to the
low concentration, or the flow any mass flux should be under negative concen-
tration gradient.

Substituting Egs. (3.4) to (3.3), we have

oc oy C 0 oC

9 ~ 9 pip)€is, 3.5
ot T PPt (3:3)

If U; can be found from CFD, there are only two unknown variables in fore-
going equation: C and D,. The closure of Eq. (3.5) relies on the evaluation of D..

3.3 Conventional Turbulent Mass Diffusivity Model

3.3.1 Turbulent Schmidt Number Model

By considering the analogy between mass transfer and fluid flow, the turbulent
mass diffusivity D, may be analogous to the turbulent diffusivity (eddy diffusivity)

Vi (vt = %) and independent of concentration. In other words, D; is solely pro-

portional to the turbulent diffusivity v, and can be represented by a dimensionless

ratio, called turbulent Schmidt number, which is defined as Sc; = %‘l = %, ie.,
_ 1K
D, = ST-J"

In the literature, Sc, is usually assumed to be a constant ranging from 0.5 to 1.2
for different processes and operating conditions. Although this is the simplest way
to obtain D,, yet the correct value of Sc, is hard to guess. Moreover, the relationship
between D, and p is complicated as seen from Eq. (3.4) for D, and Eq. (1.7) for p;
the assumption of constant Sc, throughout the process and equipment cannot be
proved and remains questionable.

3.3.2 Inert Tracer Model

Instead of assuming Sc,, many authors employed the inert tracer technique to
measure the time-average concentration C of an inert tracer in a simulator to find
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the D, experimentally. They customarily used the turbulent Peclet number Pe, to

express their experimental result. Pe, is defined as Pe; = %f, where U is the

superficial or time-average fluid velocity and L is the characteristic length. The
experimental Pe; is usually reported as either a constant or as an empirical
equation involving some constructional or operational variables, such as charac-
teristic dimensions, Reynolds number, and others. Nevertheless, the D, determined
by inert tracer technique without mass transfer (denoted by Djacer) is entirely
different from that with mass transfer as seen by comparing the following two-
species mass conservation equations from Eq. (3.5):

For the inert tracer process without mass transfer:

oC UC D oc

a_t 6X,‘ - a_xl (D + Dt,tracer) a_xl

For the process with mass transfer:

ocC ouC 0 oC
§+a—)ﬁ_a—m(D+D[)a—xi+5n

Obviously, by comparing the foregoing two equations, D; and D y,cer 1S NOt
equal; the difference between them is depending on the value of the source term S,
which represents the rate of species mass to be transferred in the process.

In view of the drawbacks of foregoing models in applying Sc, or using exper-
imental correlation obtained by the inert tracer technique, some dependable
models have been recently developed to overcome such insufficiency as shown in
subsequent sections.

3.4 ¢? — ¢ Model (Two-Equation Model)

The investigation on using ¢2 — & two-equation model to calculate D, was
undertaken in recent years and had been applied with success to distillation,
chemical absorption, adsorption, and catalytic reactor [1-11].

From the general concept of diffusion, the diffusivity is proportional to the
diffusion velocity times the diffusion length. The former, represented by charac-
teristic fluctuating velocity, can be proportional to k*3; here, k is the average

fluctuating kinetic energy (k = %u/-u’» see Chap. 1). The latter, fluctuating diffusion

17
length, can be considered to be the product of characteristic fluctuating velocity k*
> and fluctuating dissipation time t,,. Then, we have Dy o< k> (k31,,). The 7, is
referred to both the dissipation time of the characteristic velocity 7, and the
fluctuating concentration t.. Since 7, and 7. are not equal, we may take their
geometric average T, i.€., Tm = |/TuTc.
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As we know, 1, = k/e, and similarly we may let 7, = cﬁ/sc,, where ¢2 = ¢'c’
is the variance of average fluctuating concentration (dimension kg> m~®), and &y is
its dissipation rate (dimension kg2 m~°® s_l) so as both k/¢ and ¢2 / &- have the

dimension of “time” (7).
From the foregoing relationship, we obtain the following equation for calcu-
lating Dy:

ke \
D = ccok<: ) (3.6)

Ec/

where C, is a proportional constant. Since k and ¢ can be calculated by Eqgs.

(1.11a) and (1.13a) from CFD of Chap. 1, while ¢ and & can be evaluated by the
equations given in subsequent sections, the D, can be obtained.

It is important to note that the ratio of % / % had been studied experimentally and

found to be varying under different conditions [12—14]. Thus, D, as given by Eq.
(3.6) is a variable coefficient.

3.4.1 The ¢ and e¢ Equations

1. Exact ¢? equation

Substituting Eqs. (3.2) to (3.1) and subtracting Eq. (3.3), we have the transport
equation for the fluctuating concentration ¢’ as follows:
oc U 0 ( 60’> 0

A =a_ = —(u A
ot + Ox; ox; Ox; ox; (MlC + U — uic ) (3.7)

Multiply both sides by 2¢’ and take the average, i.e.,

] d / _
2¢! [aa_ct + %(U,-c’)] =2 [& (Dg—i) — %( 'C + ' — ugc’)} (3.8)

The left side of the foregoing equation can be written as

v gwe] - 2 o)

For the simplification of the right side, let us note that according to the following
derivation,

*(c?) 0 {a(cﬂ)] 0 [2 ,ac/] :2[6c’6_c' N ,6%’}

axiaxi - a_xl Gx[ - a_xl ¢ G_xL a_x,ﬁx; ¢ axi
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and after rearranging to yield the following relationship:

2! % B *(c?) B 260’66’
¢ axiax,- o ax,-@x,- 6x,»6x,<

Take the average of the foregoing equation and multiply by D, also define the
dissipation rate of fluctuating concentration variance & to be

oc’ oc’
o = D——— 3.9
& axi 6x,~ ( )
Then, the first term on the right side of Eq. (3.8) takes the following form:
0 [ _oc %c?  _dcad 0%c?
2 |—(D— )| =D|m———-2—=—| =D — 2&
¢ {axi ( Gx,-)} [ax,-axi 6x,~ ax;| 6x,-6x,- &
For the second term, since g% = 0, it becomes
0 ou’ oC ou’ —0oC —0C
—2¢ —(uC) = =2c' | C == | = —20/C— —2cu — = -2y —
¢ ox; (1C) ¢ { ox; T ax,} ¢ ox; i Ox; i ox;

For the third term, due to

0 oc! o el
S = o] -2
we obtain
——
_ZC’G_Xi (u;Cl) _ a_xz [M;C'Z]

The fourth term can be neglected, i.e.,
0
2C/6_x,- (uic) =0

After the foregoing arrangement, the exact equation of ¢ takes the following
form:

dc?

0 ——0C
D—— u’-c’2] — 2ulc) — — 260 (3.10)

o +aix,- (Uiﬁ) = o

The first term on the right side of the foregoing equation represents the transport

G_x,- ! Ox, i

of ¢ due to molecular motion and turbulent fluctuation; the second term repre-
sents the production of fluctuating mass flux due to average concentration gradient;
the third term represents the dissipation. Equation (3.10) should be further mod-
eled to suit computation as shown in subsequent section.
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2. Modeling of 2 equation

Similar to the Boussinesq postulate or Fick’s law, the u}c? and W on the right
side of Eq. (3.10) can be considered proportional to the corresponding negative

gradients as shown below
2
e =2 ( o )
I =
Oen ox;

— 0
ulc' = Dy (— %)

where o, is correction factor, usually taken as 1. Then, the modeled 2 equation
becomes

oc\?
2D, (a_x,-> ey (3.11)

o | ox  on ox;

a.n

0c?  dUC? a[( Dt>6672

The foregoing equation still involves two unknown quantities: D, and &.; the
evaluation of & is given in subsequent section.

3. Exact ¢ equation

Differentiate Eq. (3.1) with respect to x; to get

0 (8 +ii(.) 7Da_2 O
ot \oxe) T axe | Y| T T axox \ong
Multiply by 2DOC /dx;. to obtain
O (pledey 0 (pldc) ,p,0udede
ot \“oxon, ) T Mo\ o o O, O, Ox;
N N e o
6xk6xk

(3.12)

T dx Ox;Ox; Ox;xy,
Substituting u; = U; + u} and ¢ = C + ¢’ to the foregoing equation and taking the
time-average, we have

0 (pICECY , 0 (LTI 0 (pOcacy o (e
ot Oxx Oxy ot Oxy Oxz ! ox; Oxy Oxy ! Ox; Oxy Oxg
0 oc’ oC 0 oc’ oc’ oU;oC oC ou’, dc’ 0C
+2D— |, —— D—|u—— 2D — + 2D
ax[ ’8xk axk Gx[
T AT A Al . 3 0 B 2
qwocdoc , ACACOU  Gwedad & [ 8CaC
axk axk

Oxy aix, Oxy Oxy Oxy Ox;

T dx Oy

Oxy Ox; Oxy tp O_x,a_xk Oxy + Ox Ox; Ox;  Ox;Ox;
& oc’ oc’ , 9°C ¥C , ¢ ¢
Ox;0x; \ Oxz Oxg Ox;.0x; Ox;0xz OxzOx; Ox;Oxy

+D

(3.13)
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Differentiate Eq. (3.3) with respect to x;, then multiply by ZDS—XC]( and take the
time-average, we get

0 oC oC 0 oC oC ou;oC oC
—(p—=—= — (D——) +2D———=——
ot < Oxy ka) " Ox; ( Oxy axk) Oxy, Ox; Oxy,
R ac aC ’c o*C o [ ,dc aC
=D——(D——) —2D? —2D— |u—— 3.14
6x,»6x,- ( axk axk> axkax,- 6x,~6xk 6x,~ |:I/t, axk axk] ( )
_pdddac
Ox; Ox; Oxy,
Subtracting Eqs. (3.14) from (2.13) and noting that & = DEEES, we have the
following exact transport equation of &
Oce  OUiey 0 D@sc/ — 2D6u§ oc’ oC
= —_— —_—— C’u‘ — _—
ot ox; Ox; Ox; ! Oxy Oxy Ox; (3.15)
_peadau ol e, @ B duaddd
axi 6xk 6xk p i 6xk ax,@xk 6xk6xl~ Gx,@xk ka Gxi 6xk

The first term on the right side of the foregoing equation represents the
molecular and turbulent diffusion of &.; the second, third, and fourth terms, rep-
resent, respectively the production of & by average concentration gradient,
average velocity gradient, and velocity fluctuation; the fifth and sixth terms rep-
resent the dissipation. Equation (3.15) should be further modeled to the form
suitable for numerical computation as shown below.

4. Modeling of ¢ equation
Let ulec be proportional to the negative gradient of &

D[ 680/
o, Ox;

7 _
Ut = —

where ¢- is a correction factor, usually letting 6o = 1 except for some special
cases. Thus, the first term on the right side of Eq. (3.15) can be modeled as

follows:
0 0ty —— 0 Dy \ Oey
(D= i) =— D+ =
Ox; ( ox; be u’) ox; ( + Ugc,) Ox;

The second term can be considered proportional to the product of c’_ug and the
concentration gradient gTC According to the modeling rule, the dimension of a term

before and after modeling should be equal, the proportional coefficient is set to be
Ce1 % where C.; is constant and % represents the dimension (1/f). Then, we have
C C
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Ou; oc' 0C g — 0C

/4,
— — = (g =Ccu;,—
Oxy Oxy Ox; o2 Ox;

The third term can be considered proportional to the product of uﬁuj’ and the
velocity gradient a—g; the proportion coefficient is equal to C,, % from the modeling

rule of dimensional equality. We have

oc’ 0c’ oU; B &0 —— OU;
Ox; Ox; Oxp !

—CC2 ? uu], ax,-

The fourth term can be modeled as

g &€ € (@ ?
_opu & - _
' Oxy, Ox;O0xy, “\ Ox;dx;

The fifth term can be considered proportional to ¢; the proportional coefficient is
Cs '7 by considering the dimension equality, so that
C

, 0% 9% &
- = "Ca=
Ox;Ox; Ox;Oxy c?

The sixth term can be considered proportional to ¢ as follows and the proportional
coefficient is Ccq § accordingly.

Ou’; dc¢' dc! g6
2D — — = _Cy =
Oxy, Ox; Oxy Tk
With all modeling terms, Eq. (3.15) becomes
O¢e  OUjee O D Dy \ Oeo & —— 0C
o | on  om o, ) x| ' er'i axg
—0U;¢ &2 &6 o’C ?
_ P ad i 2 oo
Cczuzu.] axi k c3 6/2 CC4 k DDt (aXiaXi>

2
Since the value DD, is very small, the term DD (%) can be neglected. The
final modeling form of & equation is as follows (modeling form I):

c/ ioc! D c/ c
O¢ +an, _g[(D_‘__[)@s}_CCle_ ,C/G_C

= —U;
ot ox; Ox; a(;'; Ox; , o2 Ox; (316)
——0U; &, & gey
- Cc2u;uj/‘ ox; E —Ce3 C:(’:z —Cu 7

Sun et al. [4] further simplified the second and third terms of Eq. (3.16) to be
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o ——0C U &2 (0C\?
CC e el — Cc ", == CC :C -
b2 e Ox; + Gty Ox; Yoz \ox;

Then, &s equation becomes (modeling form 2)

Ot OUsey 0 D\ O¢ e [OC 2 eey
L | (D+ == —CuDi=|—) —C 3.17
ot + ax,- ax,- |:< + Gl,'cr) axi:| e c? (axi) < k ( )

k

After a numbers of calculations, it was found [4] that the C.4 = term is much

2
greater than the C.3 % term, and the neglect of the latter do not affect substantially the
simulated result. Thus, &~ equation can be further simplified to (modeling form 3):

Oce  OUjew 0 D, \ Oy & (OC 2 &
- D — _— c D _ - —Ccq 7 & 1
ot + ox; o {( + auc,> ax,-] Cel ) (ax[> Ces P (3.18)

5. Determination of model constants
(a) Model constants in Eq. (3.16)

Principally, since both concentration and temperature are scalar quantity, Egs.
(3.16) and (2.10) belong to the same kind of scalar equation. By comparison, the
&v Eq. (3.16) is identical with Eq. (2.10) if concentration C is replaced by tem-
perature 7 and D is changed to o,. Thus, their model constants can be considered
approximately to be interchangeable. Referring to Table 2.1 in Chap. 2, the model
constant given in the table can be used for ¢ equation. For instance, according to
Sommer model, the model constants are [15]: C.; = 1.8, C, =0.72,C3 =
22, C4 =038, 0;, = 1.0 and C,p = 0.11.

The model constants can be modified to achieve more accurate simulation for
an individual process.

(b) Model constants in Eqs. (3.17) and (3.18)
1. Model constant C,

In view of insufficient research on the determining the model constant C.;, we
may take the result by Sun [2] that the value of C,; for the best fitting of exper-
imental data is C.; = 1.8 in using Eq. (3.17) and C.; = 2.0 in using Eq. (3.18).

2. Model constant C., and C;

By the principle that all anisotropic complicated transport equation should be
also valid for isotropic simple case; the model constants can be obtained by
reducing the corresponding equation to the simple flow and transport conditions.

For the uniform one-dimensional isotropic steady turbulent flow and mass

transfer, the equations of k, ¢, ¢? and & are reduced to the following forms:
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U dk_ €
dx
de &
U—=—-C;
dx 2k
ot (3.19)
U = —2¢u
& &
deo &2 geu
v _ _c e
dx ez Tk
Let r, = (g) / (¥), the &v can be expressed as follows
ec?
P =— 3.20
be rck ( )
Substituting to Eq. (3.19) and rearranging, we have
dee v d(e k)
i N S
dx . dx
U sﬁkorﬁdergdﬁ]
| K dx kdx  kdx
e (3.21)
1 (&2 E2c? _ecw
= (5t
e ( ke k
2 gey &2
- R nca-nE

Comparing Egs. (3.19) and (3.21), the following relationships are obtained:

C03 = rc(ct:Z - 1)

2
Cc4:_

re

If r. is considered approximately constant and set to be 0.9 [1] and C,, = 1.92
is taken from standard k—e model, we have C.3 = 0.83, C.4 = 2.22. Note that, C.,
and C.; may be changed depending on the value of r. chosen under different
conditions.

3. Model constant Cq

Combining the following equations,

2

k I8 c? k ke?\
:u[ Hp e I Ct th I Ie < SC A I t c0 SSC’ ’
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we get the following relationship to calculate C
SCt\/E

Since Sc, and r. are indeterminate, the C,, cannot be obtained. However, if we take
the approximate value of Sc, = 0.7 and r. = 0.9 as given by Scherwood [16], and
C, = 0.09 from standard k—¢ model, we obtain approximately C.o = 0.14. On the
other hand, if taking Sc, = 0.85, we get C.o = 0.11. Thus, C.o may be set within
the range of 0.11 to 0.14 to suit different processes.

CcO

(c) Summary

Model constants in Eq. (3.16) (modeling form 1), C.; = 1.8, C., = 0.72,
Ci3=2.2,Cy4 =038, and Cq = 0.11.

Model constants in Eq. (3.17), (modeling form 2), C.; = 1.8, C.3 = 0.83,
Cey = 2.22, and C.o = 0.14.

Model constants in Eq. (3.18), (modeling form 3), C.; = 2.0, C.4 = 2.22, and
Ceo = 0.14.

6. Comparison of simulated results using different modeling form of ¢
equation

The use of two-equation model to close mass conservation equation Eq. (3.5)
involves four unknowns (C, Dy c?¢.) as the U; can be calculated by CFD. While

the model equations are also four, i.e., Egs. (3.5) and (3.6), ¢ and 2 equations, so
that Eq. (3.5) can be closed and solved.

Sun simulated the concentration profile of an industrial scale distillation tray
[17] with different modeling form of ¢» equation [2]. The simulated results are
shown in Figs. 3.1 and 3.2.

As seen from Fig. 3.1, the simulated contours of concentration are almost the
same in spite of using different form of ¢ modeling equation. Similar situation is
also seen in Fig. 3.2; all the volume averages D, are close to the experimental
measurement by Cai [17]. Therefore, it is not surprised that the use of different
modeling equation and different model constants may give very close result.

Among three ¢ modeling equations, Eq. (3.17) looks appropriate as it involves
only three constants rather than four. However, these constants may be adjusted to
suit different processes if necessary.

3.4.2 The ¢’ — ¢« Model Equation Sets

If no heat effect is involved in the mass transfer process, the two-equation model
consists of two sets of equations, i.e., the CFD equation set for computing velocity
U; distribution and the mass transfer equation set for computing the concentration
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Fig. 3.1 The simulated concentration contours on a column tray using different &/ modeling
equations and model constants (I) Operating condition: pressure 165 kPa, liquid rate
30.66 m® h™!, vapor rate 5.75 kg s~', tray No. 2, 20 mm above tray floor, separating system:
methylcyclohexane and n-heptane a using Eq. (3.16) and C.o = 0.11, C.; = 1.8, C, = 0.72,
Ci3=22, Cy4 =08, 0o =10, 0, =10, b using Eq. (3.17) and Cy = 0.14, C;; = 1.8,
Ce3 =083, Cey = 2.22, 6.o = 1.0, 0, = 1.0, ¢ using Eq. (3.18) and Co = 0.14, C.; = 2.0,
Ceq =222, 62 = 1.0, g, = 1.0 (Reprinted from Ref. [4], Copyright 2007, with permission
from Elsevier)

Fig. 3.2 The simulated mass diffusivity D, contours on a column tray using different &
modeling equations and model constants (II) The conditions of a, b, and ¢ are given in Fig. 3.1
(Reprinted from Ref. [4], Copyright 2007, with permission from Elsevier)

distribution. In some mass transfer equipments, if heat transfer is involved, the
heat transfer equation set should be added to the model equation system.
Several points should be mentioned for applying model equations:

e Since the mass transfer process usually involves two phases, the governing
equations should be written for a designated phase, such as liquid phase or gas
phase.

e In the mass transfer processes, the volume and density of each phase are
changing due to the mass transferred from one phase to the other.

e In considering the total mass of a fluid phase is not remained constant due to
undertaking mass transfer, the continuity equation in CFD is not equal to zero
and also lost its meaning. A source term S,, is added to the continuity equation
representing the rate of mass change or generated by chemical reaction in the

fluid phase concerned; the new equation %—f + aapf" = §, is designated as overall

mass conservation equation. Note that, in this case, %—Z # 0 even at constant p;
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thus, Eq. (1.5), in which the assumption of % = 0 is not valid for the fluid flow

involving mass transfer.

e Since the mass transfer process involves two or more phases (see Sect. 3.6), the
interacted liquid-phase model is convenient for the process simulation by CMT.
In applying this model, all parameters involved, such as U, u, p, k, &, p, u,,
o, o, T, T' kpepc, C,D, Dy, ko, & in the model equation are denoted to liquid

phase.

The ¢”> — & model equation sets are given below.
(D Fluid dynamic equation set (k—¢ model):
Overall Mass conservation equation

op apU,-is
ot ox; oo

Momentum conservation equation

opu, SpUU,  op oy, O(-pui)

- S;
o T ox R T L
—_ ou; oy 1 —
- puat'; = (axj‘ * ax,) - gpbuu:u;
k equation
O(pk)  d(pUik) O K\ Ok
ot +76xi —a—xi ,U+O_—k a—x[ +Gk—p8
B oU;  oU;\ oy,
Gk M <6x,- + @xj> ax,-
& equation
O(pe) 0O(pUie) O u\ Oe € &
=— — | =—| + Cie=Gx — Co.p—
ot + ox; Ox; 'quas ox; + bo g 7k 2pk
L equation
k2
He = Cup?

(3.22)

(1.11a)

(1.13a)

(1.14)

Model constant: C,, = 0.09, Ci, = 1.44, C5; =1.92, o = 1.0, o, = 1.3,

(I1) Heat transfer equation set (F — & model):

Energy conservation equation
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opT | 0pT 7 OT  3(—puT’)

L = 2.
o TV T Camon T am AT (23)
or written as:
al+ alfiazT +a(_ﬁ)+s
ot "ox; pCp 0x;0x; Ox; T
(2.3a)
er  o(-uT)
= towam T om TOT
oT
—uT = oy — 2.4
u; % axi ( )
T2 equation
0pT? dpUT? 3 OT? [« oT oT
=— — —2p0y —— — 2péep 2.7
ot Ox; @xip ox; \or to P Ox; Ox; per (2.72)

ep equation

Oper  OpUiep O o Oepr ey —— 0T &2,
PT+ pUier [p( t+a> T}—CNPTLMIT/_,_CTWTL

or o ox | \ae, ox; T2 A 7
EETr
- CrngT (2.10)
o equation
1
kT2’
0y = CT()k (——) (26)
& &

Model constant are: Cyg = 0.11, Cty = 1.8, Cr3 = 2.2, Cr» = 0.8, a7 = 1.0,
oey = 1.0.

: 2 _ .
e :
(III) Mass transfer equation set (¢ &« model)

Species mass conservation equation

oCc ou;C 0 ocC —
—_ oC
_o7_p 2t
ulc' = Dy o (3.4)

c? equation
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oc”? N oU;c? D
ot ox; o ox;

& equation

Oey  OUjee O D Oey —0C /
Ee + i _ t + D b — Ccl 8:Cc’u4— — C@ESC/ — Cc3 S:CSCr
ot Ox; ox; |\ o, - c X c

(3.17)

D, equation

ke \
D = Ccok< ¢ ) (3.6)

&6

Model constant are: Coo =0.11 C;; = 1.8, Cop =2.2, C3 =0.8, .- = 1.0,
o, = 1.0.

Applying the foregoing equation sets to solve the problem involving flow, heat
and mass transfer, there are fifteen unknown quantities, i.e.:

Uia []j7 Uk7p7 Ny, ka &, T7 Oty T,27 erv, C7 Dt7 C/27 &l

The model equations available is also fifteen, namely seven equations from
CFD, four equations from heat transfer and four equations from mass transfer.

The solution of the foregoing equation set is tedious and required heavy
computer work. Thus, the use of commercial software, like FLUENT, STAR CD,
CFX, and many others, is very helpful.

In some special cases, if the temperature change in the simulated object is
small, such as in a distillation tray, the heat transfer equation set can be omitted to
simplify the computation.

3.4.3 Determination of Boundary Conditions

The simulation of a process involving momentum, heat, and mass transfer by
numerical method requires not only appropriate mathematic model but also its
boundary conditions. The boundary condition of velocity, temperature, concen-
tration, and pressure is depending on the simulated object, while that of

k, &, W, ey, ﬁ, & should be found by experimental or empirical method.
(a) Inlet boundary condition

The boundary condition of k—¢ model has long been investigated and found that
the inlet condition of k is proportional to the average kinetic energy (represented
by U?), that is [18]:
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kin = (0.003 — 0.005)U>

The inlet condition of ¢ is set to be related to k as follows

3/2
Ko
l
where 0.09 < Cp <0.164 depending on the process to be simulated, ! is the
characteristic length, it can be the inlet diameter or others to be defined by different
authors to suit their simulation. Nevertheless, Patankar et al. [19] pointed out that

for the condition of fully developed flow, the choice of different inlet condition did
not affect appreciably the simulated result.

&n = CD

For the inlet 772, the investigation by Tavoularisand [20] showed that
T2 = (0.083AT;,)*
Recently Ferchichi and Tavoularis [21] reported that
T2 = (0.08AT;, )
Taking the average, it is
T2 = (0.082AT;,)? = 0.0067 (AT2)

The report on inlet &7, is scarce. Liu suggested that [6, 7]
8 —_
ETin = 04 (%) T'2

For the inlet ¢

2, Sun considered that it was proportional to C2, and proposed
(3, 4]

7 2 2

2 = (0.082Ciy)"= 0.0067C;,

Sun also set ¢4, for tray column to be [3, 4]

o\ —
L =009 (_> 7
€ X i

Liu found that better simulated results were obtained in packed column if [6-9]

& in = 04 (%):ﬁ

(b) Outlet boundary condition

The outlet boundary is usually set to the condition where the flow is fully
developed to turbulence, so that in the main flow direction x, all physical quantities
® except pressure are set to be:



34 72— & Model (Two-Equation Model) 49

00

E—O

(c) Wall surface boundary condition

At the wall surface, no-slip condition is applied so that U, k, ¢ are equal to zero.

3.4.4 Experimental Verification of Model Prediction

The simulation using CMT ¢ — ¢ model as described in the foregoing sections
has been applied and verified by comparing with the experimental data (such as
separation efficiency) of different kinds of chemical equipment reported in the
literature as given in subsequent chapters.

Nevertheless, no published data are available regarding the important aspect,
i.e., the inside concentration distribution of an equipment. Thus, experimental
work was conducted for the purpose of obtaining the concentration distribution in
the equipment for the comparison with model prediction.

(a) Experimental installation

The experimental installation [22] is shown schematically in Fig. 3.3 for the
desorption of dissolved oxygen in water by blowing air.

The simulator is a single-pass sieve tray of 1.2 m in diameter with 4.6 mm
holes and having 4.6 % opening of the tray area. The length of the outlet weirs is
0.79 m. The clearance under the inlet downcomer is 60 mm. The height of the
outlet weir is set separately to be 60, 80, and 100 mm. The air rate, ranging from
2,600 to 4,000 m*/h, was fed to the column by a blower and flow through a
distributor to ensure uniform inlet condition. The water at the rate of 10 to
20 m® h™! was pumped from the storage tank to the downcomer after saturated
with oxygen in the static mixer. The water was circulated back to the storage tank
after flowing through the tray. The oxygen was supplied by an oxygen cylinder.

The local concentration of dissolved oxygen in the water was measured by a
measuring probe. The measuring range of the probe is from 0 to 100 mg/l dis-
solved oxygen with accuracy of 0.1 mg/l. The temperature compensation was
automatic. The probe was fixed to a slider, which was attached to a truss with
cross-guide ways on the top of the tray. The probe, submerged in the liquid, could
be moved in three directions. The positioning of the measuring points is shown in
Fig. 3.4. The depth of submergence for the measurement was at 10 and 20 mm
above the tray deck. To ensure reliable experimental results, the operation was run
until reaching the steady state where the variation in measured concentration was
reduced to very small, and the average value was taken as the measuring data. The
measurement was point by point with one probe in order to minimize the distur-
bance to the flow field. Although the concentration distribution over the whole tray
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Fig. 3.3 Schematic setup of the experiment for concentration measurement / storage tank, 2
water pump, 3 control valve, 4 flow meter, 5 downcomer, 6 packing, 7 sieve tray, § outlet weir, 9
gas distributor, /0 control valve, /] primary control valve, /2 blower, /3 oxygen cylinder, /4
flow meter, /5 static mixer (reprinted from Ref. [22], Copyright 2011, with permission from
CIESC)

Fig. 3.4 Arrangement of Y
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was not taken simultaneously, it is the convenient way to provide an experimental
basis to verify the predicted concentration at a point on the sieve tray. As the
model prediction is three-dimensional, the planar concentration measurement was
conducted at the depth of 10 and 20 mm above the tray deck in order to allow the
comparison in three dimensions.

(b) Comparison between model simulation and experimental data

The liquid-phase—gas-phase-interaction model (interacted liquid-phase model)

accompanied with ¢2 — ¢ model as described in preceding sections were used to
predict the concentration distribution and compared with the experimental data as
shown in Fig. 3.5.

As seen from Fig. 3.5, the model predictions are reasonably agreed with the
experimental measurement in consideration of some inaccuracies involved in both
simulation and experiment. The obvious discrepancy between the experimental
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Fig. 3.5 Simulated concentration and experimental measurement, Qp = 17.2 m> h!
G = 4,000 m-> h!, hw = 100 mm a line I for z = 10 mm, b line II for z = 10 mm, ¢ line
III for z = 10 mm, d line IV for z = 10 mm, e line I for z = 20 mm, f line II for z = 20 mm,
g line III for z = 20 mm, h line IV for z = 20 mm (reprinted from Ref. [11], Copyright 2011,
with permission from Elsevier)



52 3 Basic Models of Computational Mass Transfer

and simulated results is seen in the middle region of Line II; it may be attributed to
the fact that this area is around the border between forward and reversed or vortex
flow created in the segmental region, in which the flowing condition is in transition
to the violent turbulence and appears high fluctuation as observed in our
experiment.

3.4.5 Analogy Between Transport Diffusivities

As shown in preceding chapters, on the basis of Boussinesq postulate, the Rey-

nolds stress — pm Reynolds heat flux — pﬁ, and Reynolds mass flux —@ (or

iy
—pujcl ;) can be expressed respectively as proportional to their gradients of

average velocity, temperature, and concentration:

Y He an 6U,- 2 N
ulu.] 0 (axj + ax,- 3 :lulul ( )
- oT
_uiT/ — ata—x (24)
— ocC
—ulc = D[& (3.4)

The correspondent coefficients are designated, respectively, as turbulent diffu-
sivity v; = i,/ p, turbulent thermal diffusivity a, and turbulent mass diffusivity D ;.
The equations for calculating the following diffusivities are also seen in similarity:

u i ki)' 12
Vi :j: G = Cuk<EE = Cuk(Tuty) (1.14)
—\1/
k T/2
Oy = CTOk <_ ) = C‘T()k(’lf‘u‘[,'T)l/2 (26)
& &
N\ 12
kc? / 1/2
Dt = CCOk g? = COk(T}lTC) (36)
el

The following points should be noted:

1. The analogy between the fluctuating flux and diffusivities is obvious. The
similarity of k—e, T? — ¢p and ¢* — 2 models demonstrates that the “fluc-
tuation variance-dissipation” pattern is the common methodology for closing
the transport equation. Starting from this viewpoint, a unified model of com-
putational transport has been suggested by Liu [5] as shown in subsequent
section. Notice should be made that in spite of some newer CFD model is
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emerging, the use of k—¢ model in cooperation of present 7"> — ¢+ model and

¢’? — o model is necessary for the methodological consistence.

2. The coefficients C,,Cro, and C are given differently by different authors; the
commonly accepted values are C, = 0.09, Cyyp = 0.11, Co = 0.11 or 0.14,
although slight change on these values does not give substantial difference in
final simulated result.

3. The turbulent diffusivities v, o, and D, as well as their ratio,

b (=S¢ 3t (=Pri) and lDJ—[L (=Pe,) are varying and not a constant in the process

concerned because k, &, T72, ey, ¢?, ¢ are function of position.

4. Moreover, the turbulent diffusivities, v, o, and D, obtained by the two-equation
model as given above are applicable to all directions, and therefore, they are
isotropic.

3.4.6 Generalized Equations of Two-Equation Model

As seen from the foregoing sections, the transports of momentum, heat, and mass
obey the law of conservation and the model equations are similar in form. The
generalization of the “fluctuation variance-dissipation” two-equation model as
given in Appendix 1 may help to broaden the understanding of relevant equations
and facilitate the making of computer programming.

3.5 Reynolds Mass Flux Model

Besides applying the postulation similar to the Boussinesq’s (or Fick’s law) to
solve the Reynolds mass flux —uc’ in terms of isotropic turbulent mass diffusivity

D, as described in preceding Sect. 3.2 by c? — gy two-equation model, another
model has been recently developed to solve the anisotropic Reynolds mass flux
—W directly instead of using D, to close the turbulent species mass conservation
equation. The Reynolds mass flux model discussed in this section could be known
as a result following the turbulence closure postulations for the second-order
closure turbulence model in the book of Chen and Jaw [23].

3.5.1 Standard Reynolds Mass Flux Model

For the convenience of derivation, the negative Reynolds mass flux u)c’ is con-

cerned instead of —u/c’. The exact ujc’ transport equation can be derived as fol-
lows. Subtracting Eqgs. (3.1) from (3.3), we have
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o  oUid  ,0c 0% Ul
= ' =D ! 3.23
o o "aw awaw | ox (3.23)

Multiply Eq. (3.23) by u_; and multiply Eq. (1.5) by ¢’; the sum of the two
equations is averaged and rearranged to yield the following Reynolds mass flux

equation (in the form of fluctuating mass flux W):

dud U D [ S

p'c 6 p Ou;| p'oc
o oy ox 0 *

+ ;C Ox; p Ox;

ﬁEiCJr,—Clan D+ ac’au
— | v:u, — u —
oy ) Oxg @xj ax]
1(i =)
where §;; = .
’ { 0(i # j)
The bracketed first term on the right side represents the turbulent and molecular

diffusions; the second term represents the influence of fluctuating pressure and
concentration on the distribution of Reynolds mass flux; the third term represents

(3.24)

the production of W; the fourth term represents the dissipation.

Equation (3.24) should be modeled to suit computation. Applying the modeling
rule, the bracketed first term on the right side of Eq (3.24) can be considered
proportional to the gradient of u ¢ and the u u for turbulent diffusion and
molecular diffusion. The modeling form is as follows

S— - o ou k—— oulc’
uuc—é)p +D:—C+'u _u =—|Co—uu,+D i
0 ox; p Ox e ' Oxy,

The addition of % as coefficient is necessary in order to keep the dimension

kg m~" s™! consistent on both sides. It should be stressed that the use of quantity ’f

is only in accordance with the modeling rule for representing the dimension
“time.” The use of k and ¢ equations here as auxiliary parameters in modeling is
by no means in connection with the isotropic k—¢ model, and the foregoing
modeling term is retained anisotropic.

The modeling of second term is complicated, it can be considered to be related
to the fluctuating velocity and the average velocity gradient as follows:
p' oc’ /6U

I —C/ !
paxj kl/th

Ox 'j

The third term remains unchanged.
For the fourth term, since the dissipation rate through molecular diffusion is
very small, we let
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(ot

p) Ox; 0x;

After modeling, Eq. (3.24) becomes

dulc’  dUulc’ D k—; dulc! ——0oC ——oU;
e~y tdd + D) | = wd— + ue
o T Tox  ox l( vt )axj] (u,u,axjﬂjc ax,->

——0U;
wic' + Ciuic’ o (3.25)
j

c2k

By combining u; Ll S aU’

o oum@ o [[. ko \owd oc
L/ I PO v ) L/ Ll B
o " Tox o l(cls“l“er ) axj] (l/a )

Ox i

term, the following form is obtained:

(3.25a)

czku,c + chu c

It was found that the model constants to be C.; = 0.18, C., = 3.2, C.3 = 0.55.
After several examples of computation for the mass transfer process, the

computed results show that the Cc3u c aU‘ term is much less than the Ce £ £ylc’ term

and can be neglected. Hence, another form of modeled u;c’ equation is
k—  Nowd| [——dC P
(Ca ;ufuj’ —|—D> o ] — <u;uj’ 6_x]> - CLZk”zC

where the constants are: C.; = 0.18, C., = 3.2.

dujc’  QUufc’ D
ot 6xj o an

3.5.1.1 Model Equation Set
The modeling equation set of Reynolds stress model under the condition of having
heat effect are given below.
(I) Fluid dynamic equation set (Reynolds stress model):
Overall Mass conservation equation

6,0 opU;
ot Ox;

=Sm (3.26)
Momentum conservation equation

opU;  OpUU; 0P N o*U; +6(fpu§u/">
o o Mowox ox;

+ pS; (3.27)
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where 1, uj is calculated by:

ool gl o [ k__oww  ound
P L+ U P j(kaugu/» xJJruj)
k

ot Oxy Oxy e "o Oxy
ef— 2
— C],D% <M§MJ/- — gkéy) (1233)
—Cgp(u uk@ — 4l i, —§5Uu§u]' axj> —gpséij

where C; =0.18,C; =2.3,C = 0.55.
(Il) Heat transfer equation set (Reynolds heat flux model):

Energy conservation equation

opT opT 2 T  d(—pulT")
Up—=— S 2.3
al‘ + Gx,- Cp 6)@6)(,‘ + ox; +oT ( a)

where ﬁ is calculated by [23]

ST T o [(. ko \ D
o TV T (CT‘ it ”) o
¢ ¢ ¢ (2.13)

—— 0T —0U; ——0U;
— (ufy — + u, T = | — Cra~ulT' + Crau, T' ——*
<uluk axk + i ka) 2% k ] +im uk 6xk

where CTl = 007, CTZ = 32, CT3 = 0.5.

(IIT) Mass transfer equation set (Reynolds mass flux model):

Species mass conservation equation

oCc ouCc 0 oC  —

where u/c’ is calculated by

i’ dUuic D k—— dulc’ ——0C &—
i R A 5 Rsied illl IS (v v it DS I o
ot Tt 0x; ax, l( ol g it + ) Ox; ] (ulu] ax,) 23 e

—0U;
+ Cg3 uj’-c’ o,

where C.; = 0.09, C., = 3.2, C.3 = 0.55.
The auxiliary equations k and ¢ are calculated by:

k equation: Eq. (1.11)
¢ equation; Eq. (1.13)
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Thus, Reynolds mass flux model involves Reynolds stress, Reynolds heat flux
and Reynolds (fluctuating) mass flux equations, the unknown quantity is increased
to twelve to make the total unknown quantities become twenty; they are:

Ui, Uj, Uy, p, uju; (six unknowns) , T, u;T" (three unknowns),
C, W ( three unknowns), k, &

The model equations available is also twenty, namely ten equations from CFD,
four equations from heat transfer, and six equations from mass transfer.

The feature of this model is rigorous and anisotropic, yet more equations are
needed to solve which requires not only more computer load but also harder to
converge.

3.5.1.2 Determination of Boundary Conditions

(A) Inlet boundary condition

At the top of the column, the boundary condition for the liquid phase is set to be
[24]

— - — - . k‘l.S
U =Ty, C=Cm, k=0003Ts", e = 0097
H
where dy. is the hydraulic diameter of random packing, which can be calculated by
[25]:

4y,

dy = —2 .
T a(l—yy)

There are no experimental measurements reported or empirical correlations
available from the literature for determining the inlet condition of the fluctuating

mass flux u/c’, and the fluctuating heat flux /7", . In some cases, the following
conditions for u/c’ and u]T" were found to be suitable at the inlet [26]:

(), = —0.7(0C /), (WT") = —0.922

in

(0T /i),

kizn
K pein
nient to use; however, another expression for the inlet condition may be suggested

where u, ;, = C,—>. We found that the foregoing inlet condition is more conve-

to suit different simulation.
(B) Outlet boundary condition

The flow in the packed column at the outlet is considered as fully developed in
turbulent state; the zero normal gradients are applied to all variables except
pressure.
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(C) Wall boundary condition

The no-slip condition of flow is applied to the wall, and the zero flux condition
at the wall is adopted.

3.5.1.3 Influence of Reynolds Mass Flux on Mass Transfer

For the convenience of expression, the negative Reynolds mass flux (also known
as fluctuating mass flux) ujc’ [kg m2 s_l], which denotes the rate of fluctuating
mass to be transported per unit time (second) per unit cross-sectional area (m?), is
mentioned in this section instead of —ujc’.

The directional ujc'(i = x,y,z) complies u/c’, uyc’ and ulc’, the following
analysis of uc’ refers to one of direction, for instance in x direction, u;c’ becomes
ulc'.

In the turbulent mass transfer process, the velocity gradient and concentration

gradient are established as well as the W gradient. The transport of W is
implemented by the turbulent fluid flow and the fluctuated mass flux diffusion. As
the velocity eddy, which is the elements of turbulent flow, is the carrier of W, the
transport of W also follows the pattern of the velocity eddy flow and the fluc-
tuated diffusion.

The influence of fluctuating mass flux W on mass transfer is in several aspects
as described below:
Turbulence and species concentration gradient

The term u)c’ is the average of the fluctuated mass flux u'c’. As the fluctuations
originate from fluid turbulence, W may be regarded as “turbulent mass flux.”

The value of W reflects the extent of flow turbulence (or the magnitude of ')
as well as the gradient of species concentration C from which the fluctuation ¢’ is
created. Thus, a certain value of W may come from either high turbulence with
low species concentration or low turbulence with high species concentration
gradient. Nevertheless, for most mass transfer process, the instantaneous velocity
u of the bulk fluid is substantially constant, so that the variation in «’ is small; thus,
the value of W depends mostly on the value of ¢’ or implicitly the gradient of
concentration C.

As seen from Eq. (3.2) where u;c = U;,C —|—W, the term W generally is

positive but its components u/c’, u/c’ and u.c’ may be positive or negative.
According to the potential concept (Fick’s law), the flow of mass flux along a path

should be under its negative gradient, thus the diffusion of positive W should
follow this rule. If the bulk concentration of the process is decreasing, such as the

absorption of CO, by water, the diffusion direction of W is consistent with the C
decreasing gradient, the bulk mass flux u;c is U;C but promoted (enhanced) by the

W diffusion (regarded as promoted or forward diffusion). Inversely, if W is
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negative, its diffusion should be under positive C gradient, i.e., along C increasing
direction. The diffusion under positive gradient seems contradiction to the concept
of potential flow, but it can be explained as follows.

Rearranging Eq. (3.2), we have W = u;c — U;C, thus negative W implies
u;c <U;C, and the instantaneous mass flux becomes less than the average mass
flux U;C. In other words, the process mass flux u;c is lost by the amount W,
which may be considered that such loss is as a result of the counteraction by ¢’

diffusion, i.e., the mixing between u;c flow and W diffusion. Thus, for the
absorption process where bulk concentration C is increasing, the diffusion of

negative u,c’ counteracts the u;¢ (or U;C) flow and results the disappearance of W
at the expense of diminishing some amount of u#;c (or U;C). It is regarded as
backward or suppressed diffusion of W
Local mixing

In the course of turbulent mass transfer process, the fluctuation u; from the
velocity eddies as well as the fluctuation ¢’ from concentration eddies are dissi-
pated sooner or later through the mutual mixing of eddies so as to produce local
mixing with neighboring velocity and concentration. The dissipation and gener-
ation of eddies are going on unceasingly during the progress of the mass transfer
process; therefore, the diffusion of W is accompanied with unstoppable local
(eddies) mixing.
Process concentration profile

Under turbulent flow condition, the transfer of species (mass) from adjacent
phase to the phase concerned, such as physical absorption like the absorption of
CO, by water, the following steps are undertaken in sequence:

(a) The CO, diffuse from gas phase to the gas—liquid interface;

(b) The diffusion of CO, from gas—liquid interface to the bulk fluid (water);

(c) The bulk fluid carrying the diffused species CO, at average fluid concentration
C and its fluctuating concentration ¢’ is flowing along the flow path, forming
positive CO, gradient (¢ or C increasing profile);

(d) The turbulent product W is in action (diffusion) at the same time. Generally,
W is positive, which intends to diffuse under negative W gradient along the
flow path, i.e., aims to diffuse from high u/c’ to the low u/c’ (negative uc’
gradient), which corresponds to negative ¢ or C gradient (¢ or C decreasing
profile).

It is obvious that steps (c) counteracts step (d), i.e., the conflict between the flow
of bulk mass flux U;C from high C to low C by absorption and the diffusion of W
from low C to high C. As the amount of W backward diffusion in step (d) is much
less than the amount of bulk U;C forward flow in step (c), the final result of
counteraction is that the backward diffusion u/c’ cause reduction in U;C to some
extent, which means the absorption process is interfered or suppressed.
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Table 3.1 Influence of u)c’ on mass transfer process (i = x,y, z)

Process® Process Sign W diffusion Interaction Influence on the
C gradient of gradient along x; between process
along x; W' direction (B) gradients (A)
direction (A) and (B)
Bulk + + —Backward Counteraction ~ Unfavorable
C increasing diffusion (suppressed
transfer)
Bulk + - +Forward Co-action Favorable
C increasing diffusion (promoted
transfer)
Bulk — + —Backward Co-action Favorable
C decreasing diffusion (promoted
transfer)
Bulk - - +Forward Counteraction ~ Unfavorable
C decreasing diffusion (suppressed
transfer)

% C increasing process denotes the concentration increases along direction i(i = x, y, z). For
instance, absorption is C increasing process along x (axial) direction in a packed column
C decreasing process denotes the concentration decreases along direction i(i = x, y, z). For
instance, desorption is C decreasing process along x (axial) direction in a packed column

For the other mass transfer process, such as desorption like CO,, saturated
water is desorbed by air, the CO, concentration of the fluid (water) along x; (axial)
direction is decreasing (negative gradient) instead of increasing (positive gradient),
the steps (c) and (d) are not in conflict but in cooperation (coordination) each other,
thus the bulk U;C flow and u/c’ diffusion are consistent in the same direction which

means the desorption process is promoted (enhanced) by E diffusion without
interference by counteraction.

The foregoing analysis is based on positive W On the other hand, if W is
negative, the situation becomes reversed; Table 3.1 is the summary.
Diffusion rate

The rate of W diffusion, ag—f, is indicated by the slope of W versus x; plot.
Positive slope means the diffusion rate is increasing, while negative slope implies
decreasing rate.
Remarks

In brief, the diffusion of turbulent mass flux W is influential to the process
concentration profile; the latter is important as it indicates the effectiveness of a
mass transfer process. The effect of turbulent diffusion on process gradient may be
promoted (enhanced) or suppressed dependents on the character of the process and
the sign of W However, the analysis of W is complicated, yet more information
of mass transfer can be obtained as seen in the subsequent chapters.
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3.5.1.4 Anisotropic Turbulent Mass Diffusivity

Using the Reynolds mass flux model, the directional —W can be calculated
separately as —ujc’, —ulc’ and —u/c’, so that the anisotropic turbulent mass dif-
fusivity can be obtained.

As stated in preceding section, the diffusion of W should under the negative C

gradient. Let J; in the Fick’s law equation be the fluctuating mass flux @ and the
driving gradient is (0C/0x), the following relationship can be established:

— oC

! A ;] —

/ il —=—1, Y, 2 )
u;c D,( ) i=x, 2 (3.28)

Dy,=-—"+, D=+~ (3.29)

where the coefficients Dy, Dy, D, are the anisotropic turbulent mass diffusivities
in x, y, z directions, respectively.

The Fick’s law coefficient D ;, which is defined as the mass of species trans-
ferred per unit area per unit time under unit concentration gradient, represents the
ability of a species to undergo diffusion. Thus, Dy ; reflects the capability of
turbulent fluctuating mass flux W diffusion along direction i.

It should be noted that the D ; obtained from Reynolds mass flux model and the
D, obtained from two-equation model is entirely different, as Dy ; is calculated from

kc?

1/2 .
”/) . From theoretical

u;c’ while D, is given by the equation D; = Ccok<

viewpoint, the anisotropic Dy; is more rigorous than the isotropic D;. The present
derivation and discussion of Dy; are only to demonstrate the anisotropic nature of
mass transfer diffusivity and its influence. In the process simulation by Reynolds
mass flux model, the D;; need not be evaluated.

Strictly speaking, all mass transfer processes are anisotropic. Nevertheless, the
flow, heat, and mass transfer in most processes are dominant in one direction, such
as the axial direction is governing in most packed column, the use of isotropic
model may give satisfactory result of simulation. Yet in large diameter packed
column the anisotropic nature is magnified and should be concerned its anisotropy
as the radial effect cannot be ignored. Thus, for the simulation of large scale or
anisotropic mass transfer equipment, the Reynolds mass flux model should be the
choice for accounting the anisotropy.

For illustrating the advantage of using anisotropic Reynolds mass flux model,
the simulation of absorption of CO, by MEA solution (see Chap. 5) using isotropic
¢ — ¢ two-equation model and one-dimensional model by Tontiwachwuthikul
[18] versus anisotropic Reynolds mass flux model is given in Fig. 3.6a for a
packed column of 0.1 m in diameter and Fig. 3.6b for a packed column of 1.9 m in
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Fig. 3.6 Comparison between isotropic and anisotropic models [27] (Traingle Experimental
measurement, Dashed line Two-equation model, Hypenated line One-dimensional model
(isotropic), Solid line Rayleigh mass flux model) a 0.1-m-diameter column, b 1.9-m-diameter
column

diameter. It is clearly seen from the figures that the present anisotropic model gives
good simulated result than the isotropic models.

3.5.2 Hybrid Reynolds Mass Flux Model

In order to reduce the computer load of standard Reynolds mass flux model, the
complicated Eq. (1.23a) for expressing W can be replaced by the simpler Eq.
(1.8). Then, the model becomes the combination of Reynolds mass flux and the
Boussinesq postulate (two-equation model). It is called hereafter as hybrid Rey-

nolds mass flux model. The model equations are given below.
(D) CFD equation set:

Overall Mass conservation equation: Eq. (3.26)
Momentum conservation equation: Eq. (1.4)

!, ; ; .
wu; equation (Boussinesq postulate):

— ou; oU; 2
1 l J
— ol = ) s 1.
pul; “‘(ax, ax[) 3,0(5,]k (1.8)
k?
U = Cup—g (1.14)

where the k equation is calculated from Eq. (1.11a) and the involved ¢ equation
from Eq. (1.13a).

(IT) Heat transfer equation set (Reynolds heat flux model):

Energy conservation equation: Eq. (2.3a)
Fluctuating heat flux equation: Eq. (2.13)
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(IIT) Mass transfer equation set:

Species mass conservation equation: Eq. (3.3)

Fluctuating mass flux equation: Eq. (3.25a)

The unknown quantities in this model are: U;, U;, Uy, P, k, ¢, u;, C, W, W,
W, totally eleven versus eleven model equations available. Since this model
employ Boussinesq postulate, it is isotropic.

3.5.3 Algebraic Reynolds Mass Flux Model

The Reynolds mass flux model can also be further simplified by letting the con-
vection terms of u;c’ on the left side of Eq. (3.24) equal to the molecular diffusion

and turbulent diffusion in terms of E on the right side, then under steady con-
dition, Eq. (3.25a) becomes

—0C —0U; — —oU;
NwwE e S L e o Y0 _
(ulu] o + ujc 6x~) Cer -l + Cautic o, 0 (3.30)

After arranging, the simplified W expression is as follows:

’_'aU’) 4 Gk OUs (3.31)

—0C
I
A 774 + u:c u;
! CCQS( ! ’axj ! axj Cc28 ! ax]

The number of unknown quantities and equations of this model is the same as
the Reynolds mass flux model except using Eq. (3.31) to replace Eq. (3.25a) for

calculating W in order to reduce the load of computation.

3.6 Simulation of Gas (Vapor)-Liquid Two-Phase Flow

Most mass transfer equipments consist of gas (vapor) and liquid two-phase flow,
for instance, vapor-liquid two-phase cross-current flow is undertaken in tray
distillation column; gas-liquid two-phase countercurrent flow is taken place in
packed absorption column. Some processes may also include solid phase, such as
adsorption or catalytic reaction. Thus, the fluid system may contain gas and liquid
two phases, or gas, liquid single phase besides solid phase.

For the two-phase flow, the modeling equations should be written for the
designated phase while such phase occupies only a fraction of the total volume;
therefore, the volume fraction of the designated phase should be involved in the
equation for the reason that the fluid velocity of the designated phase is determined
by the fractional flow area. Note that, the volume fraction is generally varying with
position.
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Let By be the volume fraction of the designated phase O (for instance,
0 = L refers to liquid phase 0 = G refers to gas phase), pg be the density of the
designated phase 0. Both fy and py need to insert into the CFD equation sets.

The simulated two-phase flow model can be in one of the following three
forms:

(1) Two-fluid modeling form.

There are two kinds of two-fluid models based on different viewpoints:

o Eularian—Eularian two-fluid model. In this model, both gas (vapor) and
liquid phases are considered as a system to be concerned aiming to obtain the
transport information of each phase. Model assumptions are made that both
phases (the continuous liquid phase and the dispersed gas phase) are con-
sidered as two interpenetrating continua, so that the Eularian method
(expressed by volume average Navier—Stokes equation) can be applied to
both phases. The model equations for phase 0 are as follows:

Mass conservation equation of phase 0

0py , OpUyp;
ot T ox

=Sym, 0=L,G
Momentum conservation equation of phase 0

aPU0i+aP9U0iU01 or 52U0i+6(—/"49iu6j)

= Sp;
o o o Moo, PR

where 0 refers either liquid or gas; Sy, represents the mass exchange between
liquid and gas phases; Sy; represents the gravitational force, interphase momentum
exchange and all interacting forces between two phases. In the closure of
momentum equation, the k—¢ model may be used with consideration of the mutual
influence between the Reynolds stresses of liquid and gas phases.

The number of equations needed for two-fluid model is more than that of the
following interacted liquid-phase model and requires more computer capacity with
the risk of harder convergence. In practice, for instance, the distillation simulation
by some authors [28, 29] neglected the turbulent equations of vapor phase to
simplify the simulation.

o Eularian—Lagrangian two-fluid model. In most gas (vapor)-liquid equip-
ments, the liquid exhibit as continuous phase and the gas (vapor) is dispersed
phase. Thus, Eularian method (expressed by volume average Navier—Stokes
equation) can be applied to the continuous liquid phase for simulating the
flow field; the motion as well as behaviors of dispersed phase is described by
Lagrange method, in which the individual dispersed element (bubble) is
tracking by an equation of motion, such as Newton’s second law, and sub-
jected to the action of all interface forces. However, the bubble motion and
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interface forces acting to the bubbles are complicated so as the modeling
should concern bubble dynamics with all relevant acting forces (gravity,
drag, lift, pressure gradient, virtual mass, etc.) as well as the collision
between bubbles and between bubble and the column wall. The coupling
between bubble and liquid phases is realized by considering all the interphase
forces as source terms in the momentum conservation equation of liquid
phase.

The feature of this model is the dispersed phase (bubble) can be described in
details but at the expense of more computer load.

(2) Liquid phase under interaction of gas phase (interacted liquid phase)
modeling form

In this modeling form, abbreviated as interacted liquid phase model, the liquid
phase is considered as the system to be concerned aiming to obtain the transport
information of the liquid phase. The dispersed phase is considered as the sur-
roundings. The action of the dispersed phase (bubbles) on the liquid phase is
treated as the external forces acting on the system (liquid phase). Thus, the
evaluation of source term Sp; in Navier—Stokes equation of liquid phase should
cover all the acting forces by the dispersed gas phase to the liquid phase. Such
model can reduce the number of model equations and computer load. Computation
shows that whether the interaction source term Sy ; is properly considered, the final
simulated result is substantially equal to that using two-fluid model (Fig. 3.7).

As an example, the CFD simulations of velocity distribution on a sieve tray of
1.22 m in diameter (Fig. 3.7) reported by Sorari [30] using two-fluid model [28]
and interacted liquid-phase k—¢ model [31] are shown in Fig. 3.8, in which both
simulation are comparable and close to the experimental data.

The CFD model in interacted liquid phase form by Wang [31] is given below:

Overall mass conversation

O(pLfLUL) _
ax,- "
Momentum conversation
O(pLBLULUL) _ aULJ oU; | 3y
aXi ﬁLaxj X; ﬁL Ve X ﬁLpL Ve a + axl
+ BLoLSL

For the closure of momentum equation, the effective turbulent diffusivity v, is
calculated using k—¢ model as follows:

k?
vefcu +&

oL
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Fig. 3.7 Positions of Liquid Inlet
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where Gy is the turbulent energy created by the bubble agitation of the fluid on a

ApUg
prhL?

tray, Gy = ce
&L equation
Op pLUie. O U\ Oe ¢ (oU; oU;\ oy
PLPL™oL 2 PO) 22— CaBy S [
Ox; Ox; Pulm+ o, ) Ox; 1ﬁLk'u[ Ox; + Ox; / Ox;
+ [c1Gy — 6‘28]2

For the detailed expression of the gas—liquid interacting forces in the interacted
liquid-phase model, the source term Sy;, involving gravitational force and inter-
acting forces as given by Wang, is shown below:

FLx +fvmx + MGLX +f;c
Sui = Fg + FLy +fvmy +MGLy +fy
FLz +fvmz + MGLz +fz

The gravity force: Fy = Py p1 8
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Fig. 3.8 Comparison between simulations using two-fluid model and interacted liquid-phase
model for a sieve tray (Black diamond Experimental data [30], Dashed line Two-phase model
simulation by Gesit [28], Solid line Interacted liquid-phase model simulation by Wang) [31]. a
upstream profile for Qp = 6.94 x 10> m%*s and Fs = 1.015, b downstream profile for

L = 6.94 x 107* m’s and Fs = 1.015, ¢ upstream profile for Q) = 6.94 x 107> m%/s and
Fs=1464, d Q. =694 x 107> m%s and Fs= 1464, e upstream profile for
0p. =178 x 107> m%s and Fs = 0.801, f downstream profile for O = 17.8 x 1073 m¥s
and Fs = 0.801 (reprinted from Ref. [31], Copyright 2004, with permission from American
Chemical Society)

The lift forces (Magnus forces): F,, F,, and Fy ,, which represent the forces of
generating a sidewise force on the spinning bubble in the liquid phase by the liquid
velocity gradient, are given by Auton et al. [32] as
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FLx = O.ZSﬁGpL(ULX — Ug) X (VULX)
Fiy = 0.25B6pL(Ury — Ug) x (VUiy)
Fr; = 025860 (U: — Ug) x (VUL)
The virtual mass forces: fymyxs fymys fymz» Which account for the additional

resistance acting by a bubble undergoing acceleration, are given below by Auton
et al. [32]

— fomx = 0.5 X Bgpy (UL - Vury)
_fvmy =0.5 x ﬁGPL(”Ly . VuLy)
— fomz = 0.5 X Bgpp (ur. - Vur,)
The interphase drag force: Mgy, MLy, Mgy, are given by Krishna et al. [33]
1 1

—MaLx = Bgo(pr, — PG)gWﬁ—L X (s — upy)|us — urs|
Ug G
1 1
— Moy = Boo(pL — PG)gT /B )Zﬁ_L X (Mx - MLy) }Ms - uLy‘
s/ PG
— Mqr. = fgor(pL — Pc)g(/%)zé X (s — urz)|ug — urg|
Ug G

The resistance to the fluid flow: f, .f, , f., the resistances created by uprising
vapor to the fluid flow, is considered to be equivalent to a body force acting
vertically and uniformly on the horizontally flowing fluid. This body force,
resolved into fi, f;, f; by Yu et al. [34] in the froth regime of fluid flow, can be
calculated by means of the froth height /, as follows:

Pgls Pgls Pgls
— Uiy f = - Ui
pLh puhe 7 puke

The froth height A is evaluated by the Colwell correlation [35],
0 0.67
e = Bl ave | hw +0.527 =
L ﬁL,avg, + (Cdﬁ]_,avg)

0.61 +0.08 4w fow < 8315

fi=

Uy x f; - —

Cq=

15
106(1+ ) " b > 8315
fow Ty
hfow = hf - hw

where B .ve represents the liquid average froth volume fraction,
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1
12.6F/04(Ag /A" + 1

F;:Fr( PG )
PL-PG

F=0
r_ghL

ﬁLA,avg =

It is assumed that the gas and liquid volume fraction fg, i are not varying with
position. The i can be estimated by:

ﬁGZl_ﬁL

where volume fraction of liquid phase f3; is given by [36]
3 0.91
pL =exp|—12.55 (u G )
- VoL —re

(3) Mixed phase modeling form:

In this model, the liquid and vapor are considered to be mixed together as a
single mixed continuous phase. The difficulty comes from the evaluation of the
liquid—vapor interaction within a phase. This model is not yet well established and
still under investigation.

Remarks

In our practice, the application of interacted liquid-phase model is successful in
simulating liquid—gas (vapor) two-phase processes, such as distillation, absorption,
and adsorption, as given in subsequent chapters.

3.7 Calculation of Mass Transfer Rate

In solving the mass transfer Eq. (3.1), the evaluation of the source term S, which
is the mass rate (mass flux) transferred from adjacent phase (outside of the system
concerned) or generated by chemical reaction (inside of the system), is very
important as it is highly affect the final result. For the gas-liquid two-phase mass
transfer process under steady condition and assuming the driving force of mass
transfer is the linear concentration difference, we can write the conventional for-
mula for calculating the mass transfer rate of species i [dimension kg m~2 s™'],
denoted by S, or N;, as follows:

Sa =N;=kL(Ci, — CiL) = kc(Cig — Cig)



70 3 Basic Models of Computational Mass Transfer

Note that, in this section, the subscript i and j denotes species i and j, not the
directions i, j; ki and kg are, respectively, the film mass transfer coefficient of
liquid and gas [m sfl]; C;. and C;g are, respectively, the bulk concentration of
component i [kg m™] in liquid phase and gas phase; C;. and C} are, respec-
tively, the concentration of component i at the interface in thermodynamic equi-
librium with the C;; and C;g (kg m~>). The importance of evaluation of mass
transfer coefficient ki or kg is clearly seen from the foregoing equation. Never-
theless, the prediction of the coefficient is difficult, and so far only relies on
experimental measurement. There are two different cases:

e For the two-component mass transfer, some empirical correlations based on
experimental data are available in literature.

e For the multicomponent mass transfer, the mass transfer rate is closely related to
the composition due to the complicated molecular interaction between com-
ponents and exhibit different characters with two-component system. For
instance, for the two-component system, the mass flux is transferred from high
to low concentration, yet in multicomponent system, some components can be
transferred from low to high concentration. This is what we called “bizarre
phenomena” (see Sect. 4.1.3.7). Thus, the mass transfer coefficient in multi-
component system is complicated and can be calculated only under the indi-
vidual condition based on the coefficients of relevant two-component pairs (see
Sect. 3.7.2). For this reason, no general correlation for multicomponent mass
transfer coefficient is available.

3.7.1 Mass Transfer in Two-Component (Binary) System

The mass transfer coefficient of two-component system is the basic information
necessary for the prediction of mass transfer rate in the process. The calculation of
mass transfer for multicomponent system is also based on the mass transfer
coefficients of the correspondent binary pairs (see Sect. 4.1.3).

One of the traditional models for predicting the binary mass transfer coefficient
is based on the penetration theory by Higbie [37]. It is used as our starting point.

Let us consider the case of a wetted wall (falling film) column undergoing gas
absorption with the following assumptions:

1. The component i in gas phase is absorbed by binary liquid absorbent containing
components i and j.

2. The velocity of falling absorbent is very low, and mass is transferred by
molecular diffusion. The absorption rate is low so as to keep the density of
absorbent remains unchanged.

3. Penetration theory is applied, thus a fluid element (cluster of fluid particle) may
stochastically move to the interface and stay there from t = 0 to t = #y, during
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that time interval component i is diffused from gas to liquid phase under
unsteady condition.

With the foregoing assumptions, Eq. (3.1) is simplified to the following form:

. 2 .
oC; _p 0°C;
ot 072

where D is the molecular diffusivity of component i in the fluid; z is the direction
perpendicular to the interface; C; is the concentration of component i in the fluid
element; C;, is the concentration of i at distance z from interface; C; is the
concentration of i at interface in equilibrium with C;.
The boundary conditions are:
Att =0,z =0, C; = C; (fluid element just arrive interface and still remains at
the bulk concentration C;)
At t >0, z =0, C; = C/(interfacial gas-liquid equilibrium of component i has
been established).
Att> 0, z =z, C; = C;, (bulk concentration of component i).
The solution of Eq. (3.32) at constant D is found to be

(3.32)

Cr— C,' 4
! =erf 3.33
C,* -G, 2v/Dt ( )
Thus, the relationship of C; along z at different ¢ can be obtained. Let the mass
flux of component i diffused from interface to the bulk be J;, then from the

potential concept (or Fick’s law), we have J; = D(— aai’) . Combining with
z=0

foregoing equations and after mathematical treatment, the relationship between J;
and ¢ can be obtained as follows:

D
Ji=(C - G) P

Integrate foregoing equation from ¢ = 0 to t = #y, the average rate of mass flux
being transferred N; is obtained:

D

Tty

M d
N=s '_a(c - c)

By the definition of mass transfer coefficient ki, i.e., N; = kL(C;‘L — C,L), we
obtain ki by employing penetration theory as follows:

D
kp =24/— (3.34)
Tty
According to the penetration theory, the #y is the residence time of a fluid
element at the interface undergoing the gas—liquid contact. Thus, ty = é where u is

the velocity of the fluid element at the interface (equal to the velocity of falling
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absorbent), [ is the length of the fluid element travelled with velocity u at the time
interface. The ki equation becomes

D
k=2~
7l

The [ here may be regarded as characteristic length. Expressing the ky in the
form of dimensionless Sherwood number Sk;, we have

kil 1 [Du \/m 4 (lup\ [ u 05/ 105
h = — =2 = — == [ =) =) =1.128(Re)"” ’
Shi D DV =l D T\ U oD 8(Re)™(Sc)

In using the foregoing Sh—Re—Sc form for the regression of the experimental
data, the exponent 0.5 should be corrected and adjusted. The Sh—Re—Sc form of
empirical equation is employed by some authors to fit the experimental data
covering both lamina and turbulent flow as shown in Table 3.2:

Shy, = Co Re*Sc? (3.35)

where Cy, a, b are constants to be determined based on experimental data.

As seen from Table 3.2, the exponent in empirical Eq. (3.35) may change
greatly by fitting the experimental data.

Equation (3.35), i.e., the Sh—Re—Sc form, is usually modified to suit different
equipment and condition of mass transfer by adding extra-geometric term or
dimensionless group. Table 3.3 is given some examples.

As indicated in Table 3.3, the mass transfer coefficient k; in the Sherwood
group Sh is not only affected by the geometry of equipment and internal con-
struction, such as the d/I ratio or the ratio of column diameter to packing size, but
also the fluid properties such as p, u, ¢ in the dimensionless group.

Besides Sh—Re—Sc form, the ki or kg correlations are usually expressed
according to the authors’ data analysis. Some empirical correlations are given in
Table 3.4 as examples.

In case that the interfacial effects, such as Marangoni interfacial convection, are
occurred in the mass transfer process, the influence by the surface tension gradient
Ao on ki should also be concerned in the empirical expression (see Chap. 8) so
that k& is generally affected by the following variables:

kL :f(Dta u, p7:u't717 AO_)
or expressed as an exponential equation
ky, = (constant)D%u” p° u! I Ac’

By dimensional analysis, the following dimensionless equation is obtained:

kil lpu\* I
“L* = (constant) (ﬂ) <ﬂ> ( g >
D, I pD¢) \ D
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Table 3.2 Some published empirical correlations for binary system with Sh—Re—Sc form

Equation Application References

Sh = 0.015 Re"325c03 Packed column absorption [38]
Packing: ceramic saddle

Sh = 4.1 Re®¥ 8033 Packed column absorption [39]
Packing: stainless Pall ring

Sh = 0.01099 Re¥3933 505 Wetted wall column absorption [40]
Re <75

Sh =2.995 x 107 2Re"213480> Falling film column [40]
Gas absorption

Sh = 2.3 Re®*38c033 Packed column [41]
Packing: copper Raschig ring

Sh = 3.725 x 1072Re*2715 503 Gas absorption [42]
Absorbent: CaCl, solution
100 < Re < 700

Sh = 2.326 x 1073 Re06938 503 Gas absorption [42]
700 < Re < 1,600

Shy = 0.0279 Re®71 8044 Wetted wall tower [43]
System: isopropanol-water—air
isopropanol-water—N,

Sh = 4.22 Re'/3Sc!/? Gas absorption [44]
System: Glucose solution-CO,

Sh = (0.012 £ 0.001)Re089+0055,0:33 Gas absorption [45]
System: Sediment water-O,

Sh = 1.158¢!/3Re!/? Fluid-particle ion exchange, [46]
Re < 1,000

Shg = 0.00031 Re;% Red2075c03 Concurrent wetted wall column [47]

Sh = 1.38 Re"345c0-33 Hollow-fiber contactor [48]

Sh = 0.648 Re37° 5033 Spiral wound pervaporation [49]

Sh = 0.048 Re*0Sc!/3 Hollow-fiber reverse osmosis [50]

Table 3.3 Some published empirical correlations with modification of Sh—Re—Sc form

Equation Application References

Shy = 0.0044 ReoSc)> We ! Falling film tower. CO, absorption [51]

Sh = 1.62 Re"3350-33 (,_11)0.33 Falling film tower. CO, absorption by [52]
ethanol, water

Sh = 2Re]/2Scl/2(d/l)l/2 Tube reactor, lamina flow [53]

Sh = 0.85 Re%54 50033 (%P) —0.75 (dfp Fluidized bed [54]

Sh = 8.748 x 10? Re®0245¢=0-133,~0012 Bubble column reactor, CO/kerosene [55]
system

Sh=2.136 x 1074 Re}"“SCU-“Ga}?ﬂ Falling film tower. CO, absorption by [56]

ethanol, water

Where We = pou? /o, Ga = Pp*g/u?, Bo = q/yp,uy, Fr =u/gl, Eu= p/pu?

o is the diameter of liquid drop, d is the column diameter, [ is the characteristic length
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Table 3.4 Some empirical mass transfer coefficient equations from experimental data

Equation Application References
dypgug 173 3 Random packing [571
kg = 1.195ug |—22—=|  Scg™"
o [ﬂo(l —g)
D /d 0.45
k= 25.1 2 (SRLLEL) g0
dy o
] 0.0051 (#Lg> 1/3 <PL”L)2/3S os Random packing [58]
- P (A 0.
- (apdp)70'4 pL ey, -
D¢ PGMG> 07 1/3
kg =c| —= (— Sc
(apd§> apliG G
oug\ 8 (DN (" Random packing [59]
K =c (FLe ot L
—a(i) @) @)
kg = Ccﬂ (pGMG)3/4SC|/3
dn(e — hy) \aplig ©
D, d, 0.8 Structured packing [60]
kg = 0.0338 < [7’) Gleq 11+ ”G“)} S
eq Ha
DL [ 9r2g\ "
ke =24/ 2k
5 \8pLiL
91?2
where ug, = M,—G, U, = g
esina SpLu
ShoranDe\ > (SheunDc ) 2 Structured packing [61]
ke = Jlan + Jtu
¢ ( dn ) ( dng )
d
where Shg am = O.664SCIG/3 Regy G
lG,pot
Sy — ReanSeaCao/8)[1 + (dh /l6p2) ]
Jturbo —
1412.7/ZoL@/8(Sc® — 1)
Dypuy,
k=2
L™V 0.97dig
kL =2.6x 1072105 kg = O/-)ﬁ — 0./07265 Sieve tray column [62]
v 0y
or
Shy = (constant)Re*Sc’ Ma’ (3.35a)

where Ma is Marangoni number (see Chap. 8); o, f, 7 are constants.

The importance of considering the interfacial effect on mass transfer coefficient
can be seen by the following example. The Sk equation for binary system con-
taining phosphoric acid and ethyl hexanol was reported below by Akita and

Yoshida [63] with average error of 14.49 %.
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Sh = 1.263 Re%6625,0-0761

Zhou [64] employed Eq. (3.35a) for the regression of the published data of the
same system and obtained the following equation with average error 9.62 %.

Sh = 0'0245R60.5229SCO4076lMa043427

Thus, the consideration of interfacial effect, such as Marangoni convection, if
occurred, is necessary to achieve better regressive empirical ki equation.
Similar situation can be extended to the interfacial effect by Rayleigh con-

) Lo . ApP
vection (see Chap. 8), which is represented by the Rayleigh number Ra (Ra = %

where Ap is the density difference between interface and the bulk liquid), and Egq.
(3.33a) is extended to the following form if necessary.

Sh = (constant)Re"Sc®Ma“Ra’

The constructional characteristics of the equipment cannot be ignored, thus a
constructional dimensionless group, denoted as ¥, is usually added to the ki
equation:

Sh = CyRe*Sc"MaRe® W

where exponents a to f are constants.

Similar expressions can also be obtained for the gas-phase mass transfer
coefficient kg.

In short, the determination of mass transfer coefficient of two-component sys-
tem is still relied on experimental measurement although the use of dimensionless
group in the data regression can be helpful and reasonable. The collection of
published correlations of mass transfer coefficient by Wang et al. [65] and Zhou
[64] can be used as reference.

The calculation of mass transfer rate of multicomponent system will be briefly
described in the section below and Sect. 4.1.3 of Chap. 4.

3.7.2 Mass Transfer in Multicomponent System

In practice, most of the mass transfer processes involve multicomponent, and the
mass transfer rate should be calculated individually by each component. In some
cases for simplifying the calculation, two influential components, called key
components, are taken as if a two-component system. However, such simplifica-
tion may lead to serious error, and the rigorous method is preferable. The calcu-
lation of multicomponent mass transfer is by the aid of Maxwell-Stefan equation
which is introduced briefly in the section below.
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3.7.2.1 The Maxwell-Stefan Equation

Most of the multicomponent systems are non-ideal. From thermodynamic view-
point, the transfer of mass species i at constant temperature and pressure from one
phase to the other in a two-phase system is due to existing the difference of
chemical potential y; r p between phases, in which y;rp = '“?,T,P + RT In yx;,
where 7; is the activity coefficient of component i; /,LE)‘T"P is y; 7 p at standard state.
In other words, for a gas (vapor)-liquid system, the driving force of component
i transferred from gas phase to the adjacent liquid phase along direction z is the

negative gradient of chemical potential, — a”a%

The transfer (diffusion) of component i from gas phase to the liquid-phase
should overcome the resisting force from the adjacent component x; in the gas
phase, such resistance is represented by the frictional force between two fluid
molecules, which is proportional to the velocity difference (ui — uj) and the
activity of component j (denoted by a;, a; = y;x;). If the system under consider-
ation contains 7; moles of species i per m, then the balance between driving force
and resisting force on m> (one cubic meter) basis is as follows [37]:

_dArpy

n—g = @[y (i — )] (3.36)

where ¢ is proportional constant depending on the system concerned;. n; is the
number of moles per m>.
Assuming the gas phase is an ideal gas, we have n; = £~ and Eq. (3.36)
becomes:
— A = e b - )]
:ﬁﬂWﬂW*Wﬂ .

where Dj; is called Maxwell-Stefan diffusivity (Dij :%), which reflexes the
contribution of i—j binary pair diffusion on the multicomponent system. Consid-
ering the mass transfer between components is additive, the following generalized
Maxwell-Stefan diffusion equation [65, 66] is obtained:

1 (e —w)

—V ;= gL =1,2...n—1 3.37

RT T,PY; ; D;, I n ( )
J#i

For ideal solution, V= 1, we have:

1 " xj(u; — u;)
—V = E A i =12 n—1
RT T,PH; j:1 Di_j ) L )&y )1
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Multiplying foregoing equation by x; and noting that molar mass flux of
component i is equal to N; = cyx;u; = J; + x; Ny, we obtain:

Xi 2 xiNj — .XjNi z .Xi.]j — Xj.]i .
gy = S EN TN NP Ty 3.38
RT T.PH; ; D, ; Dy, 1 n ( )

#1 #1

where ¢, is the total molar concentration; J; is the diffusion flux of component i.
The Maxwell-Stefan diffusivity D;; obeys the Onsager reciprocal relation of
irreversible thermodynamics, i.e.,

D;;=Dj;, ij=12,...n

3.7.2.2 Calculation of Mass Flux

The boundary conditions of the generalized Maxwell-Stefan equation (3.37) are

t>0, z=0, (x)=(x)
t>0, z=Ah (x)=(x)

where x;,, is the concentration of the bulk liquid; x is the liquid concentration at the
gas—liquid interface. The solution of Eq. (3.37) should be based on certain
simplifications.

3.7.2.3 Based on Two-Film Theory of Mass Transfer

The following assumptions are made:

(a) The diffusivity D;; as well as other parameters is constant throughout the mass

transfer process;

(b) The concentration gradient across the fluid film %j is linear, equal to *5*

where 0 is the thickness of the liquid film.

With the foregoing assumptions, Eq. (3.38) can be transformed approximately
to the following form as given by Krishna [67] and Song et al. [68]

d(x)

N = BRI N

(3.39)
where [f] represents the matrix of molar exchange in counter-diffusion mass
transfer, such as distillation, due to the difference of latent heat of vaporization
between components. The element of this matrix is given below
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A‘7/111 ..

/”,’j:&j—xi /Z , L,j=12, ..n—1
> Xidk
k=1

where 9;; is Kronecker delta, 6;; = 1 for i = j, 6;; = 0 for i # j.
The [R] is the matrix of mass transfer coefficients with the following elements:

R.A:_.(_l__—l ), i=1,2,...,n—1

t i Dij5 Diys ! "

According to the two-film theory of mass transfer, k; is equal to:
0

Then, the elements of [R;;] can be changed to the following form:

k,‘j:

Rij:_xi<ﬁi_ﬁ)7 i=1,2,..,n-1

In the foregoing [R;;] expression, the binary mass transfer coefficient k;; cannot

be calculated using % because the film thickness ¢ is hard to estimate. Instead, it
is suggested that k; may be calculated using (3.34) from penetration theory as a
D,‘j

Ty’

substitute [67], i.e., k;; = 2
phases.

The matrix [I'] represents thermodynamic correction factor (activity coefficient y)
with following elements

where fy; is the time of contact between two

x;0lny;

Fij:5 i,j:1,2,...,n—1

i ;j@lnyj’

Equation (3.38) can be written as follows for liquid-phase mass transfer flux
with preceding assumptions:

N; = —c B[R] [T (x0 — ) (3.40)
also can be written for the liquid phase as

Nf = —e [ R I ] (x0 — xb) (3.41)
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Similarly, we have

Niv = —C [ﬁv] [RV]_I [FV] (Yo —y») (3.42)

As the overall mass transfer flux Nt is equal to Nl-L or Nl-V under steady con-
dition, Eq. (3.41) or Eq. (3.42) is more convenient for the calculation. Neverthe-
less, all the parameter in the equation is based on the average composition,
i.e.,(xo — xp)/2, therefore stepwise iteration should be used.

3.7.2.4 Based on Penetration Theory of Mass Transfer

Wang [69] employed the penetration theory of mass transfer instead of two-film
theory to solve Eq. (3.38) mathematically to yield the following results:

(Ni) = e[ BI[K][X] (xo — xp) (3.43)

where [k] is the mass transfer coefficient matrix with the following elements:

K =—{imr} " (3.44
o Tty ’
The [B] is the matrix of inverted diffusivity with the following elements:
n i=12,...,n—1
= X ' ij=12,...n—1,i#j
Bll_D,n+ ];Dtk’ B”7 x((; 1 >
ki Dlj D,

The [X] is the correction matrix with the following elements:
-2
exp{ N2/ ((nc2)) )2}
1]+ ert{ N/ (Ve ™' |
The diffusion flux in liquid phase NI is obtained as follows

(NF) = cr [B*] [K~] [X*] (xo — x0) (3.45)

Also in vapor phase

(M) = e [Bo] [T IXY] o = ) (346)

3.7.2.5 Remarks

The difference between the foregoing two solution of Maxwell-Stefan equation,
i.e., Egs. (3.40) and (3.43), are:
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(a) k;; in the matrix [R] of Eq. (3.40) is calculated by using k;; = % accordingly,

while employing k;; = 2 %Hf in Eq. (3.40) is only a substitute pending on
confirmation.

(b) Equation (3.40) involves the contribution of non-ideality by matrix [I'], while
Eq. (3.43) involves not only the contribution by matrix [I'] but also the

contribution of mass transport N, by matrix [X].

Nevertheless, the calculated results using Eqs. (3.41) and (3.45) display no
substantial difference, and all are confirmed with experimental data.

3.8 Model System of CMT Process Computation

Generally speaking, most of the existing mass transfer processes involve fluid
flow, heat, and mass transfer. Thus, the process simulation using CMT should
comprise momentum, heat, and mass transfer model equation sets for coupling
computation as given below.

() CFD equation set: It consists of overall mass conservation equation,
momentum conservation equation, and its closure equations. It aims to find the
velocity distribution (velocity profile) and other flow parameters.

(II) CHT equation set: It consists of energy conservation equation and its closure
equations. It aims to find the temperature distribution (temperature profile)
and other heat parameters.

(III) CMT equation set: It consists of species mass conservation equation and its

closure equations. It aims to find the concentration distribution (concentration
profile) and other mass transfer parameters.

The equations in the foregoing equation set are depending on what model is
being used. The corresponding equations for fluid dynamic model are given in
Chap. 1, while those for heat and mass transfer model are summarized in Chap. 2
and this chapter.

The model system of process computation in CMT in this book can be shown
schematically in Fig. 3.9.

3.9 Summary

Besides the computation of velocity distribution by CFD and temperature distri-
bution by CHT as presented in previous chapters, the computation of concentration
distribution in a process equipment so far receives less attention, but it is the basis
of evaluating the process efficiency and should be much concerned. The challenge
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Overall mass conservation
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Two-phase model equation k — & model
Interacted liquid phase
Model —| Model Turbulent 11 dificd k — £ model

closure
equation
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Fluid
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Species
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transfer transfer Pr, model
Sc, model
JR— 72
¢”? — &, model Tulrbulent Turbulent T — & model
closure .
Reynolds mass i Closqre Reynolds heat
flux model €quation equation flux model

Fig. 3.9 Model system of CMT process computation

of this problem is the closure of the differential species conservation equation. The

recently investigated ¢’ — & model, and Reynolds mass flux model are found to
be successful in fulfilling the need.

1. ¢> — ¢ model, in which the unknown Reynolds mass flux — p@ is calculated
by Eq. (3.4) involving a new parameter of turbulent mass transfer diffusivity D.
The D, can be calculated by Eq. (3.6) where the ¢ and e equations are given
by Egs. (3.1) and (3.17), respectively. Note that, the molded &+ equation has
different forms, but they give comparable simulated results each other.
Although this model is convenient to be used and give good simulated results in
many cases, it is isotropic and its accuracy of simulation is less than that by
Reynolds mass flux model.

2. Reynolds mass flux model, or standard Reynolds mass flux model, in which the
unknown — p@ is calculated directly using model equation either Eq. (3.252)
or Eq. (3.25b). This model is rigorous and applicable to anisotropic case with
mass and heat transfer. The model equations comprises the following equation
sets:

e Mass transfer equation set, i.e., Egs. (3.3) and (3.25a);
e Fluid dynamic (CFD) equation set, i.e., Egs. (3.26), (3.27), and (1.23a);
e Heat transfer equation set, i.e., Eqs. (2.3a) and (2.13).
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The weakness of this model is requiring heavy computer work. For simplifying
the computation, the complicated equations Eq. (3.25a) can be replaced by Eq.
(1.8), which is called hybrid mass flux model. Another simplification is made by

letting Eq. (3.31) to replace Eq. (3.25a) for calculating W, called algebraic
Reynolds mass flux model. These simplified models are able to give similar
simulated results in comparision with the standard model.

The Reynolds (turbulent) mass flux W is the variance of uic’ created from the
turbulent mass flux uc; the transport of which is by both uc flow and fluctuated
concentration diffusion. If both are in the same direction, the process is promoted
(enhanced). Inversely, if they are in opposite direction, the counteraction of dif-

fusion causes reduction of uc by mutual mixing. Thus, the W initiated from
turbulent effect is influential to the mass transfer.

References

1. Liu BT (2003) Study of a new mass transfer model of CFD and its application on distillation
tray. Ph.D. dissertation, Tianjin University, Tianjin, China (in Chinese)

2. Sun ZM (2005) Study on computational mass transfer in chemical engineering. Ph.D.
dissertation, Tianjin University, Tianjin, China (in Chinese)

3. Sun ZM, Liu BT, Yuan XG, Yu KT (2005) New turbulent model for computational mass
transfer and its application to a commercial-scale distillation column. Ind Eng Chem Res
44(12):4427-4434

4. Sun ZM, Yu KT, Yuan XG, Liu CJ (2007) A modified model of computational mass transfer
for distillation column. Chem Eng Sci 62:1839-1850

5. Liu GB (2006) Computational transport and its application to mass transfer and reaction
processes in pack-beds. Ph.D. dissertation, Tianjin University, Tianjin, China (in Chinese)

6. Liu GB, Yu KT, Yuan XG, Liu CJ, Guo QC (2006) Simulations of chemical absorption in
pilot-scale and industrial-scale packed columns by computational mass transfer. Chem Eng
Sci 61:6511-6529

7. Liu GB, Yu KT, Yuan XG, Liu CJ (2006) New model for turbulent mass transfer and its
application to the simulations of a pilot-scale randomly packed column for CO,—NaOH
chemical absorption. Ind Eng Chem Res 45:3220-3229

8. Liu GB, Yu KT, Yuan XG, Liu CJ (2008) A computational transport model for wall-cooled
catalytic reactor. Ind Eng Chem Res 47:2656-2665

9. Liu GB, Yu KT, Yuan XG, Liu CJ (2009) A numerical method for predicting the
performance of a randomly packed distillation column. Int J Heat Mass Tran 52:5330-5338

10. Li WB, Liu BT, Yu KT, Yuan XG (2011) A rigorous model for the simulation of gas
adsorption and its verification. Ind Eng Chem Res 50(13):361-370 (8)

11. Sun ZM, Liu CJ, Yu GC, Yuan XG (2011) Prediction of distillation column performance by
computational mass transfer method. Chin J Chem Eng 19(5):833-844

12. Lemoine F, Antoine Y, Wolff M et al (2000) Some experimental investigations on the
concentration variance and its dissipation rate in a grid generated turbulent flow. Int J Heat
Mass Tran 43(7):1187-1199

13. Spadling DB (1971) Concentration fluctuations in a round turbulent free jet. Chem Eng Sci
26:95

14. Launder BE, Samaraweera SA (1979) Application of a second-moment turbulence closure to
heat and mass transport in thin shear flows—two-dimensional transport. Int ] Heat Mass Tran
22:1631-1643



References 83

15.

16.
17.

18.

19.

20.

21.

22.

23.
24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

35.

36.

37.

39.

40.

41.

Sommer TP, So MRC (1995) On the modeling of homogeneous turbulence in a stably
stratified flow. Phys Fluids 7:2766-2777

Sherwood TK, Pigford RL, Wilke CR (1975) Mass transfer. McGraw Hill, New York

Cai TJ, Chen GX (2004) Liquid back-mixing on distillation trays. Ind Eng Chem Res
43(10):2590-2597

Comini G, Del Giudice S (1985) A k—e model of turbulent flow. Numer Heat Transf
8:299-316

Patankar SV, Sparrow EM, Ivanovic M (1978) Thermal interactions among the confining
walls of a turbulent recirculating flow. Int J] Heat Mass Tran 21(3):269-274

Tavoularis S, Corrsin S (1981) Experiments in nearly homogenous turbulent shear-flow with
a uniform mean temperature-gradient. J Fluid Mech 104:311-347 (MAR)

Ferchichi M, Tavoularis S (2002) Scalar probability density function and fine structure in
uniformly sheared turbulence. J Fluid Mech 461:155-182

Sun ZM, Liu CT, Yuan XG, Yu KT (2006) Measurement and numerical simulation of
concentration distribution on sieve tray. J Chem Ind Eng (China) 57(8):1878-1883

Chen CJ, Jaw SY (1998) Fundamentals of turbulence modeling. Taylor and Francis, London
Jone CJ, Launder BE (1973) The calculation of low-reynolds-number phenomena with a two-
equation model of turbulence. Int J Heat Mass Tran 16:1119-1130

Khalil EE, Spalading DB, Whitelaw JH (1975) Calculation of local flow properties in 2-
dimensional furnaces. Int J] Heat Mass Transfer 18:775-791

Li WB, Liu BT, Yu KT, Yuan XG (2011) A new model for the simulation of distillation
column. Chin J Chem Eng 19(5):717-725

Li WB (2012) Theory and application of computational mass transfer for chemical
engineering processes. Ph.D. dissertation, Tianjin University, Tianjin

Gesit G, Nandakumar K, Chuang KT (2003) CFD modeling of flow patterns and hydraulics of
commercial-scale sieve trays. AIChE J 49:910

Krishna R, van Baten JM, Ellenberger J (1999) CFD simulations of sieve tray
hydrodynamics. Trans IChemE 77 Part A 10:639-646

Solari RB, Bell RL (1986) Fluid flow patterns and velocity distribution on commercial-scale
sieve trays. AIChE J 32:640

Wang XL, Liu CT, Yuan XG, Yu KT (2004) Computational fluid dynamics simulation of
three-dimensional liquid flow and mass transfer on distillation column trays. Ind Eng Chem
Res 43(10):2556-2567

Auton TR, Hunt JCR, Prud’homme M (1988) The force exerted on a body in inviscid
unsteady non-uniform rotational flow. J Fluid Mech 197:241

Krishna R, Urseanu MI, Van Baten JM et al (1999) Rise velocity of a swarm of large gas
bubbles in liquids. Chem Eng Sci 54:171-183

. Yu KT, Yuan XG, You XY, Liu CJ (1999) Computational fluid-dynamics and experimental

verification of two-phase two-dimensional flow on a sieve column tray. Chem Eng Res Des
T7A:554

Colwell CJ (1979) Clear liquid height and froth density on sieve trays. Ind Eng Chem Proc
Des Dev 20:298

Bennet DL, Agrawal R, Cook PJ (1983) New pressure drop correlation for sieve tray
distillation columns. AIChE J 29:434-442

Higbie R (1935) The rate of absorption of a pure gas into a still liquid during short periods of
exposure. Trans Am Inst Chem Eng 35:360-365

. Doan HD, Fayed ME (2000) Entrance effect and gas-film mass-transfer coefficient in at large

diameter packed column. Ind Eng Chem Res 39:1039-1047

Gostick J, Doan HD, Lohi A, Pritzkev MD (2003) Investigation of local mass transfer in a
packed bed of pall rings using a limiting current technique. Ind Eng Res 42:3626-3634
Yih SM, Chen KY (1982) Gas absorption into wavy and turbulent falling liquid films in a
wetted-wall. Chem Eng Commun 17(1-6):123-136

Gostick J, Doan HD, Lohi A, Pritzkev MD (2003) Investigation of local mass transfer in a
packed bed of pall rings using a limiting current technique. Ind Eng Chem Res 42:3626-3634



84

42.

43.

44,

45.

46.

47.

48.
49.

50.

51.

52.

53

55.

56.

57.

58.

59.

60.

61

62.
63.

64.

65.

66.

67.

68.

69.

3 Basic Models of Computational Mass Transfer

Chen YM, Sun CY (1997) Experimental study on the heat and mass transfer of a combined
absorber evaporator exchanger. Int J Heat Mass Tran 40:961-971

Krupiczka R, Rotkegel A (1997) An experimental study of diffusional cross-effect in
multicomponent mass transfer. Chem Eng Sci 52(6):1007-1017

Vasquez G, Antorrena G, Navaza JM, Santos V, Rodriguez T (1993) Adsorption of CO, in
aqueous solutions of various viscosities in the presence of induced turbulence. Int Chem Eng
33(4):649-655

Sterinberger N, Hondzo M (1999) Diffusional mass transfer at sediment water interface.
J Environ Eng 125(2):192-200

Carberry JJ (1960) A boundary-layer model of fluid-particle mass transfer in mixed beds.
AIChE J 4:460

Nielsen CHE, Kiil S, Thomsen HW, Dam-Johansen K (1998) Mass transfer in wetted-wall
columns: correlations at high Reynolds numbers. Chem Eng Sci 53(3):495-503

Yang MC, Cussler EL (1986) Designing hollow-fiber contactors. AIChE J 32(11):1910-1916
Hichey PJ, Gooding CH (1994) Mass transfer in spiral wound pervaporation modules.
J Membr Sci 92(1):59-74

Sekino M (1995) Study of an analytical model for hollow fiber reverse osmosis module
systems. Desalination 100(1):85-97

Erasmus AB, Nieuwoudt I (2001) Mass transfer in structured packing: a wetted-wall study.
Ind Eng Chem Res 40:2310-2321

Cussler EL (1989) Diffusion. Cambridge University Press, New York

. Baerns M, Hofmann H, Renken A (1987) Chemische Reaktionstechnik Stuttgart. Thieme
54.

Jordan U, Schumpe A (2001) The gas density effect on mass transfer in bubble columns with
organic liquids. Chem Eng Sci 56(21):6267-6272

Yang W, Wang J, Jin Y (2001) Mass transfer characteristics of syngas components in slurry
system at industrial conditions. Chem Eng Technol 24(6):651-657

Hameed MS, Saleh Muhammed M (2003) Mass transfer into liquid falling film in straight and
helically coiled tubes. Int J Heat Mass Transf 46(10):1715-1724

Shulman HL, Ullrich CF, Proulx AZ et al (1955) Performance of packed columns. Wetted
and effective interfacial areas, gas- and liquid-phase mass transfer rates. AIChE J
1(2):253-258

Onda K, Takeuchi H, Okumoto Y (1968) Mass transfer coefficients between gas and liquid
phases in packed columns. J Chem Eng Jpn 1(1):56-62

Billet R, Schultes M (1992) Advantage in correlating packing column performance. Inst
Chem Eng Symp Ser 128(2):B129-B136

Bravo JL, Rocha JA, Fair JR (1985) Mass transfer in gauze packings. Hydrocarb Process
64(1):91-95

. Olujic Z, Kamerbeek AB, De Graauw J (1999) A corrugation geometry based model for

efficiency of structured distillation packing. Chem Eng Process 38(4—6):683—695
Zuiderweg FJ (1892) Sieve trays: a view on state of art. Chem Eng Sci 37:1441-1464
Akita K, Yoshida F (1973) Gas holdup and volumetric mass transfer coefficient in bubble
column. Ind Eng Chem Process Des Dev 12(1):76-80

Zhou CF (2005) Study on the influence of Marangoni effect and other factor on the mass
transfer coefficients. M.S. dissertation, Tianjin University, Tianjin, China (in Chinese)
Wang GQ, Yuan XG, Yu KT (2005) Review of mass-transfer correlations for packed
columns. Ind Eng Chem Res 44:8715-8729

Krishna R, Wesselingh JA (1997) The Maxwell-Stefan approach to mass transfer. Chem Eng
Sci 52(6):861-911

Krishna R (1985) Model for prediction of point efficiencies for multicomponent distillation.
Chem Eng Res Des 63(5):312-322

Song HW, Wang SY, Han JC, Wu JW (1996) A new model for predicting distillation point
efficiencies of non-ideal multicomponent mixture. CIESC J 47(5):571

Wang ZC (1997) Non-ideal multicomponent mass transfer and point efficiencies on a sieve
tray. PhD dissertation, Tianjin University, Tianjin, China (in Chinese)



Chapter 4
Application of Computational Mass
Transfer (I): Distillation Process

Abstract In this chapter, the application of computational mass transfer (CMT)
method in the forms of two-equation model and Rayleigh mass flux model as
developed in previous chapters to the simulation of distillation process is described
for tray column and packed column. The simulation of tray column includes the
individual tray efficiency and the outlet composition of each tray of an industrial-
scale column. Methods for estimating various source terms in the model equations
are presented and discussed for the implementation of the CMT method. The
simulated results are presented and compared with published experimental data.
The superiority of using standard Reynolds mass flux model is shown in the
detailed prediction of circulating flow contours in the segmental area of the tray. In
addition, the capability of using CMT method to predict the tray efficiency with
different tray structures for assessment is illustrated. The prediction of tray effi-
ciency for multicomponent system and the bizarre phenomena is also described.
For the packed column, both CMT models are used for the simulation of an
industrial-scale column with success in predicting the axial concentrations and
HETP. The influence of fluctuating mass flux is discussed.

Keywords Simulation of distillation . Tray column - Packed column
Concentration profile - Tray efficiency evaluation

Nomenclature

A Surface area per unit volume of packed column, m™'

C1, C2, C3 Model parameters in transport equation for the turbulent mass
flux

C Concentration, kg m~3

C Average concentration, kg m~3

C,, Ci;, Cyp, G5, Model parameters in k—¢ model equations

c Fluctuating concentration, kg m

c? Variance of fluctuating concentration, kg m°

D Molecular diffusivity, m? s~

D, Turbulent mass diffusivity, m* s
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4 Application of Computational Mass Transfer (I): Distillation Process

Equivalent diameter of random packing, m
Hydraulic diameter of random packing, m
Nominal diameter of the packed particle, m
Overall efficiency

Murphree tray efficiency on gas basis
Murphree tray efficiency on liquid basis

F factor, Ug./pg, m st (kg m_3)°'5
Acceleration due to gravity, m s~
Production term

Height of packed bed measured from column bottom, m
Height of the liquid layer in tray column, m

Weir height in tray column, m

Overall liquid-phase mass transfer coefficient in tray column,
ms~’

Turbulent kinetic energy, m~ s~

Gas-phase mass transfer coefficient in packed column,
—2 1

2

2 2

kgm ~s
Liquid-phase mass transfer coefficient in packed column,
kgm s

Liquid flow rate per unit cross-sectional area, kg m~> s~

Weir width, m

Distribution coefficient

Position in radial direction, m

Radius of the column, m

Source term in species conversation equation, kg m—> s~
Source term in momentum equation, N m~>

Time, s

Superficial velocities, m s~
Interstitial velocity vector, m s~
Fluctuating velocity, m s7!
Weir length, m

Distance in x direction, m; mole fraction in liquid phase
Distance in y direction, m; mole fraction in gas phase
Distance in z direction, m

Total height of packed bed, m

Volume fraction of liquid phase and vapor phase
Relative volatility

Turbulent dissipation rate, m? s3
Turbulent dissipation rate of concentration fluctuation,
kg?m ¢ s7!

Porosity distribution of the random packing bed

Liquid- and gas-phase viscosities, kg m~' s~

Liquid- and gas-phase densities, kg m—>
Surface tension of liquid, N m™!

1
1
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Ok, O Correction factor in k—¢ model equations

1 Characteristic length of packing, m

(0] Enhancement factor

Subscripts

G Gas

i Coordinates in different directions; component in solution
in Inlet

L Liquid

0  Interface

b Bulk

Distillation is a vapor-liquid separation process widely employed in petrochemi-
cal, chemical, and allied industries nowadays. The simulation of distillation has
long been investigated since the 1930s of the last century.

There are two basic types of distillation equipment: column with tray structure
(tray column) and column with packing (packed column).

For the tray column, the early approach of simulation is based on the concept of
equilibrium tray where the thermodynamic equilibrium between liquid and vapor
phases is achieved; and it converts to actual tray by means of empirical tray
efficiency. The later advance is to use the rate equation to account for the mass
transfer instead of using empirical efficiency and equilibrium relationships. These
methods are on the overall basis with the assumption that the flow and concen-
tration are uniform on the column tray.

In the 1990s of the last century, the application of CFD to a column tray enables
us to calculate the velocity distribution (velocity profile), yet the calculation of
concentration distribution is still lacking. Nevertheless, the concentration distri-
bution is even more important and interested by the chemical engineers as it is the
deciding factor for predicting the tray efficiency. The recently developed com-
putational mass transfer (CMT) enables us to overcome this insufficiency and
provides a rigorous basis for predicting all transport quantities, including the
concentration distribution, of a distillation column.

The status of packed column simulation is similar to that of tray column.

The efficiency of distillation process is very important in optimal design and
operation as it is closely related to the column size needed and heat energy con-
sumed. The accurate modeling of distillation process enables us to show the non-
ideal distribution of concentration as well as the fluid flow, and the designer and
operator can take steps to overcome such non-ideality, so as to improve the sep-
aration ability of the distillation process.
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4.1 Tray Column

The tray column simulation involves mainly the following aspects:

e Velocity distribution to show the deviation from ideal flow: It can be calculated
by using CFD as described in Chap. 1;

e Concentration distribution for the calculation of tray efficiency: As stated in
Chap. 3, the conventional way of using turbulent Schmidt number Sc, model for
predicting the concentration distribution is not dependable for the reason that the
correct Sc, is not only hard to guess but also it is varying throughout the process.

Hence the recently developed ¢ — g two-equation model and the Reynolds
mass flux model are recommended to use as described in the subsequent
sections.

4.1.1 ¢? — ¢ Two-Equation Model

Interacted liquid-phase form (see Sect. 3.6) of two-equation model is employed in
this section for process simulation.

4.1.1.1 Model Equations

1. The CFD equation set (k — ¢ model, see Chap. 1)

Overall mass conversation

O(pLBLULI)

o = Sm (1.3a)

Momentum conversation

0(pLPLULUL, 6P OUL:
(LLaxi]) = T {ﬁL L( L) — BLpLuul| + Bp Sui (1.4a)
— oUL AU\ 2
— P = P <6—xj + o ) §PL5ijkL (1.8)

ki, equation

OpLpLULikL _ g .“Lt Ok
Ox; L Gx,

(1.11b)
aU1 @U i\ oU;
#LtﬁL( = Lj) L — pLBres

ox; ) Ox;
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4.1 Tray Column

&1 equation

Op BLULI 8L _ [3 HLr gy,
Ox, i L O-e axi

€ oUj 0ULi\ dUy, &’
Ce]ﬁLiﬂL[( ax' + axL ) H -
i ]

In foregoing equations, the subscript L denotes the liquid phase.

2. Heat transfer equation set( T? — & model, see Chap. 2):

Energy conservation equation

OpBLT |, OpBLT _ T |, O(—puiT")
o T, T ﬁLax,ax,+ﬁ AT
or written as
OpLT OpLT T O(—uy,T")
ot "o pC oo b Ox;0x; +h ox; + ALt
62 a _u/ iT,
BL axa +BL ( a; ) +ﬂLST
T _ or

uLl = MLex— ox;

T2 equation

OpLBLT"? aPLﬁL UT? _ 0 OT? (o, ta
ot Ox; o axi LPL ox; \op

oT oT
— 2P0 s ox, 6 — 2By pper

&r equation

apLﬁLET’+apLﬁLULi£T’:i oL i—koc Ogy
ot ox; Ox; ,

_ /7/_
CTlﬁLPL 7 u;T ox,
)

- CTzﬁLPL— Cr3fLoL——

k T/2
oLy = CTOkL< = >
&L, &

ELET
ky
o equation

axi - szﬁLpL E

89

(1.13a)

(2.3a)

(2.7a)

(2.10)
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Model constant are: Crg = 0.11, Cr; = 1.8, Cr3 = 2.2, Cp = 0.8, o = 1.0,
0y = 1.0.

If the latent heat of vaporization of the component species in distillation process
is approximately equal, the conservation equation of energy (heat) can be omitted
and the mathematical model comprises with only CFD and mass transfer equation
sets. Otherwise, the heat transfer equation set should be involved.

3. Mass transfer equation set (¢? — &+ model, see Chap. 3):

Species mass conservation

aﬁLUL‘ C
axij axlﬁL< _—uLj > +ﬂL (33)
—— ocC
uLj DL[ ax]

2 ;
¢ equation

UL} D Dy, ocf ac\?
e it L o | ~2hDu(5 ) 2y (310)

0.2

&L equation

asc gy fLe oc\?
- En](0-2) ] -nnts ()

2 . (3.17)
- 023 :2 - Cc3ﬁL k
cf L
Dy equation
kel \'
Dy = CcOkL< LCL) (3.6)
L

Model constants are as follows: Coo = 0.14, C.; = 1.8, Cp =2.2, Ci3 = 0.8,
o2 =10, 0, =1.0.
In the foregoing equations, the fraction of liquid f;, in the liquid—vapor mixture
for tray column can be calculated by the following correlation [1]:

091
PG
=exp|—12.55 (UG ) 4.1
- [ PL ~ PG 1)

Usually, the net amount of interfacial mass transfer exchange between liquid to
vapor and vapor to liquid phases on a tray is small, p; and pg can be considered
practically unchanged, so that f3; is substantially constant. It should be noted that
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Fig. 4.1 Structure of simulated sieve tray [17]

in the case of packed column, the f§; is varying because the porosity of the packing
is non-uniformly distributed, especially in the near-wall region as described in
Sect. 4.2.

4.1.1.2 Evaluation of Source Terms

The present simulated object is an industrial-scale sieve tray column of FRI, which
is 4 ft in diameter with six sieve trays for (1) separation of n-heptane and meth-
ylcyclohexane [2] and (2) stripping of toluene from dilute water solution [3]. They
reported the outlet composition and the tray efficiency of each tray under different
operating conditions. The details of this column are given in Fig. 4.1 and Table 4.1
[2]. The operating pressure is 165 kPa.

In the numerical computation, the model equations should be firstly discrete
into a large number of small finite elements and solved by algebraic method. Thus,
the empirical correlations can be applied to the discrete elements under their local
conditions, such as velocity, concentration, and temperature obtained in the course
of numerical computation. Note that the local conditions should be within the
applicable range of the correlation.

Since the latent heat of vaporization and condensation as well as the density of
n-heptane and methylcyclohexane is practically equal, the amount of n-heptane
transferred from liquid phase to the vapor phase is almost equal to the amount of
methylcyclohexane transferred from vapor phase to the liquid phase; thus, no
material is accumulated or depleted on the tray, and the liquid density is kept
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Table 4.1 Dimension of

. . Item Value

simulated sieve tray Column diameter m >
Tray spacing, mm 610
Hole diameter and spacing, mm x mm 12.7 x 38.1
Outlet weir, (height x length) mm x mm 51 x 940
Clearance under downcomer, mm 38
Downcomer area, m?> 0.14
Effective bubbling area, m? 0.859
Hole area, m* 0.118

substantially constant. For this separating system, it can be letting the source term
Sm = 0.

Sun et al. [4-6] and Li et al. [7] simulated this column using interacted liquid-
phase modeling form with the assumption that the liquid density on a simulated
single tray is constant, but for the multitray simulation, the density should be
changed tray by tray.

The source term Sp; in the momentum conservation equation can be calculated
by one of the following modes.

(a) Based on superficial vapor velocity: For the x, y directions [8]
SLi B ULiv = X,y (42)

where h; is given by [9]
hy =0.0419 4 0.189 hy, — 0.0135 F; +245L/W

For the z direction [10]

1— 3
10 = P g p0lUs — U0 — U
G

(b) Based on sieve hole vapor velocity

As the vapor velocity leaving the sieve holes is much higher than the superficial
and sometimes even forming jet flow, such influential effect cannot be ignored,
especially under the condition of high F factor. Referring to Fig. 4.2, the three-
dimensional vapor velocities leaving the sieve hole can be expressed as follows

[11]:
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where M, is the momentum of the gas phase flowing out the sieve hole.

The source term Sy ; in the momentum equation involves the drag force by the
jetting vapor Fg,, and the resistance F), created by the liquid—vapor cross-flow.
The Fyp,e is given by [12]

Farg = Crpg(Ugi — ULi)|Ug — UL|/hs i =x,,2
The F, in the x direction is calculated by [11]
Fy=— pPLU)%/hf

where C, = 0.4; hy = ﬂ—L

The source term Sy; is given as follows:
Sy = Fdrag + Fp
Sj :Fdrag.j (] =Y Z)

(c) Comparison between two modes

Sun computed the velocity distribution of experimental simulator (Sect. 3.9 for
details) by using foregoing two modes to show their difference. The result is shown
in Fig. 4.3.
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Fig. 4.3 Liquid velocity profiles obtained by using different modes, operation condition:
z =38 mm, Fg = 1.464 m/s (kg/m3)0'5, L =694 x 107> m%s a based on superficial vapor
velocity mode and b based on sieve hole vapor velocity [17]

As shown from Fig. 4.3, the velocity in mode A is more uniformly distributed
than that in mode B except in the region near the column wall. Moreover, the
average velocity in the main flow region of mode B is slightly higher than that in
mode A but lower locally near the wall. Computation further reveals that, for a
large diameter sieve tray with large number of uniformly distributed sieve holes,
the simulated results show no substantial difference by using either mode. In
subsequent calculation, mode B is used.

The source term S, in the species mass conservation equation represents the
component species transferred from one phase to the other, which can be calcu-
lated by the conventional mass transfer equation:

Sa = Kora(Cy — Cr) (4.3)

where Ko, (m2 sfl) is the overall mass transfer coefficient; a (m2 m73) is the
effective interfacial vapor liquid contacting area; C; (kg m ) is the average liquid
mass concentration in equilibrium with the vapor flowing through the tray; Kop
can be given by

Kow = (4.4)

1 1

ki, mkg

where k. and kg are the film coefficients of mass transfer on liquid side and gas
(vapor) side, respectively, and m is the coefficient of distribution between two
phases, which is conventionally called Henry’s constant. The value of m is
dependent on the concentration of the species concerned. If the concentration
change on a tray is not large, the value of m might be taken at the average
concentration. However, for the simulation of a multitray column, where the
change of concentration in the column is appreciable, the value of m should be
redetermined for each tray. The ki, kg, and a can be calculated by the empirical
equation given by Zuiderweg [13]:
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Fig. 4.4 Diagram of
boundary conditions [16]

outlet

0.13 0.065
kg = ——— 5
g¢ PG

1

The effective vapor-liquid interfacial area a is calculated by a = %, where A is

(1.0 < pg <80kg/m?) (4.5)

the height of liquid level, &’ is given by [13]:

0.53
, 43 (F%bahLFP)
a=—222-
FO03 o
where Fi,,, is the F factor based on the vapor velocity passing through the bubbling
0.5
area; h, = 0.6K3%p" b 0B (FP)> (25 mm <hy <100mm), FP = (5) ",

b is the weir length per unit bubbling area (Fig. 4.4).

4.1.1.3 Boundary Conditions

Inlet (inlet weir, x = 0): The liquid velocity and concentration are considered as
uniformly distributed, so that Uy, = Uy, C = Cj,.
For the k—¢ equations, the conventional boundary conditions are adopted [14]:

kin = 0.003U2,, and &, = 0.09k/%/(0.03 x %).

x,in
The inlet conditions of ¢’> — & equations, as presented by Sun et al. [4], are

= [0082-(C" — C))

ELin \ 5
8L in = 0.9 <k %
L,in

Outlet (outlet weir overflow): We let %—f =0.
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Solid border (tray floor, inlet weir wall, outlet weir wall, and column wall):
The boundary conditions for the mass flux are equal to zero. The wall surface is

considered to be no-slip of liquid flow.

We=0,%=0,and U, =0.
Z

Interface of the vapor and liquid: We set o

4.1.1.4 Simulated Results and Verification (I): Separation of n-Heptane
and Methylcyclohexane

The model equations were solved numerically by using the commercial software
FLUENT 6.2 with finite volume method. The SIMPLEC algorithm was used to
solve the pressure—velocity coupling problem in the momentum equations. The
second-order upwind spatial discretization scheme was employed for all differ-
ential equations.

As samples of the computed results, Fig. 4.5a, b show, respectively, the com-
puted concentration distribution on tray 8 and tray 6. Unfortunately, no experi-
mental data on the concentration field of the tray are available in the literature for
the comparison. However, we may compare indirectly by means of the outlet
concentration of each tray.

From the concentration distribution on a tray as shown in Fig. 4.5a, b, the outlet
composition of each tray can be obtained as shown in Fig. 4.6a and also compared
with the experimental data.

As shown from Fig. 4.6a, the computed outlet concentration of each tray is in
good agreement with the experimental measurement except for the tray 4. As we
understand, for the total reflux operation, the outlet concentration should form a
smooth curve on the plot. The deviation on tray 4 is obvious and likely to be due to
experimental error or some other unknown reasons. The average deviation of the
outlet composition is 3.77 %.

Another way of comparison is by means of individual tray efficiency. The
common expression of tray efficiency is the gas-phase Murphree efficiency which
is defined by

= I T nil (4.7)

Eny ==
Yy = Ynt+1

where y,* is the species concentration (mole fraction) of gas phase in equilibrium
with the liquid-phase concentration x, (mole fraction); y, and y,,; are, respec-
tively, the gas concentration in mole fraction leaving and entering the tray. The
comparison between simulated results and experimental data is shown in Fig. 4.6b,
in which disagreement in tray numbers 3 and 4 reveals the experimental error in
the outlet concentration from tray 4 because the tray efficiency cannot be as high as
150 % for tray 3 and as low as 20 % for tray 4.

The overall tray efficiency of all trays in the column is commonly used for
distillation column evaluation in order to reduce the error of individual tray effi-
ciency. Figure 4.7 shows the simulated overall tray efficiency versus experiment
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Fig. 4.5 Cg concentration distribution on trays [17] a at 20 mm above the floor of tray number 8,
b 70 mm above the floor of tray number 8, ¢ at 20 mm above the floor of tray number 6, and
d 70 mm above the floor of tray number 6
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Fig. 4.6 Simulation results and experimental data a outlet concentration and b Murphree tray
efficiency (reprinted from Ref. [4], Copyright 2005, with permission from American Chemical
Society)
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Fig. 4.7 Simulated overall 100
tray efficiency and i /%:Lk‘
experimental data (reprinted 2
from Ref. [4], Copyright > 807 .%/.
2005, with permission from '-'; -
American Chemical Society) o
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measurement under different vapor rates expressed as F factor (F = Ug \/%) The
simulation can be seen to be confirmed.

A feature of CMT is able to predict the liquid turbulent mass diffusivity D,
which is commonly regarded as representing the extent of back-mixing (non-ideal
flow), and thus, it is an influential factor to the tray efficiency. Figure 4.8 displays
the distribution of Dy on tray number 8 at the depth z of 50 and 100 mm,
respectively, apart from tray floor. As shown from the figure, the Dy is non-
uniformly distributed, which reflexes the effectiveness or efficiency of mass
transfer is varying with position on a tray.

The volume average of Dy, calculated is compared with experimental data
reported by Cai and Chen [15] for the same tray column under different vapor rates
(F factor) as shown in Fig. 4.9. Although the experimental measurement is per-
formed by using inert tracer technique and the comparison is only approximate, it
demonstrates that the prediction of Dy is feasible by using the method of CMT
without doing tedious experimental work.

4.1.1.5 Simulated Results and Verification (II): Stripping of Toluene
from Dilute Water Solution

Kunesh et al. [3] reported the experimental data for the column as shown in
Fig. 4.1 for the stripping of toluene from dilute water solution. They gave the
outlet composition and the tray efficiency of each tray under different operating
conditions.

Sun et al. [6] simulated the outlet concentration of each tray, expressed in area-
weighted average, versus tray number for a typical run 16552 is shown in Fig. 4.10
and compared with the experimental data. According to the Fenske—Underwood
equation under constant relative volatility and low concentration, a plot of loga-
rithmic concentration versus tray number should yield a straight line. In Fig. 4.10,
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Fig. 4.8 Distribution of liquid turbulent mass diffusivity on tray number 8, a tray number 8,
50 mm above tray floor, p = 165 kPa, L = 30.66 m*/h and b tray number 8, 100 mm above tray
floor p = 165 kPa, L = 30.66 m*h [17]
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both simulated and experimental points are shown closely to a line with agreement
each other. The conventional method of assuming constant turbulent Schmidt
number, Sc,, for instance equal to 0.7, is also shown in Fig. 4.10, and the deviation
of arbitrary assuming a constant Sc, can be clearly seen.

The simulated concentration distribution on a sieve tray is given in Fig. 4.11, in
which the stripping action on the tray can be seen to be unevenly progressed.

Based on the simulated concentration distribution as shown in Fig. 4.11, the
local tray efficiencies can be obtained. The simulated tray efficiency by area
average for run 16552 is 33.4 % in comparison with the experimental value of
36 %. More simulated tray efficiencies at different mV/L are compared with the
experimental measurements as shown in Fig. 4.12, in which reasonable agreement
can be seen between them.

As another example of illustration, the simulated distribution of Dy, across the
tray for run 16552 is shown in Fig. 4.13. The diverse distribution of Dy is chiefly
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Fig. 4.10 Simulated outlet
concentration and
experimental measurement,
run 16552 Q. = 76.3 m*/h,
Fy = 1.8 (m/s) (kg/m*)*®
(reprinted from Ref. [6],
Copyright 2011, with
permission from Elsevier)

Fig. 4.11 Simulated
concentration distribution,
tray 6, run 16552

01 = 76.3 m’/h,

Fs = 1.8 (m/s) (kg/m*)*?
20 mm above tray floor
(reprinted from Ref. [6],
Copyright 2011, with
permission from Elsevier)

Fig. 4.12 Simulated and
experimental tray efficiency
under different m¥

01, = 76.3 m°/h,

Fs = 1.8 (m/s) (kg/m*)*?
(reprinted from Ref. [6],
Copyright 2011, with
permission from Elsevier)
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Fig. 4.13 Distribution of
turbulent mass transfer
diffusivity, tray 6, run 16552
01, = 76.3 m’/h,

Fs = 1.8 (m/s) (kg/m*)*?
20 mm above tray floor
(reprinted from Ref. [6],
Copyright 2011, with
permission from Elsevier)

Inlet

due to the complicated non-uniform flow and concentration distributions on the
tray. In practice, the mass transfer diffusivity is expressed macroscopically by the
volume average. For instance, the predicted volume average values of Dy, for three
runs under different operations are 0.035, 0.030, and 0.021 mz/s, respectively,
which are within the reasonable range reported by Cai and Chen [15].

4.1.1.6 Prediction of Tray Efficiency for Different Tray Structures

By means of the simulated concentration distribution on a tray, the influence of
tray structure on the tray efficiency can be calculated. Sun et al. [6] simulated
foregoing sieve tray distillation column as shown in Sect. 4.1.1.3 for separating
cyclohexane (Cg) and n-heptane (n-C;) mixture with different tray structures,
including sieve hole arrangement and heights of inlet weir and outlet weir. As an
example of illustration, the tray efficiency with different heights of outlet weir is
predicted and compared each other. The simulated concentration distributions on
the same sieve tray with different outlet weir heights Ay, are shown in Fig. 4.14.

The inlet concentration of Cg to both trays was 0.482 in mole fraction; the
simulated outlet concentrations for outlet weir height A, equal to 20 and 100 mm
were found to be 0.393 and 0.383, respectively. Higher outlet concentration of Cg
on the hy, = 100 tray may be due to deeper liquid layer resulting more interacting
area and time between vapor and liquid and therefore enhance the mass transfer.
The corresponding Murphree tray efficiencies obtained were 86.7 and 89.5 % for
hy, equal to 20 and 100 mm, respectively. The simulated Dy for both cases are
shown in Fig. 4.15, in which different profiles can be clearly seen. However, such
simulated results do not mean that higher outlet weir is a good choice, as the
higher tray efficiency achieved is on the expense of higher pressure drop which
means to require more energy of operation. However, it demonstrates that the
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Fig. 4.14 Simulated concentration profile of a sieve trays number 1 at different outlet weir
heights Ay, x;, = 0.482 Q; = 30.66 m*h™!, G=575 Kgsl, P = 165 kPa total reflux 20 mm
above tray floor a hy, = 20 mm and b h,, = 100 mm (reprinted from Ref. [6], Copyright 2011,
with permission from Elsevier)

(a) (b)

A 184001 184001
17501 17501
18501 186001
15000 156001
1a7e01 14Te01
138801 138801
120001 120001
120000 120001
110800 LRI
10001 100
B 20e-02 W02
220002 82002
737002 73802
B45e07 B40-02
55300 554002
At 482007
3.70e-02 370802

TEe02
1 86a-02

=2
I;?;.,*?’ .

1500
Fig. 4.15 Simulated turbulent mass transfer diffusivity profile of sieve trays number 1 x;, =

0.482, 0 = 30.66 m> h’l, P = 165 kPa, total reflux, 20 mm above tray floor a ,, = 20 mm and
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application of CMT to evaluate the mass transfer efficiency of different tray
structures is feasible, which is helpful in designing new column and assessing
existing column.

4.1.2 Reynolds Mass Flux Model

The interacted liquid-phase modeling form is employed for present simulation.
The simplified assumptions of constant liquid fraction f; and density p; on a tray
are applied.
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4.1.2.1 Standard Reynolds Mass Flux Model

Model equations
1. The CFD equation set (k-emodel)

Overall mass conversation

A(pLBLUL)
# = Sm (1.3)

Momentum conversation

6(pLﬁLULiUL]) _

oUy ——
j
o _ﬁL ax |:ﬁL Iy < — BupLupug;| +Su - (1.4)
i j Xi
where uj;uy ; is given by
apﬁLu’Liu’Lj @pL[)’Lu’Liu’Lj 6uL,uLj auiiu’u
o + Uk o pBLC— e +u Ton

———0oU, ——0Uy;
- B (”L,”Lk o —+ e o L)

- Cl/)LﬁLk_ <u1iu/Lj - _kL(SiJ)

oUL; aUL, 2 ——p Uy
- CzPLﬁL (uLzuLk e —L+u L/ Ik 6 5!/ LL Lj ax;

2
- gpLﬁLsLéij (1.23)

where the constants are as follows: C, = 0.09, C, = 2.3, C, = 0.4 [10].
2. The mass transfer equation set (Reynolds mass flux model)

Species mass conservation

. —
Fluctuating mass flux u;c

aﬁLuf_ic/_’_a/?LUiuiic’_i 8 k2 M L\ Ouj !
ot oy Cerpr L pL 0Ox;

_ (Wa_c>
] aX‘
77 (3.25a)

alJLl
Cafy kuLlC + CC3ﬁLuLj o

where the constants are as follows: C.; = 0.09, C., = 3.2, C.5 = 0.55.
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Auxiliary equations
k; equation

0 ULik 0 ok
pBLUL L:a_xi[ﬁL('uL—'—#Lt) L:|

6xl~ Ok 6xi

1.11
B TR T (1.11a)
HrePL ox; ox; ox; PLPLEL
&L equation
0 Uy 0 0
pLAL LiéL _ O B ML_’_@ o8
6x,» Gxi OLe ax,-
5 (1.13a)
_ C ﬁ f aULj+6ULi aULj _ C ﬁ SL
ol LkluLt ax,- ij 6x,- 2 LpL kL

The boundary conditions are the same as given in Sect. 4.1.1.3.
Verification of simulated result and comparison

The simulated column tray is shown in Sect. 4.1.1.1 for separating n-heptane
and methylcyclohexane. Li et al. [7] and Li [16] simulated the concentration
profiles for all trays at different levels from the tray floor, among which the tray
numbers 8 and 6 are shown in Fig. 4.16a, b, respectively.

4.1.2.2 Hybrid Reynolds Mass Flux Model

The model equations are the same as the standard Reynolds mass flux model
except that the ujuj; term is simplified by using Eq. (1.8) as follows:

— rul = _—
pu Uy ; :uLt(axj + ox; 3

The hybrid Reynolds mass flux model and algebraic Reynolds mass flux model,
which only need to solve simpler Eq. (1.8) instead of complicated Eq. (1.23), may
be a proper choice for multiple tray computation if their simulated results are very
close to the standard Reynolds mass flux model. For comparison, the simulated
column trays in Sect. 4.1.1.1 for separating n-heptane and methylcyclohexane are
used. Li [17] simulated concentration profiles of all trays at different levels above
the tray floor, among which the tray number 8 and tray number 6 are shown in
Fig. 4.17a and b.

It is found that by comparing Figs. 4.16a versus 4.17a and Figs. 4.6b versus
4.17b, the simulated results between standard and hybrid Reynolds mass flux
models are practically the same except at the very small region near the end of the
inlet weir and the neighboring segmental wall. Such difference is coming from the
fact that the standard mass flux model is anisotropic enabling to give more precise
three-dimensional flow and mass transfer simulation, while the hybrid Reynolds
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Fig. 4.16 Concentration contour of x—y plan on trays by standard Reynolds mass flux model,
a 20 mm above tray floor of tray number 8, b 70 mm above tray floor of tray number 8, ¢ 20 mm
above tray floor of tray number 6, and d 70 mm above tray floor of tray number 6 [16]

mass flux model is isotropic and cannot show the detailed three-dimensional
behaviors in that region. However, if overlooking the difference in this small
region, it indicates that the hybrid Reynolds mass flux model can be used for
overall simulation instead of using the complicated standard Reynolds mass flux
model for the simulation of all trays in a multitray column with less computer
work.

The simulated result by using hybrid Reynolds mass flux model can also
compared with that obtained by using two-equation model as shown in Fig. 4.17,
in which the agreement between them can be seen except in the region near inlet
weir and column wall where the hybrid Reynolds mass flux model gives more
detailed concentration distribution than the two-equation model.

The verification of hybrid Reynolds mass flux model can also be made by
comparing with the experimental outlet concentration of each tray as shown in
Figs. 4.18 and 4.19, in which the result by using two-equation model is also
presented. It can be seen that the hybrid Reynolds mass flux model gives closer
outlet concentration to the experimental measurement than the two-equation
model, although both of them are considered to be verified by experiment.
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Fig. 4.17 Concentration contour of x—y plan on trays by hybrid Reynolds mass flux model,
a 20 mm above tray floor of tray number 8, b 70 mm above tray floor of tray number 8, ¢ 20 mm
above tray floor of tray number 6, and d 70 mm above tray floor of tray number 6 [16]
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Fig. 4.18 Comparison between hybrid Reynolds mass flux model and two-equation model by
simulated concentration contours of 20 mm above tray floor on tray number 8. a Hybrid Reynolds
mass flux model (reprinted from Ref. [7], Copyright 2011, with permission from Elsevier) and

b ¢ — ¢, two-equation model (reprinted from Ref. [4], Copyright 2005, with permission from
American Chemical Society)
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Fig. 4.19 a Comparisons of simulated results by different models with experimental data [16]
tray efficiency and outlet C¢ concentration. b Comparisons of the outlet Cg concentration between
standard and hybrid Reynolds mass flux model simulations and experimental data [16]

The verifications of simulated Murphree tray efficiencies by using hybrid Reynolds
mass flux models and two-equation model can also be checked by comparing with
experimental data as shown in Fig. 4.19a. The comparison of outlet C¢ from each
tray between standard and hybrid Reynolds mass flux models is given in
Fig. 4.19b, in which the agreement between them can be seen.

Generally speaking, the overall simulated result of a distillation tray column by
using two-equation model and different Reynolds mass flux models is very close
each other and checked with experimental measurements, but if detailed mass
transfer and flow information on the trays are needed, the standard Reynolds mass
flux model is the better choice.

Reynolds mass flux

In this section for convenience, the fluctuating mass flux u{ c’, which is the

negative Reynolds mass flux —uj,c’, is used for illustration instead of using
Reynolds mass flux.

In the course of solving the model equation, the fluctuating mass flux u/.c’, u’yc’ )

@ can be obtained simultaneously [16]. The radial distributions of them at dif-
ferent axial positions of tray 8 are given in Fig. 4.20a. The sum of fluctuating mass

flux in all directions, uj ¢’ = u’.c’ + u;c’ + uj,¢’, is shown in Fig. 4.20b.

As shown in Fig. 4.20b, the fluctuating mass flux u/c’ is greater near the inlet
weir region (x = 0.2) than that around the outlet weir region (x = 0.6) because
c as well as ¢’ is decreased with x (main flow) direction in distillation process. In
the r direction, which is perpendicular to the main flow, all the u/.c’, u;,c’ , and u;c’

contours are almost unchanged up to about 0.3r, then slightly increasing until
about » = 0.45r reaching the maximum. This tendency is shown in Fig. 4.19b, c,
and d. Such maximum point indicates the appearance of greatest mass flux
transport as well as turbulent diffusion and vortical mixing there due to the impact
with the reversed flow (large-scale vortex) created in the segmental region of the
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Fig. 4.20 Simulation results of fluctuating mass flux on tray number 8 by standard Rayleigh
mass flux model [16] a the tray for simulation, b x direction (main flow), ¢ r direction

(perpendicular to main flow), d z direction (depth), and e profiles of uj,c’ = u'.c' + u,c’ + uyc'at
different axial distances of tray

column. Such simulated result is consistent with many experimental works that the
reversed flow was observed around this region. In Figs. 4.20 and 4.19b, the W
and u/c’ contours along r (radial) direction showing almost zero gradient from
r = 0 to about 0.3 indicates that the turbulent (fluctuating) mass flux flow remains
constant, i.e., the turbulent effect is kept steady in this region (see Sect. 3.6.1.3).
However, the foregoing-mentioned variation of concentration is very small and
cannot be found clearly in the profile of concentration contour.


http://dx.doi.org/10.1007/978-3-642-53911-4_3
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Fig. 4.21 Simulated results of the C¢ concentration profiles of the x—y plane on tray number 8
simulated by different Reynolds flux models for F = 2.44 m g1 (kg m>)°®> [16]. a Standard
Reynolds mass flux model at 70 mm above the tray floor, b standard Reynolds mass flux model at
20 mm above the tray floor, ¢ hybrid Reynolds mass flux model at 70 mm above the tray floor,
d hybrid Reynolds mass flux model at 20 mm above the tray floor, e algebraic Reynolds mass flux
model at 70 mm above the tray floor, and f algebraic Reynolds mass flux model at 20 mm above
the tray floor
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4.1.2.3 Algebraic Reynolds Mass Flux Model

The hybrid Reynolds mass flux model can be further reducing the complexity of
model equations by setting the convection term on the left side of Eq. (3.26a) equal
to the turbulent and molecular diffusions term on the right side under steady
condition to obtain Eq. (3.27) as shown below.

— k —0C ——0U; Ce3k—— 0U;
uic'=— uju, — + ujc’ + S (3.27)
CCQVﬁLfi J 6va ax]' Core éxj

The algebraic Reynolds mass flux model is using Eq. (3.27) to replace Eq.
(3.26a); all other model equations are the same as the hybrid Reynolds mass flux
model.

To testify this model, Li [16] simulated the sieve tray column as mentioned in
Sect. 4.1.1.1. The concentration profile on tray number 8 are simulated and
compared with the simulated results by using different Reynolds mass flux models
as shown in Fig. 4.21, from which it can be seen that the standard give more
detailed information than the other two simplified models although generally
speaking their simulated profiles are similar.

The comparison can also be made by the outlet concentration and Murphree
efficiency of each tray as shown in Figs. 4.22 and 4.23. The simulated outlet
concentrations by using algebraic Reynolds mass flux model are slightly higher
than that by the hybrid model, while in Fig. 4.23 the simulated Murphree tray
efficiencies by using algebraic Reynolds mass flux mode are slightly lower,
although both of them are seen to be sufficiently confirmed by experimental data
except tray 4 where experimental error is obvious.

4.1.3 Prediction of Multicomponent Point Efficiency

4.1.3.1 Difference Between Binary and multicomponent Point
Efficiency

The separation efficiency in multicomponent distillation is quite different with that
in binary (two components) distillation in the following aspects:

1. In binary system, the diffusion flux between liquid and vapor phases is pro-
portional to the negative concentration gradient, while it is not true in multi-
component system.

2. In binary system, the diffusion coefficient for components i and j is equal, while
in multicomponent it is not equal.

3. In binary system, the range of point efficiency is from O to 1, while it is ranging
from —oo to +00 for multicomponent system.
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The complication appeared in multicomponent system is chiefly due to the
complex nature of molecular interaction to form non-ideal solution and may
appear bizarre behaviors (see Sect. 4.1.3.6).

The point efficiency is an essential information in distillation design and
operation. The tray efficiency can be calculated by the CMT models presented in
this chapter; it shows that the tray efficiency is in connection with the tray
structure, flow pattern, and operating conditions, and thus, it is only referred to a
specific distillation column under specific condition. On the other hand, the point
efficiency, which depends on only the local condition of vapor-liquid contact and
the physical properties of the system, is the better way to evaluate the feasibility of
using distillation tray column for the separation.

The research on point efficiency has been undertaken over many decades and
developed different expressions under the name of the author, such as Murphree
[18], Hausen [19], Standard [20], and Holland and McMahon [21]. Among them,
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Fig. 4.24 Microelement (cell) taken on sieve tray

the Murphree point efficiency Eyry is commonly used, which is defined for tray
column as the ratio of the concentration decrease in vapor between entering and
leaving the tray and that if the leaving vapor is in thermodynamic equilibrium with
the liquid on the tray. Mathematically, it can be expressed as follows:

_ Yin — Yin+l1
*
in yi.n+l

(4.8)

where subscript n denotes the tray number; y,+; and y, are, respectively, the
concentration (component i) of vapor entering and leaving the tray; y; , is the vapor
concentration in equilibrium with the liquid at this local point. Note that the
subscripts i and j in this section refer to the components i and j, respectively, but
not the coordinate direction of flow. The nomenclature can be shown clearly from
Fig. 4.24.

Murphree point efficiency can be also expressed in terms of liquid concentra-
tion as follows:

Envi = —_* (4.9)

The vapor-phase Murphree point efficient Eyyy is frequently used especially in
distillation, while the liquid-phase point efficient Eyy is suitable for the liquid-
phase control processes, such as absorption and desorption processes.

Precisely, the mass transfer undertaken in the vertical direction above the tray
deck is complicated as shown typically in Fig. 4.25, involving jetting, dispersed
bubbles, splashing as well as the generation of liquid drops as entrainment in the
tray spacing. Usually, it is divided into three zones, i.e.

e froth zone (jetting),
e bubble dispersing zone (free bubbling), and
e bubble breaking zone (liquid drops splashing as entrainment in tray space).
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Fig. 4.25 Formation of
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Table 4.2 Main construction

Jetting zone

Parameter Value

parameters of Oldershaw -

sieve tray Tray diameter (mm) 38
Diameter of tray spacing (mm) 64
Sieve hole diameter (mm) 1.25
Thickness of tray floor (mm) 1.2
Perforation (%) 6.38
Height of outlet weir (mm) 15-38

Since the bubble breaking (splash) zone has very small contribution to the mass

transfer, the first two zones, in which the liquid as continuous phase and the vapor
as dispersed phase, are dominant and have been established as two-zone model in
the literature.

4.1.3.2 The Oldershaw Sieve Tray

The sieve tray developed by Oldershaw [22, 23] is recognized as the common
distillation tray to be used for representing the point efficiency. The construction
parameters are given in Table 4.2, and the column is shown in Fig. 4.26. The
simulation of which is the convenient way to find the point efficiency of the
corresponding separating system.

Wang [24] simulated the Oldershaw sieve tray [24] with consideration of using
two zones model for the liquid on the tray. The distillation is three-component
non-ideal solution (ethanol, isopropanol, and water) for the purpose of investi-
gating the bizarre phenomenon of multicomponent distillation.

For the non-ideal multicomponent vapor-liquid system, the Maxwell-Stefan
equation is usually employed to evaluate the mass transfer behaviors. The fun-
damentals of Maxwell-Stefan equation is briefly introduced in Sect. 3.4.2.


http://dx.doi.org/10.1007/978-3-642-53911-4_3
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Fig. 4.26 Construction and operation of Oldershaw sieve tray (reprinted from Ref. [23],
Copyright 1987, with permission from American Chemical Society)

4.1.3.3 Experimental Work on Multicomponent Tray Efficiency

Wang [24] performed the following experimental works to verify the simulation.
Experiment was conducted in Oldershaw sieve tray as shown in Fig. 4.27. Two
multicomponent systems are used for testing the point efficiency, i.e., three-
component system (ethanol, isopropanol, and water) and four-component system
(ethanol, isopropanol, tert-butyl alcohol, and water). The initial composition of
three-component system in sequence is as follows:

(xv) = (0.4477, 0.2209, 0.3314)"

The composition of entering vapor is

(vp) = (0.4447, 0.2214, 0.3339)"

The operating conditions are as follows: temperature 7 = 351.4 K,
Oy = 1.652 x 107* m® s™', b, = 11.28 mm. The experimental setup is shown
schematically in Fig. 4.27.

4.1.3.4 Simulation Model for Point Efficiency

For calculating Murphree tray efficiency, we need to know the composition of
vapor leaving the tray y,,., which can be obtained as follows. Since the range of
composition change on a tray is small, we may assume the vapor—liquid equilib-
rium relationship to be linear, i.e.

(") = (KT (x) (4.10)

where [K®] is (n — 1) rank diagonal matrix, representing the equilibrium constant
of the binary pairs. Also at the interface,
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Fig. 4.27 Experimental
setup (I column, 2 Oldershaw
tray, 3 downcomer, 4
reboiler, 5 heating pot, 6 flow
meter, 7 reflux tube, § cooling
water meter, 9 condenser,

P pressure measuring point,
T temperature measuring
point, and S sampling point)
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(vo) = [K*][I'](x0) (4.11)

where y, is the vapor concentration at interface. Then, we have

(" = yo) = [K*)[I'](xp — xo)

The mass flux transferred can be calculated by (see Sect. 3.7.2)

NE = —e[BY][RY) ' MY (v — x0) (3.41)

L

NY = = [BV][RY] ' [rV] (o — x0) (3.42)

In the calculation, the liquid bulk concentration x;, is known. Equation set (3.41)

and (3.42) can be solved

by stepwise iteration as given below to obtain the mass

flux being transferred between liquid and vapor phases N; (N; = N- = NY).
For the vapor passing through the liquid on the tray, the vapor concentration is

changing from y;, to you,

and should be calculated by differential method. Take a

differential element Ak on the sieve tray as shown in Fig. 4.28, we have

and

dG; = N;aAdh

dG,; = ctvusocAdy


http://dx.doi.org/10.1007/978-3-642-53911-4_3
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Fig. 4.28 Differential "
element on the tray n-l Iy

where G; is the vapor flow rate; A is the area of the bubbling zone on the tray; o is
the surface area of the bubbles. Combine foregoing equations to yield

Ni
dy, = ( - )dh
) o

Integrating consecutively above equation from # = 0 at the tray deck to h = h
for the bubble formation zone and from £, to &, for the dispersed bubble zone, the
Yout can be found for calculating the point efficiency. The trial and error method for
stepwise calculation is employed to obtain the solution. The equations needed for
computation of each zone are given below.

Bubble formation zone

Experimental work shows that the main form of vapor in this layer is jetting.
The diameter of the vapor jet d;, which is related to the liquid height A; and the
diameter of sieve hole d;,, was correlated by Hai [25]:

dj = 1.1dy + 0.25hg,
Thus, the surface area of the jet column is
_ 4od;
()

where ¢ is the fraction of hole area. As the vapor flow through the jet column is
similar to its flow through the falling film column, the mass transfer coefficient k¥
can be calculated by the following relationship for two-component system [26]:

DY DY
kY = 2.0,/ = =0.046 (—) (Re)*%° (Sc)**
Tty dj

Re = iy Se =V
Ky pyDY
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where d; is the diameter of the vapor jet; u; and uy, are, respectively, the vapor
velocity based on jet diameter and sieve hole diameter.

Bubble dispersion zone

The vapor column reaching to this zone is broken into bubbles of different sizes
and distributed diversely. The average diameter of the bubble can be estimated by
the following equation [27]:

P 0.6 -0.2
dinax. =(0.5We )" <—> (usg) " (”—V>
L PL

We. = (—Tdma") (p_V> .
o PL

where We, is Weber group; ¢ is the surface tension; 1 is the residence time, which
is given by [27]

T = 2pp (1t 8dmax)*?

It was reported [28, 29] that the ratio of average and maximum bubble diam-
eters is a constant, i.e.

dav

max

=0.62

The reliability of foregoing estimation can be seen to be confirmed by some
experimental data from the literature as shown in Table 4.3.

The vapor fraction Py in this layer for sieve hole smaller than 2 mm can be
estimated by equation below

Py _gsppos , Fr<4.68x 1074 0%
1= py
by _ 1.25¢ " Fr9% | Fr>4.68 x 10 ¢ ~"%
1—py
2
Fr= _(us)

gh

where ¢ is the fraction of sieve perforation on the tray. By the iteration of fore-
going equations, the d,, can be obtained as well as the surface area of the bubble
by

6
azio
o P

The mass transfer coefficient between bubble and the liquid on the tray was
measured for binary system by Zaritsky and Calvelo [30] and correlated by Prado
and Fair [31] as follows:
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Table 4.3 Calculated bubble diameter compared with experimental measurements

Sieve Calculated Experimental value by Experimental value by Experimental value
hole d,, (mm)  Sharma and Gupta [29] Raper et al. [43] (mm) by Geary [27] (mm)
(m/s) (mm)

1.70 3.35
1.94 3.60
2.01 3.60 4.0 2.0-5.0 2.04.0
2.24 3.55
2.26 4.05
DV
kY =Sh—
dav
Sh = — 11.878 4 25.879(1gPe) — 5.640(IgPe)*
P _davub _ Ov
e = v Uy = 471 3
D Z(d) Bvov

where DV is the molecular diffusivity of component i in the vapor phase.
Steps of calculation

As shown in Fig. 4.29, let the height of the two liquid zones on the tray be
h (h = hy + hy), take a differential element Ak on the tray, where y;, =y, and
Yout = Yn+xAr- The mass flux of component i in the element can be calculated as
follows:

1. Let y;; = ypn and assume you = ygh 1A the average concentration of compo-
nent 7 is Yay = 3 (Yon + Yoh+an)-

2. Calculate the mass flux to be transferred by aforementioned method so as to
obtain the concentration of vapor leaving from the differential element. If it is
close enough to the assumed value, then proceed to the next differential element
above until reaching to the top of the liquid zone to obtain the outlet vapor
concentration from the tray.

As an example, Wang [24] give the calculated result along liquid height 4 as
shown in Table 4.4.

As seen, the mass transfer is high at low liquid level and decreases as the vapor
goes up to the top of the froth. It indicates the bubble formation zone is dominant
in the mass transfer process.

4.1.3.5 Simulated Results and Comparison with Experimental Data

The comparisons between simulated and experimental Murphree point efficiencies
of three-component and four-component systems are given, respectively, in
Tables 4.5 and 4.6. The error in most cases is less than few percent, which is
acceptable for estimation purpose.
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4.1.3.6 The Bizarre Phenomena of Multicomponent System

The bizarre phenomena of multicomponent system can be illustrated by the case of
three-component system as calculated by Wang given in preceding section. The
simulated diffusion flux of isopropanol is plotted versus driving force of mass
transfer (yo — y) as shown in Fig. 4.30.

As shown in the figure that the driving force (yo — y) is positive between A and
B, the direction of mass transfer is from y, (vapor) to y (liquid). At point B,
although the driving force is positive, the mass flux of isoprenol transferred is zero;
such phenomenon is regarded as diffusion barrier, which is not happened in binary
system. From points B to C, the driving force is still positive, yet the isoprenol
transferred is negative, i.e., the direction of mass transfer is reversed and such
phenomenon is regarded as reversed diffusion. Moreover, as shown in Fig. 4.31, at
the liquid height about & = 25, the driving force is approaching zero, but the
isopropanol still able to undertake mass transfer between phases; such phenome-
non is regarded as osmotic diffusion. It should be mentioned that such bizarre
phenomena is only happened for isopropanol in the three-component system, but
not for ethanol and water. Thus, the complication of non-ideal multicomponent
system depends on many factors and still under investigation. The plot of simu-
lated results is also given in Fig. 4.31.

4.2 Packed Column

The simulation of packed column by CMT methodology has been made by Liu
et al. [32] and Li et al. [7] as given in the following sections.

The model assumptions are the same as the tray column except that axially
symmetrical condition is applied for the packed column.

The packed column to be simulated are that reported by Sakata and Yanagi [2],
it is 1.22 m in diameter packed with 50.8-mm carbon steel Pall ring of 3.66-m
height for separating n-heptane and methylcyclohexane under 165.5 kPa and total
reflux operation.
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4.2 Packed Column

Table 4.5 Comparison of simulated point efficiency with experimental data (I)

121

Expt. Component Liquid concentration on Experimental Simulated Error = Sim.
No. tray, mole fraction point efficiency point — Exp.
efficiency
1 1 0.1247 0.9888 0.8155 —0.1733
2 0.6434 0.9924 0.9430 —0.0494
3 0.2319 0.9932 0.9709 —0.0223
2 1 0.0859 0.8529 0.8280 —0.0249
2 0.7434 0.9710 0.9494 —0.0216
3 0.1707 0.9903 0.9695 —0.0208
3 1 0.4477 0.8679 0.8745 —0.0066
2 0.2209 2.8615 2.8842 0.0227
3 0.3314 0.8558 0.9072 0.0514
4 1 0.2589 0.6976 0.6771 —0.205
2 0.4210 0.0846 0.1044 0.198
3 0.3201 0.7732 0.7526 —0.0027
5 1 0.2115 0.7807 0.8338 0.0531
2 0.4510 1.1921 1.1591 —0.0330
3 0.3375 0.8625 0.8984 0.0359

System 1 ethanol, 2 isopropanol, and 3 water

4.2.1 ¢?-¢, Two-Equation Model

4.2.1.1 Modeling Equations

The model equation for packed column comprises CFD equation set and mass
transfer equation set. Unlike the tray column, the porosity of packed column is
non-uniformly distributed, and the liquid fraction f5; should be retained in the
model equations. The interacted liquid-phase model equations are as follows:

Overall mass conservation

A(pLyPLUL) 5
ax,' m
where 7y is the porosity of the packed bed.
Momentum conservation
OpLypLULUL, _ oUL;

Ox i

/ /
where u ;u;; by

—_ aULi 6UL 2
—pLug ;= fig (a—xj + axij) -3

oP 0
—7BL a_x] + L a_xl [.UL

Ox i

pLOkL

(4.12)

- pLuiiuij:| + 7B S (4.13)

(1.8)
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Table 4.6 Comparison of simulated point efficiency with experimental data (II)

Expt. No.  Component  Liquid concentration on  Point efficiency Error
tray, mole fraction

Experimental ~ Simulated

1 1 0.3436 0.9035 0.8225 —0.0343
2 0.2679 0.8087 0.8238 0.0186
3 0.0640 0.7242 0.7801 0.0773
4 0.3245 0.9706 0.9070 —0.0655
2 1 0.2313 0.9625 0.8154 —0.1528
2 0.4694 0.9977 0.9279 —0.0699
3 0.1231 0.7667 0.9163 0.1951
4 0.1763 0.9292 0.9682 0.0419
3 1 0.4866 0.9108 0.9341 0.0256
2 0.0781 1.2949 0.8274 —0.3611
3 0.0788 1.5687 1.6066 0.0241
4 0.3566 0.8928 0.9507 0.0648
4 1 0.0507 0.9027 0.8939 —0.0097
2 0.0465 0.9100 0.8466 —0.0697
3 0.3963 0.8686 0.8968 0.0324
4 0.5065 0.8659 0.9092 0.0500
5 1 0.3488 0.8741 0.8282 —0.0525
2 0.3534 0.8702 0.9133 0.0496
3 0.0809 0.9261 0.9019 —0.0262
4 0.2170 0.9384 0.9972 0.0627
6 1 0.3717 0.9891 0.9444 —0.0452
2 0.1339 5.2322 7.3893 0.4123
3 0.0669 0.8891 0.9618 0.0818
4 0.4275 0.9882 0.9620 —0.0265
7 1 0.8658 0.7967 0.7867 —0.0125
2 0.0145 0.8643 0.969%4 0.1216
3 0.0396 0.9631 0.9190 —0.0458
4 0.0801 1.0429 1.0323 —0.0102
8 1 0.1360 0.9437 0.9491 0.0057
2 0.1102 0.7173 0.5346 —0.2547
3 0.2214 0.8633 0.8590 —0.0050
4 0.5344 0.8813 0.9165 0.0400

System 1 ethanol, 2 isopropanol, 3 tert-butyl alcohol, and 4 water

ki equation

OpLypL Uik 0 B\ Ok
OPLyPLYLRL _ © M) S - 4.14
o, o, PP m + or ) o + 7BL(Grx — &) (4.14)

2

&L equation

0 Upie 0 Os g
Op7f Ui =~ |:VBL (ML + %) L} + 9BL(C1cGLx — CZepLsL)i (4.15)

6Xi €L 6)6,‘
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Fig. 4.30 Diffusion mass 1.0
flux of isopropanol in three- No. 50
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The model constants are: ¢, =0.09, o, =10, o.=123,
Cy = 1.92.
Species mass conservation equation

0 oC
= 67, 7BL <DLt %

0ypLULC _
Xi

o u’Lic’) + S,

¢ equation

aVBL ULiﬁ 6

D .
= VﬁL(DL+ =

(¥

ox; Ox; Ox;

22 24 26
Cic = 1.44,
(4.16)

oc? oc\?
) —ZyﬁLDLt<§) —2yPres  (3.10)
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& equation

Jew 0 Dy, Og gs (O0C\?
i g 10 (202 ] ~ o (55)

5 fe (3.17)
& & &
- cZ? - CCBVﬁL kL
D, equation
ke
Dy = CcOkL( - > (3.6)
ELE

Model constants are as follows: C.o = 0.14, C.; = 1.8, C,, =2.2, Ci3 = 0.8,
02 = 1.0.

4.2.1.2 Boundary Conditions

Inlet (reflux at column top x = 0): Uy, = Uy, Vi =0, C; = C;j,. For the other
parameters, we may set to be [1, 33]

kin =0.003 U7 4,
1.5

i =0.09 L
&L, dH

2 = (0.082 Cip)*= 0.0067C2,

&in \ 7
& = 0.4 (k_m> C:ﬁ

Outlet (column bottom): Fully developed turbulent condition is assumed so that
the gradients of all parameters @ except pressure are set to be zero:

Rl
=0
Oox
Column symmetrical axis (r = 0): The radial gradients of all parameters @
except pressure are equal to zero.

oo

20

or
Column wall (r = R): The relevant flux is equal to zero.
Near column wall region: Standard wall function is employed.
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4.2.1.3 Evaluation of Source Term

As stated in Sect. 4.1, considering the latent heat of both species is almost equal, so
that S, = 0.
The source term Sp; is expressed by

SLi = pLg + Fis; + Fig

where Fig is the flow resistance created by random packing, and Fig is the
interface drag force between liquid and vapor phases. The Fy g can be evaluated by
using following correlation [34]:

1—y)? 1—
U= g U= g,

b
Fis=—-1]A
ks H y2d? yde

where U is interstitial velocity vector; 7y is the porosity; d. is the equivalent
diameter of the packing; constants A = 150, B = 1.75.
The Fyg is calculated by

ApL

Fro=——
e |Uslip,

Uslip

where Apy, is the wet-bed pressure drop; Ugp is slip velocity vector between vapor
and liquid and equal to

Ugip, =Ug — UL
The S, in species equation, similar to the tray column, can be calculated by
Sa =KoLa(C§ — CL)
1
1 1
ot

WLkG

KoL =

The gas and liquid film coefficients ki, kg and the volumetric effective surface
area a are obtained from the correlation by Wagner et al. [33] as follows:

(4(15LDL UL> 05
hy =(——
Thyy

. <4¢GDG UG>O'5
¢ \nlr—m)x

where the enhancement factors @ and @ are set equal to 1 under experimental
condition; y is characteristic length depending on bed height Z:

L= Cpkzz

The coefficient Cyx for 50.8-mm Pall ring packing is equal to 0.031.
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The vapor liquid contacting area a is calculated by [33]

a hy

aTzl.O—y

where ar is the specific area of the packing; y is the porosity; 4 is the total liquid
holdup of the packing, which comprises static holdup %, and dynamic holdup Ag4.
For 50.8-mm Pall ring packing, ki is calculated by [35]

hy = 0.033 exp (—0.22 g”g)
oLar

and hq4 by [36]

aTUﬁ> 1/3

ha = 0.555 <g~/4-6s

4.2.1.4 Simulated Result and Verification: Separation
of Methylcyclohexane and n-Heptane

Average axial concentration along column height and verification

The simulated radial averaged axial concentration along radial direction at dif-
ferent column heights as shown in Fig. 4.32. The plot is made by In (IL_X) Versus
column height z (z is the height of the packed bed measured from the column
bottom) because according to the Fenske equation such plot should be in a straight
line at constant relative volatility, which is applicable to the present case. The
simulated curve is nearly a straight line and in good agreement with the experi-
mental data.

HETP and verification

The separation efficiency of packed column is usually expressed in terms of height
equivalent of theoretical plate (HETP). According to the Fenske equation, the slop

In o,

of In (ﬁ) versus Z plot is equal to HETP: where «,, is the relative volatility of the

separating system. The simulated HETP can be obtained from Fig. 4.32 by
smoothing the computed curve to a straight line and find the slop. As shown in
Fig. 4.33, the simulated HETP is confirmed by the experimental data.

Turbulent mass diffusivity distribution

The volume average turbulent mass diffusivity D, computed by the two-equation
model is shown in Fig. 4.34 at different F' factors, and more detailed distributions
are given in Fig. 4.35. These figures show that the turbulent mass diffusivity is
higher in the upper part of the column and lower in the near-wall region. The
reason is higher concentration around the upper column in distillation process so as
to undertaking more quantity of mass transfer. At the same time, the wall effect
accounts for the mass transfer lower down in the near-wall region.
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Fig. 4.32 Comparisons of the concentration profiles in liquid phase between two-equation model
predictions (solid lines) and experimental data (circles) (H is height of packed) a F factor = 0.758
ms™! (kg m~)%3 b F factor = 1.02m s~} (kg m—)*3, and ¢ F factor = 1.52 m s~ (kg m—)%3
(reprinted from Ref. [32], Copyright 2009, with permission from Elsevier)

Fig. 4.33 HETP comparison 1.0
between predictions and O Experimental data
measurements (reprinted O Two-equation model
from Ref. [32], Copyright 08
2009, with permission from e
Elsevier) byl L o
= 0.6 8 9 m}
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4.2.2 Reynolds Mass Flux Model

Li [7] simulated the packed column as described in Sect. 4.2.1 by using Reynolds
mass flux model instead of two-equation model and compared their difference. The
simulated results for three forms of Reynolds mass flux model (standard, hybrid,
and algebraic) are given in subsequent sections.
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Fig. 4.34 Average turbulent mass diffusivity along the column height at different F factors
(reprinted from Ref. [32], Copyright 2009, with permission from Elsevier)
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Fig. 4.35 Distribution of turbulent mass diffusivity in the column F = 1.02 m s™' (kg m™%)*?,
H height of packed bed (H = 0 at the column bottom) (reprinted from Ref. [32], Copyright 2009,
with permission from Elsevier)

4.2.2.1 Standard Reynolds Mass Flux Model

Interacted liquid-phase model with constant fluid density p and constant liquid
fraction f§ is employed for simulation. The model equations are as follows:
Overall mass conservation

0pyPLULi

. 4.17
o S (4.17)
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Momentum conservation

0pyPL UL Uy _

oUy,;
ax‘ ﬁ a + a /ﬁL |:luL a puLluLj:| + /ﬂLSLl (418)

where uj;uj ; is calculated by
Oug uy LU Ouguy; D Ckk — Oty M Oug
ot Oxy, axk & Hitly Oxy, P Oxy,
oU;, ———oUy,; ef— 2
- (”L:“Lk ™ L 4 uLj Lk ox ) -G % (”Li“ij - gkLéiJ')

aU oUL; 2 .———0Uy 2
) (uLtuLka + U o, *géij“/u“'u 6xk> 3

(1.23)

€L

where the constants are as follows: C, = 0.09, C, = 2.3, C, = 04.
Species mass conservation equation

OBLULC 0 oC
gixi - a_xi)“ﬁL (DL o Uy ¢ > + 7BLSLa (3.3)

Fluctuating mass flux equation

ky —— R aMLz
(Ccl gL Uy u Lj + P axj

Quy,c’  OUpjup;,c’ 0

ot ax]' axj

(3.26a)
—0C &—F— —6Ul
— (uiiuij 6_x/> — ch%uiic’ + Cc3u£jc’a—x;
where C;; = 0.09, Cp, = 3.2, C3 = 0.55.
Auxiliary equations
k; equation
OpyPLULkL _ O M) Oki
—on o P\t o e
; aUL, aUL, Wy g, S
— MYPL ox; ox; ) ox; pLYPLEL
&L equation
OpLyPLUie _ O :uLt Oz
o, o | o
, (1.13a)
B ﬁ 8_L 6ULJ-+6UL,» aULj_C “,B SL
e17PL kL Hiy ox; oy ) on 2V7PLPL ke
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Fig. 4.36 Concentration profile of Cs by standard Reynolds mass flux model, a
F=0758ms ' kgm)®, b F=1.02ms™' kgm>®’, and ¢ F=152m s~ (kg m>)*’
[16]

The model constants are as follows: ¢, = 0.09, 6 = 1.0, 6. = 1.3, C| = 1.44,
Cye = 1.92.

The boundary conditions and the evaluation of source terms are the same as
given in Sects. 4.1.2.2 and 4.1.2.3.

Simulated result and verification

The simulated Cg concentration profile of the whole column at different
F factors is shown in Fig. 4.36. In comparison with Fig. 4.22 simulated by using
two-equation model, the concentration in the main flow area is almost the same but
in the near-wall region is somewhat difference. The volume average axial con-
centration distribution is given in Fig. 4.37, in which the simulated curve can be
seen to be in agreement with the experimental data.

Reynolds mass flux

The fluctuating mass flux (negative Reynolds mass flux) in axial and radial
directions and their sum are given in Figs. 4.38 and 4.39.

In the distillation column tray, the species concentration is decreasing from
inlet to the outlet weir, i.e., under negative gradient. The positive @ means that
the diffusion of turbulent mass flux /¢’ is consistent with the bulk mass flow and
promotes the mass transfer in x direction.

As shown in Fig. 4.38a, most of the u] ¢’ gradient in y (radial) directions is
almost zero around the column centerline (/R = 0) of the lower part of the
column (H < 1.9 m) indicating only molecular diffusion is existed. At the upper
part of the column (H > 2.3 m), #/c’ contour is increasing from /R = 0 to about



4.2 Packed Column

131

@) 15 (b) 15 T
;:\:t 10l F-factor=0.758 m s (kg m~)"> ,’Q{ 10} F-factor=1.02 m s™ (kg m™)™
< ' ”
— 05} = 05¢
< =<
><< 0.0 v 0.0¢ O Experimental data
Ko = o5l Standard Reynolds
E -0.5F Standard Reynolds E . mass flux model
N mass flux model o
Qc -1.01 O Experimental data Qc -1.0¢
-1.5 - - -1.5 -
0 2 3 4 0 2 3 4
Bottom H (m) Top Bottom H (m) Top
(o 1.0} Pactor=1.52m s (kg m™)"*

“x

W o05)

—

<. oof

X 05}

E O Experimental data

— Standard Reynolds mass
b -1.0f o
15 s s s
0 1 2 3 4
Bottom H (m) Top

Fig. 4.37 Average Ce concentration along column height at different F' factors [16]
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Fig. 4.38 Simulated fluctuating mass flux in axial (x) and radial (y) directions at different bed
heights H a u,c’ and b ¢’ [16]

/R = 0.7, indicating that the turbulent diffusion #/c’ is promoted with increasing
rate (see Sect. 3.5.1.4). Afterward, from /R = 0.7, the slope is turning to negative,
which means the diffusion rate is decreasing until about /R = 0.95. Thus, the
diffusion of /¢’ in radial direction displays wavy changes and follows the pattern
of decreasing — increasing — decreasing — increasing sharply — decreasing
sharply near the column wall.
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In Fig. 4.38b, the u;c’ contours behave similar to the #/c’, indicating that the
radial wujc’ diffusion varies with the pattern of decreasing — increas-
ing — decreasing sharply to the column wall.

As shown in Fig. 4.39, the overall tendency of uj,c’ (equal to W + W) is

similar to both u{¢’ and ujc’. It is noted that u ¢’ is much greater than u)c’ in this

case, that means the @ diffusion is dominated by W

It should be noted that the radial variation in concentration is small and may not
be seen clearly in the concentration profile of the whole column. However, the
detailed information about the mass transfer, which can be obtained by using
Rayleigh mass flux model, is helpful to the column design and the evaluation of
process efficiency.

4.2.2.2 Hybrid Reynolds Mass Flux Model

The model equations are the same as the standard Reynolds mass flux model
except that the calculation of uy;/u;’ is by Eq. (1.8) instead of Eq. (1.23).

Simulated result and verification

The simulated Cg concentration profile of whole column is shown in Fig. 4.40,
which is almost identical with Fig. 4.36.

The simulated radial averaged axial concentration distribution is compared with
experimental data and the simulated result by using standard Reynolds mass flux
model as shown in Fig. 4.41. These figures display no substantial difference
between hybrid and standard Reynolds mass flux models.

The comparison of simulated result on radial averaged axial concentration
between hybrid Reynolds mass flux model and two-equation model is given in
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Fig. 441 Comparison between standard and hybrid Reynolds mass flux models with experi-
mental data [16]. a F=0758ms ' (kgm®®°, b F=102ms "' (kgm>)*, and ¢

F=152ms! (kg m>)*?
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Fig. 4.42 Comparison of hybrid Reynolds model and two-equation model with experimental
data.a F=0.758 ms™! (kg m73), bF=102ms™’ (kg m73), ande F=152ms™" (kg m73)
(reprinted from Ref. [7], Copyright 2011, with permission from Elsevier)

Fig. 4.42. As shown from the figures, both show close to the experimental data and
the one better than the other only in upper or lower part of the column.

The simulated HETP by hybrid Reynolds model is compared with that by two-
equation model as shown in Fig. 4.43. The prediction by hybrid Reynolds model is

better than two-equation model for low and high F factors, but not in the inter-
mediate range.

4.2.2.3 Algebraic Reynolds Mass Flux Model

The model equations are the same as the standard Reynolds mass flux except
up;up; and uy ¢’ equations are changed to the following algebraic form:
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reprinted from Ref. [7],
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where C;, = 0.09, C; = 2.3, C, = 0.4.

ul .c'=— L " ¢ +i —— UL CC3kLWaULi
Li CCZ Ll Lj a Li¢ axj CC28L Li axj

where C, = 3.2, C5 = 0.55.

The simulated Cg concentration profiles of the whole column are shown in
Fig. 4.44, which is substantially identical with Fig. 4.40 by hybrid Reynolds mass
flux model simulation.

The verification of algebraic Reynolds mass flux model as well as the com-
parison with hybrid model is shown in Fig. 4.45. At low F factor, these two
models are in agreement with experiment, but at high F factor the algebraic
Reynolds mass flux model shows greater deviation from the experimental data.

(3.27)

4.3 Separation of Benzene and Thiophene by Extractive
Distillation

Extractive distillation is frequently employed for the separation of mixture with
close boiling point. It features by adding an extractive agent to increase the relative
volatility of the mixture concerned so as to make the separation easier with less
number of theoretical plates or transfer unit required. Liu et al. [37] employed this
process for the separation of benzene (boiling point 80.09 °C) and thiophene
(boiling point 84.16 °C) in a packed column with N-methyl-2-pyrrolidone (NMP)
as the extractive agent. The flow sheet is shown schematically in Fig. 4.46.
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The extractive column was 0.19 m in diameter, packed with 2 x 2 mm stain-
less 0 rings packing. The column consisted four sections of 700, 600, 1,000, and
4,000 mm packing, respectively, in sequence from the column top. The operating
pressure was 101.325 kPa. The extractive agent, NMP, was introduced at the
column top at 2.4 ml/min, and the feed containing 90 % benzene and 10 % NMP
was entered between sections 2 and 3 at 0.4 ml/min. The operating reflux ratio was
20:1 where about 99 % benzene was drawn as top product at 0.4 ml per min and
the bottom product was about 5 % thiophene.

Model equations

The model equations and boundary conditions are the same as given in Sect.
4.1.1.1 except the source terms should be revaluated.

1. The source term S,

Since the molecular weight of benzene (78) is close to that of thiophene (84),
the mass transfer in distillation do not change substantially the amount of liquid
phase in the process, we may let

Smn=0

2. Source term S,

The rate of mass transfer for benzene can be calculated by the following
equations:

Snp = kLaesMpX (xg — xB,;)
Sn = kgacitMgY (yB;i — ¥B)
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Table 4.7 Antoine constants

Material Const.

ag [25) as ay as
Benzene 31.772 —2725.4 —8.4443 —5.3534 x 107 2.7187 x 107
Thiophene  36.602 —2979.4 —10.104 1.1445 x 1079 3.2472 x 107%

where subscript B refers to benzene and subscript i refers to interface; My is kg per
mole of benzene; X and Y are the total moles of mixture in liquid and vapor
phases, respectively; x and y are the mole fractions; the interfacial xg; and yp; are
in equilibrium obeying the relationship at constant relative volatility o,,:

OreXB,i

yB"i - 1 —+ (are — 1)XB’,'

Since the system concerned is non-ideal, the o, is calculated by thermody-
namics as follows:
w70
_JB /x8 _'sPB
yo/xr by

re

where y and p° are, respectively, the activity coefficients and vapor pressures;
subscripts B and T refer to benzene and thiophene, respectively. The vapor pres-
sure p® is calculated by Antoine equation [38] as follows:

logyop’ = ai + a/T + azlogy T + asT + as

The constants are given in Table 4.7.
The activity coefficients y, and yp are calculated using Wilson model [39]:

Iny=1—In[ YA | — 3 <5
; ijAj 5™

y o Ak

In A,:/' = Ll,'j‘Fb,‘j/T

where a;; and b;; are given in Table 4.8.
After combining foregoing equations, we yield the equation for §,, as follows:

I’I’l()SmB2 + mlSn,B +mp; =0 (A)
where mg, m;, and m, are
O — 1
my=-———-——
0 kLkGM ]23 agﬁ-X Y
my — (Ofre - 1))’13 — Qe (Ofre - l)xB + 1
L= _
kpaeeMpX kgaeisMgY

My = 0lpeXB — ((Ofre — I)XB + l)yB
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Table 4.8 Wilson parameters

Term Value

Component i Benzene Benzene Thiophene
Component j Thiophene NMP NMP

a; 7.0499 2.5723 0

aj; —4.6713 —2.7964 0

by —2452.1033 —1041.9158 —290.8908
b 1610.3286 1002.4481 146.9923

where the mass transfer coefficients &, kg can be calculated by the correlations by
Wagner [33] as shown in Sect. 4.2.1.3; the effective interfacial area a.¢ is obtained
by using Onda correlation given in Sect. 4.1.1.1.

In finding k. and kg, the molecular diffusivity of benzene in gas and liquid
phases are calculated by the correlations given by Fuller and Perkins, respectively
[40]. The viscosities of benzene and thiophene are obtained from Perry Handbook
[41].

Then, the source term S,(S,p) can be calculated by solving the aforementioned
Eq. (A).

Interacting force FLG between two phases

The vapor liquid interacting force can be measured by the pressure drop Ap of
the vapor through the packing. For the 2 x 2 stainless 0 rings, Chang et al. [42]
proposed a correlation for the Ap, of gas flowing through wetted packing as

follows:
Apy, sou, . (@1 03 1.5
=300 107 (5 (\/pat2))

Under the condition of no liquid flow, the Ap of gas flowing through dry

packing Apyq is
Apq ar\”’ 13
z (V—s (yrov2)

Thus, the App, due to the vapor liquid interaction can be

AL 00 5 (1090 — 1.0)(“1) 2"
= x ( - 1.0) 3 P UG

Consequently the vapor-liquid interacting force can be expressed as

Fig = ——Uap
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where the slip velocity Uy, is equal to the difference between the average gas
velocity Ug and liquid velocity U:

Ugip = U - U
Simulation results and verification

Under the reflux ratio of 20:1, the simulated concentration distribution of
benzene at x = 0.2 m (measured from column top) is given in Fig. 4.47. As shown
in these figures, the concentrations of benzene are gradually lowering toward the
column wall due to the velocity is decreased and the boundary condition is set zero
mass flux at the wall, while the concentration of NMP is increasing (Fig. 4.47).

The radial concentrations of benzene were averaged at each x to obtain the
average benzene concentrations along the column height as shown in Fig. 4.48.

In Fig. 4.48, the benzene concentration is suddenly increase at about x = 1.3 m
due to adding the feed at this point with 90 % benzene. The simulated result is
roughly in agreement with the experimental data although the former shows about
half percent higher than the latter. Such discrepancy is probably due to the inac-
curacy of oy predicted by thermodynamic model.
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4.4 Summary

The simulation of distillation process is described for tray column and packed
column by using CMT models. The simulated results are presented and compared
with published experimental data.

1.

Tray column. Both ¢?-g» model and Reynolds mass flux model are used for
simulating an industrial-scale tray distillation column to obtain the outlet
concentration of each tray and the individual tray efficiency. Both simulated
results are in agreement with the experimental measurement. Precisely, only the
standard Reynolds mass flux model can give the details of circulating flow
contours in the segmental area of the tray. It indicates the superiority of the
anisotropic standard Reynolds mass flux model over the others. Furthermore,
the prediction of tray efficiency with different tray structures by CMT model as
illustrated in this chapter is helpful for selecting the optimal one by the
designer. The prediction of tray efficiency for multicomponent system and the
bizarre phenomena is also described.

Packed column. The simulated packed column is 1.22 m in diameter and 3.66-
m height packed with Pall ring. Both ¢2-g, model and Reynolds mass flux
model (including standard, hybrid, and algebraic model forms) give satisfactory
results in comparison with published experimental data in axial concentration
distribution and HETP.

References

. Bennet DL, Agrawal R, Cook PJ (1983) New pressure drop correlation for sieve tray

distillation columns. AIChE J 29(434):442

. Sakata M, Yanagi T (1979) Performance of a commercial scale sieve tray. In: Institution of

chemical engineers symposium series, (3.2):21-34

. Kunesh JG, Ognisty TP, Sakata M, Chen GX (1996) Sieve tray performances for steam

stripping toluene from water in a 4-ft diameter column. Ind Eng Chem Res 35:2660-2671

. Sun ZM, Liu BT, Yuan XG, Yu KT (2005) New turbulent model for computational mass

transfer and its application to a commercial-scale distillation column. Ind Eng Chem Res
44(12):4427-4434

. Sun ZM, Yu KT, Yuan XG, Liu CJ (2007) A modified model of computational mass transfer

for distillation column. Chem Eng Sci 62:1839-1850

. Sun ZM, Liu CJ, Yu GC, Yuan XG (2011) Prediction of distillation column performance by

computational mass transfer method. Chin J Chem Eng 19(5):833-844

. Li WB, Liu BT, Yu KT, Yuan XG (2011) A new model for the simulation of distillation

column. Chin J Chem Eng 19(5):717-725

. Zhang MQ, Yu KT (1994) Simulation of two dimensional liquid phase flow on a distillation

tray. Chin J of Chem Eng 2(1):63-71

. AIChE Research Committee (1958) Bubble tray design manual. AIChE, New York
. Krishna R, van Baten JM, Ellenberger J, Higler AP, Taylor R (1999) CFD simulations of

sieve tray hydrodynamics. Chem Eng Res Des, Trans Inst Chem Eng Part A 77:639-646



142 4 Application of Computational Mass Transfer (I): Distillation Process

11. Dai GC, Chen MH (1988) Fluid dynamics in chemical engineering. Chemical Industry Press,
Beijing

12. Leboeuf F, Huang GP, Kulisa P et al (1991) Model and computation of discrete jets in
crossflow. Eur J Mech B-fluid 10(6):629-650

13. Zuiderweg FJ (1982) Sieve tray: a view on the state of the art. Chem Eng Sci 37:1441-1464

14. Nallasamy M (1987) Turbulence models and their applications to the prediction of internal
flows: a review. Comput Fluids 15(2):151-194

15. Cai TJ, Chen GX (2004) Liquid back-mixing on distillation trays. Ind Eng Chem Res
43(10):2590-2597

16. Li WB (2012) Theory and application of computational mass transfer for chemical
engineering processes. PhD dissertation, Tianjin University

17. Sun ZM (2005) Study on computational mass transfer in chemical engineering. PhD
dissertation, Tianjin University

18. Murphree EV (1925) Rectifying column calculations. Ind Eng Chem 17(7):747-750

19. Hausen H (1953) A definition of exchange efficiency of rectifying plates for binary and
ternary mixtures. Chem Ind Tech 25:595

20. Standard G (1965) Studies on distillation-V: generalized definition of a theoretical plate or
stage of contacting equipment. Chem Eng Sci 20(6):611-622

21. Holland CD, McMahon KS (1970) Comparison of vaporization efficiencies with Murphree-
type efficiencies in distillation-I. Chem Eng Sci 25(3):431-436

22. Oldershaw C (1941) Perforated plate columns for analytical batch distillations. Ind Eng
Chem Anal Ed 13(4):65-268

23. Kalbassi MA, Biddulph MW (1987) A modified Oldershaw column for distillation efficiency
measurements. Ind Eng Chem Res 26(6):1127-1132

24. Wang ZC (1997) Non-ideal multi-component mass transfer and point efficiency on a sieve
tray. PhD dissertation, Tianjin University

25. Hai NT (1980) PhD dissertation, The University of New South Wales, Australia

26. Calderbank PH, Moo-Young M (1960) The mass transfer efficiency of distillation and gas
absorption plate columns. Part 2. Inst Chem Eng Symp Ser 6:59

27. Geary NW, Rice RG (1991) Bubble size prediction for rigid and flexible spargers. AIChE J
37(2):161-168

28. Hesketh RP, Fraser Russell TW, Etchells AW (1987) Bubble size in horizontal pipelines.
AIChE J 33(4):663-667

29. Sharma MM, Gupta RK (1967) Mass transfer characteristics of plate columns without
downcomer. Trans Inst Chem Eng 45(1):T169-T175

30. Zaritsky NE, Calvelo A (1979) Internal mass transfer coefficient within single bubbles.
Theory and experiment. Can J Chem Eng 57:58-64

31. Prado M, Fair JR (1990) Fundamental model for the prediction of sieve tray efficiency. Ind
Eng Chem Res 29(6):1031-1042

32. Liu GB, Yu KT, Yuan XG, Liu CJ (2009) A numerical method for predicting the
performance of a randomly packed distillation column. Int J Heat Mass Tran 52:5330-5338

33. Wagner I, Stichlmair J, Fair JR (1997) Mass transfer in beds of modern, high-efficiency
random packings. Ind Eng Chem Res 36:227-237

34. Ergun S (1952) Fluid flow through packed columns. Chem Eng Prog 48:89-94

35. Engel V, Stichmair J, Geipel W (1997) A new model to predict liquid holdup in packed
columns-using data based on capacitance measurement techniques. In: Institution of chemical
engineers symposium series, pp 939-947

36. Stichlmair J, Bravo JL, Fair JR (1989) General model for prediction of pressure drop and
capacity of countercurrent gas/liquid packed columns. Gas Separ Purif 3(3):19-28

37. Liu GB, Liu BT, Yuan XG, Zeng AW, Yu KT (2010) Computational mass transfer
simulation of extractive distillation and its experimental confirmation. CIESC J
61(7):1809-1814

38. Zhang SQ (1986) Chemical engineering handbook. Shandong Science and Technology Press



References 143

39. Wilson GM (1964) Vapor-liquid equilibrium. XI. A new expression for the excess free
energy of mixing. ] Am Chem Soc 86(2):127-130

40. Poling BE, Prausnitz JM, Connell JT (2001) The properties of gases and liquids. McGraw
Hill, New York

41. Perry RH, Green DW (2001) Perry’s chemical engineers handbook. McGraw Hill, New York

42. Chang YL, Feng QH, Kun Z (2004) Hydromechanical performance measurement and
comparison of four species of mini type packings. Chin J Process Eng 4(6):496-501

43. Raper JA, Kearney MS, Burgess JM et al (1982) The structure of industrial sieve tray froths.
Chem Eng Sci 37(4):501-506



Chapter 5

Application of Computational Mass
Transfer (II): Chemical Absorption
Process

Abstract In this chapter, the two CMT models, i.e., 2 — &» model and Reynolds
mass flux model (in standard, hybrid, and algebraic forms) are used for simulating
the chemical absorption of CO, in packed column by using MEA, AMP, and
NaOH separately and their simulated results are closely checked with the exper-
imental data. It is noted that the radial distribution of D, is similar to o, but quite
different from g,. It means that the conventional assumption on the analogy
between the momentum transfer and the mass transfer in turbulent fluids is
unjustified, and thus, the use of CMT method for simulation is necessary. In the
analysis of the simulation results, some transport phenomena are interpreted in
terms of the co-action or counteraction of the turbulent mass flux diffusion.

Keywords Simulation of absorption « CO, absorption - Turbulent mass transfer
diffusivity - Concentration profile

Nomenclature

a Surface area per unit volume of packed bed, m ™'

Aot Effective area for mass transfer between the gas phase and
liquid phase, 1/m

a,, Wetted surface area, m ™"

2 Concentration variance, kg m°

C Average concentration of mass fraction, kg m

Cypcy, Model parameters in k — ¢ model equations, dimensionless

Ceo: Cet, C2, €3 Model parameters in ¢2 — & model equations, dimensionless

G Liquid-phase specific heat, J/kg/K

CIOs Ctl’ Ct2, Ct3

Model parameters in 12 — ¢ model equations, dimensionless

Molecular diffusivity, m? s~ !
2 —1

D Effective diffusivity, m” s~

Dg Molecular diffusivity of CO, in gas phase, m* s~

D, Turbulent diffusivity for mass transfer, m* s~

d. Equivalent diameter of random packing, m
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Hydraulic diameter of random packing, m

Nominal diameter of the packed particle, m

Enhancement factor, dimensionless

Gas-phase flow rate per unit cross-sectional area, kg m” s~
Physical absorption heat of mol CO, absorbed, J kmol ™'
Chemical reaction heat of mol CO, absorbed, J kmol ™!
Static holdup, dimensionless

Total liquid holdup, dimensionless

Turbulent kinetic energy, m*/s*

Second-order reaction rate constant, m> kmol s~
Gas-phase mass transfer coefficient, kmol m s kPa™
Liquid-phase mass transfer coefficient without chemical
reaction, m s7!

Liquid-phase mass transfer coefficient with chemical reac-
tion, m s~

Liquid flow rate per unit cross-sectional area, kg m* s~
Position in radial direction, m
The rate of reaction, kmol m> s~
Radius of the column, m
Temperature variance, dimensionless

1

1
1

1

1

Liquid temperature, K

Liquid superficial velocity, m s~
Molar concentration in the liquid bulk, kmol m™
Molar concentration at interface, kmol m~>
Distance measured from column top (x = 0 at the column
top), m

Molecular, turbulent, and effective thermal diffusivities,
respectively, m* s~

Volume fraction of liquid phase based on pore space,
dimensionless

Turbulent dissipation rate, m” s~
Turbulent dissipation rate of concentration fluctuation,
kg®m®s!

Turbulent dissipation rate of temperature fluctuation, s~
Variable, dimensionless
Turbulent diffusivity, m? s~
Liquid density, kg/m®
Gas-phase density, kg/m’
Surface tension of aqueous solutions, dynes/cm, or N/m

1
3

3

1

Model parameters in ¢z — ¢, model equations, dimensionless

Model parameters in 2 — & model equations, dimensionless
Model parameters in & — ¢ model equations, dimensionless
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Gas absorption is an important separation process commonly employed in
chemical production. The processing gas usually is a mixture containing absorbate
(component species) which is being absorbed by a liquid absorbent. If the
absorbent and the absorbate are undergoing chemical reaction, it is chemical
absorption; otherwise, it is physical absorption.

The absorption of CO, from flue gas is a typical chemical absorption, which has
been becoming the focus of research nowadays by scientists and chemical engi-
neers due to the environmental consideration. Many absorbents can be used for
CO, absorption, among them the derivatives of amine are commonly used in the
industries, such as monoethanolamine (MEA), 2-amino-2-methyl-1-propanol
(AMP), diethanolamine (DEA), and methyldiethanolamine (MDEA). The reaction
between CO, and the amine is reversible, and the CO, absorbed by amine can be
easily desorbed by heating or other means to make the amine easily to be reused in
a recycling process.

The operation of gas absorption is mostly countercurrent, that is, the gas
entering to the bottom of the column and the liquid flowing down from the top.
There are two usual kinds of equipment for absorption: packed column and tray
column. The former is most frequently used in industries, and thus, it will be the
object of simulation in this chapter.

Chemical reaction is accompanied with heat effect, and the model equation sets
should involve the heat transfer besides the mass transfer and fluid flow.

Over the last decades, the application of computational fluid dynamics (CFD) to
study the velocity and temperature profiles in packed column has been frequently
reported [1-5]. However, for the prediction of concentration profile, the method
commonly employed is by guessing an empirical turbulent Schmidt number Sc; or
by using experimentally determined turbulent mass diffusivity D, obtained by
using the inert tracer technique under the condition of no mass transfer [6, 7].
Nevertheless, the use of such empirical methods of computation, as pointed out in
Chap. 3, is unreliable and not always possible. To overcome these drawbacks, the
development of rigorous mathematical model is the best choice.

In this chapter, the work by Liu et al. [8, 9], Li [10] on the absorption of CO, by
the aqueous solution of MEA, AMP, and NaOH is used as an example to show the
prediction of absorption behaviors by using computational mass transfer model,
and also the model predictions are tested by comparing with the published
experimental data.

51 ¢2—¢g Two-Equation Model

The interacted liquid-phase ¢ — ¢, two-equation model (abbreviated as two-
equation model hereafter) under steady operating condition is employed for the
simulation of CO, absorption by aqueous absorbent with the following assumptions:


http://dx.doi.org/10.1007/978-3-642-53911-4_3
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1. Only the CO, component in the gas phase is absorbed by the aqueous solution,
and the water in aqueous absorbent does not vaporize to gas phase.
2. The heat of absorption and heat of reaction are all absorbed instantaneously by
liquid phase. The heat conduction by the packing is negligible.
. The heat loss to the environment is neglected.
4. The packed column for absorption is axially symmetrical.

O8]

The model equations involve fluid dynamics, heat transfer, and mass transfer
equation sets as given below.

a. The CFD equation set

Overall mass conversation

O(pLyfLULI)

. 1.3b
o, (1.3b)

where 7 is the porosity of the packed bed and f is the volume fraction of liquid in
the porous space. Note that in absorption process, the mass of absorbent is changed
due to the absorption of absorbate (species); therefore, S, # 0 and p is not a
constant. The liquid faction f; is considered constant in the column.

Momentum conversation

O(pLyPLULI Uy L ou
M = —yﬁL— a VﬁL:uL a —) - VﬁLpLu + SLI
i J i
oUy4 aULj 2
B _ s 1.4b
— pLuu] 'ut( Ox; " Ox; ) ?)péukL (140)
k2
He =p i
K equation
pLyPLULKL) D Ok
( L/PLYL L — (AL 1y -|- i + pLyPLGx — pLyBreL
a a ax,'
oU )
Gk _ ( 6UL1> aULl
j 6xk

&L equation

OpLyPLUier _ O M) e :
# /ﬁL oot : L@xt erﬁL(ClgGLk_ngpLgL)i

Model constants are the following [11]: ¢, = 0.09, 6, = 1.0, o, =13,
C, =144, and C, = 1.92.
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b. The heat transfer equation set

Energy conservation

O(pLyBLCULT) or
e S
Ox; ox; pLbLGolo+ o) 5 ox; o
where C,, is the specific heat of the fluid; St is the source term; o and o, are,
respectively, the molecular diffusivity and turbulent thermal diffusivity. The
source term St represents heat of solution and reaction as well as other thermal

effects. The unknown o, is obtained by using T2 — ¢ model, in which

T equation
a(ﬁLVﬁLULiﬁ) 0 o\ OT72 5 or\’ 5
T = 6_ PLVﬁL( G_T/> x| T PL% <a_x,> —2pLyBrer

e equation
O(pryPLULier) O Oeg oT
Ox; 6 pubul % + 087_, ox; — CnpLe 6 T’2
E&r

— Cr3yfL—— X

Model constants are the following: Cry = 0.10, Cr = 1.8, Cp = 2.2,
Crz3 = 0.8, and g, = 1.0.

c. The mass transfer equation set

Species mass conservation

O(pLyBLULC) D ocC
T*a‘xl pL/ﬁL(DL—’_D[) axl +S

For finding turbulent mass diffusivity D, the ? — gy two-equation model is

employed.
kc?
D, = Ccok (— C—)
& &y
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¢? equation

3( pLyBLULIC? 0 D, dc? ac\?
g =3 | P (DL + J—’) — 2pLyPLDy (—) —2pLyPree

Gxi Gx,- axi

&v equation

0pLyPrLULier 0 D\ Oeu oC 28C/
—_ A D — Cc D | — e
Ox; ox; b\ Do+ o;,) Ox; 1pu7frD ox;) o2
&2 £gy
— CoyPr c% — Ce3pBL X

Model constants are the following: C. = 0.11, C, = 1.8, C, = 2.2,
Cs; =028, and 6. = 1.0.

The volume fraction f3; of the liquid phase is based on porous space, which can
be expressed by i, = H,/y from the total liquid holdup H, and the unevenly
distributed porosity y under the operating condition concerned. The total liquid
holdup H; is defined as the sum of the static holdup Hy and the operating holdup
H,p, i.e., H = Hy + H,p,. The correlations for estimating H, and H,,, for metal Pall
rings are [12, 13]

H, = 0.033 exp (—0.225—;)

a'uz 1/3
Hop = 0.555 (W)

The porosity y of randomly packed bed is a constant around the center and
increases to a maximum in the neighborhood of the wall region, which had been
observed by many experimental investigations [14—16]. Thus, the uneven porosity
distribution is being considered and calculated by the following correlation
reported by Liu [2]:

11— 2 R —
(Z%O)Er{(l —0.3p;) x cos( n r> +O.3pd}

¢, + 1L.6Er? pad,

7=V T

where 7., is the porosity of an unbounded packing, R is the radius of the column,
r is the position in radial direction, and Er is the exponential decaying function as
given by Wellek et al. [17]:

R— 34
Er = exp [—I.Zpd< r> ]
dp

where pq is the period of oscillation normalized by the nominal particle size and
pa = 0.94 x (2 + 1.414)/3 for Pall rings; c, is a constant depending on the ratio
of the particle size to column size as follows:
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2R R\
, = —1.6 —2.4p4| —
“ n,padp P [ ba (dp) ]

where

2 R

1+ Léexp {—2.4;70, (R/dp)3/4] Pady

n, = int

Boundary condition
Inlet (column top, x = 0):
For fluid flow, U = U;,, V=0,T = T}, and C; = C;j,

kin = 0.003 U2,
kl.S

in = 0.09 2
& dH

For T"2, the work by Ferchichi and Tavoularis [18] is adopted:
T2 = (0.082 AT)*= 0.0067(AT)*

where AT = 0.1K is set as initial value.
For ¢”2, the analogy to heat transfer is applied:

” = (0.082Ciz)°= 0.0067C?

i,in

For ¢. and ep, it is set to be

e\ —
e = 0.4 (k—> T2

Outlet (column bottom): Assuming the fluid is fully developed to the turbulent
state, the gradients of all parameters @ along x direction is equal to zero except
pressure:

oo
——0
Ox
Axial symmetry: At the center of the column (y = 0), symmetrical condition is
set:

oD
— =0
Oy
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Column wall (r = R): No slip condition is set, and all parameters are equal to

Zero except pressure.
Near wall region: The standard wall function is applied.

5.1.1 Absorption of CO, by Aqueous MEA in Packed
Column

5.1.1.1 Chemical Reaction Between CO, and Aqueous MEA

When CO, is being absorbed and reacts with aqueous MEA solutions, the fol-
lowing reactions are taking place:

C027g — C027L + Hp (Rl)
CO,; + 2BNH, % BNHCOO™ + BNHJ + Hy (R2)
CO,; + BNHCOO™ + 2H,0 —% BNH] + 2HCO; (R3)

Letter B denotes the group HOCH, CH, ™ and step (R1) represents the physical
absorption of CO, by water, accompanied by the heat of solution H,. At very short
time of exposure in industrial practice, the effect of reaction (R3) can be neglected,
and only reaction (R2) affects the absorption rate of CO,. Reaction (R2) can be
resolved to two steps:

CO,;. + BNH; — BNHCOO™ + H* (R4)

BNH, + H" — BNH} (R5)

Reaction (R4) can be considered as second order, which is the rate-controlling
step, because reaction (R5) is a proton-transfer reaction and virtually instanta-
neous. Therefore, the absorption of CO, in MEA solutions can be regarded as gas
absorption accompanied by a second-order reaction, and the overall reaction is
represented by reaction (R2). The rate of reaction Rc can be expressed by the
following equation:

Rc = k; [CO,] [MEA]

where k; is the second-order reaction rate constant, which is given by Hikita et al.
[19]

2152
log k, = 10.99 — 7
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5.1.1.2 Evaluation of Source Terms

The source terms Fy g and F g in Sp; as well as f; have been given in Sect. 4.2.1.
The source term S,,(Kg m73sfl) represents the rate of CO, absorbed by the
liquid phase, which can be calculated by the following mass transfer equation:

S = kiaoE (Céoz - Ccoz)

where k; is the liquid-phase mass transfer film coefficient m? s~ Y); a. is the
effective mass transfer area per unit volume (m2 m_3); E is the enhancement factor
because of accompanying with chemical reaction; and Cgo, and Cco, are,
respectively, the concentration of CO, in the interface and bulk liquid (kg m™>).
Enhancement factor E can be calculated by the correlation [17]

| 1/1.35
(Ei _ 1)—1435 + (E] _ 1)—1.35]

Dyiga 1. XMEA

E=1+

Ei=1+
2Dco, 1.Xi co,

_ Dco, 1LkaXvEA
(ke)?
E, = 7\/1__1_5
tanh v/Ha

where Xyga 18 the mole fraction of MEA in liquid phase (kmol m_3); DygalL 18
the molecular diffusivity of MEA; k, is the second-order reaction rate constant;
and kg is the liquid-phase mass transfer coefficient without chemical reaction
(rn2 sfl).

The ki and a. can be obtained by the following correlation [20]:

13/ L \2/3 ~1/2
kL=0.0051(@) ( ) ( at ) (ad,)**
p aw iy, pDco, L

y 075 / L\ /124\ %% /12102
L exp{ —1.45 (ﬁ) () (2a> <)
a g apy P8 pac

where a and a,, are, respectively, the dry and wet surface area of packing per unit
bed volume (m*/m?), and «. is considered to be equal to ay. The calculation of the
parameters in foregoing equations is given in Ref. [8].

The source term S,, represents the rate of MEA consumed due to reacting with
CO,, which can be obtained from the rate of CO, absorbed S, and reaction (2) by
stoichiometric calculation as follows:

Sn:—i—2><61><2
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The source term St represents the heat generated by absorption H, and by
reaction Hg, which can be calculated by
Sm

St = Hy +H
T MCOz( A R)

where Mco, (kg molfl) is the molar mass of CO,; H, is the heat of physical
absorption, Hy, = 1.9924 x 107 d kmol ! CO, absorbed) [21]; and Hp, is the heat
of chemical reaction, Hr = 8.4443 x 107 (J kmol™' CO, reacted) [22].

5.1.1.3 Simulated Results and Verification

1. Industrial column

The object of simulation is an industrial absorber of 1.9 m in diameter packed
with 2" Pall rings and 14.1 m in packing height for removing CO, from natural gas
by using aqueous MEA solutions. Fifteen runs of experimental data of the
absorption column reported by Pintola et al. [23] are the concentration and tem-
perature at the top and bottom of the column.

Axial and radial concentration and temperature distributions along the column

Liu employed two-equation model for simulating [8] the axial and radial
concentration as well as the temperature profiles as shown in Fig. 5.1 including
gas-phase CO, concentration, CO, absorbed (CO, loading) in MEA, liquid-phase
temperature, and free MEA concentration. As seen in this figure, the absorption
takes place mainly at the bottom of the tower.

The distribution of simulated average axial MEA concentration along the
column is shown in Fig. 5.2. As seen in the figure, the simulated top and bottom
concentrations by using two-equation model are closely checked by the experi-
mental measurement.

Axial distribution of turbulent diffusivities D, oy, and v,

The use of present two-equation model enables to find the distribution of dif-
fusivities Dy, oy, and v, in the whole column as shown in Fig. 5.3, and their average
at different height of the column is given in Fig. 5.4.

As shown in the figure, both D, and ¢, are found to be almost constant around
the center region of the packed bed until about /R = 0.8 and suddenly increased
to a maximum then decreased sharply toward the wall surface. Such simulated
phenomenon is consistent with the experimental results using inert tracer tech-
nique. It is also clearly seen that the shape of the v, curve is not similar to that of D,
and o, throughout the column, which means the similarity between D, or ¢, and v, is

not justified; thus, the Schmidt number (Sc = ﬁ) and Prandtl number (Pr = ;—t)

cannot be a constant and are varying locally with the position.
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Fig. 5.1 Simulated profiles for Run 115 by two-equation model. a Gas-phase CO, concentration.
b CO, absorbed. ¢ Liquid-phase temperature. d Free MEA concentration (Reprinted from Ref.
[8], Copyright 2006, with permission from Elsevier)
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Fig. 5.2 Simulation by two-equation model (solid curve) and experimental data (circle and
square) for Run T115 by two-equation model (x is measured from column top) (Reprinted from
Ref. [8], Copyright 2006, with permission from Elsevier)

2. Pilot-scale column

The object of simulation is a pilot-scale column reported by Tontiwachwuthikul
et al. [24] for the absorption of CO, from air mixture by aqueous MEA solution.
The column is 0.1 m in diameter and packed with 1/2" ceramic Berl saddles with a
total packing height of 6.55 m. The column consisted of six equal-height sections,
and the samples were taken at the inlet and outlet of each section for analyzing the
concentration. Ten sets of experimental data were reported including the variation
of radial averaged carbonation reaction (CO, loading or CO, absorbed), the
temperature in the liquid phase, and the radial averaged CO, concentration in the
gas phase along the column height.

The simulated average axial gas-phase CO, concentrations and CO, absorbed
(CO; loading) are compared with the experimental data as shown in Fig. 5.5, in
which agreement between them is seen. The simulated distribution of diffusivities
D, o, and v, are given in Fig. 5.6.
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Fig. 5.3 Simulated diffusivities distributions for Run T115 by two-equation model [10]. a D,.
b o. ¢ v
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Fig. 5.4 Simulated diffusivities and relative radial liquid velocity at different column height for
Run T115 by two-equation model (x is measured from column top). a D;. b o,. ¢ v,. d Relative
velocity (Reprinted from Ref. [8], Copyright 2006, with permission from Elsevier)
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Fig. 5.5 Comparison between simulation by two-equation model (solid curve) and experimental
data (circle and square) for Run T22 (x is measured from column top) (Reprinted from Ref. [8],
Copyright 2006, with permission from Elsevier)

(a)0.0020
0.001 6 |

% 00012

= 0.0008F
=]

0.000 4

1] .
0 02

axis

# x=545m
¢ x=435m
gx=325m
] ax=215m
o x=105m
o x=01m

04 06 08 10

(b)

a (m*s™)

# x=545m
& x=435m
wx=32m
& x=215m
o x=105m
| g x=01m

02 04 06 08 10

wall
riR

wall s
HR
((‘.‘) 4.0=1073
3.0=107 |
Tﬂ” 0.1
& 20%10% i
‘E -=== x=105m
= ————— x=545m
1.0x107%
ol : : : '
0 02 04 06 08 10
axis wall
R

Fig. 5.6 Simulated diffusivities at different height of column by two-equation model for Run
T22 (x is measured from column top). a Di. b o,. ¢ v, (Reprinted from Ref. [8], Copyright 2006,
with permission from Elsevier)

Again from Fig. 5.6, the similarity between D, and o, and dissimilarity with v,
are also clearly seen. The sharp decrease in all diffusivities at about /R = 0.6 is

related with the velocity decreasing due to wall effect.

Axial distribution of average concentration and temperature

Take Run T17 as an example; the simulated gas CO, concentration, CO,
loading, liquid-phase temperature, and the enhancement factor are shown in

Fig. 5.7.



—
W
oo

5 Application of Computational Mass Transfer (II)

(@) ‘ (b) g, 320
S
— =]
~ 041 S 3759 1315
m S
= £ 260l Y910 _
= — 03} o 1) <
ElE o £ 1305 %
== o 8 45 &~
oy O £ 1300
o 0.2 R
|®] O < = 30+ 29
6 =) 42 T 5
E o 151 290
0 2 4 6 0 2 4 6
Top x (m) Bottom Top x (m) Bottom

Fig. 5.7 Comparisons of experimental data, the simulation by two-equation model and by
conventional model for Run T17 (dash dot lines one-dimensional model with mass diffusivity
obtained by inert tracer technique, solid curve two-equation model, and circle and square
experimental data). a CO, loading. b Enhancement factor (Reprinted from Ref. [8], Copyright
2006, with permission from Elsevier.)

In Fig. 5.7a, it is interested to note the difference in simulated results between
using the two-equation model without knowing the diffusivity in advance and
using the conventional one-dimensional model with published experimental dif-
fusivity obtained by employing the inert tracer technique [12]. The simulated
results by the conventional model on gas CO, concentration and liquid CO,
loading profiles along the axial direction are shown in Fig. 5.7a by the dash dot
lines. It should be pointed out that the column is taller than it is needed as seen in
Fig. 5.1; thus, the liquid-phase concentration in the upper part of the column is
very small and hardly distinguished the difference in the figure regardless of what
model is being used for simulation. However, the difference is clearly seen at the
lower part of the column, in which the simulation by using the two-equation model
is better than the conventional.

In Fig. 5.7b, the simulated radial averaged axial temperature is somewhat
higher than the experimental temperature and deviate obviously at the bottom of
the column. The error may come from (1) the cooling of outlet liquid by the
incoming gas at the column bottom is neglected; (2) the heat consumed by
the evaporation of water in the liquid phase is ignored; and (3) the heat loss to the
environment is not considered.

5.1.2 Absorption of CO, by Aqueous AMP in Packed
Column

The advantages of using AMP as absorbent for the absorption of CO, is the high
rate of absorption, less corrosion, and low energy of recovery, also low stability of
the absorbed amino product which is easy to hydrolyze to liberate free AMP.
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5.1.2.1 Chemical Reaction Between AMP and CO,

The reaction between AMP and CO, can be represented by the following steps
with liberation of heat of solution and reaction:

CO,6 — COy1, + Ha (R1)

CO,1, +RR'NH — RR'NH"COO™ + Hg (R2)
RR'NH"COO™ + RR'NH — RR'NCOO™ + RR'NH; (R3)
RR'NCOO™ + H,0 — RR'NH + HCO; (R4)
RR'NH + CO; + H,O — RR'NH; + HCO; (R5)

where R and R’ denote, respectively, HOCH,C(CHj3), and H. The step (R3) is
unstable and easily turn to step (R4) for hydrolysis. From the overall step (RS), one
mole of AMP can absorb one mole of CO,, and the reaction can be considered as
second order. The rate of chemical absorption R. can be expressed as

R. = k; [CO,] [AMP]
where the coefficient k; is given by Saha et al. [25]

Ink, =23.69 — 5 176.49/T

5.1.2.2 Simulated Results and Verification

The object of simulation, a pilot-scale packed column, is the same as given in Sect.
5.1.1.3 (2). Ten sets of experimental data for absorption of CO, by AMP aqueous
solution were reported by Tontiwachwuthikul et al. [24], in which three sets are
taken as examples for comparison with present simulation.

The determination of source terms in the modeling equations is similar to Sect.
5.1.1.2 except the physical parameters should be reevaluated. Refer to Ref. [26] for
details.

Distribution of average radial concentration and temperature along column height

The simulated radial averaged axial concentration and temperature of the
aqueous AMP are shown by the curves in Fig. 5.8 for Run T27 and Fig. 5.9 for
Run T29. In these figures, the experimental points are also given for comparison.
Agreement is seen between simulation and experimental measurement.

. . .. 2 T2 .
The influence of inlet boundary condition of c;; and T}, on the simulated result

In previous simulation, the inlet boundary conditions of ¢/

2= (O.OSZC[JH)Z and ﬁ — (0.082AT)*. The influence of boundary condition

and T}? are set as
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Fig. 5.8 Comparison between simulation by two-equation model (curve) and experimental data
(circle and square) for Run T27 (x is measured from column top) [26]. x—distance measured
from column top
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Fig. 5.9 Comparison between simulation by two-equation model (solid line) and experimental
data (circle and square) for Run T29 [26]

was investigated by changing the condition to 772 = 0.003(AT)* and ¢ =
0.003C%. As given in Fig. 5.10, the simulated results for T30 by using these two
boundary settings are substantially the same and can only be represented by a
unique curve. However, it is true for the example T30; the influence of boundary

condition in general is yet to be further investigated.

Variation of D, and o, in radial directions

The turbulent mass diffusivity D, and turbulent thermal diffusivity o, can be
obtained by present model computations as shown in Fig. 5.11. Once again, it

demonstrates that the choice of different boundary conditions of ¢/2 and 7} do not
affect substantially the simulated result in this case. Comparing Fig. 5.11 with
Fig. 5.6, the shape of D, and o, along radial direction for T30 and T22 is highly
similar, even their values are very close each other.
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Fig. 5.10 Simulation by two-equation model (curve) and experimental data (circle) for Run T30
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Fig. 5.11 Distribution of D, and ¢, in radial direction for Run T30 by two-equation model at
different inlet boundary conditions (x is measured from column top). a Distribution of D,.

b Distribution of o [26]

5.1.3 Absorption of CO, by Aqueous NaOH in Packed

Column

5.1.3.1 Chemical Reaction Between NaOH and CO,

The absorption of CO, and the reaction between CO, and NaOH in the aqueous
solution are undertaken by the following steps:

CO,, €O,y

Hy k>

CO, +OH™ — HCO;3
HCO; + OH™ — CO3™ +H,0

CO,L + 20H™ — COJ™ + H,0

(R1)
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Reaction (R1) expresses the physical absorption of CO, by water, accompanied
with the evolution of heat of solution H,. Reaction (R2) is known as the rate-
controlling step because reaction (R3) is a proton-transfer reaction and is very
faster than reaction (R2). Thus, the absorption of CO, by aqueous NaOH solution
can be regarded as a gas absorption accompanied with second-order reaction (R2),
and the overall reaction is represented by (R4).

The second-order reaction rate constant k, for CO,—NaOH reaction was cor-
related by Pohorecki [27] as a function of temperature and ionic strengths /. of
aqueous electrolyte solutions as follows:

2382
logk, = 11.895 — 5+ 0.2211. — 0.0167*

The model equations are given in Sect. 5.1; the determination of source terms in
the modeling equations is similar to Sect. 5.1.2 except the physical parameters
should be reevaluated as given in Ref. [9].

5.1.3.2 Simulated Results and Verification

The object of simulation and verification is a randomly packed column reported by
Tontiwachwuthikul et al. [24]; the structure of this pilot-scale column has been
described in Sect. 5.1.1.3 (2). Twelve sets of experimental data for the absorption
of CO, by NaOH were presented by the authors, among which six sets are taken to
check the validity of the present simulated results.

Distributions of radial averaged concentration and temperature in the liquid phase
along the column height

The simulated distributions of average radial OH™ concentration in liquid
phase, Coy and CO, concentration in gas phase, as well as the temperature along
the column height are shown in Figs. 5.12, 5.13, 5.14, 5.15, 5.16, and 5.17 with
experimental data for comparison.

As seen in these figures, the agreement between the simulations and experi-
mental results for OH™ concentration in liquid phase and CO, concentration in gas
phase is satisfactory. However, the predicted temperature profiles along the col-
umn by simulation show somewhat lower than the experimental measurement,
especially near the bottom of the column. As stated in previous section, there are
several reasons for such deviation: Firstly, in the assumption, the cooling of
descending liquid by the entering gas is ignored; secondly, the evaporation of
solvent water in liquid phase is neglected, leading to overestimate the liquid
temperature; and thirdly, the assumption of adiabatic operation means the neglect
of heat exchange between the column and environment.

Also as seen in these figures, the enhancement factor, E, increases from column
bottom to the top. Take T11 as an example shown in Fig. 5.16; the enhancement
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factor E increases from about 20 at the column bottom to about 100 at the column
top, which means the rate of chemical absorption is about 20-100 times higher
than that of physical absorption.
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Liquid Velocity Profile along the Radial Direction

Due to the non-uniformly distributed porosity especially higher porosity near
the wall region, the fluid flow seriously deviates from the plug flow. As seen from
Fig. 5.18a and b, serious “wall flow” is appeared, and the flow becomes relatively
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uniform only about 2d;, apart from the wall. Similar result has been observed by
many investigators.

Distributions of D, o;, and o, along column height

The simulated profiles of Dy, «, and o« obtained along the whole column are
displayed in Fig. 5.19.

The radial distributions of D, o, and v, at different height of the column are
displayed in Figs. 5.19, 5.20, 5.21, and 5.22. These figures show the non-uniform
distribution of diffusivity and the similarity between the shape of D, and o, The
dissimilarity of v, with D, and o is seen obviously, which indicates once again the
Schmidt number and Prandtl number are not a constant throughout the column.

5.2 Reynolds Mass Flux Model

In this section, the standard Reynolds mass flux model (abbreviated as RMF
model) is employed for simulation.
The assumptions of Reynolds mass flux model as applied to the chemical
absorption column are the same as the ¢ — ¢~ two-equation model in Sect. 5.1.
The mathematical model in interacted liquid-phase form is given below.

1. The mass transfer equation set

Species mass conservation equation

0 0 oC —
L ULC) =~ g (D=~ )| + s,
axi (’yﬁL L ) axi |:/)ﬁL < axi ulc ):| +
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Fig. 5.20 Radial distribution
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from Ref. [9], Copyright
2006, with permission from
American Chemical Society)

Fig. 5.21 Radial distribution
of o, at different column
height for T12 (x is measured
from column top) [26]
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where 7 is the porosity of the packed bed; f3; is the volume fraction of liquid in the

vapor—liquid mixture based on pore space; C and ¢’ are, respectively, the average
and the fluctuated mass concentration (kg m); and D is the molecular diffusivity
of absorbent in the liquid phase.

. -7 .
Fluctuating mass flux u.c' equation

i U D k dulc’ —0oC &——
] ] _ CL !, _ /o] Cc e
ot * Ox; Ox; ( ls,uu—i—p) Ox; (”6 ) 25

——oUy;
+ Cesttic! o, (3.25a)

where C. =0.09, C, =32, C;3 =0.55; k and ¢ equations are given by
Egs. (1.11a) and (1.13a), respectively.

2. Accompanied CFD equation set

Overall mass conservation:

O(pyPLUL:)

=S
Gx,- o

Momentum conservation:
3(pyBLULIUL) p 0 po(pUui)  —
— B 2 U T AT N
6xj YPL 6xl' + ax] yﬂL p axl pu;u —+ OSLF

where Sy is the source term of the liquid flow, u 1s calculated according to Eq.
(1.23) as follows.
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k; equation
OpypPrLULikL _ ok aULl U\ AUy
axi ))ﬁL a t ﬁL axi axl pVﬁLSL
(1.11b)

&L equation

6pyﬁLULiaL o 0 Hy aﬁL aUL] 6ULi GULJ
— =" /J+G—8 el al/ﬁLk o, + o,
2

Ox; Ox; i 0x;

&
CsZVﬁLpL ?L
(1.13b)

3. Accompanied CHT equation set

Energy conservation:

a(pVﬁLCpULiT) _ 0 oC 7
axi _axi pVBLCp a@xi uiT +ST

where T is the average temperature of liquid phase, c;, is the specific heat of liquid
phase, St is the thermal source term including the heat of solution, heat of reaction,
and others; and o is the molecular thermal diffusivity.

Fluctuating heat flux ﬁ

k— ouT
(CTl u u + OC) U
6xk

T Wl o

o Vi ox o

(2.13)

——oT ou; —oU;
— <uiu§<a—xk+ w, T axk> an uT + Cru, T’

axk

where C7; = 0.07, Cr, = 3.2, Cr3 =0.5.
The auxiliary k and ¢ equations are given in (2) CFD equation set.
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Boundary Conditions

1. Inlet Condition (column top, x = 0)

At the top of the column, the boundary condition for the liquid phase is set to be
(28]
kl.S
U = Uy, C = Cin, k = 0.003U2,, &, = 0.09(}—"
H
where dy is the hydraulic diameter of random packing, which can be calculated by
M
a(l - yoo)

Since no experimental measurements reported or empirical correlations avail-
able from the literature for determining the inlet condition of the fluctuating mass

du

flux uc/ and fluctuating heat flux u/T}, the following conditions for i/c’ and u]T’
are adopted based on the best fitting of experimental data [10, 13]:

(uic’), = —0.7(dC/x;)|;, (ulT"), = —0.9(T /ox;)l;,

in
It is found that the foregoing inlet condition is applicable to many other sim-
ulation with satisfactory results.

Outlet Condition (column bottom)

The flow in the packed column at the outlet is considered as fully developed in
turbulent state; the zero normal gradients are applied for all variables ® except
pressure.

2. Axis Condition

Under the assumption that all variables @ in the packed column are axially
symmetrical, we have 0®/0x = 0 at y = 0 of the column central axis.
3. Wall Conditions

The no-slip condition of flow is applied to the wall, and the zero-flux condition
at the wall is adopted.
Evaluation of Source Terms

The object of simulation and the evaluation of source terms S,,, Sg, St, and S,
are the same as in Sect. 5.1.
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Fig. 5.23 Simulated temperature profiles of liquid phase in the column of absorption of CO, into
aqueous MEA (Run 115) by RMF model [10]. a Profile of liquid-phase temperature in the
column. b Comparison of axial distribution of radial average temperature in the column with
experimental data

5.2.1 Absorption of CO, by Aqueous MEA
in Packed Column

5.2.1.1 Simulated Results and Verification

The liquid-phase temperature profile

The simulated profile of liquid-phase temperature in the packed column is given
in Fig. 5.23a. The axial distribution of liquid-phase temperature after radial
average is shown in Fig. 5.23b.

Since the reported experimental measurements are only inlet and outlet tem-
perature of liquid phase, the validity of the present model can only be checked by
comparing with such limited data. As seen from Fig. 5.23b, the simulated outlet
temperature is a little higher than the experimental measurement (about 0.3 K).
This error may be due to the neglect of heat loss to the environment in the
assumption, which results in somewhat increase in the fluid temperature; other
sources of error are similar to the absorption by MEA and AMP as given in
previous sections.

The axial and radial liquid-phase velocity distributions

The simulated axial velocity distribution along radial direction is shown in
Fig. 5.24a. As seen, the axial liquid velocity is almost constant from column center
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Fig. 5.24 Simulated velocity profiles of the liquid in the column of absorption of CO, into
aqueous MEA (Run 115) by RMF model [10]. a Axial velocity profile of the liquid along radial
direction. b Radial velocity profiles of the liquid along radial direction

to about /R = 0.8 due to relatively uniform porosity in this region of the column.
The obvious up and down variation of velocity near the wall region is mainly due
to the non-uniform porosity. The simulated radial velocity along radial direction is
shown in Fig. 5.24b, in which the radial velocity increases slowly from /R = 0 to
about 0.4. From 0.4 to the column wall, the wavy variation of the radial velocity is
intensified sharply, especially around /R = 0.9. It shows that the influence of non-
uniform porosity is appreciable especially near the wall.

The profile of CO, loading

Figure 5.25a gives the distribution of CO, loading in the packed column. It can
be seen from this figure that most absorptions take place at the bottom part of the
column, while at the top part, only trace of CO, is removed. As shown in
Fig. 5.25b, the simulated CO, loading at the bottom of the column is closely
checked by the published outlet data.

The profile of CO, concentration in gas phase is given in Fig. 5.26a. The
average radial concentration along axial direction is given in Fig. 5.26b. As seen in
the figure, the prediction on outlet concentration is confirmed by experimental
data.

The MEA concentration profile

As shown in Fig. 5.27a and b, the free MEA molar concentration in the liquid
phase increases from column center to the wall at different height of the column. It
can be explained that the liquid velocity is slow down near the wall in the ran-
domly packed column (see Fig. 5.24), resulting in worse contact with the gas
phase and consequently less CO, to be absorbed. This is also the reason why the
CO, loading in liquid phase decreases with the distance away from the column
center at a given height near the bottom, as shown in Fig. 5.25a.
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Fig. 5.26 Simulated profiles of CO, concentration in gas phase in the packed column of
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Fig. 5.27 Simulated Profile of MEA concentration in the column for absorption of CO, into
aqueous MEA (Run 115) by RMF model [10]. a Profile of MEA concentration in the column.
b Distribution of MEA concentration in radial direction

5.2.1.2 Anisotropic Mass Diffusivity

The axial turbulent (fluctuating) mass flux w.c’

As seen from Fig. 5.28a, the /.’ is increasing rapidly at the lower part of the
column (x > 8 m); it indicates that the u/.c’ increasing profile is consistent with the
decreasing MEA concentration profile as seen in Fig. 5.27a, so that the axial mass
transfer is enhanced (see Sect. 3.6.1.3 for reference hereafter). Also the positive
slope of u/c’ in the plot implies the rate of enhancement is much greater at the
bottom than at the top. In Fig. 5.28b, #/¢ is almost constant at the upper part of the
column (x < 6) and increases rapidly toward the column bottom; it means that the
turbulent effect is kept unchanged at the column top and advances intensely along
the lower part of the bottom.

In the radial direction as shown in Fig. 5.28a, @ also remained unchanged
from column center to about /R = 0.6, indicating molecular diffusion is dominant
in this region. From /R = 0.6 to the column wall, although the positive W
gradually lowers down with low rate (negative slope), it counteracts with the axial
MEA concentration increasing profile (see x = 11 and 13 in Fig. 3.27b), so that
the axial MEA concentration is being suppressed to some extent in this region.

The axial mass transfer diffusivity Dy

Figure 5.29 gives the concentration gradient of MEA along the x direction.
From Eq. (3.37) and Figs. 5.28a and 5.29, the axial turbulent mass diffusivity Dy
can be obtained as given in Fig. 5.30. As seen in Fig. 5.30b, the Dy 4 is decreasing
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along the upper part of the column (x < 4); it means the mass transfer is not active
in this region. In the radial direction, the D¢y is almost constant from column
center to about /R = 0.8 and gradually down to zero with negative slope, which
implies the @ diffusion remains steady until /R = 0.8 and falls to zero at the
wall with slow rate. It is also noted that although Dy is high at the column top
(x = 1.5 m), yet the MEA concentration gradient there is very low (see Fig. 5.29)
to make the fluctuating mass flux /¢’ very small. At the lower part of the column
(e.g. x = 8.6), although Dy is low, the concentration gradient (absolute value)
is high, and so the product /¢’ becomes higher toward the bottom as shown in
Fig. 5.28b.

The radial mass transfer diffusivity Dy,

The profile of W is given in Fig. 5.31. The negative W means its diffusion is
under negative gradient of C (see Sect. 3.6.1.3), which suppresses the increasing
MEA concentration in radial direction. In Fig. 5.33, the D, contour displays a
sudden increase to very high value near the column center. But the radial con-
centration gradient around the column center is nearly zero according to the axial
symmetrical assumption, as shown in Fig. 5.32, so that very small value of

3 i — 71 [ 2C :
denominator in Dy, = —uyc o makes high Dy.

As stated in Sect. 3.5.1.4 , the anisotropic diffusivities Dy x and Dy obtained by
Reynolds mass flux model are not comparable with the D, from two-equation
model, but it is interesting to see the difference between anisotropic D¢y as shown
in Fig. 5.30 and the isotropic Dy as shown in Fig. 5.6a. Both Dy and D are in the
same order of magnitude, although Dy is somewhat lower than D;. Their tendency
is similar as their values are high at the column top and low at the column bottom.

Note that the dissimilarity between D¢y and D¢, demonstrates the anisotropy of
the absorption packed column.

The total fluctuating mass flux

The total fluctuating mass fluxes u ¢’ + uc’ along the radial direction at dif-
ferent bed height for Run 115 are shown in Fig. 5.34. Note that the profile of
ulc' +ulc" in this simulation is practically equal to that of ulc¢’ in Fig. 5.28a

because in the present case, the w;¢’ is much greater than the uic’, as seen by

comparing Figs. 5.28a and 5.31a. Thus, /¢’ diffusion is the main contribution to
the turbulent effect.
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5.2.2 The Absorption of CO, by Aqueous NaOH in Packed
Column

The simulation is by using standard Reynolds mass flux model; the model equation
sets, the boundary conditions, and the evaluation of source terms are the same as
given in Sect. 5.1.3. The simulated results are given in the following sections.

5.2.2.1 The Simulated Results and Verification

The liquid-phase temperature profile

The simulated profile of liquid-phase temperature for experiment T11 is shown
in Fig. 5.35 and compared with experimental data. The simulated temperature at
the column bottom is somewhat higher than the experimental measurement due to
the same reason for the case of MEA absorption as stated in Sect. 5.2.1.1.

The NaOH concentration profile

The simulated profile of OH™ for T11 is given in Fig. 5.36. The simulated
radial averaged axial concentration is seen to be confirmed by the experimental
data.

5.2.2.2 The Anisotropic Mass Diffusivity

The radial distribution of axial liquid-phase velocity

The radial averaged axial liquid-phase velocity is shown in Fig. 5.37. As seen
in the figure, wavy fluctuating of axial velocity in this case may be due to the
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Fig. 5.35 Simulated profile of liquid-phase temperature in the column for CO, absorption into
aqueous NaOH (T11) [10]

(a)

3.15e+02
3.14e+02
3.13e+02
3.12e+02
3.11e+02
3.10e+02
3.08e+02
3.08e+02
3.06e+02
3.05e+02
3.04e+02
3.03e+02
3.02e+02
3.01e+02
3.00e+02
2.99e+02
2.97e+02
2.96e+02
2.85a+02
2.94e+02
2.93e+02

]

04l

0.2

0.0 1 1 1
0

o Experimental data

[ — Standard Reynolds mass flux model

Concentration of OH ™' (kmol m"?)

2 4 6
top x (m) bottom

Fig. 5.36 Simulated profile of average OH™ concentration in the column for CO, absorption into
aqueous NaOH (T11) [10]. a Profile of average OH™ concentration. b Average OH™ along axial
direction

uneven porosity of the packing, and the ratio of column diameter to packing size
is only about eight. Such wavy velocity affects significantly the shape of
the anisotropic Reynolds mass flux and the mass diffusivities as seen in Figs. 5.38
and 5.39.
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Fig. 5.37 Simulated radial profile of axial velocity at z = 3.25 m in the column for CO,
absorption into aqueous NaOH (T11) [10]
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Fig. 5.38 Simulated axial fluctuating mass flux, concentration gradient, and axial mass
diffusivity of OH™ in the column for CO, absorption into aqueous NaOH (T11), x—distance
measured from column top (x is measured from column top) [10]. a w.c’c in radial direction. b
W in axial direction. ¢ Dy in radial direction. d Dy in axial direction
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Fig. 5.39 Simulated fluctuating mass flux and mass diffusivity of OH™ in the column for CO,
absorption into aqueous NaOH (T11), x—distance measured from column top (x is measured
from column top) [10]. a W in radial direction. b W in axial direction. ¢ Dy in radial direction.

d Dy, in axial direction

The anisotropic mass diffusivity
1. The axial mass diffusivity

The anisotropic mass diffusivity D¢y is calculated using Eq. (3.37); the axial
mass diffusivity is given in Fig. 5.38. Note that the wavy shape of /¢’ and Dy
contours is as the result of existing intense wavy axial velocity distribution along
radial direction as seen in Fig. 5.37.

Similar to the absorption by MEA, the u/.c’ diffusion (turbulent effect) is small
along the upper part of the column and becomes intense along the lower part of the
column as shown in Fig. 5.38b.

2. The radial mass diffusivity

As seen in Fig. 5.39, the negative u(c’ suppresses the NaOH radial decreasing
concentration profile with decreasing rate toward the column bottom. The wavy
shape of radial velocity and wujc’ also affects the Dy to be waving.
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5.3 Summary

In this chapter, the two CMT models, i.e., - &+ model and Reynolds mass flux
model (standard, hybrid, and algebraic forms) are used for simulating the chemical
absorption of CO, in packed column by MEA, AMP, and NaOH separately, and
their simulated results are closely checked with the experimental data. It is noted
that the radial distribution of D is similar to « but quite different from y,. It means

the conventional assumption that Sc (: %) and Pr¢ (: :—;l) are constant

throughout the column is unjustified. Also the appearance of negative W in MEA

and NaOH absorption indicates the increasing tendency of their radial concen-
trations because lower absorption is promoted by the co-action of the turbulent
mass flux diffusion.
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Chapter 6
Application of Computational Mass
Transfer (III): Adsorption Process

Abstract In this chapter, adsorption process is simulated by using computational
mass transfer (CMT) models as presented in Chap. 3. As the adsorption process is
unsteady and accompanied with heat effect, the time parameter and the energy
equation as presented in Chap. 2 are involved in the model equations. The sim-
ulated concentration profile of the column at different times enables to show the
progress of adsorption along the column as an indication of the process dynamics.
The simulated breakthrough curve and regeneration curve for adsorption and
desorption by the two CMT models, i.e., the ¢ — ¢ model and the Reynolds mass
flux model, are well checked with the experimental data. Some issues that may
cause discrepancies are discussed.

Keywords Simulation of adsorption + Concentration profile - Breakthrough curve -
Regeneration curve

Nomenclature

ap Surface area per unit volume of packed column, m™'

c Mass concentration, kg m~3

Cpg> Cps Specific heat of gas phase and solid phase, respectively,
Jkg ' K™

C,, Cip, Cy Turbulence model constants for the velocity field

Co0, Co1, Cop, C3 Turbulence model constants for the concentration field

Cip, Cy1, Cpo, C3 Turbulence model constants for the temperature field

2 Concentration variance, kg> m™°

D Molecular diffusivity, m? s~

D, Turbulent mass diffusivity, m* s

dy Hydraulic diameter of packing, m

dy Nominal packing diameter, m

Er Exponential decaying function

F Flow rate, L min~!

g Gravity acceleration, m s>

Gr Grashof number (Gr = p°gf (T,— To) dao/1t”)
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Packing height measured from column bottom (H = 0 at
column bottom), m

Heat transfer coefficient from gas phase to packing,
Wm K

Heat transfer coefficient from gas phase to ambient,
Wm K

Heat transfer coefficient from gas phase to column wall,
Wm K

Heat transfer coefficient from column to ambient,
Wm K™

Heat of adsorption of adsorbate, J mol ™!

Turbulent kinetic energy, m* s>

Mass transfer coefficient of gas phase and intra-particle,
ms™'

Mass transfer coefficient of gas phase, m s™
Thermal conductivity of gas, W m~' K™
Intra-particle mass transfer coefficient, m s~
Thermal conductivity of adsorbent particle, W m~' K™
Molecular weight of adsorbate, kg mol ™

Nusselt number (Nu = hRy/k,)

Total pressure of gas phase in the column, atm

Prandtl number (Pr = Cpgp/ky)

Adsorbate concentration in solid phase, respectively,
mol kg™!

Radial distance from the axis of the column, m

Inner radius of the column, m

Velocity to concentration time scale ratio

Packing radius, m

Reynolds number base on packing and column diameter,
respectively (Re, = pluld,/p, Recol = pluldeor /1)
Schmidt number base on molecular and turbulent diffu-
sivity, respectively (Sc = u/pD, Sc; = p/pDy)
Source term of mass transfer, kg m3s”
Source term of momentum transfer, N m~>
Thermal source term of the gas phase, J m™ s
Thermal source term of the solid phase, J m> 57!

Time, min

Gas phase temperature, K

Inlet temperature of the gas phase, K

Solid phase temperature, K7, T,, temperature of the
inner and outer wall, K

Ambient temperature and initial temperature of the solid
phase, K

Temperature variance, 1°

1

1

—1
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1

u Gas interstitial velocity vector, m s~

u Gas fluctuating velocity, m s~

by Axial distance from column top (x = 0 at column top), m

Ve Distance from the column wall, m

Z Height of packing measured from the gas phase inlet of
the column, m

VA Total packing height of the column, m

o, 0 Molecular, turbulent thermal diffusivity, respectively,
m? s

I Turbulent dissipation, m? s73

& Turbulent dissipation of the concentration fluctuation,
kg m ¢ s7!

& Turbulent dissipation rate of temperature fluctuation, s~

y Local column porosity

Yoo Porosity in an unbounded packing

Vp Particle porosity

0 Kronecker delta

p Gas density, kg m ™

2 Total gas concentration, mol m

Os Apparent density of the solid adsorbent, kg m™>

JTRy™ Gas molecular, turbulent viscosity, respectively,
kgm 's!

Ok» Og O, O, O, 0 Turbulence  model constants  for  diffusion  of
kJ 87 C27 8C7 tz? Sl

Adsorption process has been widely used in many chemical and related industries,
such as the separation of hydrocarbon mixtures, the desulfurization of natural gas,
and the removal of trace impurities in fine chemical production. Most of the
adsorption researches in the past are focused on the experimental measurement of
the breakthrough curve for studying the dynamics. The conventional model used for
the adsorption process is based on one-dimensional or two-dimensional dispersion,
in which the adsorbate flow is either simplified or computed by using computational
fluid dynamics (CFD), and the distribution of adsorbate concentration is obtained
by adding dispersion term to the adsorption equation with unknown turbulent mass
diffusivity D,. Nevertheless, the usual way to find the D is either by employing
empirical correlation obtained from inert tracer experiment or by guessing a
Schmidt number applied to the whole process. As stated in Chap. 3, such empirical
method is unreliable and lacking theoretical basis.

Theoretically, the unknown diffusivity can be obtained directly by the closure
of the mass transfer differential equation by a proper method in order to solve at
once all unknown parameters in the equation. In the following sections, the
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two-equation ¢2 — &» model and Rayleigh mass flux model are used for this
purpose as presented by Li et al. [1].

6.1 ¢ — ¢ Two-Equation Model for Gas Adsorption

Assumptions

1. The gas flow in the randomly packed adsorption column is axially symmetrical
and in turbulent state.

2. The concentration of adsorbate in the gas phase is very low.

3. The driving force of adsorption is the concentration difference between gas
phase and outer surface of the solid adsorbent, and thus, the mass transfer
calculation is based on the surface area and the surface concentration of the
solid adsorbent.

4. The column has no insulation, and the heat is lost from the column outer
surface to the environment.

6.1.1 Model Equations

The ¢ — o two-equation model equations for adsorption are similar to those of
absorption except that adsorption is an unstable process and the time parameter
should be involved. On the other hand, the gas adsorption process consists of gas
and solid phases, and the corresponding equations should established for each
phase

1. The CFD equation set

Mass conversation for gas phase

A(pgy) | (psyUi)
ot ox;

- SmG

Momentum conversation for gas phase

ApsyUi)  O(pgyU:U; op 0 oU; —
(.DG/ )_|_ (pG/ /) Yt (y S ypGu;u;) + Srg

o oy on UMy
— U, U\ 2
—pGUit; = Ht(axj + axj) — 3 9Pk
k2

He = C,Usz
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k equation
0(pGrk) | 0(pgyUik) _ 0 M\ Ok
= —— |1 —_ ) — '\G — a
ot + Ox; Ox; y 'u+(7k Ox; 70k pare
& equation
dpaye) 0 U 0 O¢ P &
(pG/)‘F pgrle) _ 0 (i) = + Ciey 7 G — Coypg -
ot ox; Ox; 0. ) Ox; k k (1.15¢)
G (Y, B0 2, |
k= 6xj 6x,» ax,»

where 7y is the porosity of the packed bed; model constants are as follows [2]
C,=0.09, C; =144, C;, =192, 64 =1.0, 6, = 1.3.

2. The heat transfer equation set
Energy conservation for adsorbate in gas phase

A(pgCpcTa) n (pgyCocUiTg) 0

T
o axi = G_x, |:,0G/Cp(;(0€ + OC;) a—x,:| + STG

where Tg is the temperature of the gas phase; Cpg is the specific heat of the gas
phase.

Energy conservation for solid adsorbent

a[ps(l - V)CpsTs} _ 0

o7,
o o, {(1 —7)hs ax,} + Sts

where C; is specific heat of the solid adsorbent.
Energy conservation for the column wall

0(pyCowTw) 0 T,

where C,,, is the specific heat of the wall material;
T equation

8(pc™?)  3(parUT?) o ” o
+ =—|pay( =+
ot Ox; ox; or ox;

— 2pger

0T 0Tg

2 27
+ Pt axj a.Xj
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ep equation
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epn
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ee

Model constants are as follows [3]:
Cro=0.11, Cry = 1.8, Cr, =2.2, Cr3 = 0.8, op = 1.0, 0, = 1.0.

o, equation

3. The mass transfer equation set

Species mass conservation for gas phase

o(yC)  a(yuc) 0

o T aw ax,{
ac
ox;

Dg—c—uc] +SCG

e
uc' = Di—

where C is the mass concentration (kg m™>) of adsorbate in the gas phase.
"2 equation

o) 07 o [ oy

+ = + 2yD oc 2 2ve
or o oy | \oe ox; \ay) T

&v equation

O(yer) O(yUes) O Dy Oecr ocy &
= D D —Cny=<
ot + Ox; 6x, o, + ox; +Capay t ax,- Cay c

e
— Ce3y
k

1

k2 2

D, = cm«( < )
EC

Model constants are as follows [4]:
Cop=0.11, Cy = 1.8, C2 =22, C3 =08, 0o = 1.0, 5, = 1.3.

D, equation
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6.1.2 Boundary Conditions

Inlet (column bottom, x = 0): Similar to the absorption column in Chap. 5:

u=upn, C=Cy, T =T,

KL
kin = 0.003u7,, &5 = 0.09 -2
dy
2 _ 2 - &in \ 2
Cin = (0082C1n> 3 Sc’Jn = R‘E <k> Cin'
T2 = (0.082AT),  vin = Ry (Z_> 2.
where dy is the hydraulic diameter of the particle, which is calculated by:
4
dy = ——t
aP(l - yoo)

where 7y, is the average porosity of the unbounded packed bed; aj, is the volu-
metric packing surface, which is given by:

an, =
p
dy,

2 2
where R, represents the time scale, R; = (CCO I%Dl[) .
Outlet (column top): Consider as fully developed turbulence.
Column wall: No slip condition is adopted. Zero flux condition is not satisfied for
the present model, and the boundary conditions of ¢’ and 772 are set as follows:

2 = (0.082C,)°,  bo = Re-2c?
kw
T2 = (0.082AT)%, epw = Reru Zngvz
W

2
where R, ,, = (CCO %%{) , which should be calculated by the method of trial and

error as the D, is known only after the simulation. However, if D, is greater than
1072, the R, is substantially equal to one. The k,, and &, can be obtained from the
standard wall function of k—¢ model.
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6.1.3 Evaluation of Source Terms

Determination of Sgg
The source term Sgg in the momentum equation represents the resistance of gas
flow by the solid adsorbent (packing particles), which can be calculated by [5]:

Sec = y(Fas + pg)

15046 (1 = 7)° 1.75p6 (1 =) .
Fgs = U+ U
A dy P

where 7y is calculated by [6]:

1 -7 2n R—r
V=Yoo + ZEr|(1 —0.3P4) x cos| ————— | +0.3P
P e T [( 2 (ay + 1.6Er Pddp> d}
where 7, is the porosity in an unbounded packed bed; R is the radius of the packed
bed; r is the radial position concerned; a, is a constant depending on the ratio of
the particle size to the column size:

2R R\
, = —1.6 —2.4P4( —
“ n,Pyd, P ‘ (dp> ]
. 2 R
l/ly = 1nt

1+ 1.6exp [—2.4Pd (ZJ%) 3/4} Pqdy

The Er is the exponential decaying function, which is given by:

R—r 3/4
Er =exp|—1.2P4 p
P

where Py is the period of oscillation normalized by the nominal particle size and
P4 = 0.94 for sphere particle.

Determination of Stg

The source term Stg in the adsorbate conservation equation for gas phase can
be expressed by:

STG = h<(1 - V)ap(Ts - TG) - hwawl (TG - Tw])

The first term on the right-hand side of foregoing equation represents the
transfer of heat of adsorption from the outer surface of solid adsorbent particle to
the gas phase; the second term represents the heat transfer from the gas phase to
the column wall. In the equation, A is heat transfer film coefficient between solid
adsorbent surface and the gas phase; aj is the outer surface of the solid adsorbent;
T, is the outer temperature of the solid adsorbent; 7 is the temperature of the gas
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phase; hy, is the heat transfer film coefficient between gas phase and the inner wall
of the column; ay, is the inner area of the column wall; Ty, is the temperature of
the inner wall.

Determination of Sts

The source term Sts in the equation of energy conservation for solid adsorbent
can be written as follows:

Jq
Sts = AHp(1 —"/)a——h (1 =9)ap(Ts — Tg)

where AH is the heat of adsorption; g is the concentration of adsorbate in the solid
surface, o is the rate of adsorption, equal to Spg; A is the film coefficient of heat
transfer. iy can be calculated by [7]:

_hg 0.357

G Nu, Nu = 222! pe 0641P 1/3

h
R, 2y

where Re, is the Reynolds number based on particle diameter.

Determination of Stw

The source term Stw in the energy conservation equation for the column wall is
given by:

Stw = hwiaw1 (T — Twi) — hwoawa(Twz — To)

The first term on the right side of the equation represents the heat transfer from
gas phase to the inner wall of the column; the second term represents the heat
transfer from outer wall of the column to the environment. The T,,; and Ty, are,
respectively, the temperature of the inner and outer wall of the column; Tj is
environmental temperature; A, is the film coefficient of heat transfer between gas
and inner column wall; A, is the film coefficient of heat transfer between outer
column wall and the environment; ay,; and ay, are, respectively, the inner and
outer area of the column wall. Considering the high thermal conductivity of the
column wall, Ty, and Ty, is practically equal, and the difference between ay,; and
ay» 1s very small, the foregoing equation can be written as follows:

hyiawi (T — Twi) = hwaawr (Twr — To) = hyaw(Tg — To) = O

where Q,, is the heat loss from outer surface of the adsorption column to the
environment; h,, is the film coefficient of heat transfer, which is equal to:

hwl hw2

hy = 22
hwl +hw2
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where h,; and h, can be calculated by [8]:

k
hy1 = 0.023 d—G (Recor)”® (Pr)"?

col

hW2 = bh%(Gr Pr)"

where kg is the thermal conductivity of the gas phase, d.o is the column inner
diameter, Re. is the Reynolds number based on the column diameter, Pr is the
Prandtl number, Z is the height of the packed bed, Gr is the Grashof number, and
by, and n are heat convection parameters.

Determination of Sy

3 1\ . . .
Source term Sy (kg m > s™') in the species conservation equation represents

the rate of mass adsorbed, which can be expressed by:
SmG = Kgap (CA — CZ)

where c, is the mass concentration of adsorbate in the gas phase (kg m™); Cy is
the ca in equilibrium with the solid adsorbent surface; Kg is the mass transfer
coefficient (m” s™") based on the gas phase driving force (cA — CZ) and includes
the intra-particle mass transfer; a;, is the volumetric surface area of the packing
particle (m? m™). Kg is given by [9]:

1 1 1

I +
KG kG Vpkp

where 7, is the porosity of the particle; kg is the film coefficient of mass transfer
between gas phase and the outer surface of the particle; k;, is the intra-particle mass
transfer coefficient of the particle, which can be calculated by [10]:

where R, is the particle radius; D,, is the pore diffusivity as given by Yang [11].
The kg can be calculated by the following correlation [12]:

kad
% = 2.0+ 1.1Re)OSc"

where Re, is the Reynolds number based on particle diameter.
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Table 6.1 Properties of the

. Term (unit) Value

adsorption column and the - -

adsorbent particles Inside diameter R (m) 0.41
Packed column height Z (m) 0.20
Average particle size d,, (m) 0.002
Bulk density p, (kg m™?) 420
Particle porosity y, 0.67
Average column porosity 7, 0.42
Specific heat of gas Cp,s [J (kg K)™] 970
Specific heat of adsorbent Cp, [J (kg K" 836
Ambient temperature 7 (K) 298
Thermal conductivity of adsorbent k, [W (m K)™'] 0.3
Heat of adsorption of adsorbate AH (J molfl) 28,020

6.1.4 Simulated Results and Verification

The object of simulation is the adsorption of methylene chloride vapor in air on an
activated carbon column, and the simulated results were compared with published
experimental data [13]. The details of adsorption column and adsorbent particle
properties are given in Table 6.1

Since the adsorption process is unsteady, a convenient method of solution is to
dividing the process time into a large number of time intervals At for stepwise
computation. The At in present case is set to be 1 min, which is about 1/140 of the
total adsorption time.

The simulated results and comparison with experimental data are given below.

Concentration profile along the column at different times

The simulated profiles of adsorbate, methylene chloride, at different times are
given in Fig. 6.1, in which the development of the concentration profiles in the
column with time is seen. The concentration profiles enable us to provide detailed
inside information of the breakthrough curve. For instance, although Yoy /Yi, is
almost approach to zero at 15 and 45 min, large amounts of methylene chloride
have been adsorbed in the column as shown in the concentration profile. From 105
to 135 min, the adsorption in the column is substantially being saturated, but
You/Yin is still less than 1.0. As shown in the figure, the methylene chloride
concentration distributions along radial direction are unevenly in parabolic shape.
It is due to the existence of flow dispersion, non-uniform porosity, and the wall
effect; these influential factors have been considered and modeled in the present
simulation. Besides, Fig. 6.1 also shows more details of the progress of the
adsorption in the column at different times. The rate of adsorption in the column
from 15 to 45 min is seen much faster than from 105 to 135 min. This result is
helpful to understand the process dynamics and the optimization of the adsorption
process.
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Fig. 6.1 Simulated sequences of concentration profiles along the column at different times by
two-equation model [14]
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In the adsorption column, the adsorption is taken place only in certain part of
column height as represented by the red bracket shown in Fig. 6.1. The parabolic
form of concentration distribution is obvious due to the wall effect.

Breakthrough curve

From the radial average of Y, and Y;, at different times as given in Fig. 6.1, the
simulated breakthrough curve can be obtained as shown in Fig. 6.2. The simulated
curve matches closely the experimental data. In this figure, the simulation by
Hwang [13] is also given. Their simulation was based on assuming the turbulent
mass diffusivity D, to be separately 1.5 x 1072, 1.5 x 107>, and 1.5 x 10™*, and
the best fitting to the experimental data was found to be 1.5 x 10™%; such simu-
lation is shown in Fig. 6.1. The advantage of present model is avoiding the use of
any empirical or guessing means to estimate the D,.
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Fig. 6.3 Simulated profiles of D, at 75 min (H is the height of the packed bed measured from
column bottom). a Distribution along column and b radial distribution (Reprinted from Ref. [1],
Copyright 2011, with permission from American Chemical Society)
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Distribution of the turbulent diffusivities

Figure 6.3 shows the profile of turbulent mass diffusivity D, in the adsorption
column at ¢ = 75 min. It is clearly seen that the distribution of D, is complicated
and cannot be much simplified as a constant as usually done. Moreover, D, is
determined by many factors, such as the type and the shape of solid adsorbent,
operating condition, adsorption system, and thus, only the simulated profile can
show the distribution of D, so that the inside picture of mass transfer can be further
understood. More details on the radial variation at different heights of the column
for D, and p, are given in Figs. 6.3 and 6.4. The turbulent Schmidt number Sc, can
be calculated by Sc¢; = /Dy as shown in Fig. 6.5, in which Sc, is seen changing
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Fig. 6.5 Simulated profiles of Sc; at 75 min (H is the height of the packed bed measured from
column bottom). a Distribution along column and b radial distribution (Reprinted from Ref. [1],
Copyright 2011, with permission from American Chemical Society)
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Fig. 6.6 Simulated radial distribution of Pe, and gas velocity at 75 min (H is the height of the
packed bed measured from column bottom). a Radial distribution of Pe; and b radial distribution
of gas velocity (Reprinted from Ref. [1], Copyright 2011, with permission from American
Chemical Society)

sharply in axial and radial directions. The value of Sc, in the main flow region is
changing significantly from 0.035 to 0.01.

Similarly, the radial distribution of turbulent Peclet number Pe; can be calcu-
lated as shown in Fig. 6.6a, in which its variation throughout the column is seen. It
is interested to compare Figs. 6.5 and 6.6 with the radial distribution of velocity as
shown in Fig. 6.6b. The velocity drops sharply near the column wall is the main
cause of making Sc; and Pe; approach zero toward the wall.
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Fig. 6.7 Simulated concentration profiles of the purge gas at different times by two-equation model
(Reprinted from Ref. [1], Copyright 2011, with permission from American Chemical Society)

6.1.5 Simulation for Desorption (Regeneration)
and Verification

The model equations for desorption are the same as in Sect. 6.1. The object of
simulation is also the experimental desorption of methylene chloride by Hwang
[13] in the same column as adsorption. The purge gas is nitrogen at the inlet
temperature of 298 K.

Concentration profiles of the purge gas along the column

The serial concentration profiles of the purge gas at different times are given in
Fig. 6.7, which shows the details of the progress of the regeneration in the column.

Regeneration curve

The simulated regeneration curve can be obtained by the radial average of Y
and Y;, of the purge gas at different times (Fig. 6.7) as plotted in Fig. 6.8, in which
comparison is made with experimental data. It shows that the ratio Yi,/You of
methylene chloride increases rapidly at the initial stage, reaches maximum about
4.1 at 16 min, then decreases to 1.0 at 35 min, and gradually drops to zero. The
simulated curve is in agreement with the experimental measurement. In Fig. 6.8,
the simulation curve by Hwang [13] is also given; it was done by preassuming
different values of D; and found the best-fitted curve. The serial concentration
profiles of the purge gas along the column are given in Fig. 6.7, which shows the
details of the behaviors of the regeneration in the column.

Temperature distribution of the purge gas

The simulated profiles of the purge gas temperature along the column at dif-
ferent times are given in Fig. 6.9 showing the uneven axial and radial temperature
distribution.
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Fig. 6.8 Comparison between simulated regeneration curve with experimental data (Reprinted
from Ref. [1], Copyright 2011, with permission from American Chemical Society)
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Fig. 6.9 Simulated temperature profiles of purge gas along column at different times by two-
equation model (Reprinted from Ref. [1], Copyright 2011, with permission from American
Chemical Society)

In order to compare the simulated result with experimental data, the radial
average of purge gas temperatures at different times and at different heights
(z =0, 0.1, 0.2 m of the column) are calculated as shown in Fig. 6.10.

As shown from Fig. 6.10, each temperature curve consists of an ascending part
and a relatively steady part. The initial entering purge gas temperature is 299 K,
and it is gradually heated up to 399 K by a preheater. Following the progress of
regeneration, the heat supply by incoming hot purge gas is greater than the heat
needed for desorption and environmental loss; therefore, the gas temperatures at
different column heights are raised sharply forming the ascending part of the
temperature curve. When most of the methylene chloride have been desorbed and
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only a smaller part of the sensible heat of the purge gas is sufficient to balance the
heat needed for remaining desorption and the heat loss, so that the purge gas
temperature is maintained almost constant, forming the relatively steady part of the
temperature curve. In Fig. 6.10, some deviations could be seen in the region of the
ascending part profiles for the z = 0.1 and 0.2 m the curves; it may be due to the
assumption that the heat of desorption is equal to the heat of adsorption in mag-
nitude but opposite in sign in the ascending part is overestimated, so that the
measured temperatures of purge gas are higher than the simulated temperatures at
H = 0.1 m before 10 min and H = 0.2 m before 20 min. After those times, the
regeneration approaching to the end and the heat needed for desorption gradually
drop to zero; thus, the simulated temperatures are closely checked by the mea-
surements. As mentioned previously, the simulated curve by Hwang is obtained by
setting three values of D; and to find the best one to fit the experimental data.

6.2 Reynolds Mass Flux Model

In this section, the standard Reynolds mass flux model (abbreviated as standard
RMF model) is employed. The assumptions are the same as in Sect. 6.1.

6.2.1 Model Equations

1. The CFD equation set

Mass conversation for gas phase

A(pgy) | O(psyUi)
o oy ome
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Momentum conversation for gas phase
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The constants are as follows:
Co = 0.09, C; = 2.3, C; = 0.4. The k and ¢ in foregoing equation are given by:
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where y is the porosity of the packed bed; model constants are as follows [2]:
Ci.=144, C»,=192, 0,=10, o0,=13.

2. The heat transfer equation set

Energy conservation for adsorbate in gas phase

A(p7Co6Ts) | 0(pgyCpUiTg) O (O —
= — C — —u'T’ S
ot * axi 6x,~ Pertpc% 6x,~ ! 516
where ﬁ is given by:
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The constants are as follows: C;; = 0.07, Cp, =3.2, CLy; =0.5.
Energy conservation for solid adsorbent

a[ps(l - ’V)CpSTs} - 0 oT,
o ~ o {(1 — )4 ax,} + Sts
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Energy conservation for the column wall

G(pWCpWTW) 0 <) oTy
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) + Stw
3. The mass transfer equation set

Species mass conservation for gas phase
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where /¢’ is calculated by:
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The model constants are as follows: ¢; = 0.09, ¢, = 1.8, ¢3 = 0.6.
Boundary condition and evaluation of source terms
Inlet (x = 0): Similar to the absorption column in Chap. 5:

U = Uip, C:Cim T =Ty

Outlet (x = Z): Consider as fully developed turbulence.
Column wall: No slip condition is adopted.
Evaluation of source terms: The evaluation is the same as in Sect. 6.1

6.2.2 Simulated Results and Verification

The object of simulation is the adsorption of methylene chloride vapor in air on an
activated carbon column as described in Sect. 6.1.2.

Concentration profile along the column at different times

The simulated profiles of adsorbate, methylene chloride, at different times are
given in Fig. 6.11, in which the development of the concentration profiles in the
column with time is seen. In comparison with Fig. 6.1, it is found that the sim-
ulation is closely similar. Yet after careful comparison, the shape of concentration
distribution in the adsorption section (represented by the red brackets) is somewhat
different. The parabolic shape of purge gas concentration distribution is more
obvious by using standard Reynolds mass flux model due to better simulation near
the column wall.
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Fig. 6.11 Simulated sequence of concentration profiles along adsorption column in mole
fraction at different times by standard Reynolds mass flux model [14]
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Breakthrough curve

The simulated breakthrough curve and experimental data are shown in
Fig. 6.12, in which the simulation is in agreement with experimental data.

Concentration profile along column

The simulated concentration profiles along the column at different times by
employing standard RMF model and hybrid RMF model are given in Fig. 6.13. As
seen, the simulated profiles by these two models are similar and the difference
between them is small. It demonstrates that the hybrid RMF model can give good
simulation at less computer work.
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Fig. 6.13 Simulated sequence of concentration profiles along column at different times
Yin =225 x 107, T3, = 298 K, P = 1.10 atm, F = 33.5 L min~". a Predicted by standard
Reynolds mass flux model and b predicted by hybrid Reynolds mass flux model [14]

Fluctuating Mass flux

The fluctuating mass flux can be obtained in the course of simulation compu-
tation. The distribution of #/c’ along axial and radial directions is given in
Fig. 6.14.

As shown in Fig. 6.14b, all /¢’ are positive; it implies the direction of u/c’
diffusion is consistent with the decreasing concentration of methylene chloride
along the column which can enhance the adsorption. The u/c’ curve in axial
direction decreases slightly from column top to about x = 0.1 and then increases
rapidly toward bottom; it indicates more turbulent effect appears at the column

bottom than at the top. The numerical value of axial u\c" is much larger than uc’

and dominates the dominated turbulent effect in axial direction.
The radial and axial distribution of uyc’ is given in Fig. 6.15, in which all u{c" are

positive; the negative gradient of u)c’ diffusion is consistent with the decreasing
radial gradient of methylene chloride, which is helpful to the adsorption.
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Fig. 6.14 Simulated profile of fluctuating mass flux u/.c’ for Yin = 2.25 x 10-3, Tin = 298 K,
P =1.10 atm, F = 33.5 L min—1, t = 75 min [14]. a Radial direction and b axial direction
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Fig. 6.15 Simulated profile of fluctuating mass flux W for Yy, = 2.25 x 1073, T, = 298 K,
P =1.10 atm, F = 33.5 L min~ ', # = 75 min [14]. a Radial direction and b axial direction

Anisotropic diffusivities

The methylene chloride concentration gradients along radial and axial direc-
tions are shown in Fig. 6.16. According to Eq. (3.37), the anisotropic diffusivities
D¢, and Dy, can be obtained as given in Fig. 6.17.

As shown in Fig. 6.17a, D¢, is high at x = 0.11 and very low at x = 0.17
indicates the turbulent diffusion rate is low at the vicinity of column bottom and
soon rapidly increases toward column top. Such tendency is kept in radial direction
from column center to about r/R = 0.8 and then diminishes to almost zero toward
the column wall. The Dy, around column center (#/R < 0.1) fluctuates obviously
may be due to dC/dy there is almost zero so as to affect the inlet boundary
condition. After 7/R < 0.1, Dy, is almost zero means the turbulent effect in radial
direction is negligible.
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Fig. 6.16 Simulated concentration gradient of methylene chloride for Y;, = 2.25 x 1073,
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Fig. 6.17 Simulated anisotropic  diffusivities for Yj, = 2.25 x 1073, T, =298 K,
P = 1.10 atm, F = 33.5 L min~ ', # = 75 min [14]. a Dy, and b Dy,

6.2.3 The Simulation for Desorption (Regeneration)
and Verification

The model equations for desorption are the same as in Sect. 6.2, and the object of
simulation is the same as in Sect. 6.1.5, i.e., experimental desorption of methylene
chloride from solid adsorbent by Hwang [13].

Concentration profiles of the purge gas along the column

The concentration profiles of the regeneration (desorption) column at different
times are shown in Fig. 6.18.
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Fig. 6.18 Simulated sequences of concentration distribution along regeneration column in mole
fraction at different times by standard Reynolds mass flux model for Yi,aqs = 2.50 x 1073,
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Regeneration curve

The simulated regeneration curve by using standard Reynolds mass flux model
is shown in Fig. 6.19.

As shown in Fig. 6.19, the simulated curve by using standard Reynolds mass
flux model is better than that by two-equation model.

Temperature distribution of the purge gas

The simulated profiles of the purge gas temperature along the column at dif-
ferent times are given in Fig. 6.20.

The radial average of purge gas temperatures at different times and at different
heights (H = 0, 0.1, 0.2 m of the column) are calculated as shown in Fig. 6.10.
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As shown in Fig. 6.21, the deviation of experimental data is obvious in H = 0.1
and 0.2 and the simulations are in agreement with the rest of experimental data.

6.3 Summary

As the adsorption process is unsteady and accompanied with heat effect, the time
parameter is involved in the model equations. The simulated concentration profile of
the column at different times enables us to show the progress of adsorption along the
column as an indication of the process dynamics. The simulated breakthrough curve
for adsorption and regeneration curve for desorption by the two computational mass
transfer (CMT) models are well checked with the experimental data except some
deviation on the regeneration curve at the inlet of purge gas. This discrepancy may
be due to incorrect assumption on the heat of desorption.
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Chapter 7

Application of Computational Mass
Transfer (IV): Fixed-Bed Catalytic
Reaction

Abstract In this chapter, an exothermic catalytic reaction process is simulated by
using computational mass transfer (CMT) models as presented in Chap. 3. The
difference between the simulation in this chapter from those in Chaps. 4, 5, and 6 is
that chemical reaction is involved. The source term S, in the species conservation
equation represents not only the mass transferred from one phase to the other, but
also the mass created or depleted by a chemical reaction. Thus, the application of the
CMT model is extended to simulating the chemical reactor. The simulation is carried
out on a wall-cooled catalytic reactor for the synthesis of vinyl acetate from acetic
acid and acetylene by using both ¢ — ¢ model and Reynolds mass flux model. The
simulated axial concentration and temperature distributions are in agreement with
the experimental measurement. As the distribution of y, shows dissimilarity with D,
and oy, the Sc, or Pry are thus varying throughout the reactor. The anisotropic axial
and radial turbulent mass transfer diffusivities are predicted where the wavy shape of
axial diffusivity D¢y along the radial direction indicates the important influence of
catalysis porosity distribution on the performance of a reactor.

Keywords Simulation of chemical reactors - Exothermic catalytic reaction -
Concentration profile - Turbulent mass transfer diffusivity profile

Nomenclature

a Surface area, m

C Mass concentration, kg m™>

2 Concentration variance, kg” m™°

Cy, c1, & Model parameters in k — ¢ model equations

Ceos Cet, Cea, Ce3 Model parameters in ¢2 — & model equations

Cpo: Cpi, Cp2, Cps, Cps Model parameters in 12 — g model equations

Cp Specific heat, J kg_1 K!

C; Mass concentration of reactive species at the surface
of catalyst

d. Effective diameter of catalyst particle, m

D, Effective turbulent mass diffusivity, m? s~

K.-T. Yu and X. Yuan, Introduction to Computational Mass Transfer, 209
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Intra-diffusivity of the catalyst, m2 s—1

Turbulent mass diffusivity, m?s™!

Gas-phase flow rate per unit cross-sectional area,
kgmZs™!

Film coefficient of mass transfer, m s~
Axial distance measured from column bottom (H = 0
at column bottom), m

Heat of reaction, kJ mol ™!
Turbulent kinetic energy, m* s~
Molar mass, kg mol ™!
Turbulent Peclet number
Position in radial direction, m
Radius of the column

Molar reaction rate mol/kg catalyst
Apparent reaction rate

The resistant coefficient of porous media
Apparent reaction rate, kmol kg ™' (cat) s~
Turbulent Schmidt number

Fluid inlet temperature, °C

Temperature variance, K*

1

2

1

Temperature, K

Fluid superficial velocity, m s~
Axial position, m
Dimensionless distance, z = (R—r)/d,

Molecular and turbulent thermal diffusivities, respec-
tively, m?s”!

Turbulent dissipation rate, m? s~
Turbulent dissipation rate of concentration fluctua-
tion, kg2 m %!

Turbulent dissipation rate of temperature fluctuation,
K*s™!

Variable

Porosity distribution of the random packing bed
Porosity in an unbounded packing
Thermal conductivity, KJ m 'K sT
Turbulent viscosity, kg m™" s~
Density, kg m >

Bulk density of catalyst, kg/m®
Turbulent kinetic viscosity, m* s~

1

3

1

Model parameters in 2 — & model equations

Model parameter in 12 — & model equations
Model parameters in k — ¢ model equations
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Subscripts

¢ Coolant

G Gas phase

i Interface

s  Catalyst; reactive species
w  Reactor wall

1 Inner

2 Outer

Superscripts

s Surface

The methodology of computational mass transfer (CMT) is not only applicable to
the process involving mass, heat, and momentum transfer accompanied with
chemical reaction as presented in previous chapters but also to the catalytic
reaction process. In this chapter, a fixed-bed catalytic reactor with cooling jacket is
used as an example for illustration.

The fixed-bed reactors are the most commonly used for undertaking industrial
heterogeneous catalytic reactions in the basic chemical, petrochemical, and allied
industries, such as the carbon monoxide conversion and ammonia synthesis, the
ethylene oxide and vinyl acetate synthesis, and many other reactive processes. The
design and performances of such kind of reactors have been extensively reported.

The one-dimensional plug-flow model is used early for reactor design and
analysis, where the concentration and temperature gradients were assumed only to
occur in the axial direction. Later, the flow model with axial mixing is introduced
to take into account the mixing effect, which is influential to the temperature and
concentration gradients as well as the reactor performances. Afterward, the uneven
radial concentration distribution was considered by using empirical correlations.
At the same time, some researchers used the two-dimensional pseudo-homoge-
neous model with the consideration of the radial velocity distribution. The
advancement of applying pseudo-homogeneous CFD model to reactor design
enabled us to calculate the velocity profile, whereas the temperature and con-
centration distributions were obtained by using either the turbulent Prandtl number
(Pry) and turbulent Schmidt number (Sc,) or the empirical correlations obtained by
using inert tracer technique for predicting the unknown diffusivities of heat and
mass transfer [1]. In fact, such empirical correlations, even available, are unreli-
able as stated in Chap. 3. The use of CMT model can overcome such drawback as
the turbulent mass and thermal diffusivities need not knowing in advance. In this
chapter, the two-equation model and Reynolds mass flux model of CMT are used
for illustrative simulation.
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7.1 ¢2 — ¢, Two-Equation Model for Catalytic Reactor

Liu [2] used the CMT 2 — & two-equation model (abbreviated as two-equation
model) for simulating a catalytic reactor with cooling jacket for producing vinyl
acetate from acetic acid and acetylene as described below.

7.1.1 Model Equation

Assumptions

1. Both the reactant and product are in homogeneous fluid phase, and the oper-
ation is steady.

2. The fluid-phase flow is axially symmetrical in the catalytic reactor (packed
column) and in turbulent state.

. The temperature of outer catalyst surface is equal to the fluid temperature.

. The temperature at the outer wall of the cooling jacket is constant.

. The heat created by the friction between catalysis and the fluid is neglected.

. The activity of the catalyst remains unchanged.

AN AW

The mass and volume of the fluid phase are changing in the course of chemical
reaction, the source term S, in the overall mass conservation equation is not equal
to zero, and the fluid density is not a constant.

In the model equations, the variables Uj, k, ¢, p, etc., are referred to the gaseous
fluid phase (reactant and product) without subscript. Subscripts s and w refer the
conditions at the solid phase (catalyst) and reactor wall, respectively.

() CFD equation set
(a) Overall mass conservation

o(p yU;)

=S
axi

(b) Momentum conservation

o(p YU L) oP D o ——
— =y — ] — u R f
o o o {W(axi) VP uluj] +7(p g+ RoUi)
oU; oU;\ 2
—ouu = ! 1) _ZA.
p ulu] ﬂt(axj' * axi> 3 l']pk
k2
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(c) k equation

o(pyUik) @ Ok
(M)=<v<ﬂ+ut) ) +7Gr — p ye

Ox; Ox; ox) Ox;
NG AAYLY
G = <a_xj + a_xl> o

(d) ¢ equation

o(pyUie) 0 u\ Oe € &
RLEAL NG B Z2) 4+ C1yGrs — Coyp —
ox; ox; A o:) Ox; o k 2P k

where ) is the porosity of the catalytic bed; R, is the coefficient of resistance
created by the fluid flow through the catalyst; p, is the turbulent diffusivity of the
fluid. The model constants are as follows [3]: C, = 0.09, oy = 1.0, 0, = 1.3,
Ci =144, C,=1.92.

(I) Heat transfer equation set
Energy Conservation Equations:

(a) Energy conservation of gas phase

o(yp CUIT) Kl (

Colo+ )a—T +01-0
6xi 6xi s P * % axi ! 2

or .
=3 ("/p Cpaea—m> + hsas (T2 — T) — hyaywi (T — Twi)

where T is the temperature of the gas phase; o, is the thermal diffusivity; o, is
the effective thermal diffusivity (= o+ o4); a is the outer surface area of the
catalyst (m*> m™); T? is the outer temperature of the catalyst; kg is the gas film
mass transfer coefficient between catalyst and the gas phase (kJ m—> Kil); Ay 18
the inner surface area of the reactor wall (m> m™>); Ty, is the temperature at the
inner wall of the reactor; Ay, is the gas film mass transfer coefficient between gas
phase and inner wall of the reactor. The terms on the right side of the equation
01 = hyay (TSS — T) represents the heat transfer from the catalyst to the gas phase
and Qy = hy1ay1 (T — Ty,) represents the heat transfer from the gas phase to the
inner wall of the reactor.

(b) Energy conservation of catalyst

0 T, S )
o <(1 —7)4s a—xi> + (1= y)py(AHR) — hya (TS = T) =0
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where T, pg, 4s are, respectively, the inner temperature of the catalyst, density of
catalyst, and thermal conductivity of the catalyst (k m~' K~'s™"); R is the
apparent reaction rate (mol kg~'s™'); AH is the molar heat of reaction
(kJ mol™"); hy is the film coefficient of mass transfer between catalyst and fluid.

(c) Energy conservation of reactor wall

aixi (’qbw a@i}:) + hwlawl (T - Twl) - hWZaWZ(TWZ - Tc) - 0
where Ty, Jy, is, respectively, the temperature and the thermal conductivity of the
reactor wall; &y, is the gas film coefficient of mass transfer coefficient between gas
phase and the inner wall surface of the reactor; h,,, is the liquid film coefficient of
mass transfer coefficient between the outer wall surface of the reactor and the
liquid coolant; a1, ay, are, respectively, the inner and outer surface of the reactor
wall; Ty, Ty, are, respectively, the temperature of the inner wall surface and the
temperature of liquid coolant at the outer wall surface of the reactor; T, is the
average temperature of the coolant.

The turbulent thermal diffusivity

The turbulent thermal diffusivity o, is calculated by using the T2 — ey two-
equation model:

T2 equation

d — d o\ 0T or\’
. I TR ) — A _ A _ — ey
Ox; (p YUiT ) ox; <p ))(OC + 0T> Ox; > 20 7% (6}0) 2ver

e equation

Op yUier _ O {p V(oc + O“) a'ﬂ

ox; ox; o) Ox;

2
er oT e €
+ Cry ﬁp Ve (@x,) —Cpap ﬁﬁr —Cr3p V%ET/

The model constants are as follows [4]: Cro = 0.10, C7; = 1.8, Cpp = 2.2,
Cr3; =0.8, g, = 1.0.
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(IIT) Mass transfer equation set

(a) Mass conservation of reactive species (gas phase)

2GUC) D (Deac

B ax

o (ip5) +hade - ©)

where C is the mass concentration of the gaseous reactive species (kg m ™), D, is
the effective thermal diffusivity D = D + Dy; h is the film coefficient of mass
transfer between gas phase and the surface of the catalyst; Cf; is the mass con-
centration of reactive species at the surface of catalyst; as is the outer surface area
of the catalyst.

(b) Mass conservation of the solid phase
o (o, S
a_xi (Dsa_xl) + (1 - V)ps(MR) - has(Cs - C) =0

where D is the intra-diffusivity of the catalyst; M is the molar mass of the reactive
species (kg mol™'); R is the molar reaction rate (mol/kg catalyst. s); p, is the
density of the catalyst. If the resistance of intra-diffusion is neglected, the fore-
going equation can be simplified to:

keas(Cy — C) = py(1 —7)M R

The turbulent mass diffusivity

The turbulent mass diffusivity of the reactive species D, can be obtained according

k2"’
Dt — CTOk <_ _>
€&y
2 equation

2 2 2
M — i Y DL _’_& a(C ) +2Dty a£ —2’}}80/
ox; Ox; oy) Ox; ox;

& equation

o(yUiey) 0 D\ (&) C\ 2eu &2 £
rita) _ (o (pp+20) D) 4 cp () & - oy — e
Ox; Ox; I\ Pt o) OXi +Carby oxi) o2 27 o2 T

to ¢? — &« model as follows:

The model constants are as follows [5]: C.o = 0.11, C.; = 1.8, Cop, = 2.2,
Ci3=08,0.=10, 0, =1.0.
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7.1.2 Boundary Conditions

Inlet (column bottom, x = 0): U = Uy,, V =0, k = 0.003U2

in’

e = 0.09k%2/d,
T =Tin = Ty, T2 = (0.082AT)?, &7 = 0.4272

_ £—

Cac =Cacns Chac = CHacjn, ¢ = (0.082Ci1n)*, & = 0-4%6‘12

Outlet (column top, x = Z): The fluid flow is considered as fully developed,
the gradient of all parameters @ except pressure is equal to zero.

Axis: All of the variables @ have a zero gradient due to the assumption of axial

symmetry.

Wall: No slip condition is applied; all parameters related to flow are equal to
zero.

U:V:k:g:ﬁ:g[:ﬁ:gd:o

Near-wall region: The method of standard wall function is employed and the

mass flux %—f =0.

7.1.3 Determination of the Source Terms

Porosity of the catalyst bed
For the reactor filled with catalyst of small cylindrical particle, the porosity y can
be represented by the following correlations [5]:

y =214z —2.53z4+1, z<0.637
7 =Yoo + 0.29 exp(—0.6z) cos(2.3n(z — 0.16)) + 0.15exp(—0.9z), z > 0.637

where 7 is the porosity with unbounded boundary; z is the dimensionless distance
from the wall, defined as follows:

z=(R—r)/de
where d, is the equivalent diameter of the catalyst.

Coefficient of flow resistance R,

When fluid phase flowing through the catalyst, the frictional resistance is created.
The coefficient of the frictional force R, can be calculated by the modified Ergun
equation [6]:

(1—y)° (1=
Ry =150 1.75 Ul.
0 Hr yzdg + PG 'Vzde | |
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Table 7.1 Reaction mixture specifications [7]
Case fy Molar  Average molar weight G (kg/ pu 1073 Re, ¢, (J/ kr (J/

no. (°C) ratio (kg/kmol) m?s) (Ns/m?) kgK) mKs)
1 176.1 1.5 39.6 0242 1372 58 1,680  0.0333
2 176.0 1.5 39.6 0.186  1.369 45 1,680 0.0333
3 186.4 1.5 39.6 0242  1.376 58 1,710  0.0344
4 176.1 4.0 32.8 0200  1.375 48 1,800  0.0380

Source term S;
The source term S; representing the mass of component i generated by the
chemical reaction and can be calculated from the reaction rate:

S; = +M; R, Fy

where M; is the molar weight of component i; R, is the apparent reaction rate,
which will be given in the subsequent section; F}, is the bulk density of catalyst. In
the equation, negative and positive signs refer to the reactant and product com-
ponents, respectively.

7.1.4 The Simulated Wall-Cooled Catalytic Reactor

Simulation is made for a wall-cooled fixed-bed catalytic reactor reported by Valstar
[7], in which the synthesis of vinyl acetate from acetic acid and acetylene is untaken
with zinc acetate on activated carbon as catalyst. The internal and external diam-
eters of the tubular reactor are, respectively, 0.041 and 0.0449 m, and the reactor
length is 1 m. The gaseous mixture is flowing upward from the bottom of the
reactor. The reactor tube is surrounded by a jacketed tube with an internal diameter
of 0.0725 m. Cooling oil is pumped through the annular space between the reactor
and the cooling tube. The oil temperature is controlled to within +0.5 °C. The
radial average conversions and the temperature profiles along the radial direction at
different axial positions are measured. The properties of reaction mixture are listed
in Table 7.1, and the catalyst specification is listed in Table 7.2.
The overall chemical reaction of vinyl acetate synthesis is as follows:

CH;COOH + CH = CH — Zn(Ac),CH3;COOCH = CH, + AH,
The apparent reaction rate of foregoing reaction is given below [7]:
o koo ©XP(—E/Ry T)pac
s 1 4+ exp(—AH, /RgT) exp(—A51 /Rg)pHAc =+ CrPVA

where ks = 5,100 (kmol kg (cat)™' s~'atm™"), E = 85,000 (kJ kmol™"),
AH, = (31,500 kJ kmol "), AS; = —71,000 (kJ kmol ! K™'); C, = 2.6 (atm™")

for molar ratio of acetylene to acetic acid equal to 1.5; C, = exp (— %) exp (11;—0)
g g
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Table 7.2 Catalyst specification [7]

Term, unit Value
Average length, mm 54
Average diameter, mm 2.8
Effective diameter d,, mm 33
Specific external surface, m2/g 0.00217
Specific external surface, m%/g 350
Bed porosity 0.36
Bulk density, kg/m3 570-600
Particle density, kg/m* 910
Thermal conductivity, J/m K s 0.184

Table 7.3 Coefficients for heat of reaction [8]

Component A B C

Vinyl acetate —298.36 —6.9870E—02 3.9316E—05
Acetic acid —417.91 —5.8243E—02 3.3466E—05
Acetylene 228.04 1.5754E—03 —3.5319E—06

(atm ") for a molar ratio of acetylene to acetic acid equal to 4. The heat of reaction,
AH, is function of temperature:

AH, = A¢Hyam — AtHyaem — AtHacmAtHim = A + BT + CT?

where subscripts VA, HAc, and AC denote, respectively, vinyl acetate, acetic acid,
and acetylene; their coefficients A, B, and C are listed in Table 7.3.

7.1.5 Simulated Result and Verification

The species concentration distribution along the whole reactor

Following the progress of the reaction from the bottom (H = 0) to the top (H = 1)
of the reactor, the concentration of acetic acid is gradually decreasing and the
product, vinyl acetate, is increasing; that means the conversion is consequently
increasing along the reactor from bottom to the top. From the simulated concen-
tration profile of acetic acid in the whole column, its concentration in radial
direction is averaged at different heights and at different operating conditions of
the reactor in order to obtain the average acetic acid conversion along the axial
direction. The simulated conversion curve is shown in Fig. 7.1 and compared with
the experimental data [8]; satisfactory agreement between them is seen.

The radial temperature profile

As an example, one of the temperature profiles along the whole reactor is shown in
Fig. 7.2. The radial temperatures are averaged at different reactor heights and
under different operating conditions as shown in Fig. 7.3, in which the
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Fig. 7.1 Simulated and measured conversion profiles along reactor axis. a Case 1, molar
ratio = 1.5, fo = 176.1 °C, G = 0.242 kg m~> s', b Case 2, molar ratio = 1.5, 1, = 176.0 °C,
G=0.18kgm 25!, ¢ Case 3, molar ratio = 1.5, 1, = 186.4 °C, G = 0.242 kg m s/,
d Case 4, molar ratio = 4.0, 1y = 176.1 °C, G = 0.200 kg m2s7! (reprinted from Ref. [2],
copyright 2008, with permission from American Chemical Society)

experimental measurements by Valstar et al. [8] and their prediction are also given
for comparison. It is seen that the simulated temperature profiles by the present
model are closer to the experimental measurements than that by Valstar [8].

The distribution of turbulent mass diffusivity D,
By using present two-equation model, both the diffusivity profiles of acetylene and
acetic acid along the reactor can be obtained as shown in Fig. 7.4. As shown in the
figure, the turbulent mass diffusivity of acetylene D ac in axial direction becomes
steady after traveling from inlet to a distance about 20-fold of effective catalyst
diameter d, (d. in present case is 3.3 mm). As shown in Fig. 7.4b, the distribution
of D¢ac in radial direction in the main flow region increases gradually to a
maximum until to about 7/R = 0.8 and then decreases sharply toward the column
wall. Such tendency is in consistent with the experimental measurement. It is as a
result of the uneven distribution of porosity, velocity, temperature, and concen-
tration near the wall region.

The turbulent mass diffusivity of acetic acid D, pa. is also given in Fig. 7.4c,
and the tendency of its axial and radial distributions is similar to those of acetylene
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Fig. 7.2 Simulated 4‘54e+02
temperature profile along the .

reactor for Case 1, molar

ratio = 1.5, fp = 176.1 °C, ASHER0R
G=0242kgm?s!
(reprinted from Ref. [2],
copyright 2008, with
permission from American 4.53e+02
Chemical Society)

4.53e+02

4.52e+02
| ‘ 4.52e+02
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4.50e+02
. 4.50e+02
4.49e+02

because both of them are in the same temperature and velocity fields although the
concentration field is different.

The distribution of turbulent thermal diffusivity o

The turbulent thermal diffusivity o, can also be calculated by using two-equation
model as shown in Fig. 7.5, in which, similar to the turbulent mass diffusivity D,,
the o, reaches almost steady condition after traveling a distance about 50-fold of
the effective catalyst diameter from the entrance and decreases sharply afterward.

The distribution of turbulent diffusivity v,

For the comparison purpose, the simulated turbulent diffusivity (kinematic vis-
cosity) v, is also given in Fig. 7.6. On careful study, the tendency of axial and
radial distributions of v, is similar to that of Dy, and o, only appears not far from the
entrance (H < 0.1 in the figure), although they are all drop down almost to zero at
the wall. The comparison again displays that the 7 ratio (Sc,) and ;! ratio (Pr) are
complicated and cannot be simply to be considered as a constant.

7.2 Reynolds Mass Flux Model for Catalytic Reactor

Li [9] employed standard Reynolds mass flux model to simulate the water-cooled
reactor as described in Sect. 7.1.3.
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Fig. 7.3 Radial temperature distribution along reactor (dash simulated by two-equation model,
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G = 0.200 kg m 2 s~ (reprinted from Ref. [2], copyright 2008, with permission from American
Chemical Society)
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Fig. 7.3 (continued)
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Fig. 7.4 Simulated axial and radial distributions of turbulent mass diffusivity for Case 1.
a Acetylene, b acetylene, and ¢ acetic acid (reprinted from Ref. [2], copyright 2008, with

permission from American Chemical Society)
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Fig. 7.5 Simulated axial and radial distributions of turbulent thermal diffusivity for Case 1
(reprinted from Ref. [2], copyright 2008, with permission from American Chemical Society)

7.2.1 Model Equations

The model equations are similar to the ¢’> — & two-equation model except that the

parameters, wu;, u;T" and uc/, are not solved by diffusivity method but are cal-

culated directly using Reynolds stress, Reynolds heat flux, and Reynolds mass flux

equations.
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Fig. 7.6 Simulated axial and radial distributions of turbulent diffusivity for Case 1 (reprinted
from Ref. [2], copyright 2008, with permission from American Chemical Society)

1. CFD equation set
Overall mass conservation
0 1 Ui
(p2U) _ g
axi

Momentum conservation

o(pcyUiU;) oP D oy,
o —Va—ijra—xi [W(a—xl) — ypgiiu } +7(pcg + RoUi)

where u i ! is calculated by:

dulu! AT k—s 6u’u’ U 614 oU: U;
e R A .k i oY | =
o o 6xk( O e T T (’“‘ o T k)

e (— 2 OU; ——0U; 2, ——0U;)\ 2
—CIE( _], 3kA1J) Cz(u a—+uu 6——§A,Juluka —gﬁAij

(1.23)

The constants are as follows: Cy = 0.09, C; = 2.3, C, = 0.4. The k and ¢ in
foregoing equation are given by:

dp Uik:glKﬂJrg_;) %] +(Ge—e) (1.11¢)

ox; ox; 1.0%;




7.2 Reynolds Mass Flux Model for Catalytic Reactor 225

o e _ 0 [( & (1.13b)

O

Oe
axi N axi )Laxl:| - p<C1£GLk - CZS‘C:)

x|

The model constants are as follows: ¢, = 0.09, o = 1.0, 0, = 1.3, C, = 1.44,
Cp, = 1.92.

2. Heat transfer equation set

(a) Energy conservation of gas phase
o(yp G,UIT) @ oC
—a. T A Col o——ulT’ S
Ox; Ox; P\ % Ox; 4 ot
St =01 — 02 = hay (T} = T) — hyaw (T — Ty1)

where Q) = hSaS(T: - T) represents the heat transfer from the catalyst to the gas
phase; O = hyiawi1 (T — Ty2) represents the heat transfer from the gas phase to
the inner wall of the reactor. The ;7" is calculated by Reynolds heat flux equation

as follows:
k—— ouT'
(on' +2) % l
axk

aﬁJr OuT 3
ot ! Oxy axk

(2.13)
- 0T  ——0Uj —0U;
— T —Cp T Crau T’
< a +u Ox ) k + T3uk a
where the constants are as follows: C,; = 0.07, C,, =3.2, C;; =0.5.
(b) Energy conservation of catalyst
0 oT. s
i (0= DAGE) + (1 = D (8HR) (73 1) =0
(c) Energy conservation of reactor wall
0 0Ty
& (iw . ) + hwlawl(T Twl) hw2aw2(TW2 - Tc) =0
3. Mass transfer equation set
(a) Mass conservation of reactive species (gas phase)
0p.U; C C —
! S
o ﬁL( )+ S (3.3b)

So =h as(c;,. - c)
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where W is given by Reynolds mass flux equation as follows:

k—: )\ Oulc’ —0C i —
Co—uu +=— U —uu— ) — Coo—ulc
( 1 8”% + p) o ] (uluJ axj> 2kulc

—oU;
Cesulc’
+ 3U;C axj

dulc’ QUudc D
ot a)Cj B an

(3.33a)

The constants are as follows: C.y = 0.09, C,, = 3.2, C;3 = 0.55.
(b) Mass conservation of the solid phase

o (T, Co
o (Dsa—x) + (1 = 7)ps(MR) — kgas(C; — C) =0

If the resistance of intra-diffusion is neglected, the foregoing equation can be
simplified to:

kas(C3 — C) = p(1—7)M R

Boundary conditions and determination of source terms
The boundary conditions and determination of source terms are the same as in
Sects. 7.1.1 and 7.1.2.

7.2.2 Simulated Result and Verification

The reactor simulated is a wall-cooled fixed-bed catalytic reactor reported by
Valstar [7] for the synthesis of vinyl acetate from acetic acid and acetylene with
zinc acetate on activated carbon as catalyst as given in Sect. 7.1.2.

Simulated concentration profiles of the species in the reactor

As an example, the profiles of acetic acid, acetylene, and vinyl acetate along the
whole column are shown in Fig. 7.7, in which the radial concentration distribution
is clearly seen.

Simulated acetic acid conversion

From the simulated radial concentration distribution along the column, the con-
version of acetic acid can be found as shown in Fig. 7.8. The simulated radial
conversion is averaged at different heights of reactor to find the average conversion
along the axial direction under different operating conditions as given in Fig. 7.9.
The simulated curve is confirmed by the measured data reported by Valstar [7]. In
this figure, the simulation by using two-equation model is also plotted for com-
parison; it can be seen that the simulation is better by using Reynolds mass flux
model than by two-equation model.
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Fig. 7.7 Simulated profiles of molar fraction. a Acetic acid, b acetylene, and ¢ vinyl acetate [9]

Fig. 7.8 Simulated profiles
of acetic acid conversion (%)
in the fixed bed [9]

Simulated temperature profiles of the gas phase
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An example of the simulated temperature profile of gas phase in the reactor is

shown in Fig. 7.10.
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Fig. 7.9 Simulated
comparison of acetic acid
conversion along axial
direction between simulation
and experimental data for
Case 1 [9]

Fig. 7.10 Simulated profiles
of temperature (K) in the
reactor [9]
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Comparison with experimental data and two-equation model
The radial temperature is averaged at different heights along the axial direction is
given in Fig. 7.11 and compared with the experimental data and the simulation by
using two-equation model. As shown in the figure, the simulation by using Rey-
nolds mass flux model is better than that by two-equation model although both of
them are considered in agreement with the experimental data.
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Fig. 7.11 Comparison of radial temperature profiles at different packed heights between
simulation obtained by the standard Reynolds mass flux model (line), two-equation model (dash),
and experimental data (circle) for Case 1 (H-distance of bed height measured from column
bottom) [9]

7.2.3 The Anisotropic Mass Diffusivity

(1) The axial mass diffusivity

Figure 7.12a shows the wavy shape profile of W in radial direction with
alternating positive and negative slope, but its tendency is likely to be gradually
increasing, which is consistent with the increasing profile of vinyl acetate as shown
in Fig. 7.7 so as to enhance the reaction in axial direction. Also in Fig. 7.12b, the
positive uc’ is seen decreasing around the column top (x < 1), while it turns to

increasing rapidly over the remaining part of the column. It indicates that the u/c’
diffusion is in co-action with the axial increasing profile of vinyl acetate (Fig. 7.7),
so that the reaction in axial direction is enhanced by turbulent diffusion.

From Eq. (3.37) and Figs. 7.12a and 7.13a, the axial turbulent mass diffusivity
D¢ x can be obtained as given in Fig. 7.14. As shown in the figure, Dy is in the
wavy shape and fluctuated strongly beyond /R = 0.6. It is mainly due to the high
fluctuation of gas-phase velocity in both axial and radial directions as shown in
Fig. 7.15. However, the tendency of turbulent effect looks increasing toward the
column bottom.
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7.14 Simulated D¢y [9]. a D¢y in radial direction and b D¢y in axial direction

The profile of W is given in Fig. 7.16, in which all W is negative. It indicates

that the negative gradient of u)c’ diffusion is in contradiction with the positive
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Fig. 7.16 Simulated u;c’ [9]. a u;,c/ in radial direction and b W in axial direction

process gradient (OC/dy) of vinyl acetate as shown in Fig. 7.7, so that the reaction
in radial direction is suppressed.

From Eq. (3.37) and Figs. 7.16 and 7.13, the radial turbulent mass diffusivity
D¢y can be obtained as given in Fig. 7.17. As shown in the figure, Dy is very high
near the column center; it is due to very low (0C/dy) gradient there as the con-
centration is assumed to be symmetrical to the centerline.

The profile of W (sum of /¢’ and W) is given in Fig. 7.16. The wavy shape
and negative W are noted. The negative W indicates the axial turbulent diffusion
is overwhelmed by the radial diffusion.

The radial turbulent mass diffusivity D¢y are shown in Fig. 7.17, and the sum of
the fluctuating mass flux is given in Fig. 7.18.
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7.3 Summary

The source term S, in the species conservation Eq. (3.1) can represent the mass
created or depleted by a chemical reaction besides the mass transferred from one
phase to the other. Thus, CMT model can be used for simulating the chemical
reactor. A catalytic reactor with water-cooled jacket is chosen as typical example
for illustration. The CMT model equations are regularly comprises mass transfer
equation set and the accompanied fluid-dynamic equation set and heat transfer
equation set. Note that the source term S, is calculated in terms of reaction rate.
The simulated results of a wall-cooled catalytic reactor for the synthesis of vinyl

acetate from acetic acid and acetylene by both ¢ — &» model and Reynolds mass
flux model for simulating the axial concentration and temperature distributions are
in agreement with the experimental measurement. As the distribution of g, shows
dissimilarity with D, and o, the Sc, or Pr, are varying throughout the reactor. The
wavy shape of axial diffusivity D¢y along the radial direction indicates the
important influence of porosity distribution on the performance of a reactor.
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Chapter 8
Simulation of Interfacial Effect on Mass
Transfer

Abstract The mass transferred from one phase to the adjacent phase must diffuse
through the interface and subsequently may produce interfacial effect. In this
chapter, two kinds of important interfacial effects are discussed: Marangoni effect
and Rayleigh effect. The theoretical background and method of computation are
described including origin of interfacial convection, mathematical expression,
observation, theoretical analysis (interface instability, on-set condition), experi-
mental and theoretical study on enhancement factor of mass transfer. The details of
interfacial effects are simulated by using CMT differential equations.

Keywords Interfacial mass transfer - Marangoni effect - Rayleigh effect - Inter-
facial concentration gradient - Interfacial convection - Mass transfer enhancement

Nomenclature

Bi Biot number
Mass concentration, kg m~3

Al Interfacial concentration, kg m>

c* Interfacial concentration in equilibrium with the bulk concentration,
kg m™?

Cr Crispation number

d Liquid layer thickness, m

D Diffusivity of solute, m? s~

F Enhancement factor

g Acceleration of gravity, m s>

j Mass transfer flux, mol s~ m™2

k Coefficient of mass transfer, m sfl; wave number

ky Coefficient of mass transfer calculated by penetration theory, m s~

I, L Characteristic length, m

Le Lewis number

Ma Marangoni number
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N Mass transfer flux, mol s~! m™2

P Pressure, kg m~! s72

Ra Rayleigh number

Re Reynolds number

S Source term

Sc Schmidt number

Sh Sherwood number

t Time, s

T Temperature, K

T Residence time of fluid cell, s

U, v, w Velocity component, m s~

U, V, W Dimensionless velocity component

Ui Velocity at interface, m s~

X, ¥, 2 Coordinate

X, Y, Z Dimensionless distance

B Concentration gradient in x direction, g—;
ﬁlc Concentration gradient in z direction, g—i
br Temperature gradient in x direction, %—z
ﬁ’T Temperature gradient in z direction, %—f
Rr Coefficient of surface tension change with temperature, g—g
R Coefficient of surface tension change with concentration, g—‘;
o Thermal diffusivity, m? s~ !

u Viscosity, kg m™' s~

v Kinematic viscosity, m? s~

o Surface tension, kg §2

T Dimensionless time

v Amplitude of velocity disturbance

(1) Amplitude of concentration disturbance
2] Amplitude of temperature disturbance
p Density, kg m >

w Increasing rate of disturbance
Superscript

" Disturbance

- Average

Subscript

cr Critical

exp  Experimental

h Heat transfer

G Gas phase
log  Logarithmic average



8 Simulation of Interfacial Effect on Mass Transfer 237

L Liquid phase
surf  Surface
theo Theoretical

The mass transfer between two fluid phases must go through the interface. Due to
the existence of surface tension gradient on the interface and the density gradient
between the interface and the main fluid, the fluid dynamic instability or bifur-
cation may appear under certain conditions, which can significantly influence the
process efficiency.

8.1 The Interfacial Effect

In the course of interfacial mass transfer, from molecular point of view, the process
is stochastic, that means some local molecules may undergo the mass transfer in
advance than the others, so that small concentration gradient a%‘” (where i = x, y, 2)
is established at the interface. As the surface tension o is function of concentration,
it follows that the surface tension gradient %“ is also created at the interface. If 537” is
increased up to a critical point, the fluid dynamic instability will appear to induce
the interfacial convection as well as the formation of orderly structure at the
interface. At the same time, the rate of mass transfer may be enhanced or sup-
pressed depending on the properties of the mass transfer system concerned; such
phenomena is generally regarded as interfacial effect.

In the middle of eighteenth century, Marangoni described and investigated such
interfacial convection [1], which afterward was called Marangoni convection and
its effect was also regarded as Marangoni effect.

Further increase in 27" after the critical point will continue to magnify (if not to
depress) the interfacial effect until the interface structure becomes blurred and the
orderly structure gradually turns to the disordered or chaotic state. At this time, the
process is approaching to the turbulent state of mass transfer.

__ Ac

. . . . . ao-
The Marangoni convection, induced by surface tension gradient e = Arlavso
. . 3 _ Ac .
or by concentration gradient & = Mlavso and at the same time can be represented

by a dimensionless group, denoted as Marangoni number Ma, as given below. The
greater Ma number means more intense interfacial convection:
~ RcAcL

=D

Ma (8.1)
where R, (RC = %‘C’) is the rate of surface tension increase with respect to the con-
centration of the transferred species; D and u are, respectively, the diffusivity and
viscosity of the transferred species; L is the characteristic length. In the literature,
L and Ac can be expressed in specified form according to the process concerned.
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When Ma number reaches its critical value Ma., and beyond, i.e., Ma > Ma,,
the mass transfer system is under instability and Marangoni convection is induced;
when Ma < Ma,,, the system is stable and the convection is suppressed.

The Marangoni number Ma may be positive or negative dependent on the value
of R, and Ac. For instance, if CO, is absorbed by ethanol, the Ac of CO, in ethanol
is positive but R, is negative, then Ma is negative. Otherwise, if CO, is desorbed
from CO,-saturated ethanol, both R. and Ac are negative, thus Ma is positive. In
multicomponent mass transfer process, since more than one component is trans-
ferred, the sign of Ma is dependent on their coupling result.

According to the sign of Ma, the mass transfer processes can be classified into
the following:

(1) Positive Ma process (Ma > 0): Marangoni convection is promoted.

(2) Negative Ma process (Ma < 0): Marangoni convection is inhibited.

(3) Neutral Ma process (Ma = 0): Marangoni convection is absent. Generally,
this class also refers to the case that Ag is less than 1-2 dyn/cm.

Marangoni convection is also influential to many other transfer processes, such
as crystallization, metallurgical and drug productions as well as the transport
behaviors in the space [2].

Since Marangoni convection is induced by surface tension gradient on the interface,
the creation of such gradient is caused not only by having concentration gradient but
also by temperature gradient gTT The intensity of Marangoni convection created due to

the temperature gradient on interface can be represented by May, as follows:

RhATd
Mah = h (82)
uD
where Ry, represents the rate of surface tension increase with respect to the tem-
perature, Ry, = 2—; = % Ar—oi AT and d are, respectively, the temperature differ-

ence and the characteristic length, which are usually specified by different
investigators to suit different processes.

Furthermore, the interfacial convection and the renewal of interface can also be
promoted by the vertical convective circulation between interface and main fluid
due to the density difference. Such convection is called Rayleigh convection [3, 4]
or Rayleigh-Bénard convection. The intensity of Rayleigh convection can be
represented by the Rayleigh number Ra as follows:

B gApL?
= n

Ra (8.3)
where L is the characteristic length and generally refers to the distance from
interface to the bulk fluid; g is the acceleration of gravity. Similar to Ma, the
Rayleigh convection appears only after reaching its critical value.
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Table 8.1 The sign of Ma and Ra for the absorption and desorption of CO, by different
absorbents

Absorbent CO, absorption CO, desorption

Ma Ra Ma Ra
Methanol — + + _
Ethanol — + + _
Chlorobenzene — + +
Trichloroethylene - — + +

In short, the Marangoni convection induced by surface tension gradient and the
Rayleigh convection induced by density gradient are the two main interfacial
effects. Marangoni convection displays on the interface and underneath (the depth
of Marangoni convection underneath is about 10~* m in our observation); and the
Rayleigh convection appears vertically from interface to the bulk fluid with
accompanied action of interfacial renewal. When the critical point of each con-
vection is reached, the interfacial effect will be initiated.

In fact, the gradients of concentration, temperature, and density are all giving
contributions to the interfacial convection and forming coupling effect. For
instance, when CO, is desorbed from CO,-saturated ethanol, the Marangoni
convection is positive (Ma > 0), but if the Rayleigh convection is negative
(Ra < 0), it will depress the Marangoni convection. On the contrary, when CO, is
desorbed from CO,-saturated chlorobenzene, both Ma and Ra are positive, the
Marangoni convection will be strengthened. The sign of Ma and Ra for the
absorption and desorption of CO, by different absorbents are listed in Table 8.1.

8.2 Experimental Observation of Interfacial Structure
Induced by Marangoni Convection

Since last century, many researchers have undertaken the observation of Ma-
rangoni convection, especially using the laser Schlieren technique. In this section,
some results of our experimental study on interface structure are presented for
illustration [5-9]. The experimental installation is shown in Fig. 8.1. The exper-
iment was undertaken at constant temperature so that the temperature-induced
Marangoni convection can be eliminated. The liquid—gas contactor can be placed
in horizontal position for horizontal liquid—gas flow, or in vertical position for
falling liquid film and uprising gas flow. The mass transfer process to be study is
either absorption or desorption of CO, by various kinds of absorbent. Nitrogen is
served as CO, carrier. The liquid phase can be in either stagnant or countercurrent
flow with the gas phase.



240 8 Simulation of Interfacial Effect on Mass Transfer

Fig. 8.1 Experimental installation for the observation of interfacial structure (/—He—Ne laser,
2—reflecting mirror, 3—expanding lens, 4—concave mirror, 5—mirror, 6—blade, 7—screen,
8—CCD camera, 9—N, cylinder, /0—CO, cylinder, / /—absorbent vessel, /2—pump, /13—CO,
purifier, /4—rotameter, /5—PID controlled heater, /6—mixer, /7—bubbling vessel, /18—
blower, /9—falling film liquid—gas contactor, 20—horizontal flow liquid—gas contactor, 2/—air-
conditioning zone, 22—solvent recovery vessel, 23—flue gas exit) [1]

8.2.1 Stagnant Liquid and Horizontal Gas Flow

1. Desorption of CO, from CO,saturated ethyl acetate

In this case, Ma > 0, Ra < 0, the Marangoni convection is induced after the
surface tension gradient is reaching to the critical value. The interface was pho-
tographed for the whole desorption process until stable picture was obtained. The
liquid—gas contactor is schematically shown in Fig. 8.2a.

Under the condition of 17 °C, nitrogen flow rate 0.1 m>/h, and liquid thickness
5 mm, the interface image displayed not so clear roll structure at the beginning as
shown in Fig. 8.3a, afterward turned to polygonal-like structure (b), and finally
reached stable clear polygonal cell structure (c).

2. Absorption of CO; by ethyl acetate

In this case, Ma < 0, Ra > 0, although the Marangoni convection is negative,
yet the density gradient between interface and the bulk liquid induced the Rayleigh
convection to renew the interface so as to establish concentration gradient with the
depleted local point and formed interfacial convection as shown in Fig. 8.4. As
shown in this figure, when the liquid thickness is 2 mm, the interface displayed
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Fig. 8.2 Liquid—gas contactors. a Horizontal contactor, b vertical (falling film) contactor

Fig. 8.3 Interfacial structure of CO, desorption from stagnant ethyl acetate at 17 °C and N, rate
of 0.1 m*/h [1]. a Beginning of formation. b Development. ¢ Stable structure

Fig. 8.4 Interfacial structure of CO, absorption by stagnant ethyl acetate at 17 °C and gas rate of
0.04 m*h [1]. a Liquid thickness 2 mm. b Liquid thickness 5 mm. ¢ Liquid thickness 10 mm

polygonal-like structure but without order. When thickness of liquid was increased
to 5 mm, mixed roll and cellular structure was appeared. Further increased in
liquid thickness to 10 mm, the interface showed the enlargement of the mixed
structure and more intense convection. It demonstrated that the Rayleigh effect
was strengthened by deeper liquid thickness to increase the density gradient. It is
also shown that the interfacial structure is dependent on the coupling effect of
Marangoni and Rayleigh convections.
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Fig. 8.5 Image of
convection perpendicular to
the interface for the
absorption of CO, by
stagnant ethyl acetate [1]

The Rayleigh convection was also photographed from vertical view (perpen-
dicular to the interface) as shown in Fig. 8.5. The inverted mushroom shape of
convection penetrates from the interface to the main body of liquid.

8.2.2 Horizontal Concurrent Flow of Liquid and Gas

1. Desorption of CO, from CO-saturated ethanol
In this case (Ma > 0, Ra < 0), under the condition of liquid thickness 4.6 mm,
ethanol velocity 6.9 x 107> m s~ ', and nitrogen rate 0.12 m® h™', Marangoni
convection was induced as shown in Fig. 8.6a in the form of parallel roll
structure. When nitrogen rate was increased to 0.16 m’ h™!, the roll became
finer and smaller as shown in Fig. 8.6b.

2. Diffusion of aqueous ethanol to nitrogen in countercurrent flow

In this case, two component, water and ethanol, was diffused to nitrogen in the
liquid—gas concurrent flow and induced interfacial structure (Ma > 0, Ra > 0).
Under the condition of liquid thickness 5.3 mm, aqueous ethanol rate
8.7 x 107 m s, and nitrogen rate 0.1 m* h™', the interface displayed clear
cellular structure as shown in Fig. 8.7a. Under another condition of liquid
thickness 4.3 mm, aqueous ethanol rate 1.1 X 10> m s_l, and nitrogen rate
0.16 m®> h™", the cellular structure was not so clear and likely to have tendency
of becoming roll as shown in Fig. 8.7b. Thus, the interfacial structure is also
affected by the flowing condition of liquid and gas.

8.2.3 Vertical (Falling-Film) Countercurrent Flow of Liquid
and Gas

Two cases of chemical absorption are taken for illustration.

1. CO; absorption by aqueous diethanolamine
In this case, 28 mol% of aqueous diethanolamine was used to absorb CO,
(Ma > 0, Ra > 0) in the falling-film liquid—gas countercurrent contactor as
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Fig. 8.6 Desorption of CO, in horizontal concurrent liquid—gas flow [1]. a Nitrogen rate
0.12 m*/h. b Nitrogen rate 0.16 m*/h

Fig. 8.7 Diffusion of aqueous ethanol to nitrogen in concurrent flow. a Nitrogen rate 0.12 m*/h.
b Nitrogen rate 0.16 m*/h (reprinted from Ref. [8], Copyright 2002, with permission from
CIESC)

Fig. 8.8 Falling-film absorption of CO, by diethanolamine [1]. a CO, flow rate 0.016 R
b CO, flow rate 0.1 m® h™'. ¢ CO, flow rate 0.2 m> h™!

shown in Fig. 8.2b. Under the condition of liquid thickness 0.12 mm, liquid
rate 3.22 x 1072 m s~ !, and CO, rate 0.016 m® s, the interface displayed
mixed structure of roll and cell as shown in Fig. 8.8a. At higher CO, rate of 0.1
and 0.2 m® s7', the roll structure was dominated although some cells were
appeared locally as shown in Fig. 8.8b and c.



244 8 Simulation of Interfacial Effect on Mass Transfer

Fig. 8.9 Falling-film absorption of CO, by NaOH [1]. a CO, rate 0.08 m*> h™". b CO, rate
0.1 m® h™". ¢ CO; rate 0.16 m* h™'. d CO, rate 0.3 m* h™"

2. CO, absorption by aqueous NaOH
In this case, under the condition of falling-film thickness 0.13 mm, liquid rate
276 x 1072 m s_l, and the countercurrent CO, rate, respectively, 0.08, 0.1,
0.16, and 0.3 m® s™', the interface structure is shown in Fig. 8.9a—d. At low gas
rate, cellular structure appeared locally; while at higher gas rate, the roll
structure involving cells was developed with tendency to becoming all roll
structure.

8.3 The Condition for Initiating Marangoni Convection

The appearance of Marangoni convection in the liquid—gas interface means that the
system cannot retain the stable state and turn to induce interfacial flow and
accompany with the formation of orderly structure. In other words, the Marangoni
convection initiates at the point where the stability of a mass transfer process is
broken down and led to the non-equilibrium phase transition to the orderly structure.

The condition of initiating Marangoni convection can be found by analyzing the
stability of a mass transfer process, i.e., answering the question: under what
condition the stable state is interrupted. The process chosen for this study is
desorption of falling-film desorbent (aqueous acetone) by the countercurrent
flowing gas (nitrogen) as shown in Fig. 8.10.

Sha [10, 11] simulated and analyzed this process with the following model:

Assumptions

(1) The thickness of falling film is small; the density difference between interface
and the film in the direction perpendicular to the interface is negligible so that
the effect of Rayleigh convection can be neglected. Also the process is iso-
thermal, and the Marangoni convection is only due to interfacial concentration
difference.
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Fig. 8.10 Mass transfer solid :
model of falling-film and bogndry interface
countercurrent gas flow 1
liquid gas
y
o d z
x

(2) The interface is flat, no deformation.

(3) All physical properties are constant except surface tension.

(4) Both the rate of falling film and uprising gas flow are low, and the frictional
force between liquid and gas is neglected.

(5) The amount of desorbed species (acetone) transferred is small, so that the
density of desorbent is practically remained constant.

8.3.1 Model Equations

The mass transfer process is desorption where desorbed species (acetone) is
transferred from aqueous liquid phase to the gas phase. The surface tension is
changed linearly with the concentration as follows:

g =00+ R.(c —cp)

where gy is the surface tension at the interfacial desorbent (aqueous acetone)
concentration, cp; R, = % is the rate of surface tension change with respect to the
concentration; c is the desorbent concentration in aqueous liquid phase.

For the desorption of aqueous acetone to the nitrogen, the concentration of
acetone is decreased as the liquid phase flowing down, the concentration gradient
% is negative. Since R, is negative in this case, thus R.Ac as well as Ma is positive
and Marangoni convection can be induced under appropriate condition. The fol-
lowing interacted liquid-phase (aqueous acetone) model can be established:
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where c is the mass concentration of the desorbed species (acetone) in desorbent
(kg m_3); D is the molecular diffusivity (m2 s_l); S is the source term (gravity);
and ¢ is the time.

The boundary conditions are as follows:

Atz=0(wall),u=v=w=0, %;:O.

At z = d (liquid—gas interface), solute is diffused from liquid phase to the gas
phase, the rate of which can be represented by the following equation:

—D% = kL(C - C])
0z

where ki is the liquid film coefficient of mass transfer; cyis the solute concentration
at the interface.

Dimensionless model equations

For the convenience of solving the model equation, the method of dimensionless
is used to reduce the number of variables. Let d, f.R.d/u, f.Rc, f.d, 1t/ P Re
are respectively the dimensionless length, velocity, pressure, concentration, and
time, i.e.,

up v wit x _y
U=gra V=pra W—ﬁcgcw X=y Y=y
__z __ ¢ 1B Re 4
Z=5 C=g5, =77, P=3x

Substitute the foregoing dimensionless variables to the model equations to yield
the following equations:

oU
=0
ou . oU oP U
Re| > U] = -
e{az- +U6x,} o
oc . oC] o*C
Mal— ==
“[&*Uax,} o

U=(U,V,W)
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The dimensionless boundary conditions are as follows:

AtZ =0,
U=V=W=03C/0Z=0

At Z =1,

W=0

U aC

RV, ¢

v oc

oz oY

oC

where the dimensionless group are as follows:

_ pP.R.A? _u . __ kud _ B.R.d?
RE—CH—ZC, Sc_ﬂ_D7 Bl(M,L)—T, Ma = C#D s
_ __c—CI __c—Cp _ S
C-G=%4 C=Fd S=5p

where Bi(M, L) is the Biot number for liquid phase and the (M, L) is omitted in
subsequent section.

8.3.2 Stability Analysis

Since the inhomogeneity of surface tension at the interface is the cause of initiating
the Marangoni convection, the surface tension gradient % can be considered as an

external force acting to the system. When this external force is not great enough to
overcome the viscous shearing force of the fluid, the system remains stable. If this
external force is just equal to the viscous shearing force of the fluid, the system is
said to be in the critical condition. The Marangoni number at this point is denoted
as critical Marangoni number Ma,,. Thus, we may apply a small disturbance as
external force to study the stability of the system.

The small disturbance acting on the variables concerned can be represented as
follows:

(U,V,W,P,C) = (U,V,W,P,C) + (du, év, ow, dp, éc)

where superscript “—” denotes stable state. If the disturbance system follows single
normal mode, the disturbance term (du, dv,ow,dp,dc) is expressed by two-
dimensional (x, y) exponential form as follows:

(ou, ov, ow, op, oc) = (W(Z),v(Z),w(Z),p(Z),¢(Z)) exp [ikxx + ikyy + cot]
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where k, and k, are, respectively, the wave number in x and y direction; @ is the
increasing rate of disturbance; superscript A represents the amplitude of the dis-
turbed variable; x, y are the dimensionless coordinates.

Under neutral condition, w is equal to 0. If the disturbance appears in x direc-
tion, k, = 0. Substituting the disturbance expression to the dimensionless model
equation and the boundary condition, we have the following:

(D* — k)it = MaSc™"Ww
(D* —K})*W =0 (8.4)
(D* = k2)C = —Ma(it + MaZ*v/2)

AtZ=0,u=w=Dw=DC=0

AtZ =1, Du=w=D*w+k*C = DC + BiC =0
where D is differential operator.

If the system is stable, the foregoing dimensionless equations have zero solu-
tion; if the system is unstable, there should have solution. Direct integration of
foregoing dimensionless equations yield the solutions for i, w and C with eight
unknown integration constants in which the Ma, Bi, Sc, k, are involved. Substi-
tuting to the boundary condition, eight linear equations are obtained. In this
equation set, if the coefficients of 8 X 8 determinant equal to zero, the dimen-
sionless equations can be solved. Mathematically speaking, the necessary and
sufficient condition of system under instability is the foregoing 8 X 8 determinant
is equal to zero. It follows that we have the following:

f(Ma,Bi,Sc,k,) =0

The left-hand side of the equation represents the relationship between Ma, Bi,
Sc, k, obtained by setting the 8 x 8 determinant equal to zero. In other words, the
foregoing system is unstable if its reasonable values of Ma, Bi, Sc, k, are fulfill the
condition of f(Ma, Bi,Sc,k,) = 0.

By setting different Sc and Bi, the relationship between Ma and k, can be
obtained from f(Ma, Bi, Sc, k,) = 0 as shown by the curves in Figs. 8.11 and 8.12.
In these figures, any points above the curve are unstable and induce Marangoni
convection, while any points below are stable without Marangoni convection. The
minimum point of the curve represents the critical Marangoni number Ma,. It is
also shown in Figs. 8.13 and 8.14 that Ma,, is affected by both Sc and Bi of the
process.

Sha performed the experiment on the falling-film desorption of acetone from its
aqueous solution [10, 11] and found the Ma,, as given in Table 8.2. In comparison
with the calculated Ma,,, the error is less than 10 %.
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Table 8.2 Comparison of calculated and experimental Ma,, (gas-phase N,, Re = 446)
Liquid rate x 10 Film Bi Sc  Experimental ~ Calculated  Error
m’s7h thickness x 10* (m) Mag, Mag, (%)
1.11 2.78 1.655 714 26.92 24.86 8.29
1.67 3.18 2.168 714 28.67 26.24 9.26
222 35 2.62 714 29.86 27.43 8.97
2.78 3.77 3.05 714 31.24 28.56 9.4

8.4 Mass Transfer Enhancement by Marangoni
Convection

As stated in previous section, the mass transfer process can be enhanced by the
presence of Marangoni convection. Xiao analyzed the mass transfer condition
under Ma > Ma,, to find the enhancement factor as follows [12].

Starting from the equation of steady diffusion,

W—e = D —o
Ox Oox 072
and the direct integration of continuity equation:

we
o Z@x

Substituting Eq. (8.6) to Eq. (8.5), we have the following:

de ot o
" w2



8.4 Mass Transfer Enhancement by Marangoni Convection 251

The boundary conditions are as follows:

z=d c=c
z=0 c=cp
x=0 c=c¢p

where ¢y and ¢ are, respectively, the concentration at the interface and bulk fluid.
If the thickness of the boundary layer at point x is h(x), let

_z
~ h(x)
Substituting to Eq. (8.7) yields the following:

1 (udh? du\ dc d’c d’c
—(=— 4= —+—4+-—=0 8.8
D<2dx+ dx>"dn+dn+dn2 (88)
Let
1 (udh® ,du
b )= (85)
Equation (8.8) becomes
de d%¢
| np——— = 8.10
Nyt ap (8.10)

From the boundary condition, at x = 0, 7 = 0, integrating Eqgs. (8.9) and (8.10)
and combining with the boundary condition, we get the following:

n

21
c=co— ;(cl — o) / eitdy (8.11)
0
or
o dcdy 1 \/ﬂ iy
T e — 8.12
0z Onodz h n(Co cje (8.12)
Let N be the mass flux transferred, which is given by the following:
dc
N=D— =k —
aZ 0 p(CO Cl)

In connection with Egs. (8.11) and (8.12), we have the following:

ol—
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where K, is the local mass transfer coefficient at point p. Thus, the liquid-phase
mass transfer coefficient covering the length x, of the process can be considered as
the averaged ky:

X0

1 r D1
k=— %w:¢i—/—ilﬁw
X0 T X0 X 2

0 0 ({m“> (8.13)

1

[D1 [ 7

=2 {/ udx}
TiXp | X0 Jo

If u in the foregoing equation is replaced by the average velocity u, it becomes
Higbie penetration model. Here, we considered a disturbance velocity ou is added
to uq as follows:

u = uy+ ou

and

Su = _/Gg—wdx: —/DWexp(ikxx+wt)dx
Z

The W can be expressed as function of z as follows:
W =Af(2)

where A is a constant to be determined. Then, we have the following:

ou = kLAf(z) exp(ikyx + wt)
1

Substituting Ou to the force balance equation at the interface gives as follows:

O0c  (00u  0Oow
ks (a—z * E)
= uA [klf(z) + ikf(z)} exp(ikyx + wt)
2

Integrating foregoing equation from 0 to x, yields the following:

Ag = uA {l (z) +f(z)] exp(ikex + i)y = 0A

k2
where Ag is the liquid-phase surface tension difference of the element in contact
with the gas phase at the interface after traveling through distance x,. Substituting
Ao to the definition of Ma and rearranging, we have the following:
Ao

uD
A FZ%MGZBMQ
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Substitute du and A to the following velocity equation yields the following:

/ /
u=uy+ou=uy+ iBMaf(z) exp(ikux + wt)

Then, we have the following:
1

D 1 / ) o
k=24 /n—xo [uo + k—)%BMaf(z) exp(ikyx + wt)ly }
2 b ! BM. / ik . :
= _ _ X f
n(xo/u()) |: M()k)% af(z) eXp(l X+ o ) 0 :l

1
= kH[l + EMa]2
Obviously, ky is the mass transfer coefficient given by penetration theory;
E can be considered as a constant. Then we have the ratio of the mass transfer
coefficients with surface disturbance to that of penetration theory as follows:

o=

FeX 0 yemat= (L1 E) M
= — = a = _— a

kH Ma
where the ratio F is the enhancement factor. When Ma is sufficient large, the

foregoing equation can be simplified to as follows:
F = EMa

The F is proportional to square root of the Ma. As shown from foregoing
equation, the mass transfer can be enhanced by Marangoni convection, although it

should be verified by experimental evidence as shown in subsequent section.
Sun [13, 14] derived from dimensionless disturbance equation to obtain F to be:

F 4 Ma — Ma,, 3
= al ———
Ma,,

where a is a constant. When Ma is sufficient large, it becomes
Ma \?
F = a% a
Ma,,

When Ma = Ma.,, F = 1, we obtain a = 1; the equation also takes in the form of

1

Ma \ 2
F:( a)
Mac,

For a mass transfer process, the Ma,, is a fixed value, the foregoing equation

the following equation:

can be written as F = b(Ma)%.
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8.5 Experiment on the Mass Transfer Enhancement
by Interfacial Marangoni Convection

8.5.1 Absorption of CO, by Horizontal Stagnant Solvent

Sun [13, 14] performed the experiment of CO, absorption by methanol, toluene,
and chlorobenzene in a horizontal liquid—gas contactor at different liquid thickness
h as shown in Fig. 8.16 for investigating the progress of Marangoni effect. The
development of enhancement factor F' with time of the unsteady absorption is
given in Fig. 8.15.

As shown from Fig. 8.15, the enhancement factor F at the beginning is
increased with time where the rate of absorption by ethanol is faster than that by
toluene. While the absorption by chlorobenzene shows no enhancement effect
(F = 1) due to both the Ma and Ra numbers are negative. Figure 8.16 shows the
F—t curve of CO, absorption by isopropanol at different liquid thickness.

As shown in Fig. 8.16, the F increases with increasing liquid thickness because
the higher the liquid thickness the more intense Rayleigh effect. It demonstrates
that the coupling effect of Rayleigh and Marangoni makes greater increase in the
enhancement factor.

Sun proposed that the F—t curve is composed with three stages [14]: (1)
ascending stage where the interfacial disturbance is gradually intensified and F is
increased; (2) transition stage where the interfacial disturbance and F' becomes
relatively stable; and (3) descending state where the absorption is approaching
saturation so that the driving force of mass transfer is lowered and F is gradually
declined.

In the ascending stage, the F factor can be regressed by the following equation:

)
F = .
Ma,

8.5.2 Desorption of CO, by Falling-Film Solvent

Zhou performed the experiment of steady falling-film mass transfer process to
investigate the effect of Marangoni convection on the mass transfer coefficient [5,
7, 15]. The choice of falling film is to eliminate the Rayleigh effect. The experi-
mental setup is the same as shown in Figs. 8.1 and 8.2b. The process is desorption
of aqueous desorbent by nitrogen. The inlet composition of aqueous desorbent was
changed for every run in order to study the influence of mass transfer coefficient on
the effect of Marangoni convection. Pure nitrogen was used as gas absorbent for
desorption. The composition of desorbent in the outlet gas phase can be calculated
by the following:



8.5 Experiment on the Mass Transfer Enhancement 255

Fig. 8.15 F-t curve of CO, 10 —
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where ¢y, is the desorbent concentration at the inlet (mol m_3); CLout ANd CGout
are, respectively, the desorbate (species to be desorbed, called solute hereafter)
concentration at the outlet liquid and gas phases; O and Qg are, respectively, the
volumetric flow of liquid and gas phases.

The overall coefficient of mass transfer can be calculated by the following
equation:

QL(CLin - CLout)

KL =
exp AL — Cf)log
(CLin = CGout/M) — CLout
* _
(e — cL)log_ CLin—CGou /M

log

CLout

where A is the liquid-gas contacting area; (¢, — ci)log is the logarithmic average
driving force of mass transfer between liquid inlet and outlet; ¢} is the desorbate
(solute) concentration in liquid phase in equilibrium with that in gas phase;
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m = c§/cL; ¢ is the solute concentration in equilibrium with the partial pressure
of solute concentration ¢y, in the bulk liquid phase.

In this case, the Ac in Marangoni number, which represents the intensity of
Marangoni convection, can be expressed by the interfacial solute concentration
difference per unit length of interface as follows:

Ac — ACl'Lf _ CLf (out) l— CLf (in)

where ci is the solute concentration at interface. The # can be regarded as the
driving force per unit interfacial length. The cy¢ i) and crg oury can be calculated

as follows [16]:
CGout + CLin4 / L%
CLf(n) = —————F7——
m—+ /D%
CLout\/%

D

CLf (out) =

where D and Dg are, respectively, the diffusivity of solute in liquid phase and gas
phase.

Under the condition of no Marangoni convection, the mass transfer on falling
film is only by diffusion. Zhang et al. [16] and Bird et al. [17] derived the fol-
lowing equation of overall mass transfer coefficient Kj ¢, based on the penetration
theory:

_ (TET)O.S (D70'5 4 DE‘O.S X m) /2
KLtheo
Under the condition of existing Marangoni convection, the enhancement factor

F can be expressed as follows:

F— KLexp

KLtheo

A‘l'“, we can judge the

From the experimental F factor obtained under different
intensity of Marangoni effect.

1. The Increase in K, ., with %
(A) Desorption of ethyl ether in nitrogen stream

Under the condition of N, 1.5 m> hl, aqueous ethyl ether 10 L h~!, the
overall liquid-phase mass transfer coefficient Kj ., versus driving force per unit
interfacial length %, is shown in Fig. 8.17. Different % are established by

changing the inlet composition of aqueous ethyl ether.



8.5 Experiment on the Mass Transfer Enhancement 257

18
16
= 14r
212 F
£
= 10F
% 8 m Experimental Kpeyp (Qg=1.5m*h")
= 6r w7 " | Theoritical K e
G A
2 -
1 1 1 1 1 1 1
0 0.02 0.04 0.06 0.08 0.10 0.12 0.14

Acp g /1 (mol-m3-m1)
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Fig. 8.18 The Kj .y, versus Acpg/l curve for the desorption of aqueous ethanol

(B) Desorption of ethanol in nitrogen stream

Under the condition of N, 1.5 m3/h, aqueous ethanol 10 L/h, the overall liquid-
phase mass transfer coefficient Kj ., versus driving force unit length % is shown
in Fig. 8.18.

As shown from Figs. 8.17 and 8.18, the overall mass transfer coefficient Ky exp
is increased with increasing % because the Marangoni convection is intensified.

When Acl” is further increased, the Marangoni convection is strong to approaching

turbulence, and desorption is gradually turning to the stable turbulent mass
transfer. The enhancement factor is found about 1.5-4.0.

2. The Increase in enhancement factor F with Ma number
The Acy g/l can be converted to the Ma number by Eq. (8.1). The increase in
F with Ma number at different liquid and gas rates is shown in Fig. 8.19 [9]. As
shown in figure, the liquid rate is much influential on F factor than the gas rate.
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Fig. 8.19 The F versus Ma curve for the desorption of aqueous ethanol, a Reg = 230,
b Reg = 460 (reprinted from ref [9], Copyright 2006, with permission from Tianjin University)

8.6 The Transition of Interfacial Structure from Order
to Disorder

For the falling-film mass transfer process as shown in Fig. 8.3, when the Ma number
exceeds the critical value Ma,,, the linear stability analysis is not valid, and the
nonlinear disturbance should be considered. Xiao [12] solved the following non-
linear disturbance equation for the process with heat and mass transfer as follows:

u o Wu_ 13P  &ou
ot Ox; p Ox; Ox;
%_T+5u6AT: (5w—|—oca2£
ot Ox; ax,Z
¢ + 5u65—c =ow+ D62£
ot ox; ox?
ou
ox;

The foregoing equation set involves unknown ou, ow, dp, 6T, and SC. Elimi-
nating dp from the velocity equation, we have the following:
0
—q)+5u Vo =vwW2p
ot
where ¢ = % — %.
The boundary conditions are as follows:

At z = 0 (wall surface):

ou=20

Gl

0oc _ B’ sC
0z

o1 _ Bi)TST

0z
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.0 kgd . . .0 hgd . .
where Bij| = 5 is the Biot number for mass transfer; Bij) = Lo the Biot number

for heat transfer; superscript O denotes at the solid wall.
At z = 1 (interface):

ow=0
00T .
0oc _ Bi' sC
0z

Oou n oow  May, 06T M 00C
oo P e PYS a4 —
0z Ox Le 0Ox Ox
where the superscript / denotes the interface.
For solving the unknown du, éw, 6T, and JC, the tau method developed from

Gelerkin method was used. The energy spectrum function P is defined as [18]
follows:

N
P(f) = Z Crexp (2nfk\/:/N)
k=1

where fis the frequency; k is the wave number; N is the number of terms taken in
the expansion series of disturbance. Figures 8.19 (no heat transfer, Ma; = 0) and
8.20 (with heat transfer, Ma, = 34) show the energy spectrum for desorption of
aqueous methanol at different Ma/Ma., and May,.

From the energy spectrum at different Ma/Ma,,, it is shown that when Ma/
Ma,, between 3 and 12, clear peak is found indicating periodic motion (ordered
convection); but when Ma/Ma., up to about 13, obvious noise is appeared
indicating the periodic motion being interrupted and turned to disorder (chaos).
Thus, the transition point, which can be found from interfacial order to disorder
structure, is about Ma/Ma.. = 13. Nevertheless, upon careful study of
Figs. 8.20 and 8.21, some small noise yet to be seen; it means that some small
disorder is always accompanied with the major part of the ordered interfacial
structure.

From the solution of foregoing differential equation set, Xiao [12] also obtained
the relationship between mass flux (represented by Sherwood number Sh,

(Sh = % = D"Zlc) and Ma/Ma.,. The calculated results are compared with experi-
mental data on desorption of aqueous methanol and acetone under nitrogen stream
as shown in Figs. 8.22 and 8.23. When Ma exceed critical value (Ma/Ma., = 1),
Sh goes up sharply and then slow down as Ma further increases. Finally, Sh
becomes almost constant which indicates that the chaos or turbulent state is

reached.
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8.7 Theory of Mass Transfer with Consideration
of Marangoni Effect

In the study of mass transfer, the fluid element (microcell) can be used to describe
the behaviors of the process. Under the condition of no Marangoni effect,
according to the penetration theory, the fluid element flows randomly from fluid
phase to the interface and stays there within residence time T for unsteady mass
transfer and then go back to the bulk fluid. The liquid-phase mass transfer coef-
ficient ky is given by the following:

D
k=2 T

When Marangoni convection appears, the interfacial flow and accompanied
underneath circulation promotes the renewal of interface. The residence time of
fluid element is then shortened.

Based on this viewpoint, Sha modified the penetration theory [10, 19] with
consideration that the residence time of fluid element should be changed to
t instead of T(t<T) when Marangoni convection occurs. The mass transfer
coefficient k. at the presence of Marangoni convection becomes

D
ke = 2\/7
Tt
The enhancement factor F can be calculated by the following ratio:

Fofe_ T e
ku t

Since the F factor is generally about 2-5, the residence time of fluid element is
then reduced by 4-25 folds. The shorter residence time means the faster the fluid
circulation and quicker the interfacial mass renewal. The circulations of the fluid
element without Marangoni convection and with Marangoni convection are shown
schematically in Fig. 8.24. It is shown that by the help of Marangoni convection,
the path of circulation is smaller (/ < L) and the residence time is shorten (1 < T)
because the renewal of interfacial concentration is faster. Nevertheless, the / and
t are statistic average length and time, which are still unknown.

Sha postulated that the dimensionless time 7 and length % satisfy the exponential

relationship as follows:
t n"
S 8.14
= (1) (8.14)

where 0<% <1 and 0< % <1 as shown in Fig. 8.25; m is a constant and
0 < m < 1. The value of m will be given later.
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Fig. 8.24 Renewal of (a) (b)
interfacial fluid element. a No
Marangoni convection.

b With Marangoni
convection (reprinted from
Ref. [19], Copyright 2003,
with permission from CIESC)
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At the critical point of initiating Marangoni convection (Ma = Ma,,), the
interfacial flow is a result of establishing the following force balance at the
interface:

Ou o dc

K dy Ocox
Let the local interfacial velocity u be the average convective velocity at
interface U, the vertical distance y be the penetration depth of the Marangoni

convection dy, the following approximated relationship is obtained from foregoing
equation:

U, dohc

Mo, Tac T

Substituting U ~ /1, Oy ~+/vt, where v is the kinematic viscosity, one
yields:

B uoc
Combining with Eq. (8.14),
> 1

3m—4

ﬁt T 1 oc
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and after simplifying, the residence time 7 can be expressed by the following
equation:

L 100 Tn

4

5 uoc 12

or

1 100\ LDy T+ Tn
— —V
(== Twee™pL

Substituting the definition of Ma,

10
Ma = GA —
1 oc
the following relationship is obtained:
1 Tn
( 1)4731)1 NMaDvl/z E
=25 ;

2\ T3
t’% ~ <MaDv1/2 ﬁ)
I3

For unsteady diffusion, the mass flux j. can be expressed by penetration theory:

D
Je NAC\/:

Substitute the expression for ¢ to have

m

73\ ™

The Sherwood number S is defined as follows:

kel el
D DAc

Substitute j. to yield

m

Sh~D"2 (MaDv1/2 F) i

and eliminate / by Eq. (8.14), the following relationship is obtained:
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Fig. 8.26 Relationship
between 22 and 4+
m (Reprinted from Ref. [19],
Copyright 2003, with
permission from CIESC) 2r
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As all variables are constant except Sh, Ma, and Sc (Sc = 5) in the foregoing
equation, it can be simplified as follows:

m—2 1(m=2
Sh X Ma3m—4SC§(3m—4)
or

m—2

Sh o Ma"Sc?" -
x Ma"Sc™, n E—

The exponent % is not continuous as shown in Fig. 8.26.

According to Eq. (8.14), m should be greater than O and less than 1; therefore,
the exponent »n is between 0.5 and 1.

At the critical point, where t = T, | = L and m = 0, the Sh and Ma relationship
becomes

Sh — Ma®35c0-2
Or express generally as
Sh = Ma"Sc*

It indicates that the exponent n of Ma is 0.5 at the beginning of Marangoni
convection appearance, and »n is gradually increased with increasing Ma as ¢ and
[ becoming smaller to make m larger. Note that the extent of n increase is
dependent on the nature of the process concerned.

The exponent 7 is affected by many factors, such as Rey of liquid phase, Reg of
gas phase, physical property of the system, structure of the equipment, depth of the
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liquid (Ra effect), concentration and temperature (Ma and Ma, effect). For
instance, the falling-film experiment of desorption by Yu indicated that the value
of n is varied with the Reynolds number Re; of the flowing liquid [18]. Thus,
different values of n were reported in literature by different authors under their
specific experimental conditions.

Zhou gave n = 0.452 [15] for desorption of falling aqueous isopropanol, ether
and acetone in uprising nitrogen; Sun reported n = 0.5 £ 0.05 [13, 14]; Imaishi
et al. obtained n = 0.6 [20] for acetone desorption under short liquid—gas con-
tacting time and Re = 80. Brian reported n = 0.5, n = 1.01 [21] and also
n between 0.25 and 0.5 [22, 23] under different conditions. Hozawa et al. presented
n = 0.4 £ 0.1 [24] for desorption of aqueous methanol, ether, acetone, and tri-
ethanolamine. Golovin considered n was between 1/3 and 1 [25, 26]. Fujinawa
et al. obtained n = 1.05 [27] in agitation system with Re = 10,000. Olander and
Reddy [28] and Sawistowski and Goltz [30] reported n = 1 from their experiment
of extraction with agitation.

Although the exponent n reported is quite different, it can be considered that
n is about 0.45 ~ 0.6 for desorption process. In the process with agitation, n can
be around 1 as it is in the chaos (highly turbulent) condition.

Sun gave the following relationship by solving the dimensionless disturbance
equation [13, 30] for the roll cell convection at interface:

Ma — M cr
Sh:1+2A1<u)

aCI’

and for the hexagonal cell convection:

1
A (Ma— Ma 2 A (Ma— Ma
Sh=1+12BI|1+= | ——= 2B |1 + — [ ————=
" [ +Bz< Mac, * tom Ma.,

M

where the parameters A, B and [ are function of Bi and a" , which can be obtained

by the regression of experimental data.

8.8 Simulation of Rayleigh Convection

8.8.1 Mathematical Model

As observed from experimental work, the mass transfer through horizontal inter-
face is affected by the Rayleigh convection created by the density difference
between interface and the main fluid.

Sha established the mathematical model and analyzed the results of simulation
for the gas absorption with Rayleigh effect [10, 31]. The simulated object is shown
in Fig. 8.27.
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Fig. 8.27 Rayleigh gas
convection simulation | |
interface
z=d ¢ J
liquid
A
X
7/
©,0) =

Assumptions

(1) The Marangoni number of the liquid—gas mass transfer is negative, Ma < 0;

(2) All physical properties except density are constant;

(3) Linear relationship between absorbed species (solute) concentration and
density;

(4) The interface is flat, no deformation;

(5) The rate of mass transfer is small.

Model equations

where u# and w are, respectively, the liquid velocity (liquid element or cluster
motion) component in x (horizontal, parallel to the interface) and z directions
(vertical, perpendicular to the interface); D is the diffusivity of solute in liquid
phase; c is the solute concentration in liquid phase; ¢ is the solute concentration in
main liquid; g is gravitational acceleration; p’ and p are, respectively, the density

of liquid with concentration ¢ and cg; R, = % (2—’;) is a constant.
pT
Combining the static pressure of the fluid to the pressure term, the following
two-dimensional flow and mass transfer equation set is established:
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The initial and boundary conditions are as follows:

Att=0,u=w=0, ¢c = cp

When ¢ > 0, no slip and solute penetration conditions are applied to the solid wall:
Atx=0u=w=0%=0

Atx=bu=w=0,%=0

AtzzO,uzw=0,2—§=0

At interface, z = d, w = 0, % —0.

The solute transferred from gas phase to liquid phase should go through Gibbs
adsorption layer (see Sect. 8.11), and the boundary condition is as follows:

Oc
—Da* = kg (pe — mer) + Sgibbs

where kg is the gas-phase film mass transfer coefficient; p. is the partial pressure of
solute in gas phase; c' is the solute concentration at interface; m is the Henry
constant (m = ’;—C: , Pu is the partial pressure of the solute in equilibrium with cy);
SGibbs 18 the source term representing the influence of Gibbs adsorption layer to the
mass transfer, which can be neglected due to small rate of mass transfer.

The foregoing equation set can be generalized to dimensionless for the con-
venience of solution and analysis.

Let d, £ p—d,— — co,du" , p‘;z be the scalar length, velocity, concentration, time

pressure; the following dimensionless parameters can be formed:

d d

y=tl M x_r oz c-_°
u u d d (c1/m)
1 pd’p ped’p

T = —— = — C:
pd? w 12

The dimensionless equation set and boundary conditions are obtained as
follows:
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The initial and boundary conditions are as follows:

Att=0U=W=0,C=0

0
At 7:>0,X:O,U:W:O,—C:O
15).¢
oC
X=b/dU=W=0,-=0
/ (5).¢
Z=O,U:W:O,6—C:O
0Z
ou oC ) .
Z = ]7W:O,&:O—&:Blm(Pc—mC )+S
The dimensionless groups Ra, Sc, and Bi in the equation set are as follows:
*— a? kad
Ra= 8 bed” o B e
vD pD D

where Bi,, is the Bi for mass transfer in gas phase, the subscript m will be omitted
in subsequent Sect. 8.8.2.

8.8.2 Result of Simulation and Analysis

The dimensionless equation set involves three dimensionless groups Ra, Sc, and
Bi. By designating the values of these three dimensionless groups for a specific
mass transfer process, the Rayleigh convective flow and the solution of model
equations can be obtained [10, 31]. In industrial equipment, the corresponding Ra
number is usually large and far from the critical Ra,,. Thus, we chose larger Ra for
investigation. As the mass transfer is also affected by the condition of gas phase,
different Bi is adopted for study its effect.

1. Rayleigh convection and interface renewal
Take the absorption of CO, by ethanol as an example. The dimensionless
groups chosen are Bi = 1, Sc = 200 and Ra = 10® which is far from Ra,,. The
simulated results are shown in Figs. 8.28 and 8.29, the former displays
dimensionless CO, contours at different dimensionless time, and the latter
displays the dimensionless velocity contours at different dimensionless time.
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Fig. 8.28 The solute concentration contour at different time for the absorption of CO, by ethanol
(Bi = 1, Ra = 10®, Sc¢ = 200) (reprinted from Ref. [31], Copyright 2002, with permission from
CIESC)
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Fig. 8.29 The contour of liquid cell moving velocity at different time for the absorption of CO,
by ethanol (Bi = 1, Ra = 108, Sc = 200) (reprinted from Ref. [31], Copyright 2002, with
permission from CIESC)
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As shown from Fig. 8.28, at the beginning (7<0.005) of mass transfer, the
concentration contour is almost flat as the mass transfer is only by molecular
diffusion. At © = 0.065, sudden change is shown at the interface due to the for-
mation of individual Rayleigh convection to force some local interfacial fluid cells
moving downward. The corresponding velocity contour of individual Rayleigh
convection is shown in Fig. 8.29 (7 <0.005). As shown in Fig. 8.29, the couples of
opposite eddy flow (small Rayleigh convection) carry the local aqueous solute
cells apart from interface; the vacancy at the interface is refilled instantly by the
flash bulk fluid cells. The moving downward interfacial cells are interacting with
the Rayleigh fluid convection to form inverted mushroom shape of concentration
vortex as shown in Fig. 8.28 at T = 0.09. Compared with Fig. 8.5, the simulated
result is similar with the Schlieren picture where the line of reflective index is
equivalent to the concentration contour.

The renewal of interfacial cells demonstrates the effect of Rayleigh convection
in enhancing the mass transfer and promoting the mixing of the interfacial fluid
with the bulk liquid. Obviously, the enhancement factor F of mass transfer is
increased with increasing Rayleigh convection or Ra number.

2. Analysis of interfacial concentration
Under the condition of Bi = 1, S¢c = 200, Ra = 108, the variation of dimen-
sionless concentration with time at the central point of interface is given in
Fig. 8.30.

At the beginning of CO, absorption by ethanol (t = 0), the solute absorbed is
accumulated at the interface to raise the interfacial concentration (t = 0.06).
Following the initiation of Rayleigh convection, some interfacial cells are carrying
down to the bulk liquid by the convection stream so as to lower the interfacial
concentration as shown Fig. 8.30 at 1 = 0.06. At this time, the supplement of fresh
fluid to renew the interface is insufficient. The lowering of interfacial concentra-
tion means the greater driving force of transferring solute, and then the interfacial
concentration is raised again slightly. After t = 0.08, the Rayleigh convection is
gradually established to increase the renewal of interfacial cells but not yet suf-
ficient to compensate the solute depletion. At T = 0.1, the interface is almost
renewed and the interfacial concentration lowering is suppressed or even begin to
raise up. Thus, the interfacial concentration is oscillating up and down.

The oscillating variation of interfacial concentration by the action of Rayleigh
convection is stochastic; thus, at different positions of interface, the C—1 curve
(concentration—time) is different. Figure 8.31 give the solute concentration at
different position of interface and at different time. It demonstrates that the
interfacial concentration in non-uniform in position and changing with time.

The transfer of solute from gas to liquid depends on the resistance of both sides
which can be represented by the Biot number (Bi = %) The influence of inter-
facial concentration by Bi number is shown in Fig. 8.32 by the C—7 curve at the
center of interface under Bi = 5, 10, 20, and 50. As shown in Fig. 8.32 that
maximum interfacial concentration is lowered with increasing Bi number,
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although their concentration oscillating shape is similar. For more detailed com-
parison, the C—z curve is drawn for Bi = 20, 50 in the same coordinate as shown
in Fig. 8.33. At high Bi, the gas-phase resistance is low to facilitate the solute
transfer, so that the average interfacial concentration is higher.

The intensity of Rayleigh convection, which is represented by Ra number, is
another influential factor to the interfacial concentration. Figures 8.34 and 8.35
show the variation of solute concentration at the center of interface with different
Ra number. With increasing Ra, the intense Rayleigh convection promotes the
interface renewal so that the solute concentration at the interface is increased with
increasing Ra. In Fig. 8.34, the point representing Ra = 6,000 at 7 = 30, is
obviously in error.

3. Rayleigh Convection at Bi = co

For the case of Bi — oo, it is worthy to mention. Under such condition, the
mass transfer from gas phase to the interface will be no resistance; thus, the
interfacial concentration will remain at constant and in equilibrium with the partial
pressure of gas phase. For this case, the boundary conditions of the model equa-
tions in Sect. 8.8.1 for mass transfer should be changed to ¢ = ¢* at z = d, where
c* is the interfacial solute concentration in equilibrium with the partial pressure of
gas phase. The simulated results of dimensionless solute concentration and con-
vection velocity at Ra = 10® and Sc = 200 are shown, respectively, in Figs. 8.36
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and 8.37. They are similar to Figs. 8.34 and 8.35 except the early appearance of
Rayleigh convection because the interfacial concentration at the beginning is c*
and not need any time for transferring solute from gas phase to the interface.
Besides, small Rayleigh convection is also appear near the wall due to the wall
effect.



8.9 Experimental Measurement of Rayleigh Convection 273

Fig. 8.34 Solute 0.94] 502200 B1-20
concentration at center of ‘ ¢=200,Bi=
interface at different Ra 0.92 . .
number for CO, absorption /./-/ S\ o \
by ethanol 7 0.90 . % NN
Y g o A/A
& ¥ e —+—Ra=0
0.86 - —e— Ra=6000
0.84 -

Fig. 8.35 Solute
concentration at center of 0.890 + )
interface versus Ra number Se=200, Bi=20
for CO, absorption by ethanol
0.885
-
N
2 0.880
I
)
0.875 |
0.870
1 1 1 1 1 1 1

0 1000 2000 3000 4000 5000 6000
Ra

8.9 Experimental Measurement of Rayleigh Convection

Chen used particle image velocimeter (PIV) to measure and study Rayleigh
convection [32]. The experimental setup is shown in Fig. 8.38.

The PIV system used in this study were made by a double-cavity Nd-YAG laser
with a maximum energy of 200 mJ and a wavelength of 532 nm as the light
source. The laser beam, with a 10-ns duration of the pulsed illumination, had a
variable pulse frequency up to 15 Hz. The laser was also equipped with a lens
system to produce a diverging laser sheet with a thickness not exceeding 1 mm.
A CCD camera with resolution of 1376 x 1,040 pixels was used to capture the
images and was equipped with a filter with a wavelength of 532 nm to capture only
the light scatted from the laser-lightened particles. Hollow glass microspheres with
diameters of 8—12 um were seeded in the liquid as tracer particles. The laser was
run at 4 Hz and the measurement time was 30 s. The PIV system grabbed and
processed the digital particle images utilizing the cross-correlation approach of the
FlowMaster software to give the measured velocity vector.
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The interfacial mass transfer simulator was made of quartz glass with an inner
size of 200 mm in length, 20 mm in width, and 40 mm in height. The liquid was
initially quiescent in the simulator with a thickness of 10 mm. Nitrogen gas suc-
cessively passed through activated carbon, silica gel, and molecular sieve to
remove the impurities and water, and then presaturated by the solvent in a tank in
order to reduce the influence of solvent evaporation. The liquid was likewise
presaturated by nitrogen gas to avoid the gas absorption into the liquid. The liquid
concentrations near the gas inlet and outlet positions of the simulator were mea-
sured by the gas chromatography.

The experimental system is desorption of acetone from the binary solution of
acetone and ethyl acetate under nitrogen stream. Parts of the experimental results
are given below [32]:

1. Velocity vector of Rayleigh convection

The convection velocity can be obtained by measuring the velocity of tracer
particle by the PIV installation at different time as shown in Figs. 8.39 and 8.40.

Figures 8.39 and 8.40 display the velocity distributions perpendicular to the
interface of the liquid at different time, Re; and Reg of the acetone desorption
process. As shown in figures at t = 5 s, two-cell symmetrical convection is clearly
formed near the interface (Fig. 8.39a). Following at t = 15 s, the convection cells
are developed and merged into the bulk liquid. At r = 25 s, the large convection
cells are dissipated, and new smaller convection cells are generated.

Comparing (a)—(c) in Fig. 8.40, it is shown that following the increase in Ra
and Reg, the scale of velocity vortex becomes larger and the convective vortexes
turn to slightly chaos. The convection patterns shown in Fig. 8.40 are found to be
in good agreement with the simulated result for Rayleigh convection in previous
section.

The velocity distributions shown in Figs. 8.39 and 8.40 are not only due to the
Rayleigh convection but also imply the bulk flow convection from the incoming
liquid, i.e., the small surface flow induced by gas sweeping over the interface and
the influence by Marangoni convection. In other words, the Rayleigh convection
from interface to the bulk liquid is always accompanied with the convection
induced by incoming liquid flow, gas sweeping, and the Marangoni convection.
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Fig. 8.39 Velocity vector distributions at different times measured by PIV for Ra = 2.66 x 108,
Reg = 13.78 at different time for the desorption of acetone. a5s, b 15s,¢25 s

However, Rayleigh convection is dominant in the large-scale convective flow
between interface and the bulk liquid; the other effects are relatively small and
uninfluential.

According to the concept of convective flow, the large vortexes formed from
the bulk flow and carried the flow energy are soon convert to small-scale vortexes
(eddies) which dissipate afterward in counteracting with the viscous force of the
fluid. Thus, large eddy simulation (LES) decomposition [33] was employed to
filter out the velocity of smaller scale. According to LES decomposition, the
measured velocity can be decomposed into a filtered average velocity u,y, that
forms large eddies and velocity u’ that forms small eddies, i.e., u = Uayg + u, as
shown in Fig. 8.41.
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Fig. 8.40 The measured velocity vector by PIV under different conditions for the desorption of
acetone. a Ra = 8.6 x 10° Reg = 86.25, b Ra = 8.3 x 107, Reg = 86.25, ¢ Ra = 8.3 x 107,

Reg = 1725

Average convection velocity

Rayleigh convection caused by the density gradient plays the dominant role in the
gravitational direction (y direction). Therefore, the time—space averaged velocity
in y direction is employed to characterize the Rayleigh convection.

Figure 8.42 shows the time—space averaged vertical velocity u.y, versus Ra
with different Reg. The reason that u,,, is increased with increasing Reg is due to
the gas flow can renew the solute concentration of gas phase at the interface and
promote the convection. Therefore, both high liquid concentration and gas flow

rate can enhance the volatilization of acetone.
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Fig. 8.41 LES decomposition of the velocity field for the desorption of acetone. a Velocity
vector field of large-scale velocity uaye. b Velocity vector field of small-scale velocity i’
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Average characteristic length

The characteristic scale can be defined as the size of the largest Rayleigh vortex
which can be obtained by velocity vector measurement as shown in Fig. 8.40. The
characteristic scale L can be decompounded into L, x, Ly x, Ly,y and L, ,, where the
first subscript is the u or v velocity components and the second subscript means
along the x or y coordinates [33]. Finally, L can be calculated by orthogonal
synthesis of L, , Ly x, Lyy and L, . The time—space averaged characteristic scale
L,y is obtained under different Ra and Reg as shown in Fig. 8.43.
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From Fig. 8.43, it is found that L,,, is decreased exponentially with the
increasing of Ra and also decreased with the increasing Reg. Besides, the calcu-
lated characteristic scale of the system could be further used to compute the
surface residence time for the penetration mass transfer model.

The enhancement factor by Rayleigh convection

The mean mass transfer coefficient during 30s interval can be obtained for the
acetone desorption from acetone—ethyl acetate solution. The measured average
mass transfer coefficient Ky .., can be calculated by the following equation:

~ Vi(CrLo—CLy)/t

KL,exp - R —
A (CL — C‘L)l
og

where Vi is the liquid volume; Cp g is the initial solute concentration of the
solution at t = 0; C_, is the solute concentration at t = 30 s which is estimated by
averaging the solute concentrations at the inlet and outlet of the simulator; A is the

mass transfer area; (Cp — Ci), , is the logarithmic average mass transfer-driven

log
force between t = 0 s and r = 30 s, i.e.,

(CL‘in - Ci,in) - (CL‘out - Ci,out)
lOg (CL"iniclimin)
In ~———LinZ_
(CLon—C o)

(L -a)

where superscript i represents the interfacial condition.
For mass transfer process, Zhang derived a model for the overall liquid-phase
mass transfer coefficient Ky .., based on the Higbie penetration theory [28]:

1 1 0.5 —0. —0.
R =30 )

where 7 is the surface residence time.
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Fig. 8.44 Enhancement factors F for different conditions. a Reg = 13.78, b Reg = 34.45,
¢ Reg = 68.90, d Reg = 86.12, e Reg = 172.25, f Reg = 258.4

In the actual mass transfer process, the liquid mass transfer coefficient is
enhanced by the interfacial convection, usually represented by the enhancement
factor F as described in Sect. 8.8.2. The F factor calculated by Chen [32] for
acetone desorption at different Ra and Reg as given in Fig. 8.44. As shown in
figure, the F factor increases with increasing Ra and Reg. The corresponding
critical Ra (Rae at F = 1) is seen around 107 at Reg = 13.78.
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Figure 8.44 displays the relationship between enhancement factor F and Ra at
different Reg. It is shown that F increased firstly with Ra and Reg and became flat
when F was up to about 4. This result indicates that the Rayleigh convection can
promote the liquid surface renewal and intensify the mass transfer significantly
only to a certain limit, which is in consistent with the experimental measurement
in Sect. 8.5.2.

The simulated (predicted) mass transfer coefficient

It is difficult to obtain the surface residence time of the liquid for mass transfer
processes by experimental measurement. Yet we may consider that the resident
time of a solute particle at the interface equals to the traveling time of a solute
particle from bulk fluid to the interface in order to avoid solute accumulation or
depletion and keep constant solute concentration at the interface. Thus, the
interfacial residence time of the solute can be computed by the average interfacial
velocity and the average characteristic scale. Characteristic scale was referred to
the largest turbulent eddy in the fluid as defined in Sect. 8.8.2. On the assumption
that the interfacial solute renewal is controlled by the large-scale vortex ranging
from bulk liquid to the interface, the surface residence time can be obtained by the
following relationship:

T= Lavg/uavg

where u,,s and L,y are given, respectively, in Figs. 8.42 and 8.43.

With the computed surface residence time by foregoing equation, the liquid
mass transfer coefficient of liquid phase can also be obtained by applying the
Higbie penetration theory as follows:

4D,
T

ke, =

The computed mass transfer coefficient [32] is shown in Fig. 8.45.

The predicted mass transfer coefficients by applying Higbie penetration theory
are seen to be in rough agreement with the experimental data. As shown in Fig.
8.45, the computed mass transfer coefficients based on the calculated surface
residence time are well in agreement with the experimental data for low Reg
number, but the deviations became greater with the increasing Reg. For low Reg,
the sweeping effect of the gas flow on the liquid surface is weak, and the solute
resident time at liquid surface is mainly attributed by Rayleigh convection. While
for high Reg, the gas flow might promote the removal of the solute acetone so that
the Rayleigh convection becomes faster to fill up the solute depletion. Thus, the
simulated results deviate from experimental data at high Reg is due to ignoring the
gas sweeping effect.
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Fig. 8.45 Predicted and measured value of mass transfer coefficient under different conditions.
a Reg = 13.78, b Reg = 34.45, ¢ Reg = 68.90, d Reg = 86.12, € Reg = 172.25,f Reg = 258.4

8.10 Simulation and Observation of Two-Dimensional
Solute Convection at Interface

8.10.1 Simulation of Two-Dimensional Interfacial
Concentration

In the foregoing sections, the analysis of interfacial concentration is based on the
x—z plane where x and z are, respectively, the coordinates of interface and per-
pendicular to the interface. That means the study is on a cross section of the
interface in x direction with no concern on y direction. In this section, the study on
interface is considered two-dimensional in x and y directions.
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Fig. 8.46 Desorption model
of horizontal stagnant liquid Gas inlet > =
by gas stream > = Gus outlet

.z

1

Yu simulated the desorption of aqueous ethanol in horizontal manner and the
physical model is as shown in Fig. 8.46, with unsteady three-dimensional model
[7] to obtain the solute distribution on x—y and x—z planes. Some of the simulated
results are given below:

8.10.1.1 Model Equations

The assumption of model simulation is similar to that in Sect. 8.8.1. The model
equations are as follows:

—=0,u = (u,v,w)

Gxi

al+ual—i _al+ azl +S
ot X pL | Ox Hr Ox; :

Sr = (Fig, Fig +8)

oc Oc %
54‘ ua—xi =D axi

where S is the source term representing the liquid—gas interfacial shearing force in
X, y, z directions.

In order to transform the model equation to dimensionless, let length, velocity,
time, and concentration be d; , D/d; , df/D, and C, where d;_ is the thickness of the
liquid layer (10 mm in present simulation).

The initial and boundary conditions as well as the calculation of source term
can be found from Ref. [7].

The object of simulation is the desorption of ethanol (solute) from aqueous
ethanol by nitrogen stream. It is an unsteady process. For the convenience of
expression, dimensionless time 7/ = t% is adopted in the subsequent figures. The

simulation is ranging from very short time at the beginning (7' = 1.0 x 1078) to
the very long time (¢ = 3.5 x 1072).

8.10.1.2 Simulated Results

(A) Interfacial velocity and solute concentration distributions

Figures 8.47 and 8.48 display, respectively, the simulated distributions of liquid
velocity and solute concentration on x—y plane.
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Fig. 8.47 Interfacial liquid velocity contours for horizontal desorption of aqueous ethanol
(Reg =120, cg=05molm™). a 7 =15x10", b 7 =30x10", ¢ ¢ =25x1075,
d 7/ = 1.2 x 1072 (reprinted from Ref. [34], Copyright 2008, with permission from Elsevier)

At the beginning of desorption (7' = 1.0 x 107%), few small-scale velocity
eddies appear and no appreciable vortex is formed. It follows that only few con-
centration eddies are displayed, indicating that the surface tension difference
established at the interface is not sufficient to initiate Marangoni convection.

Following the time progress to ' = 3.0 x 1077, some local circular convection
is formed by the combination of neighboring small eddies, indicating the evolution
of local disturbance. Further development of the local disturbance will promote the
formation of Marangoni convection.

At 7 =2.5 x 1073, the local convection grows up to form large circular flow
indicating the appearance of Marangoni convection and interfacial structure. The
concentration eddies are in different scale distributed at the interface.

After sufficient long time, 7 > 2.5 x 1072, the ethanol in the stagnant liquid is
depleted by desorption, the interfacial ethanol concentration as well as the local Ac
is decreased so that the Marangoni convection is depressed and gradually
vanished.
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(a)20 =

Fig. 8.48 Interfacial solute concentration contours for horizontal desorption of aqueous ethanol
(Reg =20, co=05molm™>). a “=15x10", b ¢/ =3.0x10", ¢ 7 =25x 1075,
d7=12x107?

Fig. 8.49 Enhancement 4
factor at different time for the
desorption of stagnant
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(B) Enhancement factor

The calculated enhancement factor F at different time for the desorption of
stagnant aqueous ethanol in nitrogen stream is shown in Fig. 8.49.

At the beginning stage before dimensionless time 7/ = 1 x 107>, the local
surface tension difference Ac is not great enough to create Marangoni convection
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and therefore F = 1. The critical point is seen to appear around ' = 1 x 107> and
F is increased afterward until reaching the maximum at ¢/ = 1 X 1072, Then, due
to the continuous depletion of ethanol to make the interfacial ethanol concentration
decreasing, which tends to lowering the Ac and dropping the F factor, such ten-
dency is in agreement with the works published in literature [35, 36].

8.10.2 Experimental Observation of Interfacial
Concentration Gradient

Besides mathematical simulation, Liu et al. [34] obtained the interfacial concen-
tration gradient by analyzing the light intensity distribution of the Schlieren image
on x—y plane for the desorption of acetone from its aqueous solution under nitrogen
stream as shown in Fig. 8.50.

As shown from Fig. 8.50, at the beginning period of desorption, the interface
displays instantly some disordered concentration gradients in small scale which are
not great enough to induce Marangoni convection. Following the progress of
desorption, the concentration gradient is increased to form some larger concen-
tration vortex, although these figures are not so clear.

In brief, both simulation and observation in this section indicate that, for the
Ma > 0 liquid—gas mass transfer process, the velocity and concentration gradients
always occur at the interface to form velocity and concentration eddies in large or
smalls scales; they are developed and vanished in alternation until sufficient sur-
face tension is established to initiate the interfacial Marangoni convection.

8.11 Marangoni Convection at Deformed Interface Under
Simultaneous Mass and Heat Transfer

In the foregoing sections, the interface is considered as a horizontal or vertical
plane without deformation. Actual observation reveals that in the liquid-gas
flowing process the contacting interface is always in wavy or ripply form. Such
condition is considered in this section.

For simplifying the problem, the simulated object is the liquid—gas contacting
falling film with wavy interface as shown in Fig. 8.51. The simulation is on the
two-dimensional x—z plane. Xiao [12] established the model equation and give the
simulated results as follows.
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Fig. 8.50 Experimental observation of interfacial solute concentration gradient for aqueous
acetone desorption at different time. a ~0s, b 30 s, ¢ 60s,d 90 s, e 120 s, f 150 s (reprinted
from Ref. [34], Copyright 2008, with permission from Elsevier)

8.11.1 Model Equations

Assumptions

e The mass and heat transfer are taken place simultaneously in the direction
between the wall and the interface (z direction in figure) in order to avoid the
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Fig. 8.51 Falling film with
wavy interface

8}

d'=d+¢ (x.0

Rayleigh convection. Thus, the gravitational influence (Rayleigh convection)
can be ignored;

e The velocity of both liquid and gas is low so that the drag force between gas and
falling liquid is neglected;

e The mass of liquid phase is substantially constant as the amount of mass transfer
is small.

1. Basic equations

ou

a—-Xi:

Ou ou 1 Op 1 *u
E‘Fua—m—;—a—m‘i‘;a—x?—l-s
or or_ or

ot ox ax%

where u = (u,w) and source term S (gravity) is neglected by assumption.

Since the mass and heat transfer is considered in horizontal (z) direction, the
change in liquid temperature and solute concentration with respect to the liquid
thickness in z direction can be represented by the following equation:

TZTo—ﬁIFZ
CZCo—ﬁ/CZ

where subscript 0 denotes the condition at z = 0, B and f8, represent, respectively,

the temperature gradient (%—7) and concentration gradient (g—‘)
)z Z
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2. Disturbance equations

Let ou(ou,dow), 0T, dc, dp are the infinitesimal small disturbance of velocity,
temperature, concentration, and pressure, we have after disturbance,

v =u-+du
T'=T+0T
' =c+dc
p=p+dp

Substituting &', T', ¢’ and p’ to the model equation and neglecting the nonlinear
term, the following linear disturbance equations are obtained:

Oou
Gxi B
dou  13%p pdou

o pdxg  p on?

0

afS_TfaaZ@Tﬂg ) (8.15)
o o TPTV
0dc %o,

Eliminating Jdp from Eq. (8.15) and after rotational transformation, we have in
z direction,

0 (@ow\  pdow
a\ox ) poxt’

3. The effect of interface deformation

Under the condition of interface deformation, the surface tension ¢ can be
represented by the following:

Glg do
O':O'f—‘-ﬁ(T—Tf)—‘r&(C—Cf) (8.16)

where subscript f denotes the condition of no deformation.
Suppose the quantity of interfacial deformation is &(x, 1), the thickness of the
liquid layer is changed from d to d'; then we have the following:

d =d+&x,1)

The temperature and concentration at interface after disturbance become
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T'=T+06T =Ty — prd + 0T =Ty — fp(d + &) + 6T = Ty — P& + 0T
d =c+dc=c— P.&+ dc
Substituting to Eq. (8.16) yields

) : 0 :
0 = 0y + = (0T = Bré) + 5 (0c = BLE). (8.17)

4. Boundary conditions
(a) At z = 0 (solid wall), the condition of no slip is applied

ow=0
and from continuity equation gives

GlY

ow _
0z

Take heat balance to yield
00T
h—— =N 6T
0z L

The left-hand side of above equation represents the heat transferred by con-
duction to the solid wall surface at z = 0; the right-hand side represent the heat
transferred between solid wall surface and the bulk liquid; 4 is the thermal con-
ductivity; 4 is the film coefficient of heat transfer between solid wall surface and
bulk liquid.

As no mass is transferred between solid wall and the liquid, it is obvious that
doc __

T =0
(b) At z =1 (liquid—gas interface), since the interface is deformed, the distur-
bance velocity should satisfy the following relationship:

_9¢
T o

In normal direction, the force causing interfacial deformation is equal to the
force acting by the bulk liquid to the interface [37], that is,

ow

o*¢ dow
il

Substituting Eq. (8.15) to eliminate dp, we get

oou cd*¢ u (62514 3 625W>

o pdaxd  p\ 32 Tz
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Similarly, in tangential direction when interfacial convection is initiated, the
surface tension is equal to shearing force acting to the interface by the bulk liquid

as follows
0 _ (Bu 2o
ax Mo Tox

where ¢ can be obtained from Eq. (8.17).
Take heat balance at the interface and consider the deformation &, we yield
0oT
A—
0z

= —h.(6T — B&)

where /. is the film coefficient of heat transfer.

(c) Atinterface, according to thermodynamics, the interfacial liquid concentration
¢i and the interfacial gas concentration cg are coexisted and in equilibrium.
For the explanation of interfacial behaviors, Gibbs in 1878 proposed the theory
of adsorption layer by considering the interface was an imaginary layer with
no thickness.

Take desorption as an example, the quantity of mass transferred from bulk
liquid to the interface is undergoing the following steps in sequence:

. Solute diffuse to the interface from bulk liquid.

. Accumulation of solute in the adsorption layer.

. Diffusion of solute in the adsorption layer.

. Diffusion of solute from the interface (adsorption layer) to the gas phase.

AW N =

Mathematically, the mass balance of foregoing steps can be expressed as
follows:

D e O [ Ewr T P
- LA S\a2 T a2

oz o T )} = ke +Sg

where ki and Ac are, respectively, the film coefficient of mass transfer and solute
concentration difference between bulk liquid and interface; I' is the excess
quantity in the adsorption layer, that is the accumulated solute per unit interfacial
area; Ds is the solute diffusivity in adsorption layer, which is considered equal to
the diffusivity of solute in bulk liquid D.

The excess quantity (solute) I' can be expressed as the sum of fixed I' and
disturbance quantity 61

Ir=r+46r

Substituting to the mass balance equation and considering the disturbance of
concentration and velocity as well as the interfacial deformation, the following
equation is obtained after neglecting the high-order infinitesimal terms:
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dc , oor o*or  d*or
_D&—kl‘(éc—ﬂcé) -‘r-F—D( e + 2 >

From Gibbs theory, we have the following relationship:

1 (Oc
F:—ﬁ(&>c:dgc

If surface tension ¢ is linear with concentration, then dg = —(1/RT)(dg/0c)
becomes a constant and having the dimension of length, which is commonly
defined as “adsorption layer thickness.”

Combining the foregoing equations, we have the boundary condition at inter-
face to be

08 , (¢ — B,
—Da—;sz(éc—ﬁé)—i—dGi( Catﬂ J)

*(dc — L&) (e — BLE)
—doD Ox2 + 072

If the mass transfer process is absorption, similar boundary condition is also
established.

8.11.2 Generalization to Dimensionless

For the generalization of foregoing equations and boundary conditions to dimen-
sionless, let the bulk liquid thickness d be the length scale, d*/D be the time scale,
prd be the temperature scale, S.d be the concentration scale, i.e.,

d2
t=—1
D
D
==U
"=
(f,x,z) = d(éhxhzl)
T=p,dT
c=pdC

where 7, U, T, C are dimensionless. Substituting to the foregoing model equations,
we have the following:
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2 (FPow\ _ p (dow
or\ & ) pD\ &

ooU
6xi B
ac_sc
ot ox? Y
0T _ 0T
ot D ox
Boundary conditions:
At z = 0 (wall)
oou
ax,‘ =0
oW
oz 0
0C _ pivsc
0z
6T .

where Bi® = ki.d /Dy, is the liquid-phase Biot number for mass transfer; Bi) =
hpd/a is the Biot number for heat transfer; superscript 0 denotes the value at
z=0.

At z = 1 (interface)

o¢
oW ==
W ot
00T _
— — Bil(sT —
az lh((s é)
65C B! o(doC —¢)
az Bi (0C—-¢&) -G T_FS?@C ¢)
WU _ SedC o (FoU oW
ot Croxd 02 0x0z

00U  06W _ May (00T O o(6C - ¢)
0z T x  Le <6x ax) +Ma Ox

d d d” d
where Sc =15 Le="1; §=Bi' %65 Ma= Ll May =322 G=%; dg
is the adsorption layer thlckness, c* is the interfacial solute concentration; ﬁé is the
concentration gradient in the bulk liquid, and superscript 1 denotes the value at
z = 1. Dimensionless group Cr = uD/(ad) represents the influence of surface

tension to the interfacial deformation and is called crispation number [38].
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8.11.3 Stability Analysis

Similar to the stability analysis in Sect. 8.3, let the small disturbance follows the
following form:

OW = ¥(z) exp(ikxx + wt)

0T = O(z) exp(iksx + wt)

dc = @(z) exp(ikxx + wt)
where ¥, ©, and @ are, respectively, the disturbance amplitude of velocity,
temperature, and concentration; ky is the wave number in direction x; and o is the

increasing rate of disturbance.
Similar to the Sect. 8.3, let

o )
0? o d? -
V2 < 2 2 2
T w2 6z2_dzz_k"_D -k

The dimensionless disturbance equation can be written in the following form:

(D= k)W =0
(D* —K2)’0 = —Le¥
D -k =-¥

The boundary conditions are as follows:

Atz =0,
Y=0 D¥Y=0
DO — Bi)® =0
D® —Bi’® =0
Atz =1,
Y =0

DO + Bil (6@ —3) =0
DO+ Bi'(® —n) — S(D* —k2)(® —n) =0
(D? + k) ¥ + M2 k2(© — i) + Mak*(® — ) =0

where dimensionless group S = Bi' Zgz{’

liquid.

B is the temperature gradient in bulk
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Fig. 8.52 The Ma—k curves at different Ma,. a Cr = 0, S= 07Bi2 =B’ = O,Bil'1 = Bi' =10,
b Cr=0.001, § = 0.01,Bi® = Bi® = 5,Bil = Bil =15 (Curve 1—May, = —50; 2—May, = 0;

Simulated results

In order to find the instability of foregoing model equations enabling to induce
interfacial convection, no zero solution is necessary. Similar to the method used in
Sect. 8.3.2, by letting the coefficients of the corresponding determinant equal to
zero, the following equation can be established:

f(Ma, May, ky, Cr, Bi,, Bi*, Bi, Bi®, §) = 0

If reasonable value of Cr, Bi}ll,Bil,S', Ma,, are given, the relationship between
Ma and k, is obtained, from which the critical Ma number, Ma,.,, can be found.

1. The influence of Ma; on Ma,,

Figure 8.52 shows the Ma—k, curves calculated under designated conditions at
different May,. The area underneath a curve represents the system in stable state
and that above the curve is in the unstable state for the corresponding condition.
The minimum point of the curve represents the smallest Ma which is the bordering
point between the system in stable state and unstable state, in other words, it
represents the critical Ma number, or Ma,,. If Ma., plotted against Ma;,, as shown
from Fig. 8.53, the Ma,, is shown to decrease with increasing May,. Figure 8.53
demonstrates clearly the effect of Ma;, on Ma,.

2. The influence of Cr on Ma,,

The dimensionless crispation number, Cr = uD/(od), represents the influence
of surface tension on interface deformation. Figure 8.54 shows the Ma,, at dif-
ferent Cr for various systems. The influence of Cr on Ma,, is obvious as shown at
higher Cr.
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Fig. 8.53 Critical Ma,, at
different May, for
simultaneous mass and heat
transfer (line a—Cr = 0,
§=0,Bi = Bi® = 0,Bil =
Bi' = 10, line b—Cr =
0.001, § = 0.01, B =

Bi® = 5,Bi} = Bil =15)

Fig. 8.54 The influence of
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Fig. 8.55 The influence of
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3. The influence of interfacial adsorption on Ma,,

The effect of interfacial adsorption can be represented by the dimensionless
group [22] S = Bi' %< where dg is the thickness of adsorption layer. The S is also

2B

7
c

reflected the influence of Bi'. Figure 8.55 shows that Ma,, is lowered at higher S, it
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means the appearance of Marangoni convection can be promoted earlier by
interfacial adsorption.

From the simulated results of foregoing sections, the interfacial effect is influ-
enced by many factors, such as Marangoni convection, Rayleigh convection, heat
transfer, interface deformation, physical properties of the process, and others. Each
factor may be positive or negative; the overall effect depends on their coupling result.
For the flowing system, it is also in connection with the behaviors of fluid dynamics.

8.12 Summary

The mass transferred from one phase to the adjacent phase must diffuse through
the interface and subsequently produces interfacial effect. The behaviors of
interfacial effect can be summarized briefly as follows:

1. From the molecular viewpoint, the transfer of mass at the interface is stochastic
and subsequently produces local concentration difference Ac from which the
surface tension difference Ao is also established so as to induce interfacial
circulation; it is called Marangoni convection. Furthermore, due to the density
at the interface is different from that of the bulk fluid by Ap, circulation
between interface and the bulk fluid is also induced, which is called Rayleigh
convection. Nevertheless, the creation of Ac may be also due to the interfacial
local temperature difference AT and the Ap may be achieved due to the tem-
perature difference between interface and the bulk. Thus, there are AT-based
besides Ac-based Marangoni convection and Rayleigh convection.

2. Generally speaking, the Marangoni convection exists at the interface and
slightly underneath, while the Rayleigh convection appears between interface
and the bulk. The coupling effect of these two convections may be positive
(enhance mass transfer) or negative (suppress mass transfer). The enhancement
factor may be up to above 5.

3. The intensity of Marangoni convection and Rayleigh convection can be rep-
resented by the Marangoni number Ma and Rayleigh number Ra. The onset of
convection and orderly interfacial structure only when Ma and Ra reach its
critical value Ma., and Ra.,. When Ma and Ra number further increase to a
certain extent, the system turns to stable at fully turbulence or chaos state.

4. The interface in most cases is not flat but deformed. Thus, the effect of cris-
pation number Cr should be considered.
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Chapter 9
Simulation of Interfacial Behaviors
by Lattice Boltzmann Method

Abstract In this chapter, the mesoscale computational methodology, Lattice
Boltzmann Method (LBM), is introduced for the simulation of the interfacial
Marangoni and Rayleigh effects as described and discussed in Chap. 8. The fun-
damentals of LBM are briefly introduced and discussed. By the simulation using
the LBM, some mechanisms and phenomena of the interfacial effect are studied,
including the patterns of the interfacial disturbance for inducing the interfacial
convections, conditions of initiating interfacial instability and interfacial convec-
tion as well as the effect on interfacial mass transfer.

Keywords Lattice Boltzmann method - Simulation of interfacial mass transfer -
Solutal-induced interfacial convection . Marangoni convection - Rayleigh
convection

Nomenclature

A; Interfacial area, m>

b Number of particle streaming directions; number of discrete particle
velocities

c Lattice velocity, m/s

C Solute concentration, kg/m3

C; Interfacial solute concentration, kg/m3

Cs  Saturation concentration, kg/m’

Co Initial concentration of solute, kg/m3

Cs  Sound velocity of simulated object, m/s

Cs Sound speed of lattice model, m/s

Ci Solute concentration of component k, kg/m>
D, Mass diffusivity of component %, m>/s

E Internal energy, J

e, Discrete velocity (« = 1, 2, 3, ..., b), m/s
F Volumetric external force, kg m/s?

£ Distribution function

o
=4 Equilibrium distribution function
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G, Concentration distribution function
G;1  Equilibrium concentration distribution function
g Internal energy density distribution function
2o Gravitational force, kg m/s?
H Thickness of liquid, m
L Characteristic length of simulated object, m
l Characteristic length of lattice model, m
Ma  Marangoni number
ny, Number of particles along direction o, 0, or 1
Gas constant, J/mol k
Rayleigh number
Reynolds number
Source term
Schmidt number
Temperature, K
Temperature distribution function
4 Equilibrium temperature distribution function
Time, s
Characteristic velocity of the simulated object, m/s
Macroscopic velocity in equilibrium distribution function, m/s
Macroscopic velocity, m/s
Volume of liquid, m>
Space position
Thermal diffusivity, m>/s
Viscosity, kg/m s
Turbulent viscosity, kg/m s
Kinematic viscosity, m?%/s
Kinematic viscosity of the simulated object, m*/s
Macroscopic density, kg/m
Ratio of specific heat between solid wall and fluid
Single relaxation time
Relaxation time, s
Single relaxation time in internal energy distribution function

SS9 AD L, TERER R < :*Qﬂqﬁﬂgnhﬁéj%

T Single relaxation time in heat transfer model
Ty Single relaxation time in mass transfer model
Q Collision operator
w Weight coefficient

In the foregoing chapters, the simulation is based on the macroscopic point of view
that the fluid is continuous medium and its physical properties, such as density,
velocity, and pressure, are functions of time and space. Thus, the Navier—Stokes
equation can be employed as modeling equation in the mathematical simulation. In
this chapter, we turn to the mesoscopic point of view and use the lattice Boltzmann
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method (LBM) for simulating the interfacial phenomena. The LBM is based on
such postulation that the fluid is composed of large number of particles which obey
the law of mechanics and exhibit the macroscopic behaviors by means of statistical
methodology. This method has been applied to various fields since the 1980s of
last century.

In 1986, Frisch simulated the two-dimensional Navier—Stokes equation by
using lattice gas automation and called it as lattice gas method [1]. At the same
time, Wolfram used this method for simulating the flowing fluid behaviors [2].
Chen et al. [3] and Qian et al. [4] further developed this method by combining with
the work of Bhatnager et al. [5] to establish a new method called lattice Boltzmann
BGK method (LBGK), or simply LBM. This method has been received wide
attention by the researchers and applied to multiphase flow, heat transfer, con-
vection, reaction, and many other fields. The LBM is still developing and serving
as a new method in the computational methodology.

In this chapter, the LBM is used for simulating the interfacial behaviors of mass
transfer. The fundamentals of LBM are briefly introduced in subsequent section as
the basic knowledge for understanding this method.

9.1 Fundamentals of Lattice Boltzmann Method

9.1.1 From Lattice Gas Method to Lattice Boltzmann
Method

The lattice gas method was developed from cellular automaton for simulation
purpose. Cellular automaton is a method that automatically repeats the designated
process to approaching the desired goal. The simulation of flow field by lattice gas
method is based on the viewpoint that the fluid is composed of large amount of
microparticles with mass and zero volume. The macroscopic motion of the fluid is
the result of the collective behaviors of the microparticles. The detail of mutual
interaction of particles is not important as it influences only the fluid parameters
and does not affect the mass, momentum, and energy conversation laws of the
fluid. Thus, the lattice gas method is employing the model of simple regular
particle motion for simulating the complicated real process.

The basic idea of lattice gas method is to discrete the fluid and its occupied
space into lattices. The microparticle of fluid at the nodes of the lattice is moving
synchronously to the neighboring node with velocity e, (¢ =1,2,3,...,b), where
b represents the number of possible moving directions, including stationary (no
direction). In each moving direction, either one particle or no particle is allowed.
Since the particles at the neighboring nodes are moving toward the other nodes,
collision of particles happens. Therefore, at the time interval Az, the following
events are appeared:
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1. Streaming of particles: The particles at a node are moving to the neighboring
nodes with velocity e,;

2. Collision of particles: When different particles reach to the same node, collision
happens and the moving direction is changed; such collision obeys the con-
servation laws of mass, momentum, and energy.

Following the next time interval At,, the propagation of particle and collision
are repeated; such cyclic evolution goes on again and again for all particles at
increasing time intervals to realize the simulation of the fluid motion.

Let n,(x, ) denote the number of particles at node x moving along o direction
with velocity e, within time interval Af, the whole process can be expressed
mathematically as follows:

ny(x + e At t + At) — ny(x,1) = Q,(x,1), oa=1,2,3,...,b (9.1)

where Q,(x,?) is the collision term representing the rate of change of the particle
distributions due to collisions. Some researchers, such as McNamara, used Fermi—
Dirac distribution function f, to replace n, for simulating the flow pattern [6].

9.1.2 Basic Equations of Lattice Boltzmann Method

1. The model equation

The LBM is established on the basis of lattice gas method. The difference
between them is that the LBM is dealing with average character of the particles in
the system instead of single particle.

The Boltzmann equation, derived from molecular motion and collision,
expresses the relationship between distribution function of molecular density f,
time ¢, molecular velocity e, and space position x. In LBM, the molecule is con-
sidered to be the particle and the molecular velocity is identical with the particle
velocity, and then, the Boltzmann equation can be written as follows:
g+e-Vf:Qc+(I) (9.2a)
where f'is the distribution function of particles; e is the particle velocity; Qc is the
collision term; and @ represents the influence of external force (such as gravita-
tional force) on f.

According to the H theorem and BGK model, the non-equilibrium system
always tends to approach the state of equilibrium. Thus, the collision of particles
can be considered as a process intended to reach the equilibrium state; the rate of
the process approaching equilibrium is proportional to [f,(x, ) — f&4(x,1)]. The
Qc can be expressed as follows:
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! UVl t) = f59x,0)], a=1,2,3,...,b

QC(xvt) = _%

where f,(x, t) is the distribution function of single molecule, or the probability of a
particle at node x and time ¢ moving along « direction with velocity e,; f9(x, ¢) is
the f;, when equilibrium is reached; 1 is a proportionality constant with dimension
of time, called relaxation time. In the LBM, Chen et al. [3, 7] and Qian et al. [4]
employed Maxwell-Boltzmann distribution function to replace the Fermi—Dirac
distribution function. Substituting foregoing equation to Eq. (9.2a) under the
condition of no external force (® = 0), the following equation is obtained:

T eV = [fale) —6c,1)] (9.20)
t T0

After discretization at Ar and distance x, the foregoing equation becomes

1
folx + e At t + At) — f(x, 1) = Y [, ) — £29(x, )]
f:x(x +e,Ar 1+ At) _fot(xat) = _% [oc(x7t) _f;q(x’t)} (9-3)

where 7 is dimensionless proportional constant, T = ¢, called single relaxation

time, which controls the rate of approach to equilibrium. Equation (9.3) is com-
monly called LBGK equation.

2. The lattice model

For the implementation of LBM to the simulation of fluid behavior, the sim-
ulated object should be firstly divided into lattice. The objective fluid is discrete
and represented by the particles at the nodes. The two-dimensional (denoted by
2D) 9-direction (denoted by Q9) square lattice model is shown in Fig. 9.1.

The particle at the node may be moving toward any one of the nine directions as
indicated in the figure including zero direction (stationary). At time interval Az, the
particle moves with velocity e, (¢ =0,1,2,3,...,8) to the neighboring nodes and
collision happens. Let Ax be the length of the square lattice, and the ratio of % =c
is called lattice velocity. The ratio ¢ can be letting ¢ = 1 or ¢ = v/3RT = /3¢
where R is gas constant, T is the absolute temperature, and ¢y = V/RT is cus-
tomarily called speed of sound (see Appendix 3). The particle velocity in the
diagonal directions is v/2 times that in x direction, the nine particle velocity e, is
given below:

(O,O)7 =20
e, = [cos(35tm)e, sin(35m)c], 1=1,2,3,4  (04)
[(V2cos(:2n+%)c,V2sin(FPn +F)c], «=5,6,7,8
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Fig. 9.1 D2Q9 lattice model

From statistical mechanics, the Maxwell-Boltzmann distribution function for
single particle in equilibrium state can be expressed as follows:

q _ P (e — ")2]

where u is the macroscopic fluid velocity (vector) and p is the macroscopic
density. Using Taylor expansion and Chapman—Enskog expansion technique, the
equilibrium distribution function of single particle for D2Q9 lattice model is
obtained as follows (see Appendix 2 or Ref. [4]).

2 2
e,-u (e, u) wu
4= pw, |1+ 2 * - 9.6
fH=pos| 1+ c? + 2cd 2¢2 (9:62)
where the weight coefficient m, is
g, «a=20
Wy = é, «a=1,2,3,4
31—6, «=5,6,7,8
The relationship between macroscopic quantities and f, is as follows:
8
p= Zfoc(x’ t)
. (9.6b)
pu—efixt)
=0

Besides two-dimensional lattice, there are many three-dimensional lattice
models can be chosen as shown in Fig. 9.2 [8]. Three-dimensional lattice model
has more discrete velocity to give more accurate simulation, yet the computer load
becomes heavy and requires parallel computation.
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Fig. 9.2 Several D3Q15
three-dimensional lattice
models 2/9, i=0
w, =4 1/9, i=1~6
1/72, i=7~14
D3Q19
1/3, i=0
w,=41/18, i=1~6
1/36, i=7~18
D3Q27
8/27, i=0

2/217, i=1~6

. =
' 1/216, i=7~14
1/54, i=15~2¢

The suitability of using LBM to the simulation of fluid flow can be proofed by
converting Eq. (9.3) to Navier—Stokes equation under some specified conditions
(see Appendix 3 or Ref. [4, 9]). In other words, any fluid process, which can be
modeled by Navier—Stokes equation, is suitable to use LBM for process simulation.

For D2Q9 lattice model, the following specified condition should be satisfied
for applying LBM (see Appendix 3):

b ( - %) 9.7)

where v is the kinematic viscosity and v = % for lamina flow and v = % ~ % for
turbulent flow; ¢ = v/3RT. If v is known for the fluid concerned, the unknown
parameter T can be obtained by Eq. (9.7). Obviously, t cannot be less than %

3. Boundary conditions
There are several boundary conditions that can be chosen for the distribution

function f under different conditions. The details can be found in Ref. [10-13].

(1) Bounce-back boundary condition
This is the simplest condition by considering that the particle impacts the solid
wall and bounces back with the same velocity but in opposite direction. If f and
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6 % S Virtual layer (layer -1)

Ch ? »1 Boundary layer (layer 0)
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9.3 Extended boundary layer

f denote, respectively, the distribution function before and after the impact,
then f/ = f. This boundary condition is easy to apply, but the degree of
accuracy is low.

No slip boundary condition

Since the slip of particle appears during the impact to the wall, a negative
distribution function f_; is introduced to eliminate the effect of slip. The
accuracy of simulation by this method is better than that by bounce-back.
Extended boundary condition

Refer to Fig. 9.3, if the boundary of simulation is located on the line 391
(denoted as layer 0) and the underneath neighboring nodes of the fluid are 748
(denoted as layer 1), an virtual (extended) layer with nodes 625 (denoted as
layer —1) is imagined, and then, the boundary nodes 391 are considered as the
nodes of the fluid in the computation. The condition of the imaginary nodes
may be bounce-back or others. Satisfactory accuracy is obtained by this
method.

Periodic boundary condition

In case of simulating flowing fluid, the periodic boundary condition is fre-
quently used by considering that the distribution function in the inlet and
outlet is equal.

4. Procedure of computation

ey
@
3)
“
&)

Q)

Select lattice model, for instance, D2Q9 and evaluate 7, Ax, Ar according to
Eq. (9.7);

Give the initial value of distribution function f,, p, and u;

Calculate equilibrium distribution function f59 by Eq. (9.6a);

Calculate the distribution function f;(x, ) for all nodes at time ¢ and direction
o

Calculate the new distribution function f,(x + e,At, t + At) at ¢+ At by
Eq. (9.3);

According to the boundary conditions chosen, calculate the distribution
function at the boundary;
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(7) Renew p and u according to Eq. (9.6b) to be the initial value for next iteration.
Go back to step (3) and repeat the procedure again and again until the sim-
ulation is satisfied.

5. The lattice Boltzmann equation with external force

In the presence of external force, its action on the molecules should be con-
sidered, and the Boltzmann equation can be expressed by one of the following
form:

(1) Retaining the source term @
The ® term in Eq. (9.2a) is retained and written as Sg in more general sense,
that is,
0
g{+€szgc+SF (9821)
where Sg is the source term representing the action of external force in general.
After discretization, Eq. (9.8b) becomes

Ja(x + e, Ar, t 4+ Ar) — fu(x,1) = Q,(x, 1) + Sy(x,7), o=1,2,3,...,b (9.8b)

Substituting the expression for Q(x,7), one yields

falx + e, At t + At) — f,(x, 1)

1 (9.9)
== () = f590x,0)] + Su(x,0), a=1,2,3,...,b

The source term Sr is evaluated for the specified object of simulation. For instance,
He et al. [14] proposed a lattice Boltzmann model for simulating the influence of
gravity on the non-ideal fluid, Sr was given below:

__(e—u)-(Fe+g)
Sr=- pRT a

where F. is the effective intermolecular acting force; g, is the gravitational force
and R is a gas constant.

Another example is the model proposed by Dixit for simulating the high
Reynolds number convection created by heating, where the source term Sg is given
below [15]:

F-(e—u)

S:
F RT

A

where F is the external force acting on the system per unit mass, which is related
to many factors, such as density, coefficient of thermal expansion, and local and
average temperature of the system concerned.
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(2) Modifying the particle velocity
1 kgm

m’ - §?
"*fg” = p";A’t", where u* and u are, respectively, the par-
ticle velocity in the equilibrium distribution function after and before modi-
fication and p is the density of the particle. The modified u* is expressed as
follows:

The external force per unit volume ( ) acting on the particle can be

expressed by F = p

F
u*:u+—rAt
P

6. The scale-up of lattice Boltzmann model

The simulated object generally is in large scale, such as the fluid behaviors in
industrial equipment. Nevertheless, the dimension of lattice Ax is very small, and
the number of lattices for the full-scale simulation is tremendous to make the
computer load too heavy. In practice, the model equations are established aiming
to the reduced size of the equipment and then use the principle of similarity to
adjust the parameters in the model so that the simulated results are applicable to
the large dimension equipment.

For example, let L, U, and v* are, respectively, the characteristic length,
velocity, and turbulent viscosity of the large simulated object, and /, u, and v are
the corresponding parameters of the small-scale lattice model. The Reynolds
number for the simulated object (large scale) is then given by Re = L‘U By letting
the corresponding Reynolds number of the lattice Boltzmann model (small scale)

Re be equal to Re, or &% = then we have v = v* £ - £ in which the velocity ratio

; can be considered equal to the ratio of sound speeds &, and then the viscosity of

lattice Boltzmann simulation model should be modified to:

Jop b G
LG
where ¢ and Cj are, respectively, the speed of sound at lattice Boltzmann model
and that at the actual object; the ratio Cs/c; can be set equal to 1. By using V'
instead v in the lattice Boltzmann model, the simulated results are applicable to the
behaviors of the large object at the Reynolds number Re.

It should be emphasized that the similarity principle is not applicable to more
than one dimensionless group. For instance, under the condition of Re, it is equal
for both the object and model simulation, and the corresponding dimensionless
group Eu may not be equal. Therefore, only the dominated dimensionless group is
used to modify the scaling-up simulation. Obviously, the application of such
method of scale-up is restricted.
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9.1.3 Lattice Boltzmann Method for Heat Transfer Process

1. Scalar temperature model

The discrete LBGK equation for heat transfer can be expressed below if the
source term is ignored [16]:

1
T,(x + e,At,t + At) — T,(x,t) = —— [T, (x,1) — T34 (x, 1)] (9.10)
h

where T, is the temperature distribution function and 7y, is the single relaxation
time for heat transfer. The equilibrium T, is given below:

e, -u
T4 = w,T [2 + o]
where e, and w, for D2Q9 model are referred to Eq. (9.6a) with lattice velocity
c= % = V/3RT = \/3¢;. The 13, is calculated by

1
%= oc? (‘L’h - §> At

where o is thermal diffusivity. The simulated temperature and velocity distribu-
tions of the process can be obtained by solving simultaneously Eq. (9.10) with
fluid dynamic Eqgs. (9.9) and (9.6a).

2. Heat energy model

He proposed a model considering the heat energy, and heat flux can be
expressed in terms of internal energy distribution function [17]. On this basis,
Dixit suggested a simplified model [15], in which the internal energy distribution
function is given by

(e —u)’
2

g(x,e,t) = f

The internal energy is calculated by

E(x,t) = ﬁ/g(x,e,t)de

Similar to the Boltzmann equation, the equation of internal energy can be
expressed in the form of approaching to the equilibrium as follows:

Og g— g™
-2 Veg=-°_°_
6t+e & Te

where 7. is the single relaxation time for internal energy distribution function.
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The foregoing equation can be discrete as follows:

gu(x + e, At 1+ Af) — g, (x,1) = ,Ti [g“(x, 1) — g (x, t)] (9.11)

e

For D2Q9 model, the g4 is given by

2
—%pE%, 2 =20
E [3 | 3ey 9(eyu) 3u? _
g = P [§+2eR71"t+4(RT)2 —ﬁ], «a=1,2,3,4

5
)2
%[3+6‘*,g;‘+92((e;;f))2 —%], °n=5,67,8

The macroscopic quantities are calculated by
p= Zfoc
o
=3 e,

o

pE = Zgi

For the calculation of 7., He and Dixit gave the following equation [15] for
D2Q9 lattice model:

where ¢ = v3RT; ¢, = V/RT.

The simulated temperature and velocity distributions of the heat transfer pro-
cess can be obtained by simultaneous solution of Eq. (9.11) and fluid dynamic Eqgs.
(9.9) and (9.6a).

9.1.4 Lattice Boltzmann Method for Mass Transfer Process

The following mass transfer (species conservation) equation can be derived from
lattice Boltzmann equation after Chapman—Enskog expansion [18] (also see

Appendix 3).
Ock Ock . 0 Oci
o o o (Dka—x,.)

where c; is the concentration of component species k and Dy is the diffusivity of
species k. Thus, the LBM is applicable to the simulation of mass transfer process.
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The foregoing equation can be discrete as follows:

1

G (x + e, At t + Af) — GE(x,1) =
V o

[Gh(x,t) — GE*(x,1)] + S5 (9.12)
where G’; is the concentration distribution function of component species k; ti is
the single relaxation time for the mass transfer; and S]; is the source term for
component species k. It is noted that the foregoing equation can be written for each
component species.

For the mass transfer process accompanied with chemical reaction, each mode
can be considered as a complete mixing reactor, and the concentration change in
component species k at Az can be calculated from the equation of reaction kinetics.
The G4 is given below for D2Q9 model:

1+

keq __
G, = wycp

e, u (ea~u)27 u?
RT  2(RT)*> 2RT

The concentration of component species k is calculated by
k
Cr = Z G:x
o

The relaxation time 1, which is related to Dy, can be determined by the

relationship:
D = C2 Tk — —1 At
k s k 2

The concentration distributions of component species k and the fluid velocity
can be obtained by the simultaneous solution of Eq. (9.12) and fluid dynamic Egs.
(9.9) and (9.6a).

9.2 Simulation of Solute Diffusion from Interface
to the Bulk Liquid

The simulated object is the absorption of CO, through horizontal interface in a
container by the ethanol as shown in Fig. 9.4.

The density difference between interface and the bulk liquid is considered as
external force F. The influence of the external force on the simulation by LBM is
realized by modifying macroscopic velocity u by u* as follows:

(57’3) (Ck,i - Ck)g

o

. F
u*:u+—TAt:u+ TAt
0
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Fig. 9.4 Simulation domain of Rayleigh convection

where ¢ ; and ¢, are, respectively, the concentration of component species k at the
interface and in the bulk liquid.

The model equations are shown below:

The LBGK equation for solvent particles:

Jfulx + e At t + At) — f,(x, 1) = —% [f“(x,t) —f;‘l(x,t)], «=0,1,2,...,8

e, u  (ey-u') w?

eq _ 1 _
Jt = ol U S kT 2RT
8
p= qu(xv t)
o=0
8
out = Zexfa(x, t) 4+ ©oF
o=0

1
— 2 _ -
V—CS<‘E 2>At

The LBGK equation for solute particles:

1
——[GA(x,1) — GE*(x,1)], 2=0,1,2,...,8

GX(x + e At t + Ar) — Gr(x,1) -

e, -u' (ey-u)  u?

Gk,eq _
* RT 2(RT)2 2RT

1+
ck:ZG’;

1
D, = C? (‘L’k — E)At

Wy Cn
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The profiles of concentration and velocity of the gas—liquid interfacial diffusion
process can be obtained by the simultaneous solution of the model equations.

Boundary conditions

The bounce-back boundary condition is applied to the solid bottom of the
container, and the bounce-back or periodic boundary conditions can be employed
to the left and right walls according to the model condition.

In the gas-liquid mass transfer process, such as absorption, the interface can be
considered as composed of numerous numbers of local solute concentration points.
Due to the fluctuation of solute concentration and stochastic local absorption, the
interfacial solute concentration cannot be remained uniform and inevitably appear as
some local points with higher solute concentration. For instance, in the gas
absorption process, some solvent points at the gas-liquid contacting interface may
absorb the solute prior to the others to form higher solute concentration so as to
create solute concentration gradient. The higher solute concentration point diffuses
instantly from interface to the bulk liquid, and at the same time, the solute con-
centration is being lowered. If the depleted solute is not renewed in time, the priority
of diffusion will shift to the neighboring point with higher solute concentration. The
diffusion of interfacial local solute points is thus competitive and stochastic.

The appearance of solute concentration gradient at interface (as well as the
accompanied surface tension, density, and temperature gradients) may produce
interfacial instability or disturbance, by which Marangoni and Rayleigh convec-
tions are induced; the former is acting mainly around the interface and the latter
between the interface and the bulk liquid. Thus, the description of concentration
distribution at interface, which may be regarded as interface model, should be
designated, for which the following models are given in subsequent sections.

e Fixed point interfacial disturbance model
e Random point interfacial disturbance model
e Self-renewable interface model

9.3 Fixed Point Interfacial Disturbance Model

The gas-liquid mass transfer process of CO, absorbed by quiescent ethanol is
Rayleigh unstable (Ra > 0) and Marangoni stable (Ma < 0). The absorption
process is initiated at some local points to create concentration gradient at the
interface and also establish the density gradient between interface and the bulk
liquid. Thus, the condition of specified disturbance points (higher concentration
points) at the interface is necessary as shown in the following sections.
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Table 9.1 Physical properties of solute and solvent
vi(m? s Dy/(m? s7h pl(kg m~>) csad (kg m™>) 0p/oC  Sc Ra
152 x 107¢ 342 x 1077 7889 5.15 0.214 44444 3.19 x 10°

Note v is the kinematic viscosity of ethanol; D, is the diffusivity of CO, in ethanol; C is the
concentration of CO, in ethanol; ¢, is the saturated concentration of CO, in ethanol; p is the
density of ethanol

9.3.1 Single Local Point of Disturbance at Interface

The study of local single point diffusion is helpful to understand the development
of mass transfer from gas to the liquid phase. Fu employed LBM to investigate the
point diffusion process of solute from interface to the bulk liquid and the influence
by Rayleigh convection [19]. The object of simulation is the absorption of CO,
(solute) by ethanol (solvent) in a container (Table 9.1).

Assumptions:

1. The gas-phase resistance of mass transfer is neglected, and the diffusion is
liquid film control. The liquid phase is pure ethanol;

2. The absorption is low, and the heat of absorption can be neglected;

3. The interface is horizontal and flat without deformation.

The simulated domain is 5 x 5 mm square flow field with 100 x 100 grids.
Extended boundary condition is applied to the upper gas-liquid interface; periodic
and bounce-back boundary conditions are chosen, respectively, for the two side
walls and solid bottom. The simulated scale is Ax=35x 107 m and
At =5 x 107> s. An uniform distributed higher solute concentration is set in the
width of 1 mm at the interface at r = 0. During the diffusion process, both
Marangoni and Rayleigh convections are simultaneously coupling; the former is
created at the surface, and the latter is formed perpendicular to the interface.
Figure 9.5 shows the simulated results at different times:

Figure 9.5 shows at t = 1 and ¢t = 5 s the solute diffuse freely from the con-
centrated point, and no Rayleigh convection is found in the vertical direction. At
t = 10 s, the solute diffusion cell is squeezed by the newborn Rayleigh convection
to form cylindrical shape. Later at + = 20 s, the further influence by the two
symmetrical Rayleigh convections (see Fig. 9.6) is obvious, which squeeze the
diffusion cell to the shape of inverted mushroom with long rod. Afterward, the
circulating Rayleigh convections become stronger and lead the mushroom top to
be in anchor shape. Figure 9.6 displays clearly the symmetrical Rayleigh con-
vection, and it moves gradually downward with stronger circulation.
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Fig. 9.5 Solute distribution profile at different times a t =1.0s, b r=50s, ¢ t=10s,
dr=15s,er=20s,andfr=25s

9.3.2 Influence of Physical Properties on the Solute
Diffusion from Interface

Under the conditions of fixed interfacial local point of disturbance and linear
relationship between concentration and density, the influence of kinematic viscosity
and diffusivity of solute on the interfacial diffusion was studied by Fu et al. [20].

The simulated conditions (size of simulated object, grid network, and interfacial
concentration) are identical with Sect. 9.3.1 except the physical properties as given
in Table 9.2. The simulated profiles of solute concentration at t = 20 s and
t = 30 s for various physical properties of solvent are shown in Figs. 9.7 and 9.8.

Figures 9.7 and 9.8 indicate that at constant v and increasing Dy, the solute
diffusion is intensified by Rayleigh convection. At constant D, and increasing v,
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Fig. 9.6 Contours of Rayleigh convection at different times. at=5s,br=10s,cr=15s,
and d r = 20

Table 9.2 Different conditions of simulation

Serial marks v (mz/s) Dy (mZ/s) op/oC p (kg/m3) Sc Ra

a 2 x107° 1x107° 0214 1,000 2,0000  6.55 x 10°
b 2 x 107 2x107° 0214 1,000 1,000.0 3.28 x 10°
c 2x 100 3x10° 0214 1,000 666.7 218 x 10°
d 2x 107 4x107° 0214 1,000 500.0 1.64 x 10°
e 1x107° 2x107° 0214 1,000 5000  6.55 x 10°
f 3x 100 2x107° 0214 1,000 1,500.0  2.18 x 10°
g 4%x107°  2x107° 0214 1,000 2,0000  1.64 x 10°

the Rayleigh convection is depressed. Also, in Fig. 9.8, by comparing (d, Sc =
500) and (g, Sc = 2,000) at constant Ra, the solute diffusion is stronger at
smaller Sc number. On the other hand, by comparing (a, Ra = 6.55 x 10°) and
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2x10°m?s7, Dy=2x10"m?s™, ¢ v=2x10° m?>s7!, D,=3 x 10" m?s7},
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f v=3x 10_6m25_1, D=2 x 10_9mzs_1, and g v=4 x IO_szs_l, D= 2 x
107° m? s~!
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Fig. 9.8 The solute concentration profiles under different diffusivities (a—d) and kinematic
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f v=3x 10_6mzs_1, D=2 x 10_9mzs_1, and g v=4 x 10_6m25_1, Dy =2 x
107° m? s~!
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(g, Ra = 1.64 x 10°) at constant Sc, the Rayleigh convection is promoted by
greater Ra number.

9.3.3 Uniformly Distributed Multipoints of Disturbance
at Interface

Similar to Sect. 9.3.1, Fu simulated the absorption of CO, by ethanol with 19
points of disturbance at the interface [20]. The periodic boundary condition is
employed for the left and right sides of the container with Ax = 1 x 10~*m and
At =1 x 10~*s. Figure 9.9 shows the solute distribution profiles at ¢ = 30 s for
n=1,2,3,45"7,9,19.

In Fig. 9.9, when the number of concentration points is small (n < 5), the
concentration profile is clearly in anchor shape. When the number of concentration
points is larger (n < 5), the diffusion at the center of interface is suppressed and
restricted to a small region by the strong upward symmetrical Rayleigh convection
as shown in Fig. 9.8d. When the concentration point is further increased (n = 19),
the diffusion at the central part of interface is almost stopped by the Rayleigh
convection and only appeared round the region near the wall.

Figure 9.10 displays the velocity vector diagram of n = 5 at different times.
At t =1s, small convection is seen at every designated interfacial points.
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At t = 10 s, Rayleigh convection structure is appeared. At t = 30s, strong
Rayleigh convection is clearly seen with the tendency to develop large convection.

If n is very large to approach infinity, which means the solute concentration is
remained constant at interface, the progress of diffusion is shown in Fig. 9.11.

As shown in Fig. 9.11a and b, the interfacial disturbance starts firstly around
the two sides of container wall, and it may be due to the numerical perturbation
in model computation. However, following the Rayleigh convection, the solute
concentration there is being lowered, and concentration gradient is created with the
neighboring points so as to induce more Rayleigh convections as shown in
Fig. 9.11c. After that, four mushroom-type convections are formed toward the
bottom and soon combined to large convective flow as shown in Fig. 9.11h-1. It
demonstrates that the large Rayleigh convection is created from the mutual
interaction between small convections; such phenomenon is consistent with the
experimental observation.
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Fig. 9.11 The transient contours of solute concentration for n = oo at different timesa r = 40 s,
bt=20s,ct=30s,dr=35s,et=40s,fr=45s,gt=50s, ht=70s,it=90s,
jt=110s,ktr=130s,and 1t =150 s

9.3.4 Non-uniformly Distributed Multipoints of Disturbance
at Interface

In the case that the distribution of local disturbance points is non-uniform,
Figs. 9.12 and 9.13 show separately the concentration and velocity profiles for
n = 1 and unevenly distributed n =2 and n = 3 at r = 35 s.

As shown in Fig. 9.12, similar to the previous section, the shape of concen-
tration profile is significantly influenced by the position of local points as well as
Rayleigh convection and the wall effect. In Fig. 9.12c and d, the position of
the three local points is different, so as to show different concentration profiles.
The influence of Rayleigh convection and wall effect on the concentration profiles
is also clearly seen by the velocity profiles as shown in Fig. 9.13. The renewal
of interfacial concentration is demonstrated in these figures by the convective
circulation of the outer velocity contour of Rayleigh convection.
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Fig. 9.13 The transient velocity vector distributions of flow field for n =5 (uniformly
distributed) at different times at =20s,bt=25s,andct=30s

9.4 Random Disturbance Interfacial Model

Fu [21] proposed a random disturbance model by using P to represent the prob-
ability of concentration point at the interface with concentration higher than the
average, denoted by Cp, and their suitable values are 0.05 < P < 0.3 and
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1075 < Cp < 107° kg m~>. For instance, let P = 0.06 and concentration
Cp = 107 "2kgm~3. For instance, P = 0.06 means that there are 6 % randomly
distributed concentration points out of every 100 points at the interface with
concentration higher than the average interfacial concentration by 10~'% kg m™>.
For the absorption of CO, by ethanol as shown in Sect. 9.3.1, the concentration
contours at P =0 (no high concentration point) and P = 0.06 are given in
Figs. 9.14 and 9.15 for comparison.

As shown in Fig. 9.14, if no disturbance at the interface (P = 0), no Rayleigh
convection is found in spite of having concentration (density) difference between
interface and the bulk liquid, and in the meanwhile, only molecular diffusion of
solute from interface occurs. Under the condition of disturbance at the interface
with P = 0.06 and Cp = 107" kg m ™, a slight deformation of the concentration
contours is found at the left side near the wall at about t = 50-54 s, from where
the Rayleigh convection initiates. The concentration cell is fully developed at
t = 65 s, and it is squeezed by two symmetrical Rayleigh convective fluid vor-
texes on both sides (not shown in the figure) so as to form the inverted mushroom
shape.

By this model, the simulated results of the transient fields of concentration and
velocity vector under P = 0.06, Cp = 10~'? are shown in Figs. 9.16 and 9.17.

As shown in Fig. 9.16, the interface displays some unstable indication at 52 s
(a) and then develops randomly to nearby local points. At the same time, the
developed concentration cells move downward to the bulk liquid. At 62 s, as
shown in Fig. 9.17a, the velocity cell by Rayleigh convection has been formed to
squeeze the concentration cell to become mushroom shape until reaching the
bottom turning to anchor shape. It is noted that the circulating velocity of the
velocity cell is about 10°~10~* m s™', which is consistent with the experimental
measurement by Chen [23] and Fu et al. [24]. The foregoing simulation demon-
strates that the velocity circulation promotes the renewal of concentration around
interface so as to enhance the mass transfer by Rayleigh convection.

To test the effect of P on mass transfer, the quantity of instantaneous mass
transferred N (kg m~2 s~ ') can be calculated for comparison. During the gas-liquid
contacting time At, the instantaneous simulated N;,s, can be calculated by the
following equation between ¢ and ¢ + At:

[Ct+Ar)—C(n)]-V  [C(t+ Ar)—C(1)]-H

Nins,t = At 'Ai = A (913)

where C is the solute mass concentration; V is the volume of the liquid; A; is the
area of the flat gas—liquid contacting interface; and H is the thickness of the liquid.
Under the condition of no Rayleigh convection, the unsteady interfacial mass
transferred N,., can be calculated from penetration theory by the following
equation:
D

Npen = (CI - CO) E (914)
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Fig. 9.15 CO, concentration profiles under P = 0.06,Cp = 1072 kg m™> at different times for
the process of CO, absorption by ethanol a t =40s, b r=45s, ¢ t=50s,d r=52s,
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2013, with permission from Elsevier)
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Fig. 9.16 Transient
concentration fields of CO, at
52 s(a) 58 s (b), 62 s (¢), and
66 s (d) for CO, absorption
by ethanol (P = 0.06,
Cp=10"1% (reprinted from
Ref. [22], copyright 2013,
with permission from
Elsevier)
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where C; is the interfacial concentration and Cj is the solute concentration in the

solvent.

With consideration of the Rayleigh convection, the simulated concentration
profiles of CO, absorption by ethanol at interfacial solute concentration of
5 kg m~? are shown in Fig. 9.15. From such profile, the values of Nins,; during
C(1) and C(r + Ar) are obtained by the summation of solute concentration counting
in each lattice (discrete elements in computation) at time ¢ and ¢ + Az. The cal-
culated Niys,, denoted by Ngpn, is given in Fig. 9.18, in which the N, by
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penetration theory is also shown for comparison. In this figure, the onset of
Rayleigh convection is found at about 50-54 s so that the mass flux N is increased
sharply. After that, the wavy fluctuation of Ny, is due to the alternative action of
depletion and renewal of solute at the interface as a result of Rayleigh convection.
Following the accumulation of solute in the liquid bulk by absorption, the driving
force of mass transfer (C; — Cy) is gradually lowered to reduce both Ny, and Npep.
When the depletion of solute is compensated and renewed by Rayleigh convection,
the Ny, goes up again. Such action keeps on alternatively, forming a wavy curve.
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Fig. 9.19 Influence of P on
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The influence of parameter P on the mass flux N, is given in Fig. 9.19 where
the onset time of Rayleigh convection is faster for greater P. After 120 s, the Ny,
is almost independent of P.

The influence of Cp on the mass flux Ny, is also given in Fig. 9.20 where the
onset time of Rayleigh convection is faster for smaller Cp; the difference in
simulations at different Cp is not obvious.

The instantaneous mass transfer enhancement factor Fj,,, can also be calculated
from the N curve by the equation:

Nins,z
Npen,t

Fins,t =
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where Ny, is the N by penetration theory.
The instantaneous mass transfer coefficient at time ¢, denoted by k;,s,, can be
computed by the following equation:
(Cz+AT - Cr)V (CI+AT - Cr)H

koo — = 9.15
T AAT(C - C),,  AT(Ci — Co),, (5.15)

where C; is the interfacial solute concentration; (C; — Cp),, is the average of the
driving force of mass transfer during Az; and At is the time interval which is set to
be 0.1 s. The computed enhancement factor Fj,, at different interfacial solute
concentrations for different absorption processes are given in Figs. 9.21 and 9.22.
As indicated in the figures, the onset time (the durations for F = 1) is quite
different for different solvents.

As shown from Fig. 9.23, the variations in ks, for different interfacial con-
centrations of C; have similar trend with those of the enhancement factor.

Fu further proposed more precise random disturbance model [21] by consid-
ering the position, size, and duration of concentration disturbance that should be
randomly varying in the real gas-liquid mass transfer process. In this model, a
probability P and a coefficient of disturbance size f§ are introduced to express
randomness of concentration disturbance at the liquid surface. The probability P at
any point in the interface represents the probability of the occurrence of concen-
tration disturbance at that point. The distribution size Cr is proportional to the
degree approach (denoted by f) of interfacial concentration C; to the concentration
of saturated liquid Cg as follows:

Cr = B(Cs — Cy)

Figure 9.24 is an example where the solute points with higher concentration are
changing randomly at different times. As shown in the figure, the evolution of the
concentration contour is stochastic without definite pattern.

As shown in Fig. 9.25, the velocity of Rayleigh convection and mutual inter-
action is increased with time. The random characters of both velocity and con-
centration are obvious.

9.5 Self-Renewable Interface Model

For the self-renewable interface model, the simulated domain as shown in
Fig. 9.25 consists of two parts: the quiescent gas and liquid phases. The evolutions
of concentration distributions in both gas and liquid phases are simulated, and the
disturbance is maintained by the evolution of the interfacial concentration distri-
bution. For this purpose, a zone of gas phase is imposed between the liquid and gas
phases as shown in Fig. 9.25 where both gas and liquid phases are quiescent and
the mass transfer in gas phase is only by molecular diffusion.
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Fig. 9.24 Concentration profiles of random disturbance interfacial diffusion at different times
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Fig. 9.25 Velocity vector of random interfacial diffusion at different times. a t = 60 s and
bt=70s

Chen et al. [25] implemented this model by considering an instantaneous
non-uniform concentration distribution of gas phase at the interface due to the
localizing mass transfer from the interface to be the source of disturbance. The
non-uniform distribution of concentration in the gas phase at the interface leads to
different driving forces of mass transfer, and the instantaneous depletion of solute
enhances the non-uniformity of the interfacial concentration so as to promote the
Rayleigh convection. Moreover, in LBM, the numerical accuracy and stability
are strongly dependent on the relaxation time 7 (see section 9.1.4), which should
be greater than 0.5. Nevertheless, as Servan-Camas [26] pointed out that the
computed accuracy drops down after T~ 0.789. In CO, absorption, the liquid
phase Sc is in the order of 102, and therefore, the 7. is out of the 0.5-0.789
satisfactory range. To overcome this difficulty, Chen employed a hybrid model for
computation in which the velocity field is computed according to BGK equation
and the concentration field is calculated by using finite different method (FDM).
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In order to simplify the model, the following assumptions are made:

a. The mass transfer in the gas phase is only by means of molecular diffusion;
b. Gas and liquid phases are in equilibrium at the interface;
c. No mass is accumulated at the interface.

For the boundary conditions, bounce-back is applied for the solid walls. Con-
stant concentration is implemented at the gap of upper wall as shown in Fig. 9.26.
The sizes of domains A (gas) and B (liquid) in the figure are 100 mm x 5 mm
(L x Hg) and 100 mm x 30 mm (L x Hp), respectively, and the gap of the upper
wall has a width of 4 mm.

The initial condition for CO, absorption is Cog = Okgm™, Cp;, = Okgm™>,
Cop = 1.7kgm™>, . =0 m s~'. The hybrid LBM-FDM method is used.

The hybrid LBM-FDM method is used for the simulation, the convection term
is discretized by upwind weighted scheme, and the diffusion term is discretized by
central difference scheme. Runge—Kutta scheme is employed for time stepping.

For testing the accuracy of simulation, Chen also performed the experiment
under the simulated condition. The experimental setup is shown in Fig. 9.27.

The experimental results are shown in Fig. 9.28a. As shown, in the beginning,
one pair of vortex is found around the center of the interface and then further
develops and influences the fluid near the wall. This pattern may be as a result of
faster absorption at the center of interface due to higher concentration at the gap of
the upper wall so that the concentration around the center of interface is higher
than the others by faster absorption. Figure 9.28b shows similar pattern by sim-
ulation as well as in (c) where concentration development from two interfacial
points and penetration to the bulk liquid are seen. In Fig. 9.29, symmetric peaks in
average velocity distributions along the x direction are found in both experimental
and simulated results, which are corresponding to the vortex shown in Fig. 9.28.
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Fig. 9.27 Schematic diagram of the experimental setup (/ computer; 2 laser source; 3 camera; 4
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Fig. 9.28 Results of CO, absorption at t = 15 and 50 s for CO, absorption a experimental
velocity distribution, b simulated velocity distribution, and ¢ simulated concentration distribution
(reprinted from Ref. [27], copyright 2012, with permission from American Chemical Society)

The peaks move toward the left and right walls with time before 50 s due to the
diverging flow induced by surface concentration gradient.

From Figs. 9.28 and 9.29, it can be found that both the simulated and experi-
mental results show the following tendency:
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Fig. 9.29 Simulated and experimental results on average velocity distributions for CO,
absorption at different times a along Y (vertical) direction and b along X (horizontal) direction
(reprinted from Ref. [27], copyright 2012, with permission from American Chemical Society)

a. The maximum velocity appears at the liquid surface, and the average velocity
decreased rapidly in the direction perpendicular to the liquid surface;

b. The convection was centered in a region of ¥ = 0-0.01 m. The simulated
average velocity at the liquid surface is higher than the experimental mea-
surement. The deviation may be due to the fact that the simulation is two-
dimensional, and the experiment is under three-dimensional performance.

As shown in Fig. 9.29, the velocity of Rayleigh convection and mutual inter-
action is increased with time. The random characters of both velocity and con-
centration are obvious.

9.6 Summary

In short, any disturbance on concentration or temperature at interface may create
interfacial surface tension gradient and also the density difference between interface
and the bulk fluid is the cause to initiate Marangoni and Rayleigh convections;
the former is mainly acting around interface, and the latter is circulated between
interface and the bulk fluid. The influence of Marangoni convection and Rayleigh
convection on the mass transfer is significant as seen by the increase in
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enhancement factor by simulations and experimental measurement as described in
this chapter and Chap. 8. The necessary conditions for initiating both Rayleigh and
Marangoni convections are as follows: Firstly, the Ra and Ma numbers should
exceed the critical value, and secondly, the interface should be disturbed at least one
point to initiate the instability. Based on the conditions of the disturbed points,
different interfacial models are proposed, such as

e Fix point interfacial disturbance model, in which the disturbed points are
presented.

e Random disturbance interfacial model, in which the disturbed points are
stochastic.

o Self-renewable interface model, in which the non-uniform distribution of
absorbed solute concentration in gas phase leads to have local mass transfer at
the interface so that non-uniform solute concentration is established there as the
sources of disturbance. In simulation, the velocity field is computed according to
BGK equation and the concentration field is calculated by using finite difference
method (FDM) in order to ensure the numerical stability.

Remarks are made for the simulation that in the course of computation, the
numerical disturbance may affect the simulated result. For instance, in the
absorption process as shown in Fig. 9.13, since the bounce-back boundary con-
dition is applied, numerical disturbance is arising from the two sides of the con-
tainer wall to make the Rayleigh convection appeared primo near the wall as
shown in Figs. 9.10 and 9.24. Such convection promotes the instability of
neighboring interfacial concentration points and induces subsequent Rayleigh
convections. Nevertheless, by using the LBM-FDM method of computation, the
Rayleigh convection firstly appears away from the wall as shown in Fig. 9.27.
However, in spite of the location of the initial disturbance, the appearance of both
convections is developing with time and spreading out to the whole fluid body so
as to promote the interface renewal and enhance the mass transfer until the process
reaches stable state.
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