Studies in Computational Intelligence 327

Stawomir Wiak
Ewa Napieralska-Juszczak (Eds.)

Computational Methods
for the Innovative Design
of Electrical Devices

@ Springer



Stawomir Wiak and Ewa Napieralska-Juszczak (Eds.)

Computational Methods for the Innovative Design of Electrical Devices



Studies in Computational Intelligence, Volume 327

Editor-in-Chief

Prof. Janusz Kacprzyk

Systems Research Institute
Polish Academy of Sciences

ul. Newelska 6

01-447 Warsaw

Poland

E-mail: kacprzyk@ibspan.waw.pl

Further volumes of this series can be found on our
homepage: springer.com

Vol. 303. Joachim Diederich, Cengiz Gunay, and
James M. Hogan

Recruitment Learning, 2010

ISBN 978-3-642-14027-3

Vol. 304. Anthony Finn and Lakhmi C. Jain (Eds.)
Innovations in Defence Support Systems, 2010
ISBN 978-3-642-14083-9

Vol. 305. Stefania Montani and Lakhmi C. Jain (Eds.)
Successful Case-Based Reasoning Applications-1,2010
ISBN 978-3-642-14077-8

Vol. 306. Tru Hoang Cao
Conceptual Graphs and Fuzzy Logic, 2010
ISBN 978-3-642-14086-0

Vol. 307. Anupam Shukla, Ritu Tiwari, and Rahul Kala
Towards Hybrid and Adaptive Computing, 2010
ISBN 978-3-642-14343-4

Vol. 308. Roger Nkambou, Jacqueline Bourdeau, and
Riichiro Mizoguchi (Eds.)

Advances in Intelligent Tutoring Systems, 2010

ISBN 978-3-642-14362-5

Vol. 309. Isabelle Bichindaritz, Lakhmi C. Jain, Sachin Vaidya,
and Ashlesha Jain (Eds.)

Computational Intelligence in Healthcare 4, 2010

ISBN 978-3-642-14463-9

Vol. 310. Dipti Srinivasan and Lakhmi C. Jain (Eds.)
Innovations in Multi-Agent Systems and
Applications - 1, 2010

ISBN 978-3-642-14434-9

Vol. 311. Juan D. Velasquez and Lakhmi C. Jain (Eds.)
Advanced Techniques in Web Intelligence, 2010
ISBN 978-3-642-14460-8

Vol. 312. Patricia Melin, Janusz Kacprzyk, and

Witold Pedrycz (Eds.)

Soft Computing for Recognition based on Biometrics, 2010
ISBN 978-3-642-15110-1

Vol. 313. Imre J. Rudas, Janos Fodor, and

Janusz Kacprzyk (Eds.)

Computational Intelligence in Engineering, 2010
ISBN 978-3-642-15219-1

Vol. 314. Lorenzo Magnani, Walter Carnielli, and
Claudio Pizzi (Eds.)

Model-Based Reasoning in Science and Technology, 2010
ISBN 978-3-642-15222-1

Vol. 315. Mohammad Essaaidi, Michele Malgeri, and
Costin Badica (Eds.)

Intelligent Distributed Computing IV, 2010

ISBN 978-3-642-15210-8

Vol. 316. Philipp Wolfrum

Information Routing, Correspondence Finding, and Object
Recognition in the Brain, 2010

ISBN 978-3-642-15253-5

Vol. 317. Roger Lee (Ed.)
Computer and Information Science 2010
ISBN 978-3-642-15404-1

Vol. 318. Oscar Castillo, Janusz Kacprzyk,
and Witold Pedrycz (Eds.)

Soft Computing for Intelligent Control
and Mobile Robotics, 2010

ISBN 978-3-642-15533-8

Vol. 319. Takayuki Ito, Minjie Zhang, Valentin Robu,
Shaheen Fatima, Tokuro Matsuo,

and Hirofumi Yamaki (Eds.)

Innovations in Agent-Based Complex

Automated Negotiations, 2010

ISBN 978-3-642-15611-3

Vol. 320. xxx

Vol. 321. Dimitri Plemenos and Georgios Miaoulis (Eds.)
Intelligent Computer Graphics 2010
ISBN 978-3-642-15689-2

Vol. 322. Bruno Baruque and Emilio Corchado (Eds.)
Fusion Methods for Unsupervised Learning Ensembles, 2010
ISBN 978-3-642-16204-6

Vol. 323. xxx

Vol. 324. Alessandro Soro, Vargiu Eloisa, Giuliano Armano,
and Gavino Paddeu (Eds.)

Information Retrieval and Mining in Distributed
Environments, 2010

ISBN 978-3-642-16088-2

Vol. 325. Quan Bai and Naoki Fukuta (Eds.)
Advances in Practical Multi-Agent Systems, 2010
ISBN 978-3-642-16097-4

Vol. 326. Sheryl Brahnam and Lakhmi C. Jain (Eds.)
Advanced Computational Intelligence Paradigms in
Healthcare 5, 2010

ISBN 978-3-642-16094-3

Vol. 327. Stawomir Wiak and

Ewa Napieralska-Juszczak (Eds.)

Computational Methods for the Innovative Design of
Electrical Devices, 2010

ISBN 978-3-642-16224-4



Stawomir Wiak and Ewa Napieralska-Juszczak (Eds.)

Computational Methods
for the Innovative Design
of Electrical Devices

@ Springer



Prof. Dr. Stawomir Wiak

Technical University of Lodz

Institute of Mechatronics and Information
ul. Stefanowskiego 18/22

90-924 Lodz

Poland

E-mail: swiak@wp.pl

Ewa Napieralska-Juszczak
Université d’Artois

Technoparc Futura

Laboratoire Systémes Electrotechniques
et Environnement (LSEE)

62400 Bethune

France

E-mail: ewa.napieralskajuszczak@univ-artois.fr

ISBN 978-3-642-16224-4
DOI 10.1007/978-3-642-16225-1

Studies in Computational Intelligence

e-ISBN 978-3-642-16225-1

ISSN 1860-949X

Library of Congress Control Number: 2010937107

© 2010 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilm or in any other
way, and storage in data banks. Duplication of this publication or parts thereof is
permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from
Springer. Violations are liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this
publication does not imply, even in the absence of a specific statement, that such
names are exempt from the relevant protective laws and regulations and therefore

free for general use.

Typeset & Cover Design: Scientific Publishing Services Pvt. Ltd., Chennai, India.

Printed on acid-free paper

987654321

springer.com



Preface

This volume in the Studies in Computational Intelligence book series published by
Springer includes the extended version of a number of selected papers presented at
the International Symposium on Electromagnetic Fields in Electrical Engineering
ISEF'09. The Symposium was jointly organized by the LSEE (Laboratory of Elec-
trical Systems and Environment), University of Artois, France, and the Institute of
Mechatronics and Information Systems, Technical University of Lodz, Poland.
The venue was Arras, a beautiful historical town in the north of France.

The aim of ISEF symposia is to discuss recent developments in modelling and
simulation, control systems, testing, measurements, monitoring, diagnostics and
advanced software methodology and their applications in electrical and electronic
devices and mechatronic systems. ISEF is a forum for electronic and electrical en-
gineers, applied mathematicians, computer and software engineers, to exchange
ideas and experiences ranging from fundamental developments of theory to indus-
trial applications. The conference has become a popular event among academics,
researchers and practising engineers. Due to discussions during the conference, it
has been decided to prepare a book in the domain of innovative methods for the
electrical machine design.

Over the past thirty-five years, ISEF has gained a prominent position in elec-
tromagnetic community. Since the first meeting held in Uniejow Palace near Lodz
in 1974 — at that time organised as a National Symposium on “Electrodynamics of
Transformers and Electrical Machines” — ISEF has travelled around Europe visit-
ing, in addition to various venues in Poland, several interesting places such as
Pavia (twice), Southampton, Thessaloniki, Maribor, Baiona, Prague, and finally
Arras in 2009.

For the meeting in Arras, more than 300 papers had been submitted as digests,
and after the reviewing process 276 papers were accepted for presentation at the
Conference. Those versions were considered by session chairs for possible inclu-
sion in the post-conference special issue. The programme of the conference
included three invited papers, five oral and eight dialogue sessions. All well estab-
lished conference topics were covered, and supplemented by two new areas:

e artificial and computational intelligence in electrical engineering,
e noise and vibration in electrical machines.

Another novelty was a special session with presentations by PhD students
working in the field of electromagnetism.



VI Preface

The small but very active and prominent group of ‘electromagneticians’ regu-
larly attending ISEF will hopefully continue to support future meetings, so provid-
ing a particular flavour and focus. However, it is also very pleasant to see other
areas strongly emerging as new conference topics, in particular computer engi-
neering, software methodology, CAD techniques, artificial intelligence and mate-
rial sciences.

This special issue of Studies in Computational Intelligence incorporates 17
chapters selected by the Guest Editors as a result of a two-stage evaluation proc-
ess: first, recommendations of the chairpersons of the sessions, and next, reviews
by two independent referees. Computational and modelling aspects are the main
ones, although design, measurement and performance issues are considered as
well.

As the Editors of this special issue, we would like to express our thanks to
Springer for giving us the opportunity to share the ISEF symposium with a wider
community; thanks are due also to our colleagues, in particular Dr Stéphane Du-
chesne and Dr Jean-Philippe Lecointe for their help, efficiency and valuable con-
tribution to the reviewing and editing process.

At the end of these remarks, let us thank our colleagues who have contributed
to the book by peer-reviewing the papers at the conference as well as in the
publishing process. We also convey our thanks to Springer for their effective col-
laboration in shaping this editorial enterprise. As ISEF symposia are organised
biannually, we hope to keep our fruitful links with Springer in the future.

Stawomir Wiak
Chairman of the ISEF Symposium

Ewa Napieralska-Juszczak
Chairwoman of the ISEF2009
Organizing Committee
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Abstract. This paper deals with the numerical modeling of 3D structure of surface
micromachined MEMS different comb drive geometries. The paper is devoted to
the complex strategy of modeling, proposed by authors, of micro-actuators of
comb structure. This methodology is based on vector field 3-D structural models
and the object oriented models and lumped parameters as well, applied to the dif-
ferent structure of MEMS.

1.1 Introduction

We could stress that one of the most rapidly growing group of devices is Micro-
Electro-Mechanical Systems (MEMS). MEMS structures are fabricated using
semiconductor manufacturing technologies. These devices have tiny parts mi-
crometers (or even nanometers), and are frequently combined with integrated cir-
cuits on a single chip providing intelligence programming and signal processing
(Solutions 2009).

A huge number of MEMS structures have been successfully commercialized in
recent years, namely: inkjet printer nozzles, silicon pressure sensor, crash bag ac-
celerometers and micromachined gyroscopes, etc.

Microelectromechanical systems and other microsystems may be characterized
as multi-domain systems: mechanical, electrical, thermal, fluidic, or optical phe-
nomena have to be considered very detailed on the component level as well as
coupled together from the systems point of view. These requirements result in a
very complicated design demand (Fedder and Mukherjee 1996).

Actually, the task of the designer is highly complicated by the evidence that
different energy domains, in general being mutually coupled, are involved when
modeling micro-electro-mechanical devices (MEMD), in the frame of more gen-
eral micro-electro-mechanical systems (MEMS). Moreover, the designers have to
take into account the constraints imposed by the process technology, that limit the
feasibility of innovative devices. Some specific codes based on Finite Element

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 1
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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Method (FEM) (Di Barba et al. 2008) could be successfully applied to MEMS de-
signing while micro-domain physics are also taken into account. Such a sophisti-
cated software could allow creating 3D structure of the device, full model analysis
(structural mechanics, electrostatics, vibration, even coupled phenomena, etc.).

This paper deals with the methods of computer analysis and simulations of
electrostatic accelerometers (comb drive structure). It is worth to point out that ac-
celerometers are important devices in the range of variety applications such as air
bag actuation (by Analog Device, Berkeley Sensor and Actuator Center, and San-
dia), microrobots, etc. The accelerometers available on the market are capable of
measuring high values of accelerations.

Micromachined accelerometers can be classified by either the method of the
position detection of the seismic mass or the micromachined fabrication process of
the sensing elements. Micromachined sensing elements for accelerometers can be
fabricated either by bulk micromachining, surface micromachining or the LIGA
process (Solutions 2009).

1.2 Solid Modeling of 3D MEMS Structures

The base method of the proposed strategy lays in solid modeling technology,
moreover nowadays commonly exploited in CAD techniques. It is rapidly emerg-
ing technique as a central area of research and development in such diverse applica-
tions as engineering and product design, computer-aided manufacturing, electronic
typing, etc.

The solid model, which contains the external surfaces, edges and internal vol-
ume information could be used for design representation, verification, simulation,
analysis for processing, manufacturability and costing, and for both rapid proto-
typing, interactive design, and rapid tooling. Today, nearly all integrated
CAD/CAE/CAM systems are supported by the solid modeling at CAD modeled
structures. All these systems represent the shapes of solid physical objects. Such
representations basic operations on these systems could be provided by solid
modeling.

Recently, we observe rapid growth of methodologies and their applications in
creating 3D virtual object structures (Zhang 1998, Wiak et al. 2004). With the
point of view of CAD modeling, the basic aim of this work is the study of com-
plex field/circuit models for three-dimensional MEMS structures in the electro-
static micro actuators working as the sensors of acceleration, micromirror driving
system to be implemented in special switching system (optical fibres), etc. Accel-
erometers are one of the early successful MEMS applications. Inertial sensors are
a class of micromachined which rely on the movement of the suspended proof
mass.

Accelerometers are important sensors in a variety of applications ranging from
air bag actuation and anti-skid braking to navigation and flight control (Boser
1998). Fields of action of accelerometer are shown in Figure 1.1.
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Fig. 1.1 Fields of action of accelerometer (Boser 1998)

The base of proposed strategy is solid modeling. Schematic view of the evolu-
tion of CAD modeling, from its 2-D computer-aided drawing in early 70s to re-
cently invented technology of 3-D solid modeling-based computer-aided design, is
presented in Figure 1.2.
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A solid modeling techniques, which contains the external surfaces, edges and
internal volume predefined could be used for design representation, verification,
simulation, analysis for processing, manufacturability and costing, and for rapid
prototyping and rapid design as well. Today, nearly every integrated
CAD/CAE/CAM systems are supported by solid modeling at CAD modeled
structures.
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Fig. 1.2 Evolution of CAD Modeling (Hoffmann 1989)
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All these systems require representing the shapes (predefined simple parameter-
ized volumes as library components in the CAD package) of solid physical ob-
jects, and such representations and basic Boolean operations on them could be
provided by solid modeling.

Building of the geometry could be arranged by use of simple parameterized
volumes like: BLOCK, CYLINDER, DISC, SPHERE, TORUS and PRISM
/PYRAMID combining with Boolean Operations (like: Union With Regulariza-
tion, Union Without Regularization, etc.). Boolean operations are performed on
bodies, not cells. The main distinction between a cell and a body is that a cell is a
volume of the model, while a body is a hierarchical assembly of cells, faces, edges
and points (Wiak et al 2004, Sulima and Wiak 2008). Hence, it is necessary to
pick the new cylinders created as bodies not cells. Briefly summarizing, in the
next step it is possible to select from each volume the following parts: Bodies,
Cells, Faces, and Edges.

Additionally we could also define transformation operations, sweeping and
morphing operations. Solid modeling could be arranged as two stage process. Sur-
faces of volumes (cells) are initially discretized into triangles. Controls are avail-
able to define the exactness of the representation of curved surfaces. Then, using
the surface mesh, each cell is meshed automatically into tetrahedral elements.

Element size can be controlled by defining a maximum element size on verti-
ces, edges, faces or cells within a model. This allows the mesh to be concentrated
in areas of interest, where high accuracy is required, or where the field is changing
rapidly. One of the most sophisticated software exploiting Boolean operations and
predefined parameterized volumes are reported in the literature (Zhang 1998,
Wiak et al. 2004, OPERA-3D 2009).

1.2.1 Case Study — Accelerometer

The comb-drive accelerometers, shown in Figure 1.3, are very popular devices in
the MEMS community and have been well characterized. The capacitive acceler-
ometer consists of moving comb teeth, suspended by spring beams on both sides,
and fixed teeth. The suspension is designed to be in the x direction of motion and
to be stiff in the orthogonal direction (y), and z direction as well, to keep the
comb fingers aligned. When the voltage is applied on the force unit, a net electro-
static force pulls the movable part in the desired direction. Apart of it the acceler-
ometer could also move in other directions, not expected. Due to phenomena
complexity only field models are fully acceptable in 3-D structure designing.
Movable part displacement toward not desired direction “could even destroy”
mathematical model, due to introducing to equivalent circuit model additional
capacitances.
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Fig. 1.3 Two types of electrostatic accelerometers MEMS (by solid modeling) (Wiak et al.
2008, Wiak and Smétka 2009)

The parallel plate capacitor is the most fundamental configuration of comb
drives. The stored energy is expressed by the following formula (while C is func-
tion of design parameters):

w:%cuz (1)

When the plates of the capacitor move towards each other, the work done by the
attractive force between them can be computed as the change in W (stored energy)
versus displacement (x).

1.2.2 Case Study — Actuator for Micromirror Driving

Micromirrors with electrostatic drive find wider and wider application in different
kinds of equipment, from bar-code reader to multimedia projectors. A series of
drive solutions based on the electrostatic effect is presented in numerous papers
and projects. Capacitive designs have the characteristic feature that they can be
relatively cheaply and arbitrarily minimized down to the very limits of production
technology possibilities. Their basic advantage is the fact that they have favorable
F~U2 characteristic, as each electrostatic actuator. However their disadvantage is
the necessity of applying quite high control voltages, which in some cases makes
it impossible to use them in given situations, e.g. in medicine the safety standards
do not allow to apply such voltages in direct contact with live organism.

Electrostatic micromirror comb-drive actuators are realized in many variants,
so we can distinguish:

1. Monolithic actuators — built of a system of plan electrodes working in
cooperation,
2. Comb-drive actuators —built of electrodes in the form of comb.
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There are several design solutions of comb actuators which can be in principle di-
vided in: horizontal, vertical, angular, and rotary. Monolithic actuators are com-
monly applied in optical switches and multimedia DLP projectors.

MEMS switches with micromirrors permit to switch signals directly from input
to output which saves unnecessary transformation and removes the “bottle neck”
effect and accelerates the whole network. An optical switch with micromirror is
based on precise positioning of the mirror using an actuator, e.g. an electrostatic
one. An important demand is the proper selection of the control signal so that the
control unit — the mirror, rotates around the required angle with as much as possi-
ble the lowest amplitude of oscillations.

Other group of micromirror drives is the comb-drive actuators. A huge group of
them are plane comb actuator structures, which of course are the simplest.

In that solution the scanning mirror is attached to a beam connected to moving
combs. As a result of vibrations of the comb the mirror is moved along groves in
which optical fibres are placed. Such a switch is described by (Li J. et al 2003).
While R. A. Conant (Conat et al. 2000) presents an other kind of comb-drive
called for short STEC. Such design allows for high mirror rotation angle up to ab.
25° with low static and dynamic mirror distortions, not over 30 nm.

P. R. Patterson (Patterson and Hah 2002), describes a similar design In his
paper; it allows scanning angles even up to 40° to be reached in actuators compa-
rable to the STEC ones. The maximum scanning angle is a function of the tooth
geometry, particularly of its thickness, of the teeth overlap and shift. For the angu-
lar design this is by 1,5 higher than for a comparable STEC one.

Fig. 1.4 A micromirror with a torsional comb-drive actuator (Conant et al. 1999)

The microswitch consists of two comb-electrodes in STEC configuration
(Figure 1.5 — solid structural model). A single comb consists of several, up to some
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hundreds rectangular plates (or of other shape — Figure 1.6). When no voltage is
applied, the elastic beam to which the plates are fixed, keeps them above the elec-
trodes of the lower comb attached to the base.

Fig. 1.6 Comb microactuator with rectangular electrodes (after angular displacement) (Su-
lima et al. 2008).

1.3 Complex Strategy

Authors propose (their own) a complex strategy of modeling and the optimization
technique, based on the vector field model and the circuit methodology of MEMS
comb structure. This strategy is fully satisfactory in order to simulate the electro-
mechanical characteristics of actuator of different structures, and dynamic behav-
ior of the object (Figure 1.7).
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Fig. 1.7 Complex strategy in computer modeling of MEMS (Wiak and Smétka 2009).

A novel complex strategy in computer modeling of accelerometer MEMS,
based on the solid modeling is proposed by the authors in this paper. This strategy
is fully satisfactory in order to simulate the electromechanical characteristics
of different accelerometer structures (MEMS). This methodology consists of the
following general steps:

1. Solid modeling of 3-D structure of inertial devices,

2. Parameterized model to speed up geometry introducing,

3. Creation of the mathematical model of 3D structure,

4. Creation of the complex electromechanical models of MEMS dynamic behav-
ior (system of electric and mechanical partial differential equations — based on
lumped parameters models).



Integrated Computer Models of 3-D Comb Drive Electrostatic MEMS Structures 9

5. Creation of the Library of Object-Oriented MEMS components.
6. In authors’ opinion, only such a new methodology makes the complex simula-
tion of device dynamic behavior and MEMS optimal design possible as well.

Solid modeling strategy is successfully applied to the calculation of electrostatic
field in microactuators with comb drive structure.

1.3.1 Case Study — Accelerometer

We also could stress that only three-dimensional structure, by means of solid
modeling, of the object could give the full view of the phenomena occurring in ac-
celerometers. Figure 1.8 presents 3-D structural model of comb drive structure
(corresponding to Figure 1.3) with mesh (by use of OPERA-3D code).

A proper strategy in designing of MEMS should capture the essential static and
dynamic behavior of the device using a minimal set of equations, which are in
terms of the physical design parameters and material properties. Analytical models
are useful to describe coupling between different directions of motion, and are de-
rived by use of the energy methods.

Fig. 1.8 Full 3-D structure mesh in the model of two types accelerometers from Figure 1.3
(over one million elements).

The structure of typical electrostatic accelerometers consist of elastic suspend-
ing elements (springs), shuttle mass, and electrostatic elements. Behavior of accel-
erometer is described by a lumped second-order equation of motion. For any
generalized displacement {, we can write (Iyer and Mukherjee 2000, Iyer et al.
1999, Jing et al. 2002):

F,=a,m=mg, {+B:{+k, ¢ (2)

where F,is the external force (in the x-mode this force is compatible with re-
quired motion of fingers in comb drives), a,;is external acceleration, m; ; is the
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effective mass, B, is damping coefficient, and k; is the springs constant. The x-
mode frequency for this model is given by

®, =27 f, =k, /my 3)

The other modes are modeled similarly.
In this second-order mass-spring-damper (Figure 1.9) system shows that dis-
placement is a function of external acceleration.

Fig. 1.9 Simplified diagram of the accelerometer structure

The above statement is basic rule in accelerometers mechanical model. In next
sections we derive the mathematical formulas of other components of this model
accelerometer. The effect of spring mass on resonant frequency of different modes
is taken into account by an effective mass model.

Effective mass for each mode of interest is calculated by normalizing the total
maximum kinetic energy of the spring by the maximum proof-mass velocity, Vax,
where mi and L; are the mass and the length of the i’th beam in the spring (Yong
1998, Iyer and Mukherjee 2000).

The vector field analysis (mechanical and electrical) has given the knowledge
about the structures of the micro accelerometer, as well as the dynamic behavior
of the analyzed object. Finite Element Method yields in good agreement with the
analytical method, giving only small discrepancies.

m :Z n];li.[(vj(;)jdf “)

i i 0 %

max

where p is the viscosity of air, d is the spacer gap, d is the penetration depth of air-
flow above the structure, Ac is the gap between comb fingers, and A, A, Ay, and
A, are bloated layout areas for the shuttle, truss beams, flexure beams, and comb-
finger sidewalls, respectively (Fedder and Mukherjee 1996).
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Springs designing are a very important step in the global design process of iner-
tial sensors (Iyer and Mukherjee 2000). The suspension creates mechanical force
acting against the displacement and the net displacement is obtained when the
electrostatic force is equal to this mechanical force. Various designs for the spring
of the suspensions are proposed in the literature (one solid model, selected for our
structure, is shown in Figure 1.10).

Fig. 1.10 Exemplary suspending system (springs structures) of the accelerometer (Wiak
et al. 2008).

Linear equations for the spring constants are derived using energy methods. A
force (or moment) is applied to the free end(s) of the spring, in the direction of in-
terest, and the displacement is calculated symbolically (as a function of the design
variables and the applied force).

When forces (torques) are applied at the end-points of the flexure, the total en-
ergy of deformation U, is calculated as:

N
M, (f)
gy j 2EL ©
beami=1 ()

where, L; is the length of the i’th beam in the flexure, M; is the bending moment
transmitted through beam i, E is the Young’s modulus of the structural material
and I; is the moment of inertia of beam i, about the relevant axis (Iyer et al. 1999).

Next, the analytical expressions were derived using the Castigliano’s theorem.
The effective stiffness obtained analytical expressions was compared with the re-
sults from finite element method.

Authors clearly point out that only three-dimensional object structure, built by
use of solid modeling methodology, could give the complex information about the
physical phenomena at the accelerometers. Mechanical (stress and stiffness mod-
eling) modeling has been carried out for some selected spring geometries (see
Figure 1.10).

Several mechanical modes of the movable part of the device have been calcu-
lated, and an example of how the structure might bend due to external forces has
been computed. First few mode shapes for the spring, from Figure 1.10, are shown
in Figure 1.11. For all the types of suspending systems, the basic (for correct
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working of the inertial device) is the first mode. The field analyses (mechanical
and electrical) have given the knowledge about structure of micro accelerometer
simulation. System of electric and mechanical partial differential equations is also
the effect of this work. Finite Element Method yields in good agreement with the
analytical calculations, which gives small discrepancies.

Fig. 1.11 Examples of mode shapes of mechanical structures springs in accelerometer.

Accelerometer object-oriented modeling: Computer simulation as the method and
integrated tool is a very important way to gain insight in complex systems, to
make virtual experiments to get deeper understanding, and to verify new designs
(Schwarz, 2004). Modeling, simulation and analysis tools are needed to support
the MEMS designer involved in optimal design process. In the design of micro-
systems, sophisticated CAD systems based on Finite Element Method (FEM), like
OPERA from Vector Fields, COSMOS and ANSYS, are exploited to perform
modeling and simulation of the behavior of the system components with high
accuracy. Finite element analyses are the most commonly used methods for nu-
merical mechanical and electrostatic simulations. These methods are accurate for
creating the fine meshes. However, as they are layout-based, any change of the
geometry requires a new mesh, leading to inconvenient design iteration (Jing et al.
2002). We would stress that FEM simulations are time consuming.

One of the most important step in creating the complex electromechanical
models of MEMS dynamic behavior (system of electric and mechanical partial
differential equations — based on lumped parameters models) is defined by the Li-
brary of Object-Oriented MEMS components (Matlab/Simulink - Figure 1.12).
Simulink blocks library of accelerometers components (springs and comb-drives
and additional components) has been created to carry out the simulation of accel-
erometer dynamic behavior. The general idea is to create universal topology for
accelerometer comb structure; the same for different selected structures to be in-
vestigated. It should be recommended to introduce only the data for each block,
which corresponds to the investigated structure.

Therefore special block Comb-Spring-Comb have been defined, which plays
role as adapter to transform each investigated specific structure to universal blocks
topology. Moreover elaborated by authors algorithms and codes enables to trans-
form the data from field model to object oriented model (block components) con-
tinuously, even during the dynamic movement.
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Fig. 1.12 Object-Oriented Model (OOM) by Matlab-Simulink (Wiak and Smétka 2009).

Modelling of the dynamic accelerometer behaviour by use of New Object-
Oriented Model is based on Complex Computer 3D-structures Field Models (Elec-
trostatic and Mechanical).

General idea of building Object-Oriented Model (OOM) consists of the follow-
ing steps:

e defining the total capacitance of the object C as the function of displacements
(in x, y and z axes) and geometry.
e defining the effective mass m,j- from 3D structural mechanical analysis.

Obtained data files from 3D structural analysis are in the next step introduced as
the input data to OOM.

Proposed by authors OOM could be successfully implemented to any kind of
comb structure actuators, even those being manufactured by Research Centres or
Companies. As the test calculations of comb element of the actuator (with the
structure presented in Figure 1.12) we have performed (see Figure 1.13) for the
following constraints: supply voltage in x and y axes in sine wave form, in z axis
constant force. As the results (dynamic response) of complex computer simula-
tion (joining 3D field model with object oriented models) we observe resultant
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electrostatic force F between electrodes and damping coefficient b, changes
along x axis.

Exvz (=l [ | B bxCF == = )

B (LPrL AEBEB|E ~ SBH|LPLL AEB B AT ~

.
DataC

XYz v
. .

I

Sources| DC {+-V} or AC (+Vsin(2 1))

Fig. 1.13 Test calculations for Object-Oriented Model (OOM) of accelerometer

1.3.2 Case Study — Actuator for Micromirror Driving

Determination of the maximum deflection angle of the moving comb for a STEC
type comb actuator (see Figure 1.6) (Hoffmann 1989) is given by:

h

) - -
max (b—c)+c

(6)

The upper comb marked red (see Figure 1.5 and 1.6) is the moving element, in the
direction of the x axis and rotation by the o angle. The system presented above is
an electrostatic system thus the displacement of the electrode depends on the sup-
ply voltage. An electrostatic field is created in the air gap by applying suitable
voltage, which causes the electrode supported on spring beams to be pulled in,
where the force with which the electrode is pulled in depends on the difference of
potential between the electrodes and on the change in the capacitance of the air
capacitor formed by the system: fixed electrode-air gap—moving electrode.

The capacitance depends in turn directly on the active surface of electrodes and
on the distance between them. We assume that the active electrode can move only
in the direction of the y axis and rotate by the angle of a.

In order to calculate the force produced by the actuator we compute the partial
derivatives of the electrostatic filed stored energy We versus variables (displace-
ments: linear — y and angular-a), we obtain (see Figure 1.6):

_aW a 1UC2_€U2 aSmml
Y Oy ay 2 2d  dy

)
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or

2
Ma — aWe ZilUcz zi% (8)
Jaa Jdo 2 2d Jdo

where: Sy — electrodes active surface, d — distance between electrodes, U - sup-
ply voltage, € - electric permittivity.

The moving electrode is supported by an elastic beam which is exposed to tor-
sional stresses during operation. The beam is also subjected to bending as a result
of being loaded by the mass of the mechanism (Figure 1.14).

Fig. 1.14 Torques acting on suspending beam during torsional movement.
The mechanical energy W, of such a system can be expresses by the equation:
o 1.,
W, :Ekyy +Ekaa C)

where: k,, k,, rigidity coefficients of the beam. Detailed data related to the beam
rigidity can be found in (Conat et al. 2000), and k. is defined as follows: k. = 2
GIJ/L. The elastic beam, in our case, made of silicon, supporting the moving comb
has a rectangular cross-section, where one side is many times longer than the other
one. Such case we consider as a stress in a bar with a narrow cross-sectional area
(a Lim bar). The distribution of stresses in a slim bar can be determined with the
sufficient accuracy, assuming that the stress function depends only on the trans-
verse variable, i.e. in our case. The rigidity index of the cross-section for torsion:
I, =g’h/3. A more accurate value of this index is given by an empirical formula as
(Conat et al. 2000):

Iszlg% 1—52 > %tanh@ (10)
3 h T n=1,3,5...n 28

where: g —beam width, h — beam height, G —transversal elasticity modulus, ky=
2gEh’/L’, L — beam length, E —Young modulus.

The structural material of the beam is monocrystaline silicon, for which the
values of the above parameters are respectively: E=129,5 GPa and G=78 GPa.
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For a simplified formula of the rigidity index at torsion the total energy is as
follows:

3 3
szm_wzz[,;ghyz+GghazJ_1szoS (11)

Object Oriented Model of the actuator is based on 3D structural models - electro-
static and mechanical (see Figure 1.15).

Set of parameterized components

Comb drive structure [shzpe of
electrode, supplying system)

Micromirror mass

lumped parameters [ (object model)

Calculzted parameters Calculzted parameters

Assembling of whole object

ulating damping coeffidents

Creating object oriented model (motion equations)

Fig. 1.15 Procedure of creating the global model of actuator (leading to object oriented
model)

Defined above object oriented model allows us to design optimal structure of the
actuator, leading to minimizing the amplitude and time of oscillations.

Test Dynamic Analysis: Carrying out a dynamic analysis of a STEC comb system,
a load mass of the actuator comb is a mirror of approximately 0,25um” surface being
assumed. The proposed by authors strategy of complex modeling leads to optimal
design of actuator structure. One of the important results of such strategy is reducing
oscillation duration to less than 0.5ns. Such parameters allow for fast and efficient
switching the light signal from the waveguide net (see Figure 1.16, while the natural
frequency is about 6,6kHz) (Sulima and Wiak 2008).



Integrated Computer Models of 3-D Comb Drive Electrostatic MEMS Structures 17

Naturalvinrations of the comb electrode, ace23 Damped itrations ofthe comb electrods, odeds

i

t [5] vt t e

alfa [degl]
=
alfa [deg]

{15

Fig. 1.16 Dynamic characteristic of the model of a comb-drive actuator — natural free vibra-
tions of the system (Sulima and Wiak 2008).

1.4 Conclusions

The vector field analysis (mechanical and electrical) has given the knowledge
about the structures of the micro- actuators, as well as the dynamic behaviour of
the analyzed object.

On the basis of this research the following conclusions could be drawn:

e only the three-dimensional design with the application of the solid modelling
provides the full view of the phenomena occurring in the micro- actuators,

e such complex, object oriented solution makes possible the global simulation of
device dynamic states and optimization MEMS devices.

The above mentioned methodology determines the following benefits:

¢ time reduction between the device idea and its implementation as a final product,
o the reduction of the costly experiments for the huge number of prototypes.

The new object oriented Matlab/Simulink library blocks could be successfully
used to different MEMS design, exemplary: resonators, gyroscopes, etc.
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Abstract. In this work, a Non-dominated Sorting Genetic Algorithm (NSGAII) is
used to solve a Multi-objective Optimization problem which consists of the
maximization of the average torque and the reduction of the slotless PM motors
mass. Firstly a magnetic analytical model of the motor is developed to define an
optimization problem and a set of design constraints. Then, the (NSGAII) algo-
rithm is used to solve this optimization problem.

2.1 Introduction

The vibrations are undesirable effects which should be reduced [1]. For that, it is
necessary to identify the means making it possible to reduce these phenomena. In
this perspective, we are chosen the slotless PM Motor [2, 1]. On the other hand,
considering the height cost of the magnets, copper and the other materials raised
leads to optimize their size while conserving acceptable performances (flux
density, torque...).

In recent years, optimization algorithms have received increasing attention by
the research community as well as the industry; it looks for an equilibrium point of
the different goals. Each generic admissible solution for the design problem repre-
sents one point in the multi-dimensional design space spanned by all admissible
machine parameters satisfying the requirements, the technological and physical
constraints. Therefore, it is necessary to use the multi-objective optimization strat-
egy based on a rigorous mathematical formulations and automatic design aids to
help the engineer’s technical sensibility and experience during the process [3].

There are plethora of methods and algorithms for solving the multi-objective
optimization problems, one of these methods is evolutionary multi-objective
optimization (EMO) algorithms; it is one of the most active research areas in the
field of evolutionary computation. A number of EMO algorithms have been pro-
posed in the literature [4], [5]. The main advantage of Evolutionary Multi-
objective algorithms over other multi-objective optimization methods is that many

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 19
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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non-dominated solutions can be simultaneously obtained by their single run. In
this perspective, we have used NSGA-2 [5] for solving the inverse problem.
Indeed, this method will be detailed.

This study brings a new way for solving multi-objective evolutionary optimiza-
tion applied to the optimal design problem. It is formulated as an inverse problem
which is solved with a multi-objective optimization associated with an analytical
model. The goal is to find a set of design parameters in the feasible design space
that optimize two objective functions while keeping the given constraints.

2.2 Electromagnetic Modeling of the Study Slotless PMSM

2.2.1 Motor Topologies

The structure of the machine study is schematized on the figure 2.1. On the inside
of the stator iron is an electromagnetically inactive area that is used for bearings,
cooling and other auxiliaries. The stator iron consists of a slotless armature, it con-
sists of very thin. On its inside, the stator winding region is located. On the inside
of the mechanical air gap the electromagnetic shielding cylinder is located, fol-
lowed by the permanent magnet array and the solid rotor iron. This study structure
can only be practicable for sinusoidal current supply [6].

Winding
Air gap

Magnets

Rotor iron

Fig. 2.1 Electromagnetic modeling of a slotless PMSM

2.2.2 Analytical Modeling

The Maxwell electromagnetic model leads to solve the following equation:

h a’l h n
rot(lrotA)—O'—Az—JO+r0t(M) (1
u ot u
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Where: A is the magnetic vector potential.
Jo is the exciting current density.
M is the magnetization.

L is the permeability

An analytical model is developed, in terms of polar coordinates, to compute the
magnetic field produced by the permanents magnets of the slotless PM motors.
The study structure is divided into the air-gap region, permanent region and
conductors region (fig 2.1). A magnetic vector potential formulation is used in 2D
polar coordinates to describe the problem. According to the adopted assumption,
the magnetic vector potential has only one component along the z-direction and
only depends on the r and 6 coordinates.
In polar coordinates, the Laplace's equation in both the air-gap and winding is
described by:
9°A, 10A, 1 9°A,
o ror 7 ag 0 @)

And for the permanent magnet region, the Poisson’s equation described by:

9°A, 10A, 10°A, 1[oM
+ L+ L= LM 3
o’ ror r’ o6 I”|: 00 g} )

The boundary conditions for the different regions are defined as following:

94, =0 “4)
ar r=R;
0A
Za =0 5
ar r=R4 ( )

The continuity condition between the air-gap and permanent magnets leads to:

A, (R,,0)=A,(R,,0)

| o
Hr or Coor

(6)

r=R, r=Ry

The radial and the tangential component of the flux density in each region are
related to the magnetic vector potential by the well-known relations:
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1 0A
B =-22 7
" roé 0
0A
B, =-22 8
P) 5 (8)

By using separation of variables, the general solution for the magnetic vector
potential in each region has the form:
In the air-gap region

A (r,8)= i[amr”" +a2nr'"”]sin(np0) ©)

n=1

In the permanent magnets region

A(r,0)= 3 layr™ + ay,r "+, (r)lsin(np8) (10)

n=1

Where: y,(r) is the particularly solution for equation (10).

M
—sz’" r Si nzpz;él
W, (r)={mr ! (11)

1
—Eanmrlnr si n’p’=1

a,,a,,, a3, anda,, are arbitrary constants calculated for each harmonic using
the boundary conditions giving in (4), (5) and (6) .

2.2.3 Electromagnetic Torque

For 2p-poles PM motor and sinusoidal current, the electromagnetic torque can be
calculated by:

Rytp
F(H):ZpLuJ.J.J(Q )B, (1,0 )r*drd6. (12)

R3 0

Where B, is the radial component flux density produced by the magnets and J is
the current density in the air gap winding that are expressed by the following
terms:

B, (r0)= an[ahmr""_1 +a,,r"! ]cos( np@) (13)

n=1
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3
J(O )==>J 0. +vax 14
(6,) 2; , cos(npb, ) (14)
-1 ifn=6m+1
Where: v =
+1 ifn=6m—-1
0 =0+a,+Qt (15)
4pN 1
g (16)
(R, —R;)
Where:

Ky, is the winding factor
0, is the stator reference frame.
0 is the rotor reference frame.

Q is the angular speed.

Finally the electromagnetic torque and the average torque are giving respectively
by the following relations:

r(e)zgszrn cos(np@, +(n+v)ar) (17)
n=1
Where:
Lt np+2 np+2 Ao —np+2 —np+2
r,=nl, (R =Ry )= —=—(R,"™ —R;"") (18)
np+2 np—2 )

The average torque can be calculated as following:
1 T
r, =?Il"(t)dt (19)
0

Equation (20) can be writing as:

L, = 3%LM”J1 {%(Rj -R; )_ 921(Rz:1 - R’ ):| 20)
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2.2.4 Model Validating

In order to validate the proposed model, the analytical results have been compared
with 2D finite element simulations.

Fig. 2.2 and Fig. 2.3 show respectively the radial flux density and electromag-
netic torque developed by the slotless PMSM for parameters giving in Table 2.1.
Notice that the motor is supplied by a three phase sine wave currents.

A good agreement is noticed between the FEM and analytical results.
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Table 2.1 Fixed parameters of prototype study

Symbol Parameter Value

M Magnetization of magnets 0.9 Tesla
Relative recoil permeability 1

lLlr

Tinax Maximum phase current 42 A

P Pole number 3

ol (Magnet pitch/pole pitch ratio  (2/3)

N Slot number 36

3 Slot opening/Tooth pitch (1/3)

Ne Conductors number per slot 23

L. machine length 40 mm

Bfer Iron flux density 1.5 Tesla

f Frequency 50 Hz

Pmagnee  Magnet density 7.6 g/mm3

peopper  Copper density 8.93 g/mm’

Piron Iron density 7.6 g/mm3

Rs Outer stator Radius 126.5mm

Ry Inner stator radius 87mm

R Outer rotor radius 69mm

Ro Inner rotor radius 50mm

€ Air gap thickness 3mm

€, Permanent magnet thickness ~ 10mm

2.3 Multi-objective Optimization

In a multi-objective (or multi-criteria) optimization problem, there are more than
one objective function to be taken into consideration. Besides the existence of
multiple objective functions, there may also be some constraints, which put re-
strictions on the search space.

It can be formulated as follows:

optimize f.(x)
g;(x)
h(x)

foralli= ],2,...Nubj
forall j=12,..J
forallk =1,2,..K

with (21)

and

In this formalization, x represents the solution vector (a point in the search space)
that holds the decision variables, the function set f represents the objective func-
tions subject to optimization, the function set g contains the inequality constraints
and finally the function set & contains the equality constraints.
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In the single-criterion case, generally there exists a global maximum, and the
aim of a search algorithm is to reach to that peak point. However, a multi-
objective problems deal with simultaneous optimization of objectives. The out-
come of such an optimization problem is a set of compromised solutions of differ-
ent objectives

2.3.1 Dominance

To compare candidate solutions in multi objective optimization problems, the
concepts of Pareto dominance is used. A decision vector x is said to dominate an-
other y when it is as good as y regarding each objective, and there is at least one
objective with respect to which x is better than y [6]. In this case, the solution x
dominates y; x is called the non-dominated solution (Fig.2.4).

For a minimization problem, A solution vector x is said to dominate the solu-
tion vector y when:

Vie{1,2,..1} fi(x)< fi(y)andJie {1,2,.. 1} f.(x)< fi(y) (22)

2.3.2 Pareto Optimality

If there is no feasible solution y that dominates X, x is said to be a Pareto-optimal
solution of the multi-objective optimization problem in [7]. The set of all Pareto-
optimal solutions is the Pareto-optimal solution set. However, the solutions that
are non-dominated within the entire search space are denoted as Pareto-optimal
and constitute the Pareto-optimal set or Pareto-optimal front [7, 4].

A sample pareto-optimal set of a problem with two objective functions subject
to minimization is illustrated in (Fig.2.4).

Non dominat individual

MinF,
> 4 % Dominat individual
* * *
*
* *
*
*
* * Pareto-optimal Front
* *
*
*
* *
*
* *
Min F,

Fig. 2.4 Example Pareto-Optimal Fronts for a 2-Objectives Problem
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Fig. 2.5 illustrates possible pareto-optimal fronts for problems with two objec-
tives, with respect to their optimization configurations regarding minimization or
maximization.

f2 A

(max (f;),max(f,))

(min (f)),max(f,))

Maximizing f,

Minimizing f;
Maximizing f;

Minimizing f,

(min (f,),min(f,)) (max (f;),min(t,))

fy

Fig. 2.5 Example Pareto-Optimal Fronts for a minimization or maximization 2-Objective
Problem [7]

2.3.3 Evolutionary Multi-objective Optimization Algorithms

Evolutionary multi-objective optimization (EMO) algorithms are similar to
traditional single objective evolutionary algorithms in that all genetic algorithms
search complex problem spaces using the process that is analogous to Darwinian
natural selection. Evolutionary algorithms use a population based search in witch
height quality solutions are involved using the three basic operators (selection,
crossover and mutation) similar to those in natural selection and evolution [8,9].
In this section, we briefly explain some basic concepts in genetic algorithms

(GA):

1. Selection: according to its fitness value, an individual may reproduce, survive

or die.

2. Fitness: the fitness of each function is determined by how well it satisfied ob-
jectives and constraints.

3. Crossover: occurs by combining the decision variables of height quality
solution (parent) to create (child) solutions. It is needed to increase diversity
among the population.



28 L. Belguerras and L. Hadjout

4. Mutation: this operator is needed because important genetic information may
occasionally be lost as a result of selection and crossover.

The task of evolutionary multi-objective optimization (EMO) algorithms is to find
well distributed Pareto-optimal or near Pareto-optimal solutions as many as possible.
The main advantage of EMO algorithms over other multi-objective optimization
methods is that many non-dominated solutions can be simultaneously obtained by
their single run [4].

Generally, GAs select individuals according to the values of the fitness func-
tion. However, in a multi-objective optimization problem, some criteria being
considered, the evaluation of the individuals requires that a unique fitness value,
referred to as a dummy fitness be defined in some appropriate way. To achieve
this, by application of the definition of non-dominance, the chromosomes are first
classified by fronts. The non-dominated individuals of the entire population define
front 1 ; in the subset of remaining individuals, the non-dominated ones define
front 2, and so on ; the worst individuals define front n, where n is the number of
fronts see (Fig.2.6) [4].

A number of EMO algorithms have been proposed in the literature [7, 9 and
10]. The NSGA-II algorithm of Deb et al. [5] is one of the most well-known and
frequently-used EMO algorithms in the literature.

A
f2

+ 4+ front 3
<+ front 2

front 1‘

>

f,

Fig. 2.6 Classification of population

2.3.4 Elitist Non-dominated Sorting Genetic Algorithm (NSGAII)

The method used in this paper is NSGAIL, it’s the second generation EMO devel-
oped by Deb and al [5] which made significant improvements to the original
NSGA by

1. Using a more efficient non-domination sorting scheme a crowding measure.
2. Eliminating the sharing parameter



Multi-objective Design Optimization of Slotless PM Motors 29

3. Adding an implicitly elitist selection method that greatly aids in capturing
Pareto surfaces.
4. The NSGAII can handle both real and binary representations.

As in other evolutionary algorithms, first the NSGA-II algorithm generates an ini-
tial population. This is usually performed randomly. Then an offspring population
is generated from the current population by selection, crossover and mutation. The
next population is constructed from the current and offspring populations. The
generation of an offspring population and the construction of the next population
are iterated until a fixed stopping condition is satisfied.

Each solution in the current population is evaluated in the following manner.
First, Rank 1 is assigned to all non-dominated solutions in the current population.
All solutions with Rank 1 are tentatively removed from the current population.
Next, Rank 2 is assigned to all non-dominated solutions in the reduced current
population. All solutions with Rank 2 are tentatively removed from the reduced
current population. This procedure is iterated until all solutions are tentatively re-
moved from the current population (i.e., until ranks are assigned to all solutions)
(Fig.2.7). As a result, a different rank is assigned to each solution. Solutions with
smaller ranks are viewed as being better than those with larger ranks. Among
solutions with the same rank, an additional criterion called a crowding measure is
taken into account. The crowding measure for a solution calculates the distance
between its adjacent solutions with the same rank in the objective space [5]. Less
crowded solutions with larger values of the crowding measure are viewed as being
better than more crowded solutions with smaller values of the crowding measure.
A pair of parent solutions is selected from the current population by binary tour-
nament selection based on the Pareto ranking and the crowding measure.

Non-dominated sorting Crowding distance P
sorting
- [ - == —- —
P, F, [ ——
F3

Fig. 2.7 NSGA-II procedure [5]
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When the next population is to be constructed, the current and offspring
populations are combined into a merged population. Each solution in the merged
population is evaluated in the same manner as in the selection phase of parent so-
lutions using the Pareto ranking and the crowding measure. The next population is
constructed by choosing a fixed number (i.e., population size) of the best solutions
from the merged population. Elitism is implemented in the NSGA-II algorithm in
this manner.

2.3.4.1 NSGAII Algorithm

(NSGAII) uses an elite-preserving strategy as well as an explicit diversity preserv-
ing mechanism [5]. The offspring population Q, is first created by using the parent
population P, Then, the two populations are combined together and a non-
dominated sorting is performed (Fig.2.7). To preserve diversity, a density metric
called Crowding Distance is used. The different steps of the algorithm are de-
scribed below:

e Step 1: A random population is initialized.

e Step 2: Objective functions for all objectives and constraint are evaluated.

e Step 3: Front ranking of the population is done based on the dominance
criteria.

e Step 4: Crowding distance is calculated.

e Step 5: Selection is performed using crowded binary tournament selection op-
erator.

e Step 6: Crossover and mutation operators are applied to generate an offspring
population.

e Step 7: Parent and offspring populations are combined and a non-dominated
sorting is done.

e Step 8: The parent population is replaced by the best members of the combined
population.

In Step 3, each solution is assigned a non-domination rank (a smaller rank to a
better non-dominated front). In Step 4, for each i solution of a particular front,
density of solutions in its surrounding is estimated by taking average distance of
two solutions on its either side along each of the objective [5]. This average dis-
tance is called the crowding distance.

Selection is done based on the front rank of an individual and for solutions hav-
ing same front rank, selection is done on the basis of their crowding distances
(larger distance is the better solution).

To create new offspring, simulated binary crossover (SBX) operator and poly-
nomial mutation operator are used [11, 12].

In Step 8, initially solutions of better fronts replace the parent population.
When it is not possible to accommodate all solutions of a particular front, that
front is sorted on the basis of crowding distance and as many individuals are se-
lected on the basis of higher crowding distance, which makes the population size
of the new population same as the previous population.
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Inspiration of using the SBX operator arrives from the property of creating off
springs in proportion to the distance between two parent solutions. The SBX op-
erator biases solutions near each parent more favourably than solutions away from
the parents [11].

2.3.4.2 Crowding Distance

This concept is first introduced by Deb et al [5] in their NSGA 1II algorithm that
makes use of the density of solutions around a particular point on the non-
dominated front. The density is estimated by calculating the so-called crowding
distance of point i, which is the average distance of two point i-/ and i+ on either
side of this point i along each of the objectives (Fig.2.8).

f2A

o1 o

cuboid
on

v

Fig. 2.8 Crowding distance [6]

2.4 Design Optimization

An automatic procedure that combines the developed analytical model with a
multi objective optimization routine based on non-dominated Sorting Genetic Al-
gorithm (NSGAII) [5] has been performed for slotless PMSM motors (Fig.2.9). The
goal is to find a set of design parameters (Table 2.2), x=(e,, go. as &, hes herr €. ) In
the feasible design space (Table 2.3) that maximizes the average torque /{x) and
minimizes the total mass M(x) while keeping the inequality constraints corre-
sponding to the flux density and the outside radius (equation (29)).
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Specifications

. Designs Analvical
Evlo ?“{)‘." nary variables Machine : tna ytica ;
R o
1 1
NSGAIIL

‘ Optimization criteria Mass
b (min Mass, max Average Torque)

éverage Toque

Design variables
x=(e,,80,00,.0,h he.) [lg
Constraints
B 15T
B<15T
R;<100 mm

Fig. 2.9 General synoptic of the optimization

2.4.1 Objective Functions

The optimal design of the study structure has been here performed. The adopted Ob-
jective Function is a combination of the different goals to be fulfilled. A first term
I7(-) takes into account the average torque. It is given by the following relation:

ap

I, = 3%LM7E]1|:?(R5 _R35 )‘%(RZI _Rs_l ):| (23)

The second term of the Objective Function takes into account the total mass (M) is
defined by the total mass of magnets, winding, iron rotor and iron stator, it can be
written as following:

M( X ) = Mmagnels( X ) + Mw[nd[ng( X ) + eran rotor( X ) + eron stator( )C) (24)

Where:
M gneis ) = Prraguers 2L, % (R +¢)° =R,”) (25)
M siniing(X)= Propper O-5N ,, LE( Ry + 8 ) = R7 ) (26)
M o100 ( %) = Piron T L((Ry + 1, ) =Ry ) 27)
M i sator( X) = Pion® L((Ry + i,y ) = R7 ) (28)

And N_, is the number of conductors.
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2.4.2 Design Variables

Design variables are parameters that the designer adjust in order to modify the
system he is designing. For the slotless PMSM considered motors, this study is re-
stricted to the design parameters giving in Table 2.2.

Table 2.2 Optimization parameters

€a magnet length

20 conductors thickness
Oly magnet pitch

S slot opening/tooth pitch
her Stator iron thickness

hes Rotor iron thickness

€ Air gap thickness

2.4.3 Inequality Constraints

These are two kinds of inequality constraints witch are defined by:

e The flux density in the iron and the outside radius are less then respectively 1.5
Tesla and 100mm (equation 30).

{Bm <100mm

(29)
R, <1.5Tesla

And

e The space parameters given in the (Table 2.3)

Table 2.3 Space variables of the study slotless PMSM

Parameters Range Units
[N 35...10  (mm)
£o 2,5...7,5 (mm)
0o 25...66,66 (%)

13 50...100 (%)

her 5...20 (mm)
hes 5...20 (mm)

€e 0.2...0.8 (mm)
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2.5 Optimization Results

In our problem, the obtained Pareto optimal front is depicted in (Fig. 2.11). From
this figure we can observe that the NSGAII converge near to the true Pareto-
optimal front as well as maintain the diversity of population on the Pareto-optimal
front (Fig.2.10). The optimization is conducted with the multi-objective genetic
algorithm (NSGA 2) with the parameters giving in the Table 2.4.

This algorithm can provides a well distributed Pareto front for real coded and
the space parameters keeping the inequality constraints defined in the optimization
problem.

For sine-wave current supplies, the preliminary and optimal design parameters
are given in (Table 2.5). It can be seen that the slotless PMSM mass is strongly re-
duced and the average torque is increased for the given constraints.

Fig.2.12 and Fig.2.13 show respectively the torque waveforms and flux density
corresponding to the preliminary and the final points Pre-design and Opti-design
whose parameters are given in Table 2.5. Notice that the preliminary design al-
lows obtaining the optimal average torques 7.11, 10.32 and 12.27 N.m.

Table 2.4 NSGAII Parameters

Population size 150
Number of generations 250
Crossover operator 20
Mutation operator 20

Table 2.5 Parameters of the study Motor before and after optimization

Opti-Design
Parameters Pre-Design | jm/inf Middle Lim/sup

€a (mm) 10 7.81 9.8 10
) (mm) 7.4 2.5 2.5 2.5
Ol (%) 44 30 4945 60
& (%) S 3.5 3.65 246
her (mm) 14 10.7 11.11 20
hes (mm) 15 5 548  7.02
€ (mm) 0.8 0.4 0.2 0.2
Il  (N.m) 7.20 711 1032 1227

[o)}
)
[ee]
(O8]
—_
~

M Kg) 4.16 642
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2.6 Conclusion

We have developed a new technique of design study which permits to determine
rapidly the optimal structure parameters able to match very closely the behavior of
the slotless PM motor. The interest of the proposed method is that we can make a
previous dimensioning of such a structure.

Exploiting optimization results shows that the overall mass of the machine de-
signs can be reduced by about 40% and the average torque can be increased by
about 50%. So, this process constitutes a very efficient design tool if performances
and coupling analysis issues are concerned.

A method for solving a vector optimization problem is applied to a problem
with two objectives and seven design parameters. The NSGA-II algorithm pro-
vides the best optimal machine designs for the given constraints. This algorithm
can be extended to solve problems with more than two objectives, a large number
of variables and considering other types of constraints.

References

Nogarede. B, Etude de moteurs sans encoches a aimants permanents de forte puissance a
basse vitesse. These de Doctorat. Institut National Polytechnique de Toulouse (1990)
Belguerras. L, Optimisation multi objectifs d’une machine a aimants montés sur la surface

du rotor et a induit sans encoches. Mémoire de Magister. USTHB Alger (2008)

Regnier. J, Conception de systemes hétérogenes en Génie Electrique par optimisation évo-
lutionnaire multicritére. Theése de Doctorat. INP de Toulouse, France (2003)

Coello, C., Carlos, A.: A Short Tutorial on Evolutionary Multiobjective Optimization. In:
Zitzler, E., Deb, K., Thiele, L., Coello Coello, C.A., Corne, D.W. (eds.) EMO 2001.
LNCS, vol. 1993, pp. 21-40. Springer, Heidelberg (2001)

Deb, K., Agrawal, S., Pratap, A., Meyarivan, T.: A fast and elitist multi-objective genetic
algorithm: NSGA-IL. IEEE Transactions on Evolutionary Computation 6(2), 182-197
(2002)

Holm, S.R.: Modeling and optimization of a permanent magnet machine in a flywheel.
Doctorate thesis. Technical university of Delft (2003)

Coello, C., Carlos, A., Van Veldhuizen, D.A., Lamont, G.B.: Evolutionary Algorithms for
Solving Multi-Objective Problems, p. 576. Kluwer Academic Publishers, New York
(2002)

Holland, J.H.: Adaptation in natural and artificial systems. PhD thesis, University of Michi-
gan Press (1975)

Goldberg, D.E.: Genetic algorithms for search, optimization, and machine learning. Addi-
son-Wesley, Reading (1989)

Srinivas, N., Kalyanmoy, D.: Multiobjective Optimization Using Non dominated Sorting in
Genetic Algorithms. Evolutionary Computation 2(3), 221-248 (1994)

Deb, K., Agrawal, R.B.: Simulated binary crossover for continuous search space. Complex
Syst. 9, 115-148 (1995)

Raghuwanshi, M.M., Kakde, O.G.: Survey on multiobjective evolutionary and real coded
genetic algorithms. In: Proceedings of the 8th Asia Pacific Symposium on Intelligent
and Evolutionasy Systems, pp. 150-161 (2004)



Chapter 3

The FEM Parallel Simulation with Look Up
Tables Applied to the Brushless DC Motor
Optimization

Jakub Bernat, Jakub Kolota, and Stawomir Stegpien

Poznan University of Technology, Poland
jakub.bernat@put.poznan.pl

Abstract. The Finite Element Method (FEM) is widely used to model and simu-
late electromechanical devices. It enables us to analyze device's properties and
improve its performance. Although, its relevance for electric machine design has
been proved, its drawbacks are time consuming calculations. Therefore, it is pro-
posed a novel parallel solver to the FEM modeling technique. However, the pre-
sented simulation algorithm is limited to magnetic linear models without eddy
currents. The FEM parallel simulation technique is applied to simulate brushless
DC motor. The analysis of the field distribution and movement characteristics are
included. Moreover, the torque ripple problem is described and its influence of
motor movement is shown. The brushless DC motor optimization is performed
based on the simulated annealing algorithm. The objective function variables are a
dimension of the stator teeth and a width of the permanent magnets. The optimiza-
tion algorithm characteristics are presented and analyzed. Additionally, the
reasons for and against of the simulated annealing algorithm as multivariable
optimization tool for the FEM models are examined.

3.1 Introduction

The optimization problem of electromechanical devices has recently become the
area of vigorous investigation. High performance applications are in demand by
the industry [9]. The optimization requires many calculations and is a time con-
suming task. In particular, nonlinearity of the system increases difficulty of the
solving these problems. Many techniques trying to simplify the optimization proc-
ess have been presented in previous work. Modeling techniques involve approxi-
mate functions to predict the shape of objective formula. Surrogate modeling is
example of mentioned techniques. It is based on polynomials which describe the
function neighborhood [3]. More extended model is used in Kriging modeling,
where Gaussian process is introduced. Sensitivity analysis is alternative technique
[8]. This approach evaluate change of objective function respectively to change of
design parameters. Additionally, the optimization problem can be solved using
genetic algorithms or heuristic methods. However, "no free lunch" says that the

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 39
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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efficiency of each method is highly dependent on the problem statement. This says
that each optimization problem has to be analyzed independently [3,5].

The optimization algorithms described above, perform the objective function
for many values of design parameters. It forces us to use modeling techniques of
the electromagnetic devices. The well known method is the Finite Element Me-
thod, which has been presented in many publications [2,4,6,7,9,13,14].

The parallel techniques has been already applied to the FEM analysis. How-
ever, in the paper [15] only the calculation of inductance has been parallized.

In this paper, new contribution is proposed to solving FEM models. To improve
the transient simulation of electromechanical devices, parallel system is intro-
duced with look-up tables. The presented techniques are used to optimize brush-
less DC motor geometry using simulated annealing algorithm [1].

3.2 The Parallel Simulation Technique

The first step of this work is to introduce the parallel computation system into
FEM analysis. This analysis will be used to compute the objective function during
the optimization process, which is described in next paragraph. The presented
method is based on the general equation of electromagnetic the field [2,4,7,12,13],
which is given by:

Vx(leA)=j+LV><M 1)
28 Ko

where A is the magnetic vector potential, M is magnetization, j is current den-
sity, u is the magnetic permeability and u,, is the magnetic permeability of the air.
The parallel computation method splits the solution of equation (1) to each current
source. Nevertheless, the right hand of equation (1) includes current sources (or
voltage sources including Kirchoff law) and permanent magnets. However, from
the point of view of macroscopic material behavior, the magnets can be replaced by
virtual current source. Hence, the equation (1) is rewritten in form:

N
Vx (VA =S, @
H k=1
where k is excitation index and N is number of excitations. In equation (2) each
source is represented by independent current density. Additionally, the superposi-
tion is applied to split left hand of equation (1). The superposition rule becomes
valid with assumption of the magnetostatic field problem without movement:

1 N N 1 N
VX(=VX(Q oA =D 0, VX(=VXAL) =D oy A3)
Heoa k=1 H k=1
where j, is the current density, A, is the magnetic vector potential, o, is the

proportional factor, k is the excitation index and N is the number of excitations. The
benefit of superposition rule is not only split of solving equation (1) into k process.
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Additionally, the properties of FEM model represented by equations (1)-(3) provide
the possibility to introduce pre-calculation step into the magnetic field analysis. It is
based on look-up tables with magnetic vector potential A. Indeed, the magnetic
vector potential is found for each source acting separately and the total magnetic
vector potential A is computed using following formula (superposition rule):

N
A=Y oA, @)
k=1

The magnetic vector potential Ay is independent from oy. Thus, it enables us to
create look-up table of the magnetic vector potential Ag. The solution of equation
(1), which does not consider motion, can be found using equation (4) with Ay read
from look-up table. Thus, it is a very fast solution method of equation (1).

When consider the motion into analysis, then the superposition rule presented
in equation (3) is not valid. Nevertheless, the finite set of rotor positions can be
defined during analysis for each position separately. Thus, the look-up table con-
sists of different magnetic vector potentials for different position. Additionally,
solving equation (1) for each position is parallelized because analysis does not
depend on itself. Hence the total magnetic vector potential can be found using
following rule:

N
A@) =D 0, AL (9) (5)

k=1

where o, is magnitude excitation, @, is rotor position, A, (¢;) is magnetic vec-

tor potential, k is excitation index, i is position index and N is number of excita-
tions. The main benefits of this approach is that the equation (1) is solved only
once for each position of rotor and for each current source. The calculations are
executed parallel with many computer nodes.

The angular position and speed are found using motion equation.

do
J—+Bw=T
dt ©)

where J is rotor inertia, B is damping factor, T is rotor torque. The equation (6) is
expressed in state space [12]:

0 0 1 Jg 0
RN,

tl o 7 Lo F;
The electromagnetic torque is calculated using Maxwell Stress Tensor [7, 11]. The
references how to manage force calculation with the FEM technique is described
in [16,17]. The calculation is based on the magnetic vector potential A, which is

found in each iteration from equation (5) using look-up table. Employing de-
scribed approach, the transient simulation is very fast.
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3.3 Look-Up Tables with Integral Coefficients

The storage of many matrixes (built from solved potentials A) is flexible because
of possibility to compute any field property. However, this approach is inefficient.
The problem can be suitably solved with the motion and circuit inclusion. Then

the field properties could be computed as the term of §Adl related to mutual or
1

self inductance and IVPdV (P is Maxwell Stress Tensor) which describes the

magnetic force. The circuit equation is given by:

.. d
up = Ryiy +5§A((Pi)dl (®)
Iy

where uy is source voltage, Ry is windings resistance, k is source index. The term
j;A((pi )dl describes the magnetic flux in the k-th coil and it depends on the mag-
Ik

netic vector potential A, which is read from look-up tables. Hence, it is expressed
as the sum of integrals using equation (5).

§A(<p,>dl—§2ak k(cp,>dl—2ak§Ak(cp )di ©)

7, k=1 k=l ]

The value of magnetic vector potential Ag is known in pre-calculation step, so for

transient simulation only the value of integrals §A i (@;)dl are stored.
I
In the motion equation (6) the only part dependent from A is torque. It is com-
puted using Maxwell Stress method given by:

T= jrxv(—B(B )——B anV (10)
v 21,

Due to express formula (10) by integrals, the equation (5) is presented by mag-
netic induction vector:

N
B((pi)zzakBk((pi) (11)
k=1
Subsisting B by components from look-up table, the torque defined as follows:

T(@,)—zza ockjrxV[u—B (0)[B, (9,)n]- -

j=1 k=1 v

—[B,(0,)B, (o, )]njdV

12)

0
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The integral Ir><V(LBJ»((pi)[Bk((pl-)n]—L[Bj((pl-)Bk((pl-)}leV is known
Vv Ko 21

in pre-calculation step, so only its value is stored for transient simulation. The
main benefit of using equation (9) and equation (12) during simulation is lack of

magnetic vector potential A in look-up tables.

3.4 The Parallel System Realization

The parallel system is built to create look-up tables with integrals from equation
(9) and equation (12). It is implemented using popular .NET technique and remote
calls are based on .Remote interfaces. There exists one master node (server),
which manages computation. It creates the set of equation (1) to solve. The calcu-
lation of each equation is an independent task, so it can be executed by many
nodes. The slaves (client) are connected to the master. The free node takes task,
which is equation (1) to solve. As the result returns integrals from equation (9) and
equation (12). The architecture of parallel system is presented in Fig. 3.1. The
number of slaves N, must be at least one. The maximum number of slaves is equal
to number of sources multiplied by number of different positions.

Master (server)

A A p 7] 7]

Slave (client) 1 Slave (client) 2 Slave (client) Nc-1 Slave (client) Nc

Fig. 3.1 The architecture of parallel system

The look-up tables calculation is split to the master nodes and the slave nodes.
Therefore, the both node types runs with different algorithms.
The algorithm steps for master node:

.. Read the FEM model and resolve the number of current sources N
(real or virtual from permanent magnet) and the number of moving
part's positions N,

2. Create N, = NN, FEM models (for each current source and for each

moving part)

Notify slave nodes, that models are ready to calculate

Wait for the integral coefficients of all models

Save the integral coefficients as look-up table

ok w
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The algorithm steps for slave node:

1. Notify master node, that this node is ready to use

2. Wait for the FEM model to calculate

3. Calculate the FEM model from master node - find the field distribu-
tion and the integral coefficients

4. Return the results to master node

5. Ask for the next FEM model, if received go to step 3.

3.5 Brushless DC Motor Model

Brushless DC motor is modeled and simulated using the described above tech-
nique. The motor is three phased with rotor inside. There are six magnetic poles
on stator and four poles on rotor. The windings are on the stator tooth. Each phase
contains a two teeth set on opposite side of stator. Each tooth is equipped with
wider and tighter part. Geometry is presented in Fig. 3.5 and exact dimensions in
Table 3.1. The motor is connected to a three phased bridge. The inverter is switched
relative to rotor angular position, which can be identified by hallotrons in real
application. There exists six different switch modes for three phased BLDC motor.
Applying the bridge with angular position feedback, the device has one input and
it is voltage amplitude. The presented motor control schema is described in many
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Fig. 3.2 Field distribution in BLDC motor
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publications [2]. Due to check reality of calculation, the simulation results are
compared with other publications. Fig. 3.3 shows the angular velocity step re-
sponse. The typical oscillations caused by torque ripples are visible in steady state.
The torque is presented in Fig. 3.4.

Table 3.1 Motor parameters

Motor's parameter Value  Unit
Motor length 90 mm
Resistance/phase 15 Q
Rotor inertia 1,098e-6 gcm?
Damping le-5 Nms
Outer diameter of stator 27,5 mm

Inter diameter of stator 16,25 mm

Diameter of rotor 15 mm
Inner stator teeth width 20 deg
Outer stator teeth width 52 deg
Permanent magnet width 54 deg
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Fig. 3.3 Angular velocity step response
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T [Mrn]

Fig. 3.4 Motor response torque

3.6 The Optimization Problem

The goal of the optimization problem is to find the maximum rotor speed at steady
state. The optimization variables are: permanent magnet width , outer stator teeth
width A and inner stator teeth width 6. The geometry constraints have been defined.

0°<<90° 0°<A<60° 0°<3<52°, 86<A-8, (,A0eZ (13)

where Z is the set of integer numbers. The first constraint assures that permanent
magnets do not overlap. The second one provide that outer tooth do not overlap.
The last constraint gives the space for windings in stator teeth. The domain is
discrete, because of using regular mesh in FEM. Fig. 3.5 shows the motor geome-
try with optimization variables.

The optimization problem is defined by expression as follows:

Ig’lﬁ)g wsteady (&, 7\" 6) (14)

where Wgeady 18 TOtOr angular velocity and g, A, 6 is optimization variables.

In summary, the objective function has discrete domain with constraints. More-
over, the optimization problem is nonlinear, therefore the algorithm choose should
be carefully analyzed.

The continuous algorithms, which are based on the line search or trust region
technique, cannot be applied to problems where a model's mesh is assumed to be
constant. Therefore, only the methods which are allowed for discrete domain can
be applied in this case. Such approach is stochastic or genetic techniques or
searching algorithms like Hooke-Jeeves.
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permanent
magnet

Fig. 3.5 BLDC motor geometry with optimization variables

The objective function nonlinearity must be also considered. Therefore, meth-
ods searching global optimum can be only applied in this optimization problem.
The global optimization's methods like genetics or stochastic algorithms seems to
be appreciate for described problems. The alternative is multiple restart of meth-
ods searching local optimum with different initial conditions.

Moreover, the no-free launch theorem says that it doesn't exist any optimization
algorithm, which can be applied to any kind of optimization problem and it will
give good performance. Thus, the number of steps required to reach optimal can
vary for different object designs or different optimization targets.

3.7 The Simulated Annealing Algorithm

The one of the stochastic methods is Simulated Annealing algorithm. It is global
optimization method, which could have discrete domain. It doesn't require such
computational effort like genetic algorithms, nevertheless is very powerful opti-
mization method. The SA approach is well known in the optimization theory. It
enables us to search global optimum, for nonconvex multidimensional problems.
It's origin is from annealing process, which is applied to materials to achieve bet-
ter their endurance. This technique has been transferred to optimization theory,
where the annealing process is the decrease of the search region. The algorithm
allows to increase of the objective function from time to time, to get the better
results at the end of searching. Thus, the local optimum can be omitted and the
algorithm will convergence to global optimum. The algorithm steps are as follows
(based on the book [10]):
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1. Set up the initial temperature 7° and the initial search point Xo. Assign
the initial search point to the current search point Xcur

2. Based on the current point *eur find randomly new point Xnew, which sa-
tisfy the problem constraints.
3. Calculate the difference between current point and new point

0= f(Xpew) = f (Xeu) . If 5<0 assigns *cur = Xnew . Otherwise assigns

the new point Xpew to the current point Xcur if the random number

0 < R <1 is lower or equal to e,

4. Execute step 2 and 3 unit the limit of new points for the temperature T is
reached

5. Decrease the temperature T with some predefined schedule.

6. If T <Tuyn then choose the lowest current point as the optimal point

The temperature decrease (the 5" step in the algorithm) can vary along with dif-
ferent implementations. The popular approach is to use the geometric progression,
for instance T = a7 with 0 <o <1. The another approach is to change T with

1
proportional rate to log k where k is algorithm's iteration index.

The another problem is to choose properly the next point x It must be the

new *

perturbation of the current point x which is significant for higher tempera-

new

tures T and nonsignificant for lower temperatures.

3.8 The Rosenbrock Valley Problem

The performance of the Simulated Annealing algorithm is verified based on the
Rosenbrock function [18]. The purpose of such test is to check implementation and
show the algorithm performance. The Rosenbrock function is nonlinear with many
local optimums. Moreover, the optimization algorithms usually convergences to
global optimum very slow. The Rosenbrock problem is defined as follows:

min f(x) (15)

xeR"

where f(x) is the Rosenbrock function given by:
n—1 5 )
f(x):Z[IOO(xiH —x?) +(1-x;) } (16)
i=l

The problem is analyzed with constraints:

-2.048<x; <2.048 for i=1...n 17)
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The global optimum is in the point, which can be found analytically:
x;=1 for i=1...n (18)

The shape of the functions is similar to banana, therefore the Rosenbrock problem
is called banana problem from time to time. The 2 dimensional case, when n = 2,
is presented in Fig. 3.6.

a0
e
Z 2000+

10004

Fig. 3.6 The Rosenbrock function for n =2

The Simulated Annealing algorithm has been applied to solve the optimization
problem of the Rosenbrock problem for n = 2. The global optimum is x; = 1 and
X, = 1. The algorithm has been run with the cooling function defined as:

T(k)=T,,e ™ (19)

start

where k is iteration index, T is the initial temperature and a is the constant de-
fined for the problem. The minimum temperature during optimization is Ty, =
0.05 and the number of trails for each temperature is 20. The optimal point found
by the algorithm is X;q, = 1.003 and Xy, = 1.0057, which is very close to global
optimum point. The total number of trials is 1061, which gives 1060 trails for
algorithm and 1 for initial point. The performance of the algorithm is presented in
Fig. 3.7. The Fig. 3.8 shows the decay of the cooling temperature. It is worth to
notice that the cooling temperature is at the beginning very high and very fast
becomes low. It means, that at the beginning large scope of points is search and
afterwards the algorithm search close to optimum. The decay ratio should be set
with respect to the shape of the objective function, because it has significant effect
on its performance. Unfortunately, either the shape of the optimization function or
the approximate shape are not know, therefore the Ty, and a have to be set based
on the designer experience.
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Fig. 3.7 Progress of objective function
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Fig. 3.8 The cooling temperature decay

3.9 The Rastragin's Problem

The Rastragin function is nonlinear with many local optimums, therefore is very
difficult to find the optimum point. The Rastragin's function has been presented in
[18]. The optimization problem based on that function is defined as follows:

min f (x) (20)

xeR"
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where f(x) is the Rastragin's function given by:

f(x)= 10n+i[x? —10cos(2mx, )] (21)

i=1
and the objective function constraints are:

=5.12<x; <512 for i=1...n (22)

The Rastragin's function consists of the cosine, which produces many local opti-
mum points. Nevertheless, there is global optimum at x; = 0 for i = [...n. The
shape of the function is presented in Fig. 3.9.
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Fig. 3.9 Rastragin function for n =2

The Simulated Annealing algorithm has been applied to find an optimum point
for the Rastragin's problem. The initial conditions are the same as in the previous
problem. The algorithm has found the optimal point at X;op = 0.0012 and Xpop =
0.007. The number of iterations in both cases is the same.

It should be noted that in the Rosenbrock's problem the objective function val-
ues decreases rapidly and after few iterations the decrease is slow. In the Rastra-
gin's problem the function decreases slowly at the beginning and it has sharp slope
in the medium. The difference is caused by the shape of both functions. The first
one has wide valey, which optimization algorithm founds very easily. However,
the convergence to optimal point is slow, because the valley is flat. The second
one has many local optimums spread across the optimization domain, which caus-
es that optimization points jumps from one point to another.
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Fig. 3.10 The objective function values for the current point

3.10 Simulation Experiment Results

The Simulated Annealing algorithm has been applied to optimization of the brush-
less DC motor. The problem domain is 3 dimensional, which is defined as follows:

X = [C A 5]T , where x € Z* and fulfill constraints from equation (3)

The starting point is X = [C A 5]T and the initial temperature is T = 20. The

optimization process is executed for 100 iterations. The same number of different
geometries are analyzed as the number of iterations, because in one algorithm step
one geometry is considered. The geometry change requires applying simulation of
the brushless DC motor with distributed parameters. Therefore, the FEM simula-
tion technique presented in this chapter has been applied to the optimization proc-
ess. When the calculation of the objective function is required, the FEM analysis
is used to simulate the brushless DC motor. The presented parallel approach to
FEM analysis requires for each geometry look-up tables, which must be created
whenever the motor geometry parameters have been changed. Afterwards the
transient response is calculated using look-up tables. Fig. 3.11 presents the progress
of the objective function. It can be noticed that the current value of the objective
function can decrease from time to time. Exactly, for the initial conditions steady

. rad . rad . . .
state speed is above 100—— and it decreases to around 50— in 40 iteration.
s s

However, the increase of the objective function is significant after 40 iterations
and the current point converge to optimal point. The best solution is for following

parameters: {=88°, A =48°0=36° with the rotor speed ® — 470794 4
S

steady

obtained for the optimal values.



The FEM Parallel Simulation with Look Up Tables 53

Current base point value

Iteration

Fig. 3.11 The objective function progress
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Fig. 3.12 The transient responses during optimization

The parameters variety is very significant at the beginning of the optimization.
The width of teeth either inner or outer changes very rapidly and even it conver-
gences to global solution very slowly. The permanent magnet width doesn't have
so rapid changes. Hence, it is easier to notice, that the permanent magnet should
have rather large size than the small. It is obvious, because the wider magnet gives
more energy to motor, which acts with stator windings. The change of parameters
is shown in Fig. 3.13, 3.14 and 3.15.
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Fig. 3.13 The change of outer stator teeth width during optimization
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Fig. 3.14 The change of inner stator teeth width during optimization
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Fig. 3.15 The change of permanent magnet width during optimization

3.11 The Brushless DC Motor Torque Analysis

The optimization process changes a device's design to achieve the better perform-
ance. On the other hand the design changes influence on the other system parame-
ters. Therefore, it is worth to ask whether the optimization process doesn't
decrease the other object's properties. The optimization variables in the presented
problem has influence on the motor inertia, the shape of the back electromotive
force, the torque acting between a rotor and a stator, the winding's resistance and
the self inductance. The analysis has shown that the electromagnetic torque has
the most significant effect on the motor performance. The reason of a such behav-
ior is straightforward related with optimization problem. The steady angular ve-
locity is proportional to the torque between the rotor and the stator, hence the
increase of the angular velocity causes the increase of the torque. Therefore, the
analysis of the torque ripples and the cogging torque is required to check whether
this undesired effect doesn't raise.

The torque ripple and the cogging torque causes that the brushless DC motor
torque it doesn't become constant and it contains the higher harmonic components.
The described effect can be measured by pulsation factor, which according to [20,
21] can be defined as follows:

g = Tmax ~Tin 1500, (23)

avg

The electromagnetic torque in the steady state has been shown for the each itera-
tion of the optimization process in Fig. 3.16. Additionally, the pulsation factor is
presented in Fig. 3.17. Unfortunately, the increase of the electromagnetic torque



56 J. Bernat, J. Kolota, and S. Stgpien

causes the increase of the pulsation factor, which is undesirable effect because it
produces the higher harmonics in the rotor angular velocity.

The presented optimization problem has as the objective function the rotor
angular velocity at the steady state. Therefore, the optimization process doesn't
consider another parameters. However, if the multiobjective optimization was
analyzed, the compromise between the pulsation factor and the angular velocity at
the steady state have to be defined. The range of variables where this problem
occurs is called as Pareto set [3].

0 20 40 60 80 100
lteration

Fig. 3.16 The electromagnetic torque acting on the rotor during optimization process
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€ [%]
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Fig. 3.17 The pulsation factor during optimization process
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3.12 Conclusions

In this chapter, a novel approach is presented to electromagnetic devices simula-
tion. It is based on parallel computations, which are lead out from superposition
rule. Due to decreasing computers cost, proposed method enables us for solving
FEM problem efficiently. The benefit of the presented simulation technique is
very efficient calculation of device transient response. Therefore it can be used to
solve optimization problems or to develop control systems. The method has been
applied to optimization of BLDC motor. It is noticeable that the teeth and perma-
nent magnet dimension has significant influence on angular motor speed. In future
the parallel technique can be extended for different types of nonlinearity. The
eddy current problem or B-H curve might be considered in these problem for
better accuracy.

Moreover, the Simulated Annealing algorithm has been presented and applied
to solve the nonlinear optimization problem. The Rastragin and Rosenbrock func-
tion has been used as the objective function.
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Abstract. The analysis of complex-shape electromechanical devices is considered.
The use of numerical Schwarz-Christoffel (SC) mapping, coordinated with finite
element (FE) analysis, is proposed for fast computation of 2D fields.

4.1 Introduction

Conformal-mapping procedures for field analysis, based on the well-known SC
transformation [1], are a valuable tool for the simulation of two-dimensional
Laplace’s equations in homogeneous media to be compared with the FE method.
In fact, complicated shapes can be handled in a straightforward way and no mesh-
ing algorithms are needed. Moreover, open boundary and field singularity prob-
lems can be easily considered, because the essence of SC mapping is to account
for corners causing singularities which are numerically or physically undesirable.
The interest towards the application of SC conformal mapping for analytical and
numerical solution of two-dimensional electric and magnetic field has grown in
the 1990s [2, 3]. More recently, numerical SC techniques have been extensively
and successfully applied to investigate complex slotted domains in magnetic mo-
tors and actuators as well as in electrostatic motors [4, 5]. A new field of research
is represented by the association of the SC field modeling to the design process of
electric and magnetic devices [6].

4.2 Reducing Three Dimensions to Two

Real life is 3D and 3D CAD today is possible. There certainly exist practical prob-
lems which can only be solved in 3D; when modelling e.g. a rotating electrical
machine, end effects are mainly due to fringing field, like e.g. end-winding field.

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 59
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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End effects dominate in an axially short machine, which could eventually call for
3D modelling. A rather extreme example is that of a permanent-magnet machine,
in which the axial lengths of magnet pole, stator yoke, and rotor armature are un-
equal. However, end effects are relatively unimportant in axially-long machines,
where a 2D transverse cross-section could be appropriately used for modelling.

In a matter of fact, very many analysis problems are based on 2D approxima-
tions. When applicable, this remark could determine a remarkable save of memory
and runtime, which is especially welcome when procedures of automated optimal
design are used. In other words, reducing three dimensions to two is tolerably vi-
able for design purposes, and should be always recommended in an optimisation
loop. For instance, a truly three-dimensional model could be approximated by
means of orthogonal projections on suitable planes; in this case, 2D simulations in
orthogonal sections are easily obtained. Then, simulation results can be recom-
posed, giving an acceptable accuracy at a definitely low cost. In practice, in an op-
timisation procedure with 2D-based models, a 3D simulation can be performed
just at the end, to assess the final result and incorporate corrections.

The speed of processors has been increasing rapidly year by year; according to
a prediction by computer suppliers, the power of computing — commonly ex-
pressed in terms of millions of instructions per second — double every year. As a
matter of fact, using conventional technology like a 64-bit processor, commercial
FE solvers in 2D take tens of seconds through few minutes of CPU time, even in
the extreme case of non-linear or transient analyses with mesh adaptation, which
perfectly meets optimisation procedure requirements.

A particular case is that of axisymmetric geometries, which can be often re-
duced to 2D domains (see later on).

4.3 The Need for Fast Solvers: Schwarz-Christoffel Mapping as
a Possible Answer

Regretfully, the aforementioned remarks cannot be applied to all classes of prob-
lems in computational electromagnetism. In fact, even though solution times are
smaller and smaller, they rise rapidly for certain classes of problems, like e.g.
repeated field analyses, coupled field problems, multiobjective optimisation pro-
cedures. In the latter case, the most general solution is given by the set of non-
dominated solutions, i.e. those for which the decrease of a design objective is not
possible without the simultaneous increase of at least one of the other objectives.
Solution times can then grow to many hours or even days, and computational
methods fail to be used as regular tools for analysis and design.

When dealing with vector — or multiobjective — optimisation problems in
electromagnetic design, the evaluation of each objective requires at least a field
simulation, in general based on FE method. Field simulation, in turn, might have
an inherent complexity due to various reasons: complicated shape of the device
implying two- or three-dimensional models, coupled-field analysis, non-linear
material properties, transient conditions calling for time-stepping analysis. Even
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using powerful computing facilities, typical runtimes required by the direct prob-
lem limit severely e.g. the use of evolutionary algorithms of design optimisation.
To clarify this point, let us imagine a case in which the main output of nf objec-
tives implies the FE simulation of the torque-angle curve in a rotating electrical
machine. In the case of e.g. a twelve-pole machine, taking a rotation step of 1 deg

and considering half-pitch symmetry, %x% =15 FE analyses are necessary to

find out the torque-angle curve, for a given geometry of the device. If, addition-
ally, the non-linear characteristic of ferromagnetic material is taken into account
and 10 Newton iterations are involved, the number of FE analyses grows up to
150 per geometry. If the optimisation of the geometry relies on a standard evolu-
tionary algorithm with a population of 15 individuals, and 20 generations are
required to converge, the total number of field analyses becomes 45,000. In the
favourable case of 10 s per FE analysis, the resulting runtime is 450,000 s (more
than 5 days) for finding 15 non-dominated solutions (one per individual), which is
unpractical for industrial design.

In general, the computational cost c [s] of a basic evolutionary algorithm can be
estimated as ¢ =¢Cg -n; -n, -ng, where ¢ [s] is the processor-dependent time nec-

essary to run a single FE analysis, n; is the number of convergence iterations for a
prescribed search accuracy, n, is the number of individuals in the evolving popula-
tion, and n¢ is the number of objectives. The very point is that most evolutionary
methods have been developed for solving problems in which the computational
cost due to objective function computation is low or moderate.

Reducing 3D to 2D sometimes is not enough to speed up numerical procedures
of field analysis in an acceptable way; so, designing fast solvers is necessary, in
order to find new solutions to challenging problems, like those amenable to vector
optimisation problems.

A possible answer might relies on modern algorithms devised for the numerical
inversion of the Schwarz-Christoffel formula, a subject often overlooked by most
of those working in the broad area of electricity and magnetism.

4.4 Modern Numerical Methods for SC Mapping

For a long time the SC conformal transformation [1, 7, 8, 9] has been a very accu-
rate tool used to perform the analysis of real-life devices exhibiting complicated
geometries, and to obtain reliable reference data to compare calculations carried
out by means of other methods. Complex scalar or vector field problems were
easily described thanks to the capability of working out difficulties arising from
singularities and from open boundaries. Moreover, SC transformations offer a
very general tool, because, quoting the introduction of [1], “virtually all conformal
transformations whose analytic forms are known are SC maps, albeit sometimes
distinguished by an additional change of variables”. So, SC mapping functions
keep the promise of the Riemann theorem, that (quoting again [1]) “any simply
connected region in the complex plane can be conformally mapped into any other,
provided that neither is the entire plane”: see also [9], and paragraph 5.12 of [10].
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So, many engineering problems were solved, whenever analytical solution for the
related SC mapping problem were found, often in terms of elliptic integrals.

The most used SC formula (see, for instance, [1], page 10) maps the real axis of
the complex plane (that we call SC plane) into a polygon, and the upper half-plane
onto the interior of it. The images of the polygon vertices in the SC plane are
called prevertices. Similar formulae provides maps from a disc, or maps of the re-
gion exterior to a bounded polygon, thus providing a flexible approach to confor-
mal mapping problems.

When the prevertices are known, only some accuracy in computing the inte-
grals in the SC formula is needed, and normally computation starting from the SC
plane considered geometries where the ratios between consecutive sides (i.e., dis-
tances between prevertices) were not so large as to cause problems. The most im-
portant cause of integration inaccuracy were the singularities at the prevertices,
ends of the sides in the SC plane, and Gaussian integration provided a satisfactory
solution: probably, its first use can be traced back to the early seventies of last
century, with [11] (Gauss-Jacobi quadrature) and [12] (Gauss-Chebysheff rules).

Starting from the polygon geometry, no general analytical rule is known to
solve the so-called “parameter problem”: the positions of the prevertices on the
real axis have to be found by solving non-linear equations, normally via optimisa-
tion procedures. When digital computers provided reasonable computing speeds,
procedures have been implemented to perform the numerical inversion of the SC
formula (SCNI), starting from the polygonal geometry, and the “crowding” prob-
lem emerged: some distances between prevertices collapse in unpredictable way,
preventing accurate calculations. In particular, a singularity at the far end of a very
short contiguous side prevents the accurate integration over a relatively long side
along the real axis of the SC plane.

Discussions and solutions to this problem are reported in [9] and [1]. The most
effective solution was [9] the implementation of “compound” Gauss-Jacobi quad-
rature rules: the integration interval was subdivided in accordance to a “one-half
rule”: no singularity (at the far end of a contiguous side) shall lie closer to the in-
terval of integration than half the length of the interval itself. Something similar
was independently proposed in [13], with a different approach to perform the sub-
division of the integration interval, in [14] and in [15]; in [15] and in [13] attention
was extended to unbounded domains too. In fact, compound rules allowed us to
tackle the problem of elongated regions, and to consider SC formulas and SCNI
effective numerical tools, with wide spread application, as effective optimisation
tools were discussed in the above papers to solve the parameter problem.

It is worth of mention an analytic procedure presented in [16], allowing us to
put an end to the subdivision of the interval in a particular but very important case.
When, at the end of a long integration interval, a singular factor of the type x'
appears in the SC mapping function, and a singular factor of the same type is oc-
curring because an analogous prevertex is found at the opposite end of the con-
tiguous side, we can account for both of them by means of an analytical formula
[17, formula (195.1)], provided that other singularities in the SC mapping function
are lying sufficiently far from the integration interval, and the related factors are
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nearly constants. So, this leads to relatively large lengths of the ending subdivi-
sion of the interval, yet allowing us to handle length ratios between consecutive
sides in the SC plane exceeding 10 or even more, using double precision pro-
gramming. This is important, as the quoted singularities represent vertices similar
to the vertices of a rectangle, and they can appear in close proximity when elon-
gated regions are considered. An even more general formula was considered [17,
(371)], to handle different exponents in the singular factors, but this leads to com-
pute differences between similar terms and to some loss of accuracy.

When crowding effects are moderate, any numerical quadrature rule providing
high density of sampling points near the end of the integration interval can be suc-
cessful, in particular, the Takahasi-Mori [18] and the so called tanh transformation
[19, 20]. Comparisons of results have been presented in [16, 21], with reference to
elongated L-shaped regions. A phenomenon was observed in [21], which often
mitigates the consequences of integration errors. It is customary to map elongated
regions into the SC half-plane via SCNI, and then into rectangles via direct calcu-
lation of the SC formula. Only the polygon angles at the prevertices are changed,
the sides between them in the SC plane do not change, and the errors due to
crowding are similar in the inverse and direct calculation, despite imperfect loca-
tion of the prevertices.

Meanwhile, SC procedures were extended to doubly connected regions, see
[22] and paragraph 4.9 of [1]. This was the SC panorama when a new progress was
made. A comprehensive presentation of the methods and applications related to
conformal mapping and to SC formulas at that time can be found in [1], including
curved boundaries, in [23] and, with an application in transmission line and ca-
pacitance calculation, in [16], references, and [21].

The progress is related to the introduction of the cross-ratio parameters as well
as Delaunay triangulation in the numerical procedures, causing new capabilities
both in transforming elongated regions and in observing the local behaviour of the
maps. We refer for this to [24] and again to [1]: the above procedures have been
included in the SC toolbox for MATLAB, a very powerful conformal mapping
tool both from the analytical point of view, and from its capabilities of friendly
use.

Coming back to the standard SC formulas, a powerful methods to circumvent
severe crowding problems was presented in [25], where a formula is derived to
map elongated regions to strips and then to elongated rectangles. The same idea
of matching the features of the prevertices plane to the elongated regions was re-
sumed in [26] following a different approach, by means of a modified mapping
formula using the perimeter of a rectangle in the same way the standard one uses
the real axis of the SC plane. A right-angle corner singularity is completely re-
moved, if the corner is mapped into a rectangle vertex. Accurate calculations of
elliptic functions are needed to perform ancillary computations, but this is not a
problem, and good results were supplied for the L-shaped region, in comparison
with other integration procedures.

It can be useful to extend similar comparisons assuming, as a reference, cross-
ratio computations performed by the crrectmap procedure of the SC Toolbox [27].
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In fact, even if in this particular case it is possible that this procedure is not pro-
viding the best results, differences from these are unimportant, and it is likely that
only crrectmap will allow us to obtain similar accuracy in general conditions, in
particular with regions elongated in various directions. We map the L-shaped re-
gion into a rectangular domain, and compare the moduli of the obtained rectan-
gles. The L-shaped region is an importante example, because it represent the
quarter of a square coaxial line cross section. Data are collected from the rectmap,
hplmap, and diskmap procedures of the same SC Toolbox, from two-step proce-
dures (referred as Jac+Jac, HP+Jac, Jac+DCELI, HP+DCELI, respectively),
from the procedure in [26] using - when useful - the Takahasi-Mori transformation
and the tanh transformation procedure with 48 nodes (SCRETT-TM and SCRETT-
th, respectively). We consider also data collected from the analytical procedure of
Bowman in [28], from the numerical procedure presented by Papamichael and
Kokkinos in [29], and from a doubly-connected region obtained after the symmet-
rical connection of four L-shaped regions, and analysed following Hu [22]. Re-
sults are shown as percent errors in Table 4.1 and Table 4.2.

The aforementioned Jac and HP procedures use 11 segments compound Gauss-
Jacobi integration with 48 nodes, being in the last the ending segment computed
by the analytical formula introduced in [16] when “half pole” vertices are found
both at the ends of a long side and at the far end of a contiguous short side: this is
precisely the condition at the ends of the L-shaped region.

Observing the tables, we note, first of all, the good agreement of the SC
crrectmap reference with the Bowman and Papamichael and Kokkinos values,
then the similar or better agreement with the reference of the SCNI procedures
based on the traditional formula when compound integration is performed. Jac
routines are useful for a very notable range, until HP routines can be used. In turn,
these are useful when the length 1+a, measuring in fact the ratio between the long-
est and the shortest sides of the L shaped region, is so large to secure a suitable
distance of any other vertices from the end subinterval of the side. It is likely that
the best values for very large 1+a values are supplied by HP routines, because we
observe a very linear behaviour of the moduli in the last part of Table 4.1, where
the assumed reference leads to more erratic values. Values for the tandem proce-
dures Jac+DCELI and HP+DCELI, compared to those from the Jac+Jac and
HP+DCELI ones, show some masking effect for the Jac+Jac, being the computa-
tion via DCELL1 virtually exact, suitable to detect the errors caused by the Jac
routines.

Finally, some capabilities in axisymmetric 3D problems are worth of attention.
They have been explored in [23], chapter 6, and used in connection to simple fi-
nite difference procedures to avoid singularities of the analyzed field, making pos-
sible accurate solutions of the suitable Laplace equations (see paragraph 5.3 of [9]
and paragraph 5.11 of [30]) using coarse meshes. Some examples can be found in
[31, 32], and in references therein.
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Table 4.1 Percent errors of values obtained by means of various compound techniques with
respect to those obtained by means of crrectmap.

1+a Rectmap Hplmap Diskmap Jac+Jac HP+HP HP+Jac Jac+DCEL1 HP+DCELI1

125 4107 7107 8107 6107 6107
2 3107 7107 7-107 7107 7-107
5 -1.10°  -1.10°  810°  -1-10° -1-10°
7 2107 1107 -2.107 2107
8 410% 310" 3-107 3-107
9  210% -3.10° 3-107 3-107
11 -510" 1107 1107 -1-10° 1-10° 1-107
13 -04 310 -3.10°  -6-107 6107 -3-10°
15 -410°  -3.10°  -0.24 0.25 410
21 -1.10° -1-10°
41 -5.107 -5.107
61 210 210
81 -8-107 -8.107
101 -2:10° -2:10°
201 -1-10° -1-10°

Table 4.2 Percent errors of values obtained by means of various non-compound techniques
with respect to those obtained by means of crrectmap.

1+a  SCRETT-TM SCRETT-th Hu Bowman  Papamichael
1.25 3-10° 2.10° 410° 6107 6107
2 210 -3-10° 210 7107 7107
5 -1-10° -3-10° 310 -1-10° -1-10°
7 2:107 2-10° 3-10°

8 3-107 -1-10° 3.10°

9 3-107 -1-10° 3.10°

11 1-10° 210 1-10°

13 -4.10° -5.10° -16.3

4.5 Towards a Coordinated Approach for Field Analysis, Using
Both FE and SC

A coordinated FE-SC approach proved to work in an effective way, offering both
accuracy and speed in various computations implemented. A collection of solved
problems is shortly reviewed.

e The optimal shape design of a permanent-magnet motor was performed
directly in the transformed plane, by controlling the prevertex locations
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[4]. The design criterion was the cogging torque reduction in a small-
sized motor. Among other benefits of the SC-FE approach, it is possible
to note that, this way, repeated inversions of the SC formula were
avoided.

After a sequence of field analyses, both the torque-angle curve and the
friction force acting on an eccentric electrostatic micromotor were simu-
lated [33]. The conformal mapping of a doubly-connected domain made
it possible to transform the whole air-gap region, and just one transforma-
tion was enough to compute the field in an arbitrarily large number of
angular positions between stator and rotor, by means of rotating supply
voltages instead of electrodes along the outer circumference.

In the air-gap of an electrostatic device the boundary conditions were
synthesized in terms of potential lines and field lines [5]. Using SC
transformations, it was possible to identify a small subregion, arbitrarily
extracted from a large field domain. In a sense, this is a field zooming
technique, avoiding time consuming FE analysis in the whole domain.
The field analysis of the aforementioned electrostatic micromotor was
revisited from the viewpoint of the multiobjective design optimisation
[6]. Actually the shape design of the rotor was formulated as a vector op-
timisation problem with three design criteria. The relevant fronts of non-
dominated solutions were identified in fast way, thanks to an effective
processing of SC maps.

As in every technique, also in the SC approach some drawbacks are apparent. In
this respect, the following remarks can be put forward:

computational procedures have to be developed ad hoc for a given class
of problems;

a certain degree of user skill is required in order to identify the most ef-
fective transformation and processing between real geometry and com-
plex plane;

algorithms are often non-optimised in terms of exploitation of storage,
memory and processor speed.

the low portability of the various codes implemented is an unpractical
consequence to cope with.

a severe drawback is that, in principle, the transformation technique re-
quires to model homogeneous materials, although some attempts were
done in [23] to cope with inhomogeneity.

4.6 Analysis of a Magnetic Levitator with Superconductors

4.6.1 A Principle of Equivalence

A principle of equivalence between magnetic fields comes from the transmission
condition holding at the interface between two 2D regions Q; and €, with
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permeabilities |, and [, , respectively. If there is a current of density Ts (Am")

carried by boundary I'=Q; N Q,, it turns out to be
i, x (o —H1)=Ts )

where 11, is the outer normal unit-vector along Q.

If J,=0, the tangential component of H is continuous.

Equation (1) states the transmission condition for magnetic fields. Based on it,
the following principle of equivalence is assumed to be valid for two-dimensional
fields.

Let a simply-connected domain =Q, U€2,, composed of two sub-domains
Q; and Q, , be considered (Fig. 4.1a) and let the common boundary ©Q; "€, be

current free. Then, the field in the whole domain € can be obtained by superposi-
tion of two fields:

i) the field H» in €, , assuming a zero field in Q; and forcing a specific
current Js =i, xHj along Q, NQ, (Fig. 4.1b);
ii) the field H; in €, assuming a zero field in €2, and forcing a specific

current J, =fi, xHa along Q, nQ, (Fig. 4.1c).

In general, J, can be viewed as a fictitious current density, restoring the effect of
either of the sub-domains cut off. In other words, it takes into account the mutual
coupling between the two field problems.

QNQ,, J,=0
Q], ﬁl Qg, ﬁz
= +
M1 H2
P
a) b) )

Fig. 4.1 Equivalence principle for 2D magnetostatic fields.
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In particular, the equivalence principle holds when the common boundary
Q; NQ, is an interior boundary of Q,, i.e. , is a doubly-connected domain,

(Fig. 4.2).

Yf ~Hilayoay

H2 = H2 QNQ)y

Fig. 4.2 Equivalence principle for a doubly-connected domain.

The equivalence corresponds to the substitution theorem in circuit theory. As a
consequence, it is possible to model the effect of a small domain belonging to a
large region by means of suitable cuts.

4.6.2 Application in 2D Magnetostatics

Let the region shown in Fig. 4.3 be considered, in which a permanent magnet is
placed near a rectangular domain €, .
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I

I I

MAGNET

SIDE 3 T Q, SIDE 4

Fig. 4.3 Field domain.

The field is governed by Poisson’s equation for vector potential, subject to
boundary conditions.

The idea is to split the field problem defined in the whole region into two sub-
problems defined on reduced domains: an inner-field problem in the homogeneous
domain €,, and an outer-field problem in the complementary domain €, which
includes a permanent magnet. To this end, a cut is made along the border of €,
restoring the boundary conditions by means of a current sheet along the border. In
turn, region €, is removed in the outer-field problem, so obtaining a doubly-
connected domain €;, and the current sheet is forced along its inner border.

Referring to Fig. 4.3, the two-dimensional formulation of the outer-field prob-
lem in the homogeneous domain €; (L;=L,) reads:

find vector potential K = (0,0, A) such that V-A =0 and
~V-u'VA =Jyg, in Q <R’ 2)

with Q; < Q,, subject to:

A =0along T, 3)
a—A=O along I, @)
on

A _ ) along 3Q, =Q, A Q ith J, = (A, xH 5
o s along dQ, =Q; N Q, with J, =|In; X 2|leQz (5)
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The permanent magnet is modelled as a current sheet: the right-hand side of (2)
takes it into account (J is the current density modelling the permanent magnet, €;
is the magnet domain, and ) is its support).

Equations (2) through (5) cast an oblique-derivative problem in a doubly-
connected domain (see Fig. 4.4).

1l
region €2; -

aQZ JS

Fig. 4.4 Detail of the field problem, after cutting €2, off.

As for numerical aspects, a detail of a typical finite-element mesh, composed of
about 20,000 elements, is shown in Fig. 4.5.

RINAAAKA
e R A
/ ] Vi

I\ ] 4
KA A AR ARARIN A
IVAVAVAVAVAVAVAVAVA Aie%4v;:s gg DAV
AYYAVAVAVAVAVAVAVAVAVR 2 '
V. AVAVAVAY S AVAVAVAVAVR S0
JAYAVAVAVAVAVAVAVAN YAV WAL

ra

Fig. 4.5 Detail of the mesh.

For increasing the simulation accuracy, second-order triangular elements are
considered.
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The current density J, identified by means of (1) after a field analysis on the

whole domain Q (U=L,), is shown in Fig. 4.6 and Fig. 4.7.

JAmT]

X [dimensionless]

Fig. 4.6 Surface current densities set up along €2, (sides 1 and 2).

JAm ]

20 25 30
Y [dimensionless]

Fig. 4.7 Surface current densities set up along €2, (sides 3 and 4).

For the purpose of simulation, the MagNet code by Infolytica was used [36]
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4.6.3 Outer-Field Problem: Results

A comparison between the solutions obtained with the two models is shown in
Fig. 4.8 and Fig. 4.9 in terms of the flux line maps.

AN

Fig. 4.9 Flux lines for the doubly-connected domain Q.

Moreover, in Fig.s 4.10 through 4.13 the field components along the A-B line
(dashed line in Fig. 4.3) are compared for the two cases in Fig. 4.8 and Fig. 4.9,
respectively.
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1000

900

X[dimensionless]

Fig. 4.10 X-directed components of the magnetic field evaluated along the line A-B (sim-

ply-connected domain €2).

900 1000

800

X [dimensionless]

Fig. 4.11 Y-directed components of the magnetic field evaluated along the line A-B (sim-

ply-connected domain €2).
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1000

900

X [dimensionless]

Fig. 4.12 X-directed components of the magnetic field evaluated along the line A-B (dou-

bly-connected domain €2).

900 1000

800

X [dimensionless]

Fig. 4.13 Y-directed components of the magnetic field evaluated along the line A-B (dou-

bly-connected domain €2,).

Considering Fig.s 4.8, 4.9 and Fig.s 4.10 through 4.13, it can be stated that re-

sults of the outer

-field analysis agree with results of the field analysis in the whole

region, in terms of both flux line distribution and field profiles as well.
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A further assessment of results is proposed: the X and Y components of the
magnetic field for the simply-connected domain along the A-B line are compared
with the field along the same line for the doubly-connected domain Q; in a two-
fold case:

- the permanent magnet is removed and the boundary condition (5) with J;# 0
is forced (problem PB1);

- the magnet is restored and the boundary condition (5) with J;=0 holds (prob-
lem PB2).

The flux lines for PB1 and PB2 problems are shown in Fig. 4.14 and in Fig. 4.15,
respectively.

I | l

Fig. 4.15 Flux lines for PB2 problem in ;.
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The field along the A-B line for the two problems is shown in Fig. 4.16 and
Fig. 4.17, respectively. The sum of the two contributions is also reported. These

profiles should be compared with those shown in Fig.s 4.10 through 4.13.

1000

900

X [dimensionless]

Fig. 4.16 X-directed component of the magnetic field for the two problems PB1 and PB2

and their sum.

900 1000

800

X [dimensionless]

Fig. 4.17 Y-directed component of the magnetic field for the two problems PB1 and PB2

and their sum.

It can be noted that the curves match.
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4.6.4 Test Problem: Diamagnetic Model of a Superconductor

Let a high-temperature superconductor (HTSC), filling domain €2, , be considered;
the HTSC is modelled as a perfectly diamagnetic material (Meissner state). For
the sake of simulation, W, =10 was assumed for domain Q, in the finite-element
simulations.

JAmT]

X [dimensionless]

Fig. 4.18 Surface current densities set along sides 1 and 2 of the HTSC in €,.
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Fig. 4.19 Surface current densities set along sides 3 and 4 of the HTSC in €,.
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After the magnetic analysis in the domain Q, U, , the current densities along
Q, N Q,, identifying the boundary conditions for the subsequent analysis in the
domain €, , have been obtained; they are shown in Fig. 4.18 and Fig. 4.19.

4.6.5 Case Study: Trapped-Flux Model of a Magnetic Bearing

For the sake of an application, attention is focused on HTSC magnetic bearings in
which the superconductor operates in the trapped-flux state. This means that the
conductor keeps memory of the inner distribution of flux lines in the activation
position, i.e. its position when the transition to the superconducting state took
place (operational-field cooling) [34]. Assuming small displacements, the inner
field of the conductor does not change when it is moved from the activation to the
operational position with respect to the exciting magnet. As a result, restoring
forces acting on the conductor, as shown in Fig. 4.20, appear.

1 1 1

Fig. 4.20 Activation position and operational position for the HTSC.

The field region of interest is a doubly-connected domain, obtained after re-
moving the HTSC and substituting it with a surface current distribution. The latter
is identified by means of three field simulations based on finite elements, by vary-
ing state and position of the HTSC. Specifically, the following sub-problems are
solved:

1) the conductor is modelled as a material with permeability L, , placed in the
activation position (Fig. 4.21a);

2) the conductor is modelled as a perfectly diamagnetic material, placed in the
operational position (Fig. 4.21b);

3) the conductor is modelled as a perfectly diamagnetic material, placed in the
activation position (Fig. 4.21c).

The rationale is that sub-problem 1) captures the initial field, while 2) and 3) make
the conductor non-permeable to the external magnetic field.

For each sub-problem, the current distribution along the HTSC boundary is
identified by means of (5). Then, the superposition principle is exploited to deter-
mine the final current distribution. According to the equivalence principle stated in
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paragraph 6.1, a doubly-connected domain, corresponding to the outer field region
is considered.

The procedure implemented offers a possible saving of runtime when various
positions between HTSC and magnet are to be simulated; in fact, the field in the
activation position (aforementioned step 1) is computed only once, while the field
in the operational position is updated. The method here proposed to model the
trapped-flux state (i.e. superposing surface current densities) is similar to that de-
veloped in [35], where the superposition of magnetic vector potential in the whole
field region is considered.

a)

b)

Fig. 4.21 Sub-problems to be solved for the superposition principle: a) conductor modelled
as a material with permeability L, , placed in the activation position; b) conductor modelled
as a perfectly diamagnetic material, placed in the operational position; c¢) conductor mod-
elled as a perfectly diamagnetic material, placed in the activation position.

To compare results, a second method was used for field analysis, exploiting SC
conformal maps of the external domain [1], paragraph 4.4, obtained after remov-
ing the HTSC to compute the fields in the above three conditions. After computing
the field on the HTSC boundary in the activation position (step 1) by the Biot and
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Savart’s law, the external sub-domain and the current sheets (in fact, 80 discrete
currents) are mapped into the SC upper half-plane, the real axis representing the
HTSC boundary (see Fig. 4.22).

T T T
— SC plane real axis
0.02 - * e some prevertices
O current sheets
+ infinity in the xy plane
0.015 1
1]
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O O
@) @)
o) o)
0 > L[] ° O 0 0 000000000000000000000000000000000 0 0 o L[] ° Rl
1 1 1 1 1 1 1
-0.015 -0.01 -0.005 0 0.005 0.01 0.015

SC plane abscissas (the 95 finite prevertices are mapped in the interval -1 to 1

Fig. 4.22 SC upper half-plane: the external sub-domain and the current sheets are shown.

So, to perform the calculations involved in step 2 and step 3, it is sufficient to
apply the Biot and Savart’s law in the SC half plane, after setting homogeneous
Neumann conditions on the real axis. The CPU times involved are of the order of
one minute on a personal computer to map the sub-domain, and of the order of
few seconds to map any new current sheet system, to simulate the relative move-
ment between HTSC and exciting magnets in any direction. This way, fast calcu-
lations can be performed, with acceptable errors with respect to more refined FE
results. Flexibility and accuracy of the SC mapping procedures is provided by
modern computation methods [4]. The half-plane maps are obtained by first map-
ping the outer domain into the unit disc and, then, by mapping the disc into the
half-plane; after defining the numerical transformation, the map of any current
sheet system is almost immediately derived.

When the HTSC cross-section exhibits a simple rectangular shape, the above
mapping procedure, useful to handle up to one-hundred vertices on a standard per-
sonal computer, can be replaced by the map of the external region into the SC
half-plane presented in [8], see paragraph 9.3, equations (9.38) and (9.57). In this
case, the whole three-step procedure of Fig. 4.21 is performed in about 5 seconds.
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The levitation device considered is shown in Fig. 4.23. It consists of a sample
of HTSC excited by three gap-oriented permanent-magnets (NdFeB, coercive field
H.=827.6 kAm™). Typical dimensions are about 50 mm for height and 80 mm for
width, while activation position g,.; = 12 mm and operational position g,, =2 mm
are assumed.

‘ Activation position HTSC ‘

Saer ‘ Operational position HTSC ‘ hye

W
SC gu;;

- — -

. :
HPM PM PM | | hpy,

Wey

L}

T

Fig. 4.23 Geometry of the HTSC with gap-oriented exciting magnets.

-
o

@

Y-directed force [Nmmi ']

Operational position, Y [mm]

Fig. 4.24 Force-displacement curve using the substitution theorem (dashed line), and the
Schwarz-Christoffel transformation (continuous line).
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In Fig. 4.24 the results obtained for the trapped-flux state model are presented.
In particular, the y-directed levitation force, acting on the HTSC in a set of opera-
tional positions, has been simulated by means of both analysis methods. The force
has been evaluated by means of the Maxwell’s stress tensor. In particular, it can be
noted that the force-position curve exhibits two branches, corresponding to repul-
sive and attractive action, respectively: the zero of force is located just at the acti-
vation position.

Given a feasible geometry of conductor and magnet (hpy=25 mm, wpy=25 mm,
=50 mm, wsc=80 mm, hgc=10 mm), assuming again g,,=2 mm and g,,=12 mm,
the x-directed force component has been simulated by means of the SC transfor-
mation for several displacements of the magnet along the x axis. This way, the
force-position curves represented in Fig. 4.25 have been obtained: for the sake of a
comparison, the computation has been repeated for some positions by means of
FE analysis.

-1
F [Nmm™]

x-directed displacement [mm]

Fig. 4.25 F, vs x. Dashed line: perfectly-diamagnetic material (SC), cross: perfectly-
diamagnetic material (FE), continuous line: operational-field cooling (SC), circle: opera-
tional-field cooling (FE).

The various curves are in agreement; in particular, F,=0 at x=0, i.e. when the
magnet axis is coincident with the conductor axis, and F, vanishes when the x dis-
placement is large with respect to the magnet size. In Fig. 4.26 flux line maps for a
given displacement are shown.
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Fig. 4.26 Flux lines for x-displacement equal to 52 mm in the case of perfectly-diamagnetic
material (a) and operational-field cooling (b).

4.6.6 An Application in Automated Optimal Design

Finally, to show the performance of SC transformations also in the case of an in-
verse problem, the following design problem has been formulated:

given a geometry of HTSC and a value of g,,, assuming (hpy, Wpy, T) as the de-
sign variables, find the magnet geometry such that
e the levitation force F, at x=0 and y=g,, is maximum, and

X

X

o the absolute value of the force stiffness

, at x=0 and y=g,,, is maximum.

The latter objective accounts for a stable operational position of the HTSC against
small perturbations along the x axis. For the sake of computation, the force stiff-
ness has been approximated by a first-order finite difference.

The solution to the design problem was based on a Monte Carlo sampling of
the three-dimensional design space, driven by a uniform probability density. It has
been assumed wgc=35 mm, hgc=8 mm and g,,=2 mm. The resulting distribution of
points in the objective space, obtained by means of a large number of SC analyses,
is represented in Fig. 4.27.



84 E. Costamagna et al.

o

y

o.

Levitation force F [Nmm‘1]

Force stifiness [Nmm]

Fig. 4.27 Monte Carlo sampling of the objective space and geometry of a candidate optimum
(square, hpy; = 28.3 mm, wpy; = 20 mm, T = 31.7 mm) found by Nelder & Mead algorithm.

At a first glance, the two objective functions seem not to be in conflict, possibly
identifying a unique optimum located at a corner of the point distribution.

Thanks to the short computing time, allowed by the conformal mapping proce-
dures, these results have been assessed by means of a deterministic optimisation
(Nelder & Mead algorithm), based on a preference function including both levita-
tion and stiffness terms.

4.7 Conclusion

A deep investigation has been performed on a class of HTSC magnetic levitators.
The effectiveness of the coordinated FE-SC approach has been proven; in the
meantime, modern techniques for the numerical inversion of the SC formula have
been found to be both fast and accurate.
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Abstract. The manufacturers are tempted to reduce the amount of active materials
in the devices in order to lower the material bill. However, reducing the weight of
the devices directly affects the energy efficiency. In this paper, a solution to this
problem is proposed for the case of wound rotor synchronous generators. The
trade-off between cost and efficiency is formulated as a constrained optimization
problem and solved using a Genetic Algorithm. The cost optimization of three dif-
ferent machines is carried out through various design approaches. The proposed
approach always gives better results than the classical approach concerning the
global cost of the range.

5.1 Introduction

The recent rise in the cost of raw materials is motivating the manufacturers of
electrical machines to improve the designs of their devices. The manufacturers
are tempted to reduce the amount of active materials in the devices in order to
lower the material bill. However, reducing the weight of the devices directly af-
fects the energy efficiency, and therefore goes against the current trend and Euro-
pean suggestions [1], which recommend that the manufacturers increase the effi-
ciency of their products. Manufacturers are thereby confronted with a constrained
optimization problem: reducing the costs of devices and respecting the fixed effi-
ciencies. In this paper we propose a solution to this problem for the case of a
series of Wound Rotor Synchronous Generators (WRSG) using an optimization
method based on Genetic Algorithm (GA).

The optimal design approach is used more and more often in the case of elec-
tromagnetic device design. This approach needs to accurately model various phys-
ical domains [2-3]. Magnetic, electric, thermal or mechanical models of the
systems are often developed in order to design optimal devices respecting physical
constraints from various fields of physics. The accuracy of the model and its exe-
cution time basically depend on the modeling complexity: 1D analytical model
[3-6], electric circuit type model [3, 7-8] or Finite Element model [3, 9-10].

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 87
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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In this work, a 1D multiphysic modeling of the WRSG was adopted whose
short execution time allowed coupling it with a stochastic optimization method. A
GA optimization technique was employed because it is well suited to a mixed-
variable constrained problem and it allows searching for a global optimum. The
complexity of the treated objective function also leads to choose a zero-order deri-
vation method.

The modeling of the machine and, then, the optimization method will be de-
tailed and followed by the optimization results. Single and multi-objective optimi-
zations of the range are performed. The single objective optimizations introduce a
new procedure, different from the classical range design approach used in indus-
try. The introduced method gives better results compared with the classical one for
various test cases and permits rationalization of the optimal design of a series of
machines from an industrial point of view. The multi-objective optimizations’
goal is to propose a trade-off between saving money and saving energy when con-
sidering the whole range.

Finally, the originality of this work is to propose a global view of the design of
arange of WRSG linked with an optimal design conception.

5.2 Wound Rotor Synchronous Generator Model

The geometry of the studied WRSG is shown in figure 5.1. The stator tooth width
is constant except for the slots’ bottom and back sides. The air gap is progressive
and the rotor winding is ordered. Moreover the poles’ number is fixed to four.

Fig. 5.1 Geometry of the studied WRSG with salient poles.

5.2.1 Electromagnetic Modeling of the WRSG

The goal of the following modeling is to determine the electromagnetic design of
a WRSG that satisfy the specifications. The WRSG should be design in order to
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satisfy a fixed apparent power P , at a fixed line voltage V , and finally for a given
power factor cos((p). The three previously listed quantities constitute the specifica-
tions of the WRSG.

5.2.1.1 Air Gap Magnetic Flux Density Computation at No Load

The fundamental quantity used for the machine modeling and optimization is the
line voltage. This voltage waveform is considered purely sinusoidal. The knowl-
edge of this voltage, neglecting the winding resistance, allows determination, via
integration, of the amplitude of the fundamental of total flux, due to rotor excita-
tion, through the WRSG windings.

Vv

= (D
' Ny f

Where N; is the winding turn linking the total flux, k,, the global winding factor re-
lated to the first harmonic and f the electrical frequency of the WRSG. From the
fundamental of total flux, one can compute the fundamental of air gap magnetic
flux density. Indeed the fundamental of the total flux is obtained from the integra-
tion of the fundamental of air gap magnetic flux density through the winding sur-
face. If the axial end effects are neglected in the machine, the peak value of the
fundamental of air gap magnetic flux density is computed, after integration, with:

1

By

Where R is the stator inner radius and L, the WRSG stack length. The first har-
monic of air gap magnetic flux density, due to rotor magnetomotive force, is now
known and the next step is to determine the exact air gap magnetic flux density
waveform. The knowledge of this local quantity is useful in determining the mag-
netic flux density map of the WRSG. Because of salient rotor poles this quantity is
to be computed under some hypothesis.

The rotor and the stator present permeance variations due to either the slots and
to the rotor saliency. For the stator, an equivalent smooth armature is introduced.
This simplification can be performed but only with the introduction of an equiva-
lent larger air gap. The air gap increasing is obtained via the well know Carter co-
efficient, k¢ .

With the hypotheses assumed on a smooth armature stator, the rotor permeance
variations are included considering a simple air gap permeance function: the func-
tion is the inverse of the air gap length under the poles and between the poles the
air gap permeance function is one-sixth of the air gap length under the poles. This
consideration leads to the situation of figure 5.2 for the magnetic flux density pro-
duced by the rotor excitation. The plotted magnetic flux densities correspond to
the case of a salient rotor with non uniform air gap.
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Fig. 5.2 Exact waveform of air gap magnetic flux density and its fundamental due rotor cur-
rent excitation.

The non uniform air gap is designed in order to make the air gap magnetic flux
density closer to the ideal sinus waveform. The air gap length can evolve accord-
ing to the following law:

e=a—b.cos(). 3)

The reference for the angle @is taken in the middle of the pole. Neglecting the
magnetic field between the poles, one can compute the magnitude of the funda-
mental of air gap magnetic flux density from its “exact” waveform with:

4

B =By, + ﬁ} “”’J—@. @

ag (a=bkc 2—aatan(tan(
V4 b /az _p2 4 Na-b ) 2b

Where B, is the peak value of the air gap magnetic flux density “exact” wave-

form and f the rotor pole opening factor. The goal is to obtain the relation giving

the peak value of air gap magnetic flux density when knowing the peak value of
its fundamental component. From the previous expression (4), one obtains:

By

i(a—b)kc 27aatan tan & a+b _&
V4 2 ;2 4 a-b 2b
bva“ —b

B )

ag =
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5.2.1.2 Computation of Magnetic Flux Density in the Iron Paths

From the “exact” air gap magnetic flux density, and its peak value, one can com-
pute the total flux under one pole. This is performed by integrating the air gap
magnetic flux density under the pole and neglecting the flux flowing between two
consecutive magnetic poles. The total flux is:

a->b ) |a+b
(I)O = Bag kCZRLY z—bzatan{tan(ﬂzj EJ . (6)
a‘ —

Now that the total flux under the pole is computed, the magnetic flux density in
the magnetic paths of the machine can be determined applying the Gauss’s law.
The magnetic flux density in the rotor pole is:

O
-0 )

L,

B pole

Where [, is the rotor pole width. Concerning the magnetic flux density in the sta-

tor teeth, a concentration factor must be taken into account. It characterizes the
fact that the air gap magnetic flux under one stator tooth pitch is concentrated in
the tooth. Moreover, the air gap magnetic flux density is not uniform under the
pole, see figure 5.2. The magnetic flux density in a given tooth varies versus time
according to the synchronous rotation of the rotor and the stator current reaction.
The peak value of this quantity is obtained when the tooth is in front of the peak
value of the air gap magnetic flux density. It leads to the expression of the mag-
netic flux density in the teeth:

27R
Niorls

By = Bag . 3

Where Ny, is the number of slots of the stator and [ is the width of a stator

tooth. Next is the computation of the stator yoke magnetic flux density. The flux
flowing through the pole, crosses the air gap, the stator teeth, and then is divided.
One half is flowing through one side of the stator yoke and the second half is
flowing through the opposite side of the stator yoke. The resulting magnetic flux
density in the stator yoke can be computed with:

D

=0 ©)
2Lghgp;

Bpi
Where hgy,; is the height of the stator yoke.

5.2.1.3 Magnetic Field Circulation in the WRSG

The previous computations give the magnetic flux density in the various parts of
the WRSG: inside the air gap, the rotor pole, the stator teeth, and the stator yoke.
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These quantities allow determining the corresponding magnetic field strength. The
material constitutive laws permit to link the magnetic flux density to the magnetic
field strength. In the air gap, the relation is linear and leads to:
B
Hag =—2. (10)
Ho

Where uqis the magnetic permeability of vacuum. Concerning the magnetic
paths, the relation is much complicated because of the non linear relation between
the magnetic flux density and the magnetic field strength. A typical relation is il-
lustrated in figure 5.3. A relation, depending on the iron sheet quality, between the

magnetic flux density and field strength, must be defined (even numerically). For
the iron paths, it leads to:

H;, = HBoyye(Biy»iron quality). (11)

The previous relation is applied to the rotor pole, the stator teeth, and the stator
yoke and respectively gives H pje , H g1, , and H gp; -

2.0

Magnetic flux density | T|

0 1000 2000 3000 4000
Magnetic strength [A.mﬂ]

Fig. 5.3 Non linear relation between the magnetic flux density and the magnetic field
strength in iron.

Knowing the magnetic field strength in every magnetic flux path, one can com-
pute the field circulation on a contour. The field circulation is then evaluated in
the rotor pole, in the air gap, in the stator teeth, and in the stator yoke. In the air
gap, the field circulation is computed with:

Aqg =Hgokcla=b). (12)
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In the rotor pole the field circulation is expressed:

Apole = Hpolehpole . (13)

Where f1,4, is the radial height of the rotor pole. Concerning the stator teeth, the

field circulation is:

Asth = H gephh - (14)
With hg,, the stator tooth height. In the stator yoke the field circulation is esti-
mated with:
T hb
Aspi = H gpi Z(Rext - 821 J . (15)

Where R,,;is the stator outer radius of the WRSG.

5.2.14 Computation of Rotor Magnetomotive Force

The previous computations’ goal is to go further in the rotor magnetomotive force
determination. The magnetic field strength circulations in the machine permit to
compute the total magnetomotive drop in the machine and under non linear mag-
netic behavior. When the power factor is around 0.8, the total rotor magnetomo-
tive force £ to be supplied is roughly the sum of two mmf: &y that should be
supplied to obtain the nominal voltage at no-load and &, that should be supplied
to deliver the current I in short-circuit condition:

E=€)+Ec (16)

The determination of & is a straight forward process when knowing the magne-
tomotive force consumption in the different parts of the WRSG:

&0 = Aag +Apole +Agh + Agbi - 17)

The determination of & is detailed as follows. The current flowing in the stator

windings produces a mmf which will be called the armature current reaction.
From this quantity, the air gap magnetic flux density due to the armature reaction
is deduced. Then, according to the principle detailed before, the fundamental of
this magnetic flux density, in d-axis, noted Bj; is determined. Bj; depends only

onég. .

The current flowing in the stator can be computed from the WRSG specifica-
tions. With the apparent power, the line voltage, and the power factor, one can de-
duce the stator line current:

P

[=——. 18
3V cos(p) (15
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The stator current produces a magnetomotive force along the air gap. Only the d-
axis stator current reaction is taken into account. In this axis, the maximum of
magnetomotive force is located in the middle of the rotor pole and the peak value
is usually determined with:

32N k1

Py (19)

mmfq =
The peak value of the magnetic flux density reaction in the air gap is obtained
where the air gap is minimal and its value is:
mmfq

B, =ﬂ0m- (20

Because of the non uniform air gap and of the rotor saliency, the fundamental
value of the air gap magnetic flux density due to d-axis stator current reaction,
plotted in figure 5.4, is to be calculated with:

2a 2atan[tan(ﬁﬂ-) = +Z J sin(ﬁ”J
a- 2
By = Br(a-blke —%%—T . @
r p2+a2 _p2 b
) d—axis m.agnetic flux de'nsity
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=
L
=
#
=
e
N R I
= 1 "
& . :
£ | '
w 1 ]
= \ .
= . .
]
=" : N

0 90 180 270 360
Air gap position [®elec]

Fig. 5.4 Exact waveform of air gap magnetic flux density and its fundamental due to d-axis
stator current reaction.
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In short-circuit, the air gap magnetic flux density value is low, so that the machine
is not saturated; on the contrary, it is working under linear conditions. As a conse-
quence it can be stated that the mmf &£..needed to obtain the air gap magnetic
flux density is directly proportional to this very value. With a simple proportional
relation, one can deduce:

B
oo = E9—L . (22)

Finally the total magnetomotive force in load (16), that must be supplied by the
rotor excitation, is completely determined. It remains the computation of the cur-
rent flowing in the rotor conductors. It is simply determined with:

I, = (23)

£
N,
Where N,.is the turn number of the rotor winding.
The electromagnetic modeling of the WRSG is completed. It starts with the de-
finition of the specifications and, for a given geometry; it ends with the rotor cur-

rent. By the way, the magnetic flux densities in the machine are computed and will
be involved in the magnetic loss determination.

5.2.2 Losses and Thermal Model

To ensure normal working conditions of the machine, the thermal behavior has to
be studied. First the different kinds of losses occurring in the machine must be
evaluated to obtain the input parameters of the thermal model that yield the stator
and rotor temperatures.

5.2.2.1 Losses’ Estimation

There are various losses occurring in the WRSG. There are the classical copper
and iron losses that are located both in the rotor and in the stator. In case of a fan
cooled machine where the fan is mounted on the shaft, there are losses happening
that should be taken into account. Still concerning the aerodynamic losses, another
locus where they should be computed is the air gap. Indeed due to the relative mo-
tion between the rotor and the stator, the fluid in the air gap is submitted to a shear
stress leading to a power loss. Another loss item is in the bearing, the mechanical
losses. Whatever the kind of bearing, ball bearing or magnetic bearing, there are
losses occurring in these parts. In the following the focus is put on the copper,
iron, and windage losses.
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The copper losses occur in stator and rotor windings. The rotor losses can be
computed classically as follow:

Peyr=R.17. (24)

Where R, is the rotor winding DC resistance. This parameter depends on the rotor

temperature. This dependence is explicated latter in the text. The stator copper
losses are computed in the same manner:

Peys =3Rgd%. (25)

Where R is the stator winding AC resistance at the nominal working frequency

(usually 50Hz or 60Hz). This parameter also depends on temperature, as for the
rotor.

Latter is the determination of the iron losses. These losses are due to the time
variation of the magnetic flux density in the iron paths. They correspond to the
hysteretic behavior of the materials: when injecting a certain quantity of energy,
the materials restitute less energy. These losses vary with the time variation of the
magnetic flux density. The time dependence approach can be turned into a fre-
quency dependence of the losses. In the case of alternative machines, such as the
WRSG, one can assume that the magnetic flux density varies sinusoidally. More-
over in the case of WRSG, the frequency is usually fixed (50Hz or 60Hz). It is
well admitted that the magnetic losses can fall into three components: the hystere-
sis losses, the classical eddy-current losses, and the excess losses. This decomposi-
tion has been introduced by Bertotti. The model adopted is simpler, and based on
the observations made by Steinmetz. The iron losses per kilogram are computed
with the law:

B o
Pir=k,-rf(§j . (26)

Where k;, is the specific loss factor — which depends on the magnetic material

quality — at 50Hz and for a magnetic flux density of 1.5T, B the magnetic flux
density in the material, and « the called Steinmetz coefficient. In the WRSG the
rotation speeds of the field and the rotor are identical so that in first approximation
the rotor magnetic field is constant. There is no time variation of the magnetic flux
density so no iron losses occur in the rotor. Concerning the stator, the magnetic
field is rotating at the electrical frequency generating some iron losses. The mag-
netic path of the stator is mainly composed of the teeth and the yoke. These two
parts need to be considered separately since the magnetic flux density inside is dif-
ferent. Concerning the iron loss density in the teeth, it can be evaluated with:

o
B
Py sth = kirf( 1s15hj . 27
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In the same way, the iron loss density in the stator yoke is:

o
B
Pir,sbi = kirf(%?} . (28)

Finally the total iron losses are:

Pir,s = Pir,sbiMsbi + Pir,stthth . (29)

Where M gp;is the weight of the stator yoke and M , is the weight of the stator

teeth.

The last item of losses concerning the fan is computed with a semi-empirical
law. Admitting that the fan outer radius is the same as the WRSG outer radius, the
mechanical losses are computed with:

4.5
Prec =kmecRext - (30)

Where k. are the mechanical losses for a unitary stator outer radius.

Finally the efficiency, as defined by [11], of the WRSG can be determined with
the following expression:

_ P. cos((o) . 31
P. COS(¢)+ Piy sth + Pir sbi T Peyr + Pcu,s + Prec

5.2.2.2 Thermal Modeling

As written before, some losses greatly depend on the material temperature. It is
the case of the copper losses. This is a reason to estimate the temperature of
the WRSG. Another reason is to limit the temperature rise of the electric ma-
chine, especially because of the insulating materials of the copper wire. These
materials are specified for a maximal working temperature and going beyond
this limit will make their life time become shorter, and thus the life time of the
machine.

As soon as the losses are determined the temperature rise in the stator and the
rotor can be evaluated using a formulation derived from experimental correlations.
It is assumed that the copper losses are the main losses so that they drive the glob-
al thermal behavior of the rotor and the stator. The temperature rise is then given
by:

AT=— Tew (32)

- effiemp (Rext’ Ls)
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Where efftemp characterizes the ability of evacuating the heat generated by

losses. This formulation is to be applied to the rotor:

AT, = Feu,r . (33)
effiemp,r (Rext s Lg )

Concerning the stator, it leads to:

AT, = Fous : (34)
effiemp,s (Rext s Lg )

The thermal efficiencies of the rotor and the stator are function of the stator outer
radius as well as the machine stack length. This point must be underlined since the
classical thinking that the machine length can be adapted to adjust the apparent
power is now limited by the thermal considerations, themselves related to the ma-
chine length.

5.2.2.3 Thermal Loop

It has been explained that the copper losses depend on the copper temperature.
This dependence consists in the electrical resistivity dependence with the tempera-
ture. The evolution law of the electrical resistivity with temperature is modeled
by:

PT = PT, [1+acu(T_TO)]- (35)

Py is the electrical resistivity at the reference temperature Ty and ¢y is the

thermal coefficient of the copper for the electrical resistivity. With this law, the
copper losses now evolve with temperature as:

Pcu,T = Pcu,TO [1 tagy, (T -Ty )] . (36)

Where Pcu,TO are the copper losses at the reference temperature 7y .

The electro-thermal coupled modeling of the copper losses with the WRSG ro-
tor and stator temperatures is solved with the fixed point method. The temperature
is fixed, and then the copper losses are evaluated. With these copper losses, the
temperature field of the WRSG is reevaluated. With this new temperature, the
copper losses are recomputed. And so on until the temperature and the copper
losses reach their equilibrium. This method is detailed in the flowchart of figure 5.5.
It has to be noted that a stop criterion is introduced concerning either the electro-
thermal equilibrium or the maximal execution number of the thermal loop. This
latter point avoids staying infinitely in the thermal loop in case of a problem.
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Fig. 5.5 Flowchart of the thermal loop solved with the fixed point method.

5.3 Optimization Problem

5.3.1 Interest of Designing with Optimization Procedure

Optimal design approach allows us to find the best system meeting the specifica-
tions of an application. The optimal design of electric machines often leads to
minimize the weight, the cost or else to maximize the efficiency. In a way it per-
mits to rationalize the design process. To perform this, the system has to be mod-
eled with mathematical expressions as done in section 2. Generally the input
parameters of the models can vary within specified ranges and the definition space
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of the output quantities is restricted due to constraints. These reasons lead the de-
signer to define an optimization problem under constraints.

The optimization problem consists in determining the functions that have to be
optimized, the variables of optimization and finally the constraints of optimiza-
tion. When one single function is to optimize, it deals with single objective opti-
mization, while when two or more objectives are to be optimized, it is the field of
multi-objective optimization. The optimization constraints, in case of electric ma-
chine design, are often related to physical limitations, industrial and economical
constraints, and to a minimal level of performances to satisfy.

In the following of the paper three single objective optimizations are presented:
one taking individually the different machines of the range and two others that con-
cern optimizations of a range of machines. Finally, a multi-objective optimization of
the range efficiency and the average cost per machine of the range is carried out.

5.3.2 Choice of the Optimization Technique

WRSG design optimization problem is complex. It involves mixed variables, the ob-
jective functions are non-linear and have no simple analytical expressions. Moreover
the global optimum is researched. These particular features are well treated by
Genetic Algorithm (GA). Now concerning the solution representation in case of
multi-objective optimization, the Pareto front determination can be performed using
various techniques. Using a gradient-based algorithm, the Pareto front is determined
in two steps. First, one objective is fixed and the other one is optimized. Then, this is
done for several values of the first objective and it finally gives the Pareto front of
the problem. This method requires as many optimization routines as the number of
desired points in the Pareto front. The complexity in determining the Pareto front
can be reduced using ’Multiobjective Optimization Evolutionary Approaches’
(MOEA) [12]. These algorithms are based on the evolution theory of species and
permit to converge toward the Pareto front into a single run of the optimization
process. The definition of the optimization problem as well as the representation of
the objectives justifies the choice of a MOEA based on GA. Among the various
MOEA (NSGA II [13], NPGA II [14], SPEA 2 [15] ...) a NSGA II-based algorithm
is used for solving the WRSG optimization problem.

Finally the single objective and multi-objective optimization routines will both
involve GAs.

5.4 Optimization with Genetic Algorithm

5.4.1 Objectives of Optimization: Single and Multi-objective
Optimization

In case of single objective optimization the goal is to maximize or minimize one
or another of the characteristics of the system. In the case of a WRSG, the goals
could be to minimize the cost, maximize the efficiency, the power density, or the
ratio power/cost. The result is a set of optimization parameters optimizing the
given objective.
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In case of multi-objective optimization two main techniques are used: the ag-
gregate function technique and the Pareto front technique [12, 16]. The philoso-
phies of these two techniques are radically different. In the aggregate technique
the multi-objective problem is transformed into a single-objective problem defin-
ing a new function:

Fsingle = z wi Fy . 37)
k

Where wy is the weighting factor associated to the objective Fy. This method sup-
poses to set a priori the relative importance of the various objectives. On the con-
trary, the Pareto front philosophy suggests that the designer is not able to state
clearly the relative importance of the various objectives. The outcome of this tech-
nique is a curve composed of different solutions where none of them are dominated;
they are Pareto-optimal solutions. It means that, for the non dominated solutions, it
is not possible to improve one single objective without decreasing at least another
one. In the case of optimizing both the efficiency and the cost, the efficiency cannot
be improved without making the cost increasing at the same time. Moreover the
comparison between two solutions requires the introduction of a new comparison
operator: solution A dominates solution B if all the objectives for solution A are su-
perior to those of solution B [13, 16]. These concepts are illustrated in figure 5.6.
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Fig. 5.6 Bi-objective minimization of F1 and F2: dominance concept and Pareto-optimal
solutions.

Finally, using this tool the designer can make a choice a posteriori in a set of
different solutions in order to privilege an objective or another.

5.4.2 Principle of Genetic Algorithm

The GA acts on a "population of individuals’. Each individual is composed of a set
of genes’. A gene, in our real-coded algorithm, corresponds to an optimization vari-
able. The population, which must be initialized, evolves during the optimization
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process towards the global optimum. The objective functions are evaluated for each
individual and then ranked. For the next population the elitism principle [12] is used
as well as genetic operators. Only the crossover and the mutation operators are ap-
plied in this study. Finally the process is repeated until the algorithm stops, because
of a maximum number of iterations or because of a stop criterion. The flow chart of
the algorithm is described in figure 5.7.

Initialisation

Initial population
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Y

Evalutation of
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Y
Ranking of
the individuals

Y

Choice of the
best individuals

A J Completion of the
Renewal of the rest of the population

best individuals

Y
| Crossover - Mutation

New
" | Population |

|

Stop test

Best
" | Individuals

Fig. 5.7 General flowchart of a Genetic Algorithm.
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5.4.2.1 Initialization

As for all algorithms, the process must be initialized. In this study a constrained
optimization is performed which makes the choice of the initial population com-
plex. Indeed, choosing randomly the initial population, the individuals’ probability
to satisfy the very strict constraints is low. To avoid such a behavior, which would
slow the starting of the algorithm, some individuals satisfying the constraints are
included in the random initial population.

5.4.2.2 Evaluation

This step simply corresponds to the computation of the objective functions such as
the efficiency or the cost of the WRSG for all the individuals of the population.

5.4.2.3 Ranking
Single Objective Ranking

The individuals are ranked according to the value of their objective functions.
Thus, the best individuals are on top of the rest of the population and the most in-
teresting solutions are more likely to be involved in the generation of the next
population.

Multi-objective Ranking

The implemented algorithm uses the ranking method developed by Deb in the
NSGA II [13]. Two important concepts are used that must be explained: the par-
ticular sorting according to the front rank and the notion of ’crowding distance’.
Once the whole population is evaluated, for each individual, the number of indi-
viduals dominating this individual is computed. This number corresponds to the
front number of the individual. This way, all the individuals can be ranked accord-
ing to their front number value. One issue in determining a Pareto front is to ob-
tain a set of solutions well distributed all over the front. To solve this problem,
Deb introduced the ’crowding distance’. This quantity is relative to the density of
individuals on the front. For each individual, the Euclidian distance between each
neighboring individual is computed, based on all the objectives. Finally inside
each front number a second ranking is performed according to the crowding dis-
tance. These two concepts permit to accelerate the convergence of the algorithm
towards the Pareto optimal front.

5.4.2.4 Selection

The selection involves the principle of elitism [12]. It is the inclusion of parents in
the next population with their children and it allows making the convergence
faster. The parents that are renewed in the next generation - whose proportion is
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tunable - are selected according to the performed ranking. The rest of the next
population is created from the renewed parents, involving crossover and mutation.

5.4.2.5 Crossover

The crossover is an operation that allows creating a ’child’ by combining the genes
of existing individuals. This operation corresponds to an intensification of the re-
search within one area of the research space. The crossover is linked to an occur-
rence probability. A random number is compared to the fixed crossover probability.
Then the child is either a copy of one parent or a mix of several parents.

5.4.2.6 Mutation

The mutation is essential in the convergence of the algorithm. This operation en-
ables to diversify the population and to leave a local optimum. The principle of
mutation is to change randomly one gene of some individuals of the population. In
our algorithm the mutation operator is applied once the whole population is com-
pleted using crossover. Only few individuals are changed with mutations.

5.4.2.7 Discrete Variable Handling

The crossover and mutation operators, in our algorithm, involve combining genes
from parents including a small random dimension. This results in genes whose
values are continuous. For the discrete genes, the round operator [17], relative to
the discrete values allowed for the gene, is applied after the crossover and the mu-
tation to ensure these particular genes to remain discrete.

Finally, all the steps of the GA flowchart are the same in the case of single and
multiobjective optimization except the ranking.

5.5 Mono-objective Optimization of a WRSG Range

Several optimizations are run to minimize various objective functions. A set of
three machines covering a power range is considered for optimization. From the
initial 165kVA WRSG, whose characteristics are given in table 5.1, a range of
three WRSGs has to be built. The three machines have power ratings of 125 kVA,
165 kVA, and 180 kVA. The goal of the consideration of a series of machine size
is to show the interest of considering an ensemble of machine size when trying to
optimize machines. First, the three WRSGs’ costs are optimized separately. This
approach leads to three different stator cross section geometries. This is unaccept-
able for industrial applications because it leads to a large cost of production tools.
Then, a classical range design approach is applied to determine a series of ma-
chines in which the cross section geometry is identical for the three WRSGs. At
last, a new objective function is introduced that integrates the specifications of all
the machines at once.
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The cost function, expressed in (38), is determined by the sum of the copper
and iron weights multiplied by their respective material cost [5, 7, 9].

WRSG o5t = Z weight - material ., (38)

It should again be noted here that there are eight design variables given in table 5.1
with their respective ranges to be considered in the optimization. The constraints
to be considered are maximum temperature rise and minimum efficiency listed in
table 5.2, and they are handled via penalty functions as in [5].

Table 5.1 WRSG’s initial variable values with their ranges.

WRSG’s parameters 125k VA Initial design Range
Effective Power [kVA] 165 -

Outer stator diameter [mm)] 390 [390,420]
Inner stator diameter [mm] 270.5 [255,290]
Slot diameter [mm)] 317.5 [300,360]
Tooth width [mm] 10.2 [5,24]
Rotor pole width [mm] 86.5 [70,100]
Rotor pole opening factor 0.7045 [0.6,0.8]
Machine length [mm] 410 [210,420]
Conductor number 6 [5,12]
Relative cost 1 -

Table 5.2 Optimization constraints on output quantities.

Quantity Constraint
Stator temperature rise < 125K
Rotor temperature rise < 125K

125kVA WRSG efficiency 17>91.6%
165kVA WRSG efficiency n>91.7%
180kVA WRSG efficiency n>91.7%

5.5.1 Independent Optimization of Three Different Machines

The three machines are first optimized independently. The optimizations are car-
ried out on the eight variables of table 5.1. The cost is minimized respecting the
minimum efficiencies of 91.6%, 91.7%, and 91.7% respectively for the 125, 165,
and 180 kVA WRSGs. The results are given in table 5.3 and the convergence of
the algorithm, in case of the 125kV A optimization, is presented in figure 5.8.
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Fig. 5.8 Cost function evolution vs. iteration number for the 165 kVA WRSG. The results
are normalized according the initial 165 kVA design.

The optimization is stopped according to two rules. The first criterion, for a
single objective optimization, is the number of consecutive iterations where the
objective function value does not vary. It is considered that if the objective func-
tion value is the same during n successive iterations, the algorithm has converged.
The second criterion is a maximal number of iterations. When this number is
reached, the algorithm stops. This allows limiting the computation time.

Table 5.3 Machine characteristics resulting of independent optimizations of the WRSGs.

variables 125 kVA 165 kVA 180 kVA
Outer stator diameter [mm] 393.7 420 420
Inner stator diameter [mm] 255.2 276.9 278.9
Slot diameter [mm] 311 326.1 331.5
Tooth width [mm] 11.1 12.9 124
Rotor pole width [mm] 89 100 96.9
Rotor pole opening factor 0.748 0.7415 0.7415
Machine length [mm] 285.2 331.7 349.9
Conductor number 8 6 6
Stator temperature rise [K] 83.0 125 125
Rotor temperature rise [K] 124.8 125 125
Efficiency [%] 91.60 91.79 92.34

Relative cost 0.7129 0.8693 0.9589
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It can be noted in table 5.3 that for the 165 and 180 kV A machines the constraints
on rotor and stator temperature rises are saturated as well as outer stator diameter.
The 125 kVA WRSG has two saturated constraints: the rotor temperature rise and
the efficiency. These results are in good agreement with usual remarks: larger ma-
chines are often very efficient but limited by temperature constraints. On the other
hand smaller machines are known to have lower heating but poorer efficiencies.

5.5.2 Classical Design Approach Covering a WRSG Range

When designing a series of machines in an industrial environment, an important
constraint is the production cost. To reduce investment costs, a strong constraint is
introduced: all the machines must have the same cross section geometry. This
means that the three machines of our power range differ only in their stack length
and their conductor number. Usually the largest machine cost is optimized and
then the stack length is adjusted as well as the conductor number in order to obtain
the two smaller power machine designs.

Thus starting from the 180kVA optimal design of table 5.3, two-variable op-
timizations (stack length and conductor number) are carried out for the powers of
125kVA and 165kVA, according to the constraints of table 5.2. The results are
given in table 5.4.

Table 5.4 Machine characteristics resulting from the classical design approach: adapting
the largest machine to obtain the two smaller power machines.

variables 125 kVA 165 kVA 180 kVA
Outer stator diameter [mm] 420

Inner stator diameter [mm] 278.9

Slot diameter [mm] 331.5

Tooth width [mm] 124

Rotor pole width [mm] 96.9

Rotor pole opening factor 0.7415

Machine length [mm] 261.8 349 349.9
Conductor number 8 6 6

Stator temperature rise [K] 87.1 97.8 125
Rotor temperature rise [K] 90.3 106.9 125
Efficiency [%] 91.61 92.53 92.34
Relative cost 0.7526  0.9568  0.9589

One can think of starting from the cross section design of the smallest opti-
mized machine and then having the stack length increased and the conductor
number changed in order to reach the specified powers of 165kVA and 180kVA.
An optimization was performed according to this idea but the algorithm was un-
able to find any solution. Indeed a feasible solution for the largest machine would
be to enlarge the stack length beyond the upper fixed limit: the optimal stack
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length of the largest machine would be 0.478 m. This confirms the approach
adopted by manufacturers: designing the largest machine and then having the
stack length shortened. This way, one can be sure to keep all the machines of the
series within a fixed volume. But fixing the cross section geometry from the larg-
est optimized WRSG may not be the most optimal solution when considering the
cost of the entire range.

5.5.3 Simultaneous Optimization of a Series of Machines

Here, an optimization of the cost of the entire range, considering the three ma-
chines at the same time, is proposed. The objective function to minimize is then a
weighted sum (39) of the individual costs of the three machines. This method is
similar to the annual energy production (AEP) optimization when considering a
wind generator [5, 10].

3
rangecosr = Zai 'WRSGcost,i (39
i=1

The weighting factors ¢; correspond to the repartition of the sales inside the con-

sidered range. Thus the cost function to minimize is the average cost per machine.

The design variables are therefore changed. Instead of one stack length and one
conductor number, there are now three stack lengths and three conductor numbers,
one stack length and one conductor number per machine. Moreover, the geometric
variables of table 5.1 are still involved in the optimization. This leads to a 12 vari-
ables optimization. The constraints of table 5.2 should still be satisfied.

The steps are as follows. For a given individual (vector of given parameters),
the geometric variables plus the stack length and conductor number related to the
125kVA are used to computed the 125kVA WRSG cost and to verify the con-
straints. If the variables do not allow satisfying the 125kVA constraints, the pen-
alty function is applied to the 125kVA WRSG cost. The same is done for the two
other machines. Finally, one gets three costs, eventually penalized if some con-
straints are not satisfied, that now must be summed weighted to build the average
cost per machine of the global range.

Three different cases are studied, corresponding to three different sets of
weighting factors given in table 5.5.

Table 5.5 Weighting factors for the three cases under study.

125 kVA 165 kVA 180 kVA
Case I 8/10 1/10 1/10
Case II 1/10 8/10 1/10
Case III 1/10 1/10 8/10
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The optimization results of the three cases are given in tables 5.6, 5.7, and 5.8
associated with the considered constraints. Moreover the savings due the new pro-
posed method are given.

Table 5.6 Optimal Machines’ characteristics in case of non uniform sales, case 1.

Case |
125 kVA 165 kVA 180 kVA

Outer stator diameter [mm] 412
Inner stator diameter [mm] 267.6
Slot diameter [mm] 324.1
Tooth width [mm] 12.1
Rotor pole width [mm] 94.7
Rotor pole opening factor 0.7472
Machine length [mm] 266.2 360.7 394.8
Conductor number 8 6 6
Stator temperature rise [K] 82.3 933 125
Rotor temperature rise [K] 110.4 124.9 124.9
Efficiency [%] 91.60 92.53 92.40
Relative cost 0.726 0.9372 1.0135
Relative average cost per machine 0.7759
Saving compared to classical approach -2.24 %

Table 5.7 Optimal Machines’ characteristics in case of non uniform sales, case II.

Case 11
125 kVA 165 kVA 180 kVA

Outer stator diameter [mm] 420
Inner stator diameter [mm)] 276.9
Slot diameter [mm)] 332.6
Tooth width [mm] 12.3
Rotor pole width [mm] 95.1
Rotor pole opening factor 0.7472
Machine length [mm] 266.1 306.6 355
Conductor number 8 7 6
Stator temperature rise [K] 78.6 125 111.7
Rotor temperature rise [K] 89.5 125 125
Efficiency [%] 91.89 92.00 92.59
Relative cost 0.7753 0.8712 0.9857
Relative average cost per machine 0.8731
Saving compared to classical approach -6.78 %




110 X. Jannot et al.

Table 5.8 Optimal Machines’ characteristics in case of non uniform sales, case II1.

Case III
125 kVA 165 kVA 180 kVA

Outer stator diameter [mm] 420
Inner stator diameter [mm)] 277.6
Slot diameter [mm)] 330.6
Tooth width [mm] 124
Rotor pole width [mm] 96.8
Rotor pole opening factor 0.7427
Machine length [mm] 261.3 348 352.1
Conductor number 8 6 6
Stator temperature rise [K] 86.7 97.3 125
Rotor temperature rise [K] 92.5 110.1 125
Efficiency [%] 91.60 92.51 92.35
Relative cost 0.7478 0.95 0.9596
Relative average cost per machine 0.9381
Saving compared to classical approach -0.07 %

Whatever the chosen weighting factors may be, the proposed cost function
gives better results than the classical design approach. This will give a non-
negligible cost reduction for manufacturers. When analyzing the cost of the opti-
mized WRSGs, it can be observed that the heaviest weighted machine is the one
which is privileged during the optimization process. This also means that the satu-
rated constraints are often those of the privileged WRSG as can be seen in tables
5.6, 5.7, and 5.8. In case I the minimum efficiency is saturated for the smallest
machine and the larger ones are constrained by their temperature rises. In case 11
the 165 kVA and 180 kVA WRSG are both limited by temperature rise. At last in
case IIT the largest WRSG is thermally constrained and the smallest one by its
minimal efficiency.

As expected the cross section design resulting from the simultaneous optimiza-
tion of the whole series depends on the sales’ distribution. The differences in the
results confirm the adopted approach.

The global range consideration has been included into a single objective opti-
mization concerning the global range cost. An extension of the method to multi-
objective optimizations, involving efficiencies’ considerations, is proposed in the
following section.

5.6 Multi-objective Optimization of a WRSG Range

In the previous sections, the optimizations were conducted with the goal of mini-
mizing the global cost of the range. Three cases of sale repartitions have been con-
sidered. For each case, one of the WRSG dominates the sales. It can be interesting
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to propose a trade-off between the global cost of the range and the efficiency of
the most sold WRSG.

The twelve optimization variables are the same as for the simultaneous optimiza-
tion of a series of machines at once (paragraph 5.3. ). The constraints of table 5.2 are
still of concern.

The following multiobjective optimization is the minimization of the relative
average cost per machine and the maximization of the 125kVA WRSG efficiency;
it corresponds to the sales’ distribution of case I. This is performed respecting all
the optimization constraints of table 5.2. Moreover the constraints on the minimal
efficiency concerning the 165kVA and the 180kVA WRSG are considered. The
resulting Pareto front of the machine mean cost vs. the 125kVA WRSG efficiency
is plotted in figure 5.9. For each solution of the front, the efficiencies of the two
others machines of the range are computed and reported in figure 5.9.

! 125k VA
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0.94 180kVA
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efficiency [%]

092 F - framcmcmmm oo R
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Fig. 5.9 Pareto front of the machine mean cost vs. the 125kVA WRSG efficiency. Efficien-
cies of the 165kVA and 180kVA WRSGs are reported as output values.

One can observe that the efficiency grows with the relative average cost per
machine. The ratio between the less expensive solution and the most expensive
one is around 2. Concerning the efficiency, the maximal efficiency is roughly 0.25
point larger than the minimal efficiency. It is to be noted that the constraint on mi-
nimal efficiency is satisfied whatever the solution of the front may be.

In some cases it would be preferable to choose a 125kVA WRSG whose effi-
ciency is about 0.93 instead of one of 0.935. Indeed in the first case, one can see
that the efficiencies of the other machines of the range are larger than in the sec-
ond case. The same observation can be made concerning the 125KVA WRSG
whose cost is around 1. It should be better to chose a solution whose cost is



112 X. Jannot et al.

slightly lower than 1 because the efficiencies of the other machines of the range
are better than in the case of solution whose price is slightly higher than 1.

The choice of a solution in a Pareto front is not always an easy task. A tool to
help in the final choice is to represent other output quantities according to the
front. That is what is performed in figure 5.9 where the Pareto front is superim-
posed with the efficiencies of the other machines of the range.

In this section, the global mean cost of the range has been considered as an op-
timization goal and the efficiency of the most sold WRSG of the range as the other
optimization goal. To go further, the global efficiency of the range can be consid-
ered instead of the efficiency of the most sold WRSG of the range.

5.7 Conclusion

A GA optimization process has been applied to wound rotor synchronous genera-
tors’ design aiming at minimizing the cost of the machine. First, three different
WRSGs, differentiated by their power, have been independently optimized under
geometrical, thermal and efficiency constraints. Then the three WRSGs’ designs
were considered from an industrial point of view which introduces a new geomet-
ric constraint: the cross section dimensions of the three WRSGs must be the same
in order to avoid excessive investments in the production tool. Using this consid-
eration a classical design approach is carried out and its results are compared with
the results from the minimization of the newly proposed objective function. As
shown, the new approach gives better results for every studied case. Very few ad-
justments are needed to optimize the whole range at once and the results show that
the global optimization of the series can bring an important reduction of the global
range cost.

The method is extended to multi-objective optimization of the global cost of the
range and of the efficiency of the most sold machine. One can think about an ex-
tension of this multi-objective optimization by changing the efficiency objective
into a function representing the ability of the range in converting the mechanical
energy into electrical energy. These considerations will be presented in a further
paper.

The method can be extended to series of any kind of electrical equipment
through a straightforward process.
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Abstract. This paper presents the simple and fast algorithms for the optimal de-
sign of complex electrical machines. A single-phase capacitor-run permanent-
magnet (PM) motor whose auxiliary winding is supplied through a capacitor is a
kind of the complex electrical machine. The exact motor performance analysis us-
ing two-axis theory is very difficult because the operation has been complicated
by the imbalance between the main and auxiliary winding voltages. Besides, this
motor has the pulsating torque component corresponding to double fundamental
frequency of the supply voltage due to the backward stator rotating field. The suc-
cessful combined method of the time-stepping finite element analysis (FEA) and
response surface methodology (RSM) have been proposed to minimize the torque
ripple and maximize the efficiency. The optimum values of the capacitance for
running and stator-slot skew pitch to minimize the torque ripple and maximize the
efficiency are obtained respectively.

6.1 Introduction

The single-phase capacitor-run PM motor for application in home appliances, such
as refrigerator compressors [1] is one of the typical examples of complex electrical
machines. This motor is the single-phase version of a three-phase line-start PM
motor (LSPM) [2]. However, in single-phase motors, where the auxiliary winding
is supplied through a capacitor, the operation has been further complicated by the
imbalance between the main and auxiliary winding voltages. Because of this, the
backward stator rotating field occurs and increases the pulsating torque, losses, vi-
brations, and noises compared to those of the three-phase LSPMs. In particular, it
is well-known that the backward stator rotating field causes the pulsating torque
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component corresponding to double fundamental frequency of the supply voltage
source [3]. Herein, it is emphasized that the pulsating torque must be reduced by
the optimal choice of the capacitance for running. Besides, the single-phase PM
motors as well as three-phase PM motors have the pulsating torque component by
the space harmonics. However, it is well-known that the latter component has
been reduced drastically by the suitable skewing [4]. It is described that the opti-
mum values of the capacitance for running and stator-slot skew pitch to minimize
the torque ripple at the rated load torque are obtained.

In this paper, the 2-D time-stepping FEA to obtain the accurate line-currents
and torque is used, where the multislice model taking the skew effect into account
is used to reduce the computing time [5]. The fundamental equations for the mag-
netic field, the voltage and current equations for the circuit of the motor, and the
dynamic equation are given respectively. Next, the calculation process to obtain
the line-currents and rotational angle is shown. Then, the suitable time step and
number of the multislice will be shown. The validity of the simulation results by
the FEA is confirmed by the comparison with the experimental results. Besides, it
is shown that the agreement between the computed and experimental results in
starting is also very good. Further, the RSM [6]-[8] has been used to determine the
values of the running capacitance and stator-slot skew pitch to minimize the
torque ripple of single-phase capacitor-run PM motor at the rated voltage and load
torque from the simulation results by the FEA. The response surface of the com-
puted torque ripple at the rated voltage and load torque has been shown. The op-
timum values of the capacitance for running and stator-slot skew pitch to mini-
mize the torque ripple are obtained respectively. Further, the response surface of
the computed efficiency at the rated voltage and load torque has been shown. The
proposed method is quite useful for the design and analysis of the single-phase
PM motors using both capacitors for running and starting.

6.2 Experimental Motor and Circuit

Fig.6.1 shows the cross section of the experimental rotor [5] used in this paper. It
is composed of aluminium cage bars, arc-shaped interior Neodymium-Boron-Iron
magnets, and flux barriers. A 50-Hz, 100-V, two-pole single-phase capacitor-run
induction motor is used for testing the experimental rotor. The rated torque and
output power are 0.225N-m and 70.7W, respectively. The rotor slots are skewed
by 1.15 times of one stator slot pitch (or 1.34 times of one rotor slot pitch).

Fig. 6.2 shows the experimental circuit of the experimental motor. C, and C; are
the capacitances for running and starting, respectively. Each value of C, and C; is
14pF and 150pF, respectively. e, and e, are the induced voltages for main and
auxiliary windings, respectively. i,, is the main winding current. i, is the auxiliary
winding current. i,; and i, are the currents across the capacitance C, and Ci, re-
spectively. PTC is the resistance of a positive temperature coefficient resistor.
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Fig. 6.2 Circuit of a single-phase capacitor-run PM motor

6.3 Method for Analysis

6.3.1 Finite Element Analysis (FEA)

The fundamental equations for the magnetic field are represented in the two-
dimensional rectangular coordinates as
The following assumptions for this analysis are made.

1) The eddy currents in the iron cores are neglected because the iron cores are
laminated.

2) The skewing effect is taken into account by skewing stator slots equiva-
lently. The stator in the axial direction is considered as composing of
multislices [4].

3) The effect of the eddy current for the rotor ends is taken into account by
multiplying the conductivity of the rotor bars by the coefficient [5],[10].

These assumptions reduce the analysis to a two-dimensional problem.
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The fundamental equations for the magnetic field are represented in the two-
dimensional rectangular coordinates as

i[va—AJ+i T M
dx\ dx /) dyl dy
0A
J =—g22 2
e o Y )
oM
‘]m =v, _y_azw_x (3)
0x dy

where A is z component of magnetic vector potential A, J, is the stator-winding
current density, J, is the eddy-current density, J,, is the equivalent magnetizing
current density, M,, M, are the x and y components of the magnetization M, re-
spectively [5], ois the conductivity, and v is the reluctivity. The value of v in the
PM is assumed the same as the reluctivity of free space . J,, is assumed zero out-
side the PM.

The voltage and current equations are given as

em + rlllim + Lm al = v (4)
Jt
d
e, +R,i, +L, i 1 i dt=v S
ot
I, =i, +i, (6)
Li —Li r —aiaz (7)
C al C a2 s at

where v is the terminal voltage, r,, and L, are the resistance and end-winding leak-
age inductance of the main winding, r,, L, are the resistance and end-winding
leakage inductance of the auxiliary winding, r, is the resistance of PTC. e, is
given by the line integral of the vector potential round c,, which is along the main
winding similarly; e, is given by the line integral of the vector potential round c,
which is along the auxiliary winding

aAt N At(k) _At—At(k)
o= =ds=)|¢ ,———ds @®)
o Ot o\ Ten At
aAt N At(k) _ At—At(k)
e = —ds = ds 9)
¢ e ot ; [qscn(“ At

where A’ is A at time . At is the time step. N is the number of slices. ¢, ® and Ca ®
are the vector potential rounds of the kth slice, respectively.
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One can obtain the vector potential and currents by solving (1), and (4)-(7) us-
ing the time-stepping finite element technique [5]. After that, the torque 7T can be
obtained by

N
T=>T1T". (10)
k=1
where T is the torque in the kth slice and calculated by using the Bil rule [9].

Next, the calculation steps for this analysis are shown in Fig. 6.3.

1) First, the terminal voltage V, the load angled, and At, and the rotational step
angle 6, are set, respectively. The instantaneous value V' of the terminal volt-
age at time 7 can be represented by

V' =2V cos (o1 + ¢,) (11)
where ¢ is the initial phase angle of V' and w is the angular frequency.
g, =0 (12)
6, is the constant value at synchronous speed and given by

6, = - At (13)
r

[Set V,8,At and 6, | @

[Set ¢ =0 and A at ¢ = 0] ©)
|
1
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1
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Fig. 6.3 Flowchart
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where p is the pole pair number.

2) The vector potential A at ¢ = 0 is set, where the static field caused by only PMs
is given as the initial value.

3) At t = t+4¢, the terminal voltage at new ¢ is set after the rotation of the rotor
mesh by 6,.

4) The initial values for A’, i,/, i,,, and i,,’ are set.

5) The matrix equation constructed by the time-stepping finite element technique
using multislice model is solved [5].

6) The convergence of A is tested. Unless A’ converges, the process returns to
step 5).

7) After the convergence of A, i, i)', and i, T can be calculated.

8) The calculation process from step 3) to step7) continues until the steady-state
currents are obtained.

6.3.2 Response Surface Methodology (RSM)

In this paper, the RSM is used to determine the values of the running capacitance
and stator-slot skew pitch to minimize the torque ripple of single-phase capacitor-
run PM motor the at the rated voltage and load torque from the simulation results
by the FEA. The polynomial approximation model for a second-order fitted re-
sponse u can be represented by [8]

k k k
w=PBy+> Bx,+> Bix+> Bixx +e (14)
j=1 j=1

i#

where fis regression coefficient. x is variable. £ is random error.

The variables are x; for the value of the stator-slot skew pitch and x, for the
value of the capacitance for running. The approximation function f(x;,x,) is repre-
sented as follows

u=f(x,x,)+e=p0+Bx+px,+ ﬂlez + ﬁ4x22 + fsxx, + € (15)

The least squares method is used to estimate unknown coefficients.

6.4 Steady-State Performance Characteristics

The validity of the simulation results by the FEA is confirmed by the comparison
with the experimental results in this section. Table 6.1 shows the parameters for
the simulation. The number of slices in the multislice model was 5 [5] and the
time step was 69 us. The value of the time step is directly concerned with the
number of the stator and rotor slots [10]. This value was the suitable time step.
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6.4.1 EMF Due to PMs

Fig. 6.4 shows the flux distribution caused by PMs.

Fig. 6.5 shows the terminal voltage waveform generated by PMs in driving the
experimental motor at 3000 r/min by the external motor. It is shown that the
agreement between the computed and measured values of the generated voltage is
excellent.

Table 6.1 Parameters for the simulation

Number of slices in multislice model 5

Time Step A¢ 69(us)

6.4.2 No-Load Performance Characteristics

Fig. 6.6 shows the main- and auxiliary-winding currents versus the terminal volt-
age at no-load under a single-phase voltage source. It is shown that the agreement
between computed and measured values of the no-load currents is good.

Fig. 6.7 shows the no-load main-winding current waveform at 100V. It is
shown that the agreement between computed and measured values of the main
winding current is excellent.

Fig. 6.4 Flux distribution caused by PMs
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Fig. 6.7 No-load main-winding current at rated voltage

6.4.3 Load Performance Characteristics

Fig. 6.8 shows the computed and measured results of the main- and auxiliary-
winding currents versus the output power at 100V. It is shown that the agreement
between computed and experimental results is good.

Fig. 6.9 shows the computed and measured results of the efficiency versus the
output power at 100V. It is shown that the agreement between computed and
measured results is good. The measured efficiency at rated output was 72.6%. The
measured value of the stator iron-loss is included in computed values only in
computing the efficiency. Its value is 19.7[W].
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Fig. 6.8 Computed and experimental results of currents versus output
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Fig. 6.11 Response surface of torque ripple at rated load torque

6.4.4 Torque Ripple and Efficiency

Fig. 6.10 shows the computed torque waveform under rated load torque. It is seen
from the figure that the main component of the pulsating torque is due to the nega-
tive sequence field and the frequency is 100Hz. Besides, it is seen that higher
harmonic components become small due to the skewing effect.

Fig. 6.11 shows the response surface of the computed torque ripple at the rated
voltage and load torque. The optimum values of the capacitance for running and
stator-slot skew pitch to minimize the torque ripple were 37.5uF and 0.97 times of
one stator slot pitch, respectively. The minimum value of the torque ripple was
0.50N-m. 37.5pF was 2.68 times of C, and 0.25 times of C; used in the experi-
ment. It was found that the RSM is quite useful for minimizing the torque ripple of
the single-phase capacitor-run PM motor. Fig. 6.12 shows the response surface of
the computed efficiency at the rated voltage and load torque. The optimum values
of the capacitance for running and stator-slot skew pitch to maximize the effi-
ciency were 7.25uF and 0.51 times of one stator slot pitch, respectively. The max-
imum value of the efficiency was 73.8%. 7.25uF is 0.51 times of C, and 0.048
times of C; used in the experiment. It was found from Fig. 6.11 and 6.12 that the
value of C, for minimizing the torque ripple is different from that for maximizing
the efficiency.
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6.5 Starting Performance Characteristics

The same value as the time step used in the steady-state performance analysis has
been used in the starting performance analysis.

Fig. 6.13 shows the computed and measured speed-time responses with time
during run up and synchronization period when @, is zero. It can be seen that
good agreement between the computed and measured results exists. This is due to
good correspondence with simulation and experimental conditions.

6.6 Conclusions

This paper presents the simple and fast algorithms for the optimal design of complex
electrical machines. The numerical method for the analysis to minimize the torque
ripple of the single-phase capacitor-run PM motor using the time-stepping FEA and
RSM has been illustrated. The multislice model taking the skew effect into account
reduced the analysis to a 2-D problem and the computing time for the steady-state
and transient performance analysis using the time-stepping FEM. The optimum val-
ues of the capacitance for running and stator-slot skew pitch to minimize the torque
ripple at the rated load torque have been obtained from the response surface of the
computed torque ripple. Further, the optimum values of those to maximize the effi-
ciency at the rated voltage and load torque has been shown from the response sur-
face of the computed efficiency. It was found that the value of the capacitance for
minimizing the torque ripple is different from that for maximizing the efficiency.
The optimum design for realizing both maximum efficiency and minimum torque
ripple concurrently will be presented in the future works.
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It is considered that the proposed method is quite useful for the design and
analysis of the complex electrical machines.
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Chapter 7

The Flock of Starlings Optimization: Influence
of Topological Rules on the Collective Behavior
of Swarm Intelligence
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Abstract. This chapter presents an algorithm, the flock of starlings optimization
that is inspired both to the famous Particle Swarm Optimization (PSO) and to
recent naturalistic observations on collective animal behaviour, performed by
M. Ballerini et al. The presented algorithm implements a virtual flock governed by
topological interactions between its members. The proposed approach has been
validated by using classical benchmarks and compared with different versions of
PSO. Results have shown that the algorithm has high exploration capability,
avoids local minima entrapments and is particularly suitable for multimodal
optimizations.

7.1 Introduction

The Particle Swarm Optimization (PSO) is one of the most used and studied opti-
mization methods first proposed by James Kennedy and Russell Eberhart in 1995
[1], starting from the works of Reynolds [2] and Heppner and Grenander [3]. In
particular, in [2] is presented an algorithm for simulating the flocks of birds col-
lective flight, by using computer graphics and by adopting simple metric rules.
Similarly, but from a different point of view, Heppner and Grenander, in [3], have
focused their attention on the rules that enable large numbers of birds to fly to-
gether harmoniously and synchronously.

The aim of the metric approach is to describe the behavior of a bird which is
maintaining a distance from its neighbors within a fixed interaction range, i.e., all
birds are maintaining alignments of velocity among flock members. Even if the
metric rule allowed the simulation of a collective movement of animals, quite
large differences with the real behavior still remained. However, on the basis of
this paradigm, Kennedy and Eberhart [1], began their works by using a one-to-one
correspondence between the motion of a (metric) flock searching for food and the
iterative steps of an algorithm searching the best solution for optimization. As
second step, they found that some metric rules of the paradigm were an obstacle
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for multi-objective optimization tasks. Thus, they improved the algorithm by
removing some parts. For example, the nearest neighbor-velocity matching was
removed, and so on. These variations altered the virtual collective movement and
the final algorithm simulates a collective animal behavior more similar to a swarm
of insects than to a flock of birds and it was therefore called PSO. Thus, we can
say that the original canonical PSO started from a flock simulation for arriving to
a swarm representation.

In the present paper we propose an opposite path: from the swarm to the (topo-
logical) flock. The idea came from recent scientific observations, published in [4],
on the collective behavior of the European Starlings (Sturnus Vulgaris).

The authors of the paper [4] discovered a topological interaction among mem-
bers of the same flock: the relevant quantity is how many intermediate birds sepa-
rate two starlings, not how far apart they are. This means that the main property of
the topological interaction is that each starling interacts with a fixed number of
neighbors, i.e. their metric distance is not crucial. Then, real flocks of starlings have
a behavior that can be numerically simulated by assuming topological rather than
metric rules. In fact, the topological approach is able to describe the density
changes typical of flock of birds, while the metric approach cannot. This collective
animal behavior can be taken as a model for an optimization algorithm and it is in-
deed the starting point of the proposed algorithm, which we will call Flock of Star-
lings Optimization (FSO). We will show that the most significant advantage
provided by FSO is that it allows full exploration of the search space and can prove
very useful in optimization problems where the objective function is multi-modal.

7.2 Standard PSO Overview

Let us recall the standard PSO algorithm. It is an intriguing but simple algorithm,
easy to implement and with few parameters to manage. It can be summarized with

the following pseudo-code [5] for a generic function, fxxp) , to be minimized
in the search space having dimension R”:

0 - Define:
o Dimension of the search space, R” =(x,...x,): x:ni“ Sx Sx
with k=1..D;

e the wvalues of the main parameters for each j-th parti-

cle p; E(xl"...xé), with j=1...n

particles ?

e  Maximum number of iterations, 7°

max

e Fitness function f(x,...x,);

e  Maximum value of each velocity component V.

e Initialization of velocities v’ . (t=0)=random(0,1)-V.

max

* Initial personal fitness f, (0) =oo;

o [Initial global fitness g(0)=o0;
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e [Initial position p,= (xlj (0)...x) (O)) of each j-th particle
x/ (0) = random(0,1) - (x,‘(“ax — ) +xM
e Inertial coefficient @’ ;

e  Maximum value of cognize coefficient, 4

max

e Maximum value of social coefficient, 7, . ;
o  Fitness threshold goal _ fitness = arbitrary small
1 - For each j-th particle, for each step t, witht=0... T :
e evaluate the fitness f, (1) = f(xlj (t)...xg 1)
e If f;(#)is better than the personal best fitness of the j-th particle
fp (t), then assign current position as personal best position and up-

date the personal best fitness:

p_best,f = x,f (t) Vk (1)
£, (0= £,0) @)

o If f i () is better than global best fitness, then assign current position

as global best position and update the global best fitness:
g _best, = x,f ) Vk 3)
g(0)=f,(1) “)

e Update, for each particle P; , the vector velocity components:
v (t+ D) =a'v] (1) + A (p _best] —x[ (1)) + ¥’ (g _best, —x[ (1)) Yk (5)

e where @’is the inertial coefficient, Alis the cognize coefficient
and j/j is the social coefficient. They are defined by the following

relations:

o =, A =4, random(0,1), ¥y’ =y, -random(0,1)

max ’ max

e Update, for each j-th particle, the position:
X (t+)=x/ () +v](t+1) (6)

Figure 7.1 can help to understand how the PSO movement is. The collective
movement of the swarm, indicated by the large grey arrow, results quite slow
because the single particle (bird) has a non-synchronized movement with others
and many iterations are necessary to observe a significant displacement of the
whole swarm (group).
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Non-synchronized movement of particles

Slow group movement

Fig. 7.1 Example of the PSO collective movement. The grey arrow indicates the collective
movement of the swarm while the single particle (bird) has a non-synchronized movement
with others.

7.3 Influence of Topological Rules: From Particle Swarm to
Flock of Starlings Optimization

The introduction of topological rules into PSO is a new approach followed by
some authors. Just to cite a more recent approach, [6] tests the implementation of
three population topologies commonly used to modify standard PSO: the fully
connected topology, in which every particle is a neighbor of any other particle in
the swarm; the von Neumann topology, in which each particle is a neighbor of
four other particles; and the ring topology, in which each particle is a neighbor of
another two particles. The proposed FSO, adopts a different, although similar ap-
proach based on recent naturalistic observations [4], on the collective behavior of
the European Starlings (Sturnus Vulgaris). The authors of [4] discovered a topo-
logical interaction among members of the same flock: the relevant quantity is how
many intermediate birds separate two starlings, not how far apart they are. This
means that the main property of the topological interaction is that each starling in-
teracts with a fixed number of neighbors, i.e. their metric distance is not crucial.
Then, real flocks of starlings have a behavior that can be numerically simulated by
assuming topological rather than metric rules. In fact, the topological approach is
able to describe the density changes typical of flock of birds, while the metric
approach cannot. In real flocks each generic k-th bird controls and follows the

flight of a number, N,

ctrl _birds

, no matter what their positions inside the flock are. A
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typical value is N, ... =7. Thus, the FSO algorithm adds to (5), written for

PSO, a new term due to the previous naturalistic observation as it is described in
the following pseudo-code:

0 - Define in addition to the previous PSO code:
e n,,, (fromnow on we use the term birds instead of particles) is the total
number of birds into the flock;
e Maximum value of the topological coefficient, J___ ;

max

e Number of birds into the flock controlled by one single bird, N

ctrl _birds
(topology rule). At each j-th bird is associated a group composed of ran-

domly chosen N, .. of other members of the flock;

e A maximum value of the escape velocity under attack, V, ;

1 - For each j-th birds, for each step t, with t =0... Tmax :

e Update, in addition to the steps already written for PSO, the vector veloc-
ity components of each j-th bird:

v,f(t+1) = a)jv,f(t)+lj(p_bestkj —x,f(z‘))+ }/j(g_besz‘k —x,f(t))+

. . (7
+87 - Mccb] (1)

The equation (7) differs from (5) for the presence of a new term: &’ - Mcch; that

introduces the topological rule according to [4]. It is constituted by the product be-
tween a topological coefficient, which is defined by the rela-

tiond’ =8 -random(0,1) Vj, and the quantity

max

Nert _pirds
Mccb,f(t):; D> v

crl _birds  h=1 (8)

that is the mean value of the k-th velocity components, vf'-/ (t), of each h-th con-

trolled starling by the j-th birds, k =1...D . Figure 7.2 and figure 7.3 can help to
understand how (8) makes a deep change into the particle movement compared
with PSO movement. In particular in figure 7.2 is shown an example about the
control that the j-th bird makes on seven other members of the flock. Since each
member has the same behavior by controlling seven different birds, after few it-
erations the velocities of each bird of the whole flock have parallel directions as
shown in figure 7.3. Thus, the collective movement can be schematized as shown
in figure 7.4. The collective movement of the swarm, indicated by the large grey
arrow, results now quite fast because each single bird has a synchronized move-
ment with others and a small number of iterations is necessary to observe a sig-
nificant displacement of the whole flock (group).
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Fig. 7.3 Synchronization between the J-th bird and other seven birds at the t-th iteration due
the effect of the term (8) present in (7).

Fast group movement

Synchronized movement of birds

Fig. 7.4 Example of the FSO collective movement. The arrow indicates the collective
movement of the flock. It is synchronous due to the toplogic rule (8) appering in (7).
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7.4 FSO Validation and Comparison with the PSO Results

In this section the validation of the FSO is presented. The following listed bench-
mark functions have been tested and the obtained results have been compared with
those reported in [7] (and in the references therein), for the same benchmarks
evaluated with several different versions of PSO. All proposed benchmarks func-

tions have a global minimum f_. =0, with the exception of the two benchmarks

min

that are called Bird function, f,(Xx),

Table 7.1

Benchmark Function PSO best performance FSO best performance

1 - Sphere function <107 from [7] <10°°

2 - Rosenbrock variant <107 from [7] <107°

3 - Ackley function <0.104323 from [7] <0.005000

4 - De Jong’s f4- no noise < 1()4 from [7] < 1()4

5 — Shaffer function <0.000155 from [7] <0.000071

6 - Griewank function <0.002095 from [7] <0.001170

7 - Rosenbrock function < 39.118488 from [7] <29.337500

8 - Rastrigin function <46.468900 from [7] < 3.765900

) ) The implemented PSO found just = —106.72 and = -106.24
9 - Bird Function one only minimum depending on  j ¢  the FSO finds each minimum
(bi-modal) the initial values used (100 at each test (100 different tests
different tests made) made)

The implemented PSO can finds or ~—2 ie.. the FSO finds the

global minimum at each test (100
different tests made)

eannot the global minimum
depending on the initial values
used (100 different tests made)

10 - Decoy Function




136 F.R. Fulginei and A. Salvini

and Decoy function, [, (X): [y, =—106.764537 and f}, ) min =—2 - In

particular, while all the presented benchmarks are well known in literature, the
Decoy Function is a novel benchmark that has been ideated by the authors for em-
phasizing the exploration capability of the FSO. The reported results are referred
to mean best evaluations after 2000 iterations of 100 different tests per benchmark

with the exception of f;(x) and f},,,, (X) . In these last two cases, due to the hard

typology of the benchmark, it was impossible to fix a priori the maximum number
of iterations. In particular, the FSO as well as the PSO were let to run till the find-
ing of global minima. In table 7.1 all obtained results are shown for comparison.
The ten different used benchmarks are listed and described separately in the fol-
lowing. For the first eight comparative analyses we have used the same values
proposed in [7] for all parameters that are common to PSO (5) and FSO (7). For

the last two benchmarks f,;(x) and f},,,, (x) , which have not been addressed in

[7], the comparison is performed with parameter values just proposed in this work.
The parameters of the topological rule (8) are separately indicated each time.

1. Sphere function: f, , (x)= lez , for the tests shown in table 7.1, we
=1
used n = 30 in the range +20 and the values of parameters appearing in (5) and (7)

were: V. =0.001, V. =1, & =1, A =1, 5. =1, &, =03,

escmax m:
Nclrlfbirds = 7 .

With the aim of giving an idea about the type of this benchmark it has been
plotted in Fig. 7.5 for the case n=2 in the range +200.

Fig. 7.5 Sphere function (for the case n=2).

2. Rosenbrock variant: f, . (¥)=100(x —x,)* +(1—x)* , for
the tests shown in table 7.1, we used the range +50 and the values of parameters
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¥ 10

Fig. 7.6 Rosenbrock variant function (for the case n=2).

appearing in (5) and (7) were: V. =0.001, V. =1, &' =1, A =1,
Vmax = 1 4 5max = 03 > thrl?birds = 7 .

With the aim of giving an idea about the type of this benchmark it has been
plotted in Fig. 7.6 in the range +200.

n

—Ol\/lixiz l\/Zcos(Zﬂxi)
3. Ackley function : f, (¥)=-20e "7 —¢"V" +20+e, for
the tests shown in table 7.1, we used n = 30 into the range +32; the values of pa-
rameters appearing in (5) and (7) were: V, =0.01, V=1, @ =1,
ﬂ’max = 1 ’ }/max = 01 ’ §max = 0'3 ’ thrl_birds = 7 .

With the aim of giving an idea about the type of the benchmark, it has been
plotted in Fig. 7.7 for the case n = 2, in the range +20.
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Fig. 7.7 Ackley function (for the case n=2).
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4. De Jong’s f4- no noise: f,,(x)= Zix;‘ , for the tests shown in
i=1
table 7.1, we used n=D =30 into the range +20; the values of parameters appearing

in (5) and (7) were: V__=0.001, V=1, o =1, A =1, 7. =1,

Opax =0.3 5 Ny i =7 . With the aim of giving an idea about the type of the
benchmark, it has been plotted in Fig. 7.8 for the case n = 2.

Fig. 7.8 De Jong’s f4 — no noise function (for the case n=2).

sin® /x> +x* —=0.5
+ . ; -—» for the
(1.0+0.001()cl +X )

tests shown in table 7.1, we used the range +100; the values of parameters appearing

5. Shaffer function: f;, (x)=0.5

Fig. 7.9 Shaffer function
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in (5) and (7) were: V_ =0.1, V. =1, @& =1, A_ =0.0001,
Vour =0.01, 6, =03, N, =7.

With the aim of giving an idea about the type of the benchmark, it has been
plotted in Fig. 7.7 for the case n = 2 in the range +50.

ctrl _birds

6. Griewank function :

Forien(X) = Z(x ~100) —H os(Z—— )+1 for the tests shown in
4000 = J

table 7.1, we used n =30 in the range +300; the values of parameters appearing

in (5) and (7) were: V. =01, V. =10, &' =1, =1, 7. =1,

Opax =0.3 . N,y piras =7 - With the aim of giving an idea about the type of the
benchmark, it has been plotted in Fig. 7.10 for the case n = 2 in the range +200.

Fig. 7.10 Griewacnk function (for the case n=D=2)

7. Rosenbrock function: f,(Xx)= 2100()62 - X, +1)2 +(x —1)?, for the
i=1

tests shown in table 7.1, we used n =30 in the range +10; the values of parame-

ters appearing in (5) and (7) were: V__=0.001, V, =1, & =1, =

7/max =0'0017 §max =0-3 s N

i _piras = 1 - With the aim of giving an idea about

the type of the benchmark, it has been plotted in Fig. 7.11 for the case n=D=2 in
the range +0.5.
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Fig. 7.11 Rosenbrock function (for the case n=D=2)

8. Rastrigin function:

Sros (X)) = Z:(xi2 —10cos(27x;) +10), for the
i=1

tests shown in table 7.1, we used n = 30 in the range +5.12; the values of parame-

ters appearing in (5) and (7) were: V. =0.01, V. =1, &' =1, A =

Yoax =0.001, 6, =03, N, . =7. With the aim of giving an idea about

the type of the benchmark, it has been plotted in Fig. 7.12 for the case n=2 in
the range =+ 6.

100

.:; .f .‘\’ , .
\ “ ¥ \,
\\\\\\\H o) \H\‘

50

‘\‘\"\\ ns \\‘, e

Fig. 7.12 Rastrigin function (for the case n=D=2)
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Then, next function (whose minimization has not been addressed in [7]) is here
proposed with the aim to show the effectiveness of the FSO both for multi-modal
functions and for functions with tricky local-minima.

9. Bird Function (bi-modal function):

£ (%) =sin(x, )e ” oy cos(x, e oy (x, — x,)’, for the tests shown in
table 7.1, we used the range + 27 ; the values of parameters appearing in (5) and
(7) were: V. =02, V. =2, @& =1,4_=0005 1y =001,
Opx =0.3, N, =7 . The used Bird function is shown in Figure 7.13, in the

range +10.

ctrl _birds

Fig. 7.13 Bird function (bimodal function)

The next benchmark is a novel function here proposed with the aim to empha-
size the high exploration capability of the FSO.

10. Decoy Function:
[(5-5)+(x,-5)"]

— . 2 2r -
11. S ecoy (X) = sm(ﬁxl) . COS(E x,)—3e 10 , for the tests
shown in table 7.1, we used the range +100, the values of parameters appearing
in (5) and (7) were: V=02, V. =2, @ =1,4_ =0.005,

Yoax =0.01, 6, =03, N, ,..c =7. The peculiarity of the Decoy function,

making its minimization difficult, is to have a very narrow global minimum (De-
coy), hidden among a lot of local minima (see Fig. 7.14 and Fig. 7.15):



142 F.R. Fulginei and A. Salvini

Fig. 7.15 Global minimum of Decoy function

7.5 Remarks

From the results shown in table 7.1 it is possible to observe that FSO outperforms
PSO in seven out of ten benchmarks analyzed. For the other three cases the best
performances of the two algorithms are similar. For the last two benchmarks dif-
ferent strategies are followed by the two algorithms. In particular, for the bimodal
function, the implemented PSO found just one single minimum depending on the
initial values used (i.e. it finds the minimum closest to the guess values); while the
FSO finds all minima without the need of being launched more than once (i.e. it is
immune to the initialization). For the Decoy function the implemented PSO can
find or not the global minimum depending on the initial values while the FSO al-
ways finds the global minimum. The capability of PSO to find global minimum
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depends on initial values of algorithm. On the contrary, the FSO is able to find the
decoy position with a finite number of iterations starting from an arbitrary initiali-
zation of vector the variables x . The analysis of the obtained results shows that
the FSO algorithm has an exploration capability much greater than PSO. This be-
havior can be empirically justified by displaying for comparison the trajectory of a
particle versus the trajectory of a bird in the search space for the same benchmark.
Let us show in figure 7.16 and figure 7.17 one example referred to the Bird func-
tion (bimodal case). Both PSO and FSO have been initialized with the same start-
ing positions (top right corner of the solution space) and with the same number of
iterations (50.000). As it is evident from figure 7.16, the observed particle (PSO)
is not able to exit from a limited region close to the initialization. On the contrary,
figure 7.17 proves that the monitored bird (FSO) is able to explore regions defi-
nitely far from initialization.

A further important aspect should be point out discussing results shown in
table 7.1. Let us consider the Rosenbrock function, for which the FSO returned an
unsatisfactory result in 2000 iterations (even if it is slightly better than the PSO in

[7]). The FSO was able to find a value f, .. =10" (practically the global

minimum) in more or less 80000 iterations (remind that table 7.1 refers to results
obtained in 2000 iterations). On the other hand, the PSO even if it was let to run
for 80000 iterations was not able to improve the results achieved in 2000s.

Finally, it is important to remind the Theorem of Wolpert and Macready (“the
no free lunch Theorems™) [10] “..all algorithms that search for an extremum of a
cost function perform exactly the same, when averaged over all possible cost func-
tions. In particular, if algorithm A outperforms algorithm B on some cost func-
tions, then loosely speaking there must exist exactly as many other functions
where B outperforms A”. In other words, the average performance of all search al-
gorithms applied over all problems is equal. Thus it will be also interesting to test
the FSO in hybrid configurations with other optimizers (as suggested for other

i | | e

0
Initialization
s - pomt

Trajectories of PSO: they are
always confined closer to the initialization

10| Positions of the two global
minima of the Bird Function

Fig. 7.16 Mapping of a particle movement of the PSO on the Bird function (bimodal). The
trajectories of PSO remain confined closer to initialization point.
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Trajectories of FSO

Initialization
point

Positions of the two
10 ; s global minima

Fig. 7.17 Mapping of a bird movement of the FSO on the Bird function (bimodal). The tra-
jectories of FSO are able to cover all the search space.

heuristics in [11]) for particular optimization tasks. For example, a hybrid configu-
ration with FSO and Bacterial Chemotaxis Algorithm (BCA) has been tested in
[8]: this further algorithm, which belongs to local search family methods, takes the
place of FSO as a final step to complete the convergence. Practically, the hybrid
algorithm working criterion is to employ the good exploration capability of FSO
until the fitness does not reach a prefixed value; then the heuristics switched to the
BCA since now the searching space is sufficiently reduced and the BCA is much
faster than FSO in this context.

7.6 Conclusions

The standard PSO performs is a powerful heuristic that is able to perform very
well in many optimization cases. But it has been noted that, especially when the
search space is quite large, local minimum entrapments can occur. Furthermore,
for multi-modal functions, the algorithm is not comprehensive. In fact, it is impor-
tant to note that the standard PSO has undergone many changes. Many researchers
have derived new versions and published theoretical studies of the effects of the

various parameters (e.g. @', A’, ¥’ and so on) and aspects of the algorithm. In

this work, we have proposed a new optimization algorithm, FSO, inspired both to
PSO and to the topological behavior of real flocks of starlings recently discovered;
FSO is very simple to implement; in fact it requires just some additions to the
standard PSO code. Thus, the main characteristic that differentiates the FSO from
the PSO is the topological interactions among members of the flock. The proposed
validations show very good results returned by the proposed FSO. This algorithm
seems to be competitive in comparison with the PSO standard versions. In the
case of the bi-modal Bird Function, the FSO finds the two correct solutions with-
out the necessity of being launched more than once while a standard PSO is able
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to find just one minimum depending on the initial values used. It is important to
remark that in the presented validations and comparisons, the values of the main
algorithm parameters (i.e. cognize, social, and topological coefficients, as well as
the number of controlled birds by a single bird) have been empirically fixed. Ob-
viously, the main open problem for future works is the determination of the “op-
timal parameter values” to be used in FSO formulas.
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Chapter 8
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Abstract. Combining diverse features and multiple classifiers is an open research
area in which no optimal strategy is found but successful experimental studies
have been performed depending on a specific task at hand. In this chapter, a strat-
egy for combining diverse features and multiple classifiers is presented as an
exemplary new model in multilevel data classification using hierarchical neural
networks. In the proposed strategy, each feature set and each classifier extracts its
own representation from the raw data which results with measurements extracted
from the original data (or a subset of original data) that are unique to each level of
approximation/classification. Later on, the results of each level are linearly
combined in function approximation or merged in classification. It is shown by
advanced signal and image processing applications that proposed model of com-
bining features/classifiers is especially important for applications that require inte-
gration of different types of features and classifiers.

8.1 Introduction

Neural Network (NN) (Haykin 1999) based approaches are one of the most pow-
erful tools in the fields of function approximation and classification considering
their generalization capability, robustness and adaptivity. The aim of these sys-
tems is to achieve the best possible approximation or classification performance
which is sometimes limited with, two major drawbacks of NN based systems that
are slow learning and over-fitting. To overcome these drawbacks and improve the
performance of an NN based system, presentation of the data to the NN and the
NN design strategy are very two very important issues.

Presentation of the data to an NN can simply be done using raw (original) data.
However, NN based systems are often used together with feature extraction step
which may include various methods that produce different information embedded
inside several diverse features extracted from the same raw data. Each feature can

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 147
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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independently be used to represent the original data, but in practice mostly a com-
bination of them is needed to achieve a more complete representation. Unfortu-
nately, measurements on effectiveness of features at hand are not an easy task.
Since optimal combination and number of features is unknown, diverse features
are often needed to be jointly used in order to achieve robust performance.

In a broad sense, two methodologies exist for combining diverse features. The
first one is the use of a composite feature that is constructed by lumping diverse
features together. However, as shown in the literature (Chen and Chin 1998),
(Chen 2005), using a composite feature has several disadvantages including com-
putational complexity, curse of dimensionality, formation difficulty, increased
processing time and redundancy. Thus, instead of using all features as a composite
vector and giving it as an input of a single and essentially very complex classifier,
which eventually loses its generalization capacity, a second approach can be used
that is based on combining multiple classifiers with diverse feature subset vectors
(Chen 2005). Obviously, at the second approach, another important issue arises:
using multiple classifiers and combining them. Although, it is stated in (Kuncheva
2003) that there is no optimal strategy for combining multiple classifiers with di-
verse features, several studies present advantages of the second approach.

It is shown in (Cao et al 1995); (Kittler et al. 1998), (Kong and Cai 2007),
(Kumar et al. 2002); (Kuncheva 2003), (Valdovinos et al. 2005), (Xu et al. 1992),
(Suen et al. 1993), (Ho et al. 1994); (Huang and Suen 1995), (Deng and Zhang
2005) and (Partridge and Griffith 2002) that the combination of classifiers outper-
forms the performance single classifiers when a single feature set is used. The rea-
son behind this higher performance is introduced to be due to different regions of
errors produced by each classifier in the input space (Alexandre et al. 2001).
Moreover, it is shown that better performance can be achieved by combining mul-
tiple classifiers with diverse features (Xu et al. 1992); (Perrone 1993) (Chen et al.
1997) instead of using a combination of multiple classifiers with the same feature.
In all these studies, several classifiers and features are used or developed among
various possibilities having different designs and topologies. Due this high num-
ber of options, two issues are considered to be important when determining the
combination scheme.

First of all, determination of the number and the type of classifiers are critical
and it has been concluded in (Kuncheva 2004), that these issues depend on the
specific task at hand. Secondly, combining the results from single classifiers is es-
sential to yield the best performance. The conclusion that different classifier
designs potentially offered complementary information also means that the mis-
classified data by different classifiers would not necessarily overlap. These hy-
potheses motivate interest in combining classifiers.

In combining classifiers, a single decision making procedure is not used but in-
stead the outputs of all classifiers are combined using the result of each. Although,
various applications have experimentally demonstrated that appropriate combina-
tions of multiple classifiers outperform a single classifier, there is still no general
proof showing if such combinations perform better for all circumstances. A com-
mon conclusion on this behavior is that efficiency is increased in multilevel classi-
fier combinations due to use of simpler classifiers and features in combination
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with a reject option. For function approximation, this reject option can be a linear
combination of outputs at each level (Hashem and Schmeiser 1995), (Kittler et al.
1996), (Kittler et al. 1997).

For advanced problems of classification or function approximation, diverse fea-
ture sets are used sequential, pipelined (El-Shishini et al. 1989), (Pudil et al.
1992), hierarchical (Zhou and Pavlidis 1994), (Kurzynski 1989), (Ha 1998),
(Ferrari et al 2004) or other studies based on gradual reduction of the set of possi-
ble classes (Fairhust and Abdel Wahab 1990), (Denisov and Dudkin 1994),
(Kimura and Shridhar 1991), (Tung et al. 1994).

Another approach for generating such combinations is modular neural networks
which are based on decomposing the task at hand into simpler sub-tasks, each of
which are handled by a module. Then, the results of these sub-tasks are combined
via a decision making strategy. Different successful models for modular neural
networks have been developed in the literature some of which are, Decoupled,
Other-output (de Bollivier et al. 1991), ART-BP (Tsai et al. 1994), Hierarchical
(Corwin et al. 1994), Multiple-experts (Jacobs et al. 1991), Ensembles (Alpaydin
1993); (Battiti and Colla 1994)., and Merge-glue (Hackbarth and Mantel 1991).

In this chapter, a kind of hierarchical classifiers is presented as an exemplary
new model in multilevel data classification using Hierarchical Neural Networks
(HNN). In the proposed strategy, each feature set and each classifier extracts its
own representation from the raw data which results with measurements extracted
from the original data that are unique to level (i.e. each feature set — classifier
combination). Proposed model of combining features-classifiers is especially im-
portant for applications that require integration of different types of features and
classifiers. In Section 2, theoretical framework is presented with exemplary appli-
cations to radial basis function networks. In Section 3, advanced signal processing
applications, that take advantage of the proposed approach, have been presented.
These applications consist of multidimensional transfer function approximation
for three dimensional medical volume visualization via interactive volume render-
ing, quality classification of marble slabs and classification of radar data.

8.2 Theoretical Framework

As introduced in previous section, features and classifiers should be combined in
an efficient and computationally tractable manner in order to realize the hierarchi-
cal classification scheme effectively and accurately.

For classification problems, the divide-and-conquer strategy (Jordan 1993),
(Chen 1998), is proposed to combine classes with similar characteristics into one
class, which can be separated later at the succeeding layers. Applications of this
strategy is presented in (Chen and Chi 1998) for speaker identification by combin-
ing multiple probabilistic classifiers on different feature sets. An automatic feature
rank mechanism is proposed to use different feature sets in an optimal way and a
linear combination scheme has been implemented in (Chen et al. 1998) and (Chen
2005). Pruning of training tokens with good interclass discrimination and then
successively optimizing features and classifier topologies for the remaining tokens
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is another successful application of hierarchical classifiers is (Kil and Shin 1996).
The main idea behind that approach is iterative optimization of classifiers as a
function of a reduced training feature subset which is constructed by collecting
samples that might belong to more than a single class based on a predefined
criterion. In contrast to that approach, our system carries unclassified samples,
which can be called as rejected samples since they do not fall inside any class at
that level of hierarchy, to the next level of hierarchy where another feature space
and/or another classifier set will proceed (Fig. 8.1). The overall system (i.e. all
levels of hierarchy together) can consist of both simple systems (i.e. a single per-
ceptron etc.) and complex ones (i.e. Multi Layer Perceptron (MLP), Radial Basis
Function Network (RBFN) etc.) which can be combined based on the specific task
at hand. Based on application, a data-dependent and automated switching mecha-
nism, which decides to apply one of the feature/classifier couple at each step, can
be implemented. In that case, the switching would be based on the rejected sam-
ples, which are then used as the input of another classifier possibly in another fea-
ture space. For very specific tasks, the switching mechanism can be fixed to
perform a pre-defined order of feature extraction and classification methods.

For function approximation, the above mentioned set of diverse features and
classifiers are again used in a cascaded manner. However, in function approxima-
tion, rejected data corresponds to residual data which is obtained by removing the
approximated data from the original data at each level of the hierarchy. Thus, the
design consist of a number of approximators, some of which are simple and there-
fore efficient in time and memory requirements and the others are complex
providing a high approximation performance by providing better a better fit.
Following subsections provides theoretical information for hierarchical function
approximation and classification strategies, respectively. In both of these subsec-
tions, an exemplary application using RBFN is also given.

8.2.1 Function Approximation Using HNN

For function approximation problems, multilevel HNN performs a mapping f{*):

RP—R, as the sum of K approximations {/,()}._, :

K
f(x)=2"1(x)
i=1
Herein, approximation layers, [,(-) ’s, are sub-networks; they are indeed not struc-

tural layers but just functional layers, i.e. approximation layers, constructed in a
successive manner along the training phase. The complete output of the network is
the combination of all approximation layers. The first level of approximation,
l,(-), is performed using the original data, f(x). After the first approximation, a

residual is calculated point-wise, i.e. for each point x" used in the training.

H(x")= f(x")=1(x")
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The next approximation level considers the residual data found in the previous
level as the new function to be approximated and the new approximation is done
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Fig. 8.1 Illustration of proposed hierarchical classification strategy.

for that residual. The general expression of a residual data to be approximated at
i" layer can be given as:
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i—1
COESICOEDWREE
Jj=1
= r;;z(x")_ljfz(xn)

To approximate the original data, this procedure can continue for as many layers
as wanted thus it can be further iterated until a satisfactory degree of approxima-
tion is obtained. In the following paragraphs, an exemplary formulation using
RBEN is presented. The Hierarchical RBFN (HRBFN) was first proposed in (Ha
1998) where some of the input data were rejected based on an error criterion at the
end of each level. These rejected data become input to the next level where the
number of neurons (Gaussian units) is determined as a logarithmic function of the
number of rejected data. Recently, a new approach has been proposed in (Ferrari
et al. 2004), in which approximation is achieved through a neural network model.
It is a particular multiscale version of RBFN that self-organizes to allocate more
units when the data contain higher frequencies. The quasi real time implementa-
tion of the proposed HRBFN is presented in (D’Apuzzo 2002). HRBEN is also
used for classification in various applications (Chen et al. 2006), such as for rec-
ognition of facial expressions (Lin and Chen, 1999).

A single-output RBEN, which consists nonlinear neurons having a Gaussian
transfer function at the hidden layer and a linear neuron performing a weighted
sum at the output layer, defines the following function:

h(x) = ﬁ:wj.g(x-cj;aj)

where {c_]. eRrR’ } corresponds to the center of j™ Gaussian unit, {0'_,. € R} to the

width, and {wj € R} to the j" linear weight and
gx-c;;0) =exp(-(x-¢ ) (1/6]).(x .cj)) .
Then, each [, (-) can be written as

M,
l;(x) = zwi,j'g(x =€ ;O-ivj)

J=1

which means that each layer has M; gaussian units and the network has So the net-

K
work has totally M = ZM , units in total.

i=1

8.2.2 C(lassification Using HNN

Similar to function approximation problems, multilevel HNN performs the map-
ping f(*): RP—R, as the union of P classifications, {li (-)}_

i=1,2,...,.P
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y(x) = _Uz,. x)=L@JL@JL). L&)

Here, i represents the index of each network, called level, and U represents

the union operation. When all of the P levels, {/, (-)}I_ are combined, they

=1,2,..,P
construct y(x) which represents the overall classification result. Each [(-) is a

union of a number clusters each of which represents a class.

Starting from the original data set, y(x), features are calculated for the first
level. After classification using the network assigned to that level, the rejected
data are determined as the outliers which do not belong to any class of that level.

The next level only receives features extracted from the rejected data of the
previous level as input. The general formulas for calculating the rejected data for
level i is given as:

i—1
o (x") = y(x") =D (x")
=
=71_,(x") =1 _,(x")

Considering RBEN case again, each [,(-) is a union of Q; Gaussian units each of
which represents a class and contains correctly classified samples for that level,

O;
li(x)= U W, ;-8;(X=¢€ ;30 ;)
j=1

where g;;(-) represents the j™ Gaussian unit at the " level and is defined by,
gij(~):exp(—(x—c,. ‘)T.(llo;_ ,2).(x—cl._,)). Here, {ci ‘|c,. ‘eRD} represents cen-
ters and { o, ]|0' eRD 1 denotes widths of Gaussian units in each level with

{w,., i |W,-_ ;€ R} denoting the synaptic weights. The complete output of the HRBFN

can be regarded as the combination of all levels where a class is constructed by
combining all sub-classes at each level.

8.3 Applications

Advanced signal processing applications, that take advantage of the multilevel
data approximation and classification approach described in previous section, have
been presented in this section. These applications consist of multidimensional
transfer function approximation for three dimensional medical volume visualiza-
tion via interactive volume rendering, quality classification of marble slabs and
classification of radar data.
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8.3.1 Transfer Function Initialization for Three Dimensional
Medical Volume Visualization

The goal of medical visualization is to produce clear and informative pictures of
the important structures in a medical data set. Volume rendering is an important
visualization technique since 3-Dimensional images are produced directly from
the original data set. The advantage of this reconstruction procedure is that combi-
nations of the selected volume appearance parameters (i.e., opacity and color) can
be determined interactively as an element of rendering pipeline. This interaction is
provided by adjusting a function, namely Transfer Function (TF) that maps the
original data space (i.e., intensity values, gradients etc.) to appearance parameters.
Therefore, it is important to design effective techniques for this mapping.

The traditional way of TF design for a physician is based on defining tissues by
determining their locations in the function domain (i.e., usually intensity value of the
pixels) and then assigning visual properties (i.e., opacity, color) to them. However,
this design procedure is a very time consuming, tedious and expertise dependent
task. Whenever an unknown dataset is used or tissues with overlapping intensity dis-
tributions are needed to be visualized, this simple manual assignment cannot pro-
duce informative images. In order to create a useful TF that provides a good basis
prior to optimization, an effective domain for the TF is needed to be used and more-
over an automatic tissue detection method that locates tissues in that domain is
needed. Unfortunately, the tradeoff between using extensive search spaces and ful-
filling the physician’s expectations with interactive data exploration tools and inter-
faces makes the design process even harder. Thus, at the final design, it is necessary
to integrate different features into the TF without losing user interaction.

Fig. 8.2 Volume Histogram Stack (VHS) data for a CT Angiography dataset of 70 slices.

By addressing the problem of finding a suitable domain, a Volume Histogram
Stack (VHS) is introduced in (Selver and Giizelis 2009) as a new domain that is
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constructed by aligning the histograms of the image slices of a medical image se-
ries. VHS incorporates spatial domain knowledge with local distributions of the
tissues and their intensities since a tissue/organ usually get a lobe like distribution
which is a shape similar to a radially asymmetric (elliptical) Gaussian in VHS
(Fig. 8.2). The construction of the VHS and its representation capabilities are dis-
cussed in detail in (Selver and Giizelis 2009).

To be able to use VHS effectively in TF initialization, a function approximation
strategy is needed to recognize the lobes of VHS. Moreover, this approximation
should be able to locate suppressed lobes corresponding to suppressed tissues in
VHS. Having lobes like Gaussian distributions, using an RBEN is one of the ap-
propriate choices for finding the lobes of a VHS. However, the simplest strategy
of using fixed centers and widths for units of RBFN cannot guarantee the determi-
nation of suppressed lobes. Even if we assume that appropriate number of hidden
neurons is known as well as appropriate center locations and widths, simulations
show that the RBFN approximation tends to fit only major lobes and skip the sup-
pressed information carried by the minor lobes (shown with the arrows in
Fig. 8.2). To overcome this drawback, the HRBFN (Ferrari et al. 2004), would be
an appropriate choice since it assigns Gaussians in all scales to represent all details
of the function to be approximated. It is observed that a slight modification of
HRBFN is required since it produces a huge number of hidden neurons when it is
applied to approximate VHS. This is not a desired property for TF design since the
physician should deal with a small number of units to obtain an efficient interac-
tion mechanism.

Considering the above reasons, HRBFN is used as the network for approximat-
ing to VHS data but with a new learning strategy, called as Self Generating
HRBFN (SEG-HRBEFN) (Selver and Giizelis 2009). The developed SEG-HRBFN
provides a procedure for capturing all suppressed lobes of importance in a succes-
sive manner by associating the lobes with a minimum number of Gaussian bases.

Thus, the SEG-HRBFN is designed by a hierarchical learning strategy in which
all lobes are captured in a successive manner by associating the lobes with the
Gaussian bases. The hierarchical strategy is due to assigning additional Gaussians
bases at each level of approximation to the residual VHS, which is the remainder
after removing the already obtained approximation from the original VHS. SEG-
HRBFN allows an approximation with a minimum set of basis functions that can
be further adjusted by the physician to optimize the TF in an interactive way.

At each layer, the SEG-HRBFN contains a number of Gaussian units that are
used to approximate to the lobes in VHS. The number of these units and their
structural parameters (i.e. centers, widths) and linear weights are determined
automatically.

After the lobes in VHS data is characterized by a Gaussian base, then, they are
merged to construct groups each of which corresponds to a tissue or organ. The
selection of Gaussian bases to merge is done by a physician based on the positions
of Gaussian bases. Later on, opacity and color properties are assigned to some of
these groups to construct a 3-Dimensional image. Finally, this combination of the
user selected units and visual properties construct an accurate initial TF.
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The application of the proposed method to several medical datasets shows its
effectiveness, especially in visualization of abdominal organs (Selver and Giizelis
2009). The overall goal of this application is to improve the rendering quality for
visualizing the tissues of overlapping intensities and also to shorten the physician-
controlled optimization stage in TF design.

Here in this chapter, the comparison of SEG-HRBFN with HRBFN is given.
As mentioned above, the main advantage of SEG-HRBFN over HRBEN is its
capability of capturing all suppressed lobes and overlapping regions of importance
in a successive manner as associating the lobes with a minimum number of Gaus-
sian bases. This advantage does not result with losing any details in approxima-
tion. To prove this experimentally, SEG-HRBFN is compared with HRBFN (Fer-
rari et al 2004) and also with Fast-HRBFN (Ferrari et al 2005) in 3-D
reconstruction of range data presented in (Ferrari et al 2005) which is known to be
a successful application of HRBFN. HRBFN model of (Ferrari et al 2004) also
creates an increasing number of Gaussians at each level. However, fixed widths
are determined for each level without considering the signal characteristics at that
level. This approach results with generation of several Gaussians most of which
are not used in the reconstruction of the original data. The advantage of HRBFN is
building an effective network in a very short time.

SEG-HRBEFN differs from HRBFN as preventing the above mentioned redun-
dancy by choosing small numbers of appropriate basis functions. SEG-HRBFN is
able to obtain a reconstruction of the function to be approximated in same detail
but with fewer units. In order to compare SEG-HRBFN with HRBFN (Ferrari et al
2004) and Fast-HRBFN (Ferrari et al 2005) the auto-scan system (Ferrari et al
2005) range data from a baby doll face is used (Fig. 8.3.a). In the reconstruction of
this data, connecting the points to form a triangular mesh produces an undesirable
wavy mesh and traditional linear filtering cannot be applied to clean the surface
since data are not equally spaced. Moreover, the highly variable spatial frequency
content of a face requires an adaptive approach.

This requirements make the HRBFN based approaches suitable for that problem
since the quality of the network output increases with the number of levels by add-
ing details mainly in the most difficult regions like the nose, the eyes, and the lips
(Fig. 8.3). These details are obtained by means of Gaussian clusters at smaller
scales in the higher levels. In the HRBFN and Fast HRBFN approaches, these clus-
ters are created by the network itself at the configuration period by inserting a
Gaussian only where the local reconstruction error is larger than the measurement
error. However, these local operations produce a huge number of units.

The results show the effectiveness of SEG-HRBFN compared to HRBFN and
Fast HRBFN in the reconstruction of a 3-D signal with a similar quality but using
less number of units which is an important issue in TF initialization problem.

For the same RMS error, HRBF produces 7205 Gaussian units while Fast
HRBEFN produces 8087 Gaussian units. On the other hand, SEG-HRBFN produces
only 2044 Gaussian units.

Multilevel data classification with HNN is used for 2-Dimensional function ap-
proximation in this application. The advantage of using HNN, in particular
HRBEN or SEG-HRBEN, over traditional RBFN is the capability of representing
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the Gaussian-like lobes in VHS very efficiently and ability to find suppressed
lobes by using residual VHS at each level of approximation. This is not possible
with RBFN approach due to the tradeoff between using too many Gaussian bases
to locate suppressed lobes and tending to fit major lobes without recognizing mi-
nor (suppressed) lobes.

Fig. 8.3 Reconstruction of the baby doll face by using multilayer SEG-HRBFN reconstruc-
tion. (a) Autoscan range data that consist of over 61.000 data points to represent the doll
face, (b) Reconstruction up to layer 1, (c) Reconstruction up to layer 8, (d) Reconstruction
up to layer 14, (e) Reconstruction up to layer 22, (f) Reconstruction up to layer 29.
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8.3.2 Quality Classification of Marble Slabs

For decorative applications of natural building stones, limestones should present
attractive colors as well as similar pattern choices. The determination of the qual-
ity of a marble slab is based on the homogeneity, texture and color of its surface.
Based on these properties, four quality groups can be defined for marbles slabs
collected from the marble mines in Izmir, Turkey (Selver et al 2009):

1) Homogenous distribution of limestone (beige colored) (Fig. 8.4.a),

2) Thin joints filled by cohesive material (red-brown colored veins)
(Fig. 8.4.b, Fig. 8.4.c)

3) Unified joints of cohesive materials (Fig. 8.4.d, Fig. 8.4.e)

4) Homogeneous distribution of cohesive material (Fig. 8.4.f)

Fig. 8.4 Typical sample images from each quality group. (a) Homogenous limestone. (b),
(c) Limestone with veins. (d), (e) Samples containing grains (limestone) that are separated
by unified cohesive matrix regions. (f) Homogenous cohesive matrix.

False classification of marble slabs can cause major economic problems since
they are exported to overseas and therefore, it is necessary to classify marble slabs
correctly according to their quality and appearance.

Several methods that include different features and classifiers have been proposed
for classification of marbles (Luis-Delgado et al 2003), (Martinez-Alajarin 2004),
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(Boukovalas et al 1998) (Tsai and Huang 2003), (Martinez-Alajarin et al 2005)
some of which produce acceptable results for industrial applications (Luis-Delgado
et al 2003), (Martinez-Alajarin et al 2005). First, these strategies are tested on our
marble data set which consists of 1158 marble slabs (i.e. 172 from quality group 1,
388 from quality group 2, 411 from quality group 3, and 187 from quality group 4)
using different color spaces and classifiers. Our simulations showed that the applica-
tion of the existing methods mentioned above to our diverse and large dataset cannot
provide successful performance results comparable to ones reported in the literature.

The reason behind the poor performance of these simulations is observed to be
the representation of different sub-group(s) in a quality group at each feature space
(i.e. texture, spectral etc.). In other words, at each feature space, a sub-group of a
quality group is represented effectively instead of the whole quality group (Selver
et al 2009).

As an example, we can analyze the pattern distributions of marble slap samples
from quality groups 2 (Fig. 8.4.c) and 3 (Fig. 8.4.d). These two groups cannot be
separated correctly using most of the features. These challenging samples have
almost same limestone area, textural properties and spectral energy. Although the
above mentioned features are very useful in the classification of other marble
slabs, they are not descriptive for these challenging samples. For these samples,
the classification criteria of the human experts are based on the distribution of the
veins and therefore, the structure of the veins should be extracted as a feature for
classification of these samples. However, as presented in Table 8.1, constructing a
composite feature vector using each of these useful features is not the best solution
for classification of marble slabs with high performance (Selver et al 2009).

Because of the above mentioned reasons, it makes sense to apply feature ex-
traction in a cascaded manner where a sub-group of a quality group is classified at
each feature space. Thus, different features are extracted in a successive manner
and the samples that can be correctly classified by that specific feature set is col-
lected. Finally, overall classification result is obtained by merging all sub-groups
of a quality group. As a realization, a Hierarchical MLP Network (HMLPN) to-
pology is designed in which correctly classified marble samples are taken out of
the dataset at each level and a different (generally more complex) feature extrac-
tion method is used for the rest of the samples at the next level.

Since there is a fixed number of quality groups, which is equal to four, pro-
posed MLPN system consists of four classes at each level (i.e. namely sub-class).
Four feature spaces are used in cascaded manner thus the network contains 16
sub-classes in total. These 16 sub-classes construct the final quality groups when
they are merged at the end of the process.

As seen from Table 8.1, the proposed application of HMLPN outperforms other
classification strategies. When MLP design is used, textural, spectral, and morpho-
logical features similar classification performances all of which are limited in dis-
criminating quality groups 2 and 3. When a composite feature is constructed by
lumping textural, spectral, and morphological features; only a slightly higher per-
formance increase can be achieved. When HMLPN design is used, a significantly
higher performance increase can be achieved.
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Table 8.1 Results of quality classification with different feature space-neural network
designs.

NN Classification Performance (CC)
Feature Set

Design G1 G2 G3 G4
Textural

(Martinez-Alajarin etal 96,52 91,79 94,53 99,25
2005)

Spectral

(Luis-Delgado et al 2003)
Morphological

(Selver et al 2009)

Textural + Spectral + Mor-
phological (Composite fea- 97,69 93,48 94,97 99,06

ture)
Level 1 (Area Ratio)
(Limestone / Total)
HMLPN Level 2 (Textural) 98,85 96,22 97,44 99,13
Level 3 (Spectral)
Level 4 (Morphological)

95,77 91,04 93,78 98,01
MLP

94,11 93,24 95,56 98,13

8.3.3 Classification of Radar Data

An antenna array refers to multiple antennas that are coupled to a common source
or load to produce a directive radiation pattern which is also affected by the spatial
relationship of the antennas. Radar data, which are obtained from a phased array
of high-frequency antennas, are commonly classified as a composite feature that is
formed by lumping diverse features from different antennas together. This ap-
proach has disadvantages including curse of dimensionality, formation difficulty
and redundancy due to dependent components. Ionosphere data (Sigillito et al
1989) is one of the benchmarks for these kinds of datasets since its source consists
of a phased array of 16 high-frequency antennas.

Received signals in Ionosphere data were processed using an autocorrelation
function whose arguments are the time of a pulse and the pulse number. There
were 17 pulse numbers system providing 34 features (Instances are described by 2
attributes per pulse number, corresponding to the complex values returned by the
complex EM signal). These features construct the ‘Complete dataset’. The targets
of the Ionosphere dataset were free electrons in the ionosphere where "Good" ra-
dar returns are the ones showing evidence of some type of structure in the iono-
sphere while "Bad" returns show that their signals pass through the ionosphere.

In several studies, this data is classified using different methods (please see
UCI Machine Learning Repository Database archive for the complete list of
references). Several different network models (i.e. MLP, RBFN, and Probabilistic
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Neural Networks (PNN) etc.), different topologies, alternative learning methods
(i.e. Back-propagation, perceptron training algorithms etc.) are applied.

In studies such as (Wing et al 2003), (Salankar and Patre 2006), the original
goal of the research is to demonstrate that neural networks could operate at a level
of performance high enough to be a real aid in the automation of the classification
task. In (Wing et al 2003), it is shown that that classification of radar backscat-
tered signals (i.e. Ionosphere data) is a task for which neural networks are very
well suited. It is also reported that neural networks with hidden nodes outperform
those without hidden nodes in terms of accuracy, sensitivity and specificity meas-
ures. In a very recent study (Salankar and Patre 2006), a wide range of classifiers
are tested by adjusting several parameters (i.e. learning method, number of neu-
rons etc.) and their performances in classification are discussed using different
evaluation measures (i.e. mean squared error, normalized mean squared error, cor-
relation coefficients and ROC curve). The results of this study show the superior-
ity of the RBFN over MLP in the classification of the Ionosphere data, as well as
the importance of the correct determination of the parameters after extensive ex-
perimental work.

As discussed in the previous section, combining multiple classifiers with
diverse feature subset vectors yields improved performance in classification prob-
lems, instead of using all features as a composite vector and giving them as the in-
put of a single and essentially more complex classifier. Besides using Ionosphere
feature vector as a composite (i.e. 34 dimensional) vector, several subsets of this
feature set are used to construct the hierarchical structures. In general, (n X m + p)
formula is used to create a hierarchical structure where n is the number of features
for each level of the hierarchy, m is the total number of levels and p is the number
of remaining features. For example, Hierarchical 16x2+2 indicates that there will
be two levels of hierarchy where each has 16 features and finally remaining 2 fea-
tures will be used in the final level of hierarchy (i.e. level 3). In other words, Hier-
archical 16x2+2 presents the results when 16 features are fed to the network in the
first level, then rejected samples are classified with another 16 features at the sec-
ond level and finally remaining 2 features are used for the rest of the samples that
are not classified in first and second levels.

Three different classifiers are used in the simulations. In each of the experi-
ments, a single type of classifier (i.e. MLP, RBF, PNN) is used at all levels.

In the first group of simulations, an MLP network, which has m hidden layer
neurons (m=4, 8, 20, 50), is trained using back-propagation with adaptive learning
rate. Since there are two target classes, output layer have 2 neurons with linear ac-
tivation functions. The network goal is chosen to be 0.001 and the maximum
number of iterations is determined as 5000 epochs. The adaptive learning rate is
initialized to 0.01. If performance decreases towards the goal, the learning rate in-
creases with a ratio of 1.05, otherwise it decreases with a ratio of 0.7.

RBFN and PNN are also used to test the effect of the classifier on the perform-
ance. The RBFN used in our simulations is a two-layer network. The first layer
has neurons with Gaussian activation functions. The second layer has neurons
with linear activation functions. The same topology is also used for the
PNN. Spread of the Gaussians is an important parameter for both networks. The
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important condition to meet is to make sure that spread is large enough so that the
active input regions of the neurons in the first layer overlap which makes the net-
work function smoother and results in better generalization for new input vectors.
However, spread should not be so large that each neuron is effectively responding
in the same large area of the input space. Spread is chosen to be 0.7 for the RBFN
and 0.1 for the PNN. These parameters are chosen randomly since our aim is not
to achieve the best classification performance but to observe the performance dif-
ferences between the traditional and hierarchical approaches. The details and re-
sults of the simulations are given in Table 8.2.

Table 8.2 Results of classification simulations (CC: Correct Classification, SE: Sensitivity,
SP: Specificity). In first row (Composite) all 34 features are fed to the network. The second
row (Hierarchical 16x2+2) presents the results when 16 features are fed to the network in
the first level, then rejected samples are classified with another 16 features at the second
level and finally remaining 2 features are used for the rest of the samples that are not classi-
fied in first and second levels. Third, fourth and fifth rows presents results using different
number of levels.

Test Results MLP PNN RBEN
(Average of 20 simulations) cc  SE SP CcC SE SP CC SE SP

Composite (34) 82.86 92.12 58.33 78.44 99.25 34.23 79.57 98.17 36.54
Hierachical 16x2+2 86.74 97.50 70.28 80.26 98.02 68.14 80.26 98.22 65.16
Hierachical 8x4+2 93.27 98.50 87.10 86.63 97.98 70.56 90.63 96.94 77.08
Hierachical 4x8+2 88.81 96.48 76.13 85.14 98.26 72.77 85.14 98.11 74.71
Hierachical 2x17 89.66 96.19 56.50 83.22 98.10 65.70 83.22 98.18 77.32

8.4 Discussions and Conclusions

The problem of combining classifiers/approximators which use different represen-
tations of the data via diverse features is an open research field. In this paper, we
have described a combination of classifiers and approximators based on the HNN
strategy in design. As a new method for multilevel data approximation and classi-
fication with diverse features and combining multiple classifiers, our method
adopts a single stage learning process to multiple levels in each of which a differ-
ent input feature space is used for data representation and each NN for approxima-
tion or classification tasks. The developed strategy for classifier/approximator can
be considered as special case of HNN strategies and it is experimentally shown
that a higher performance than composite feature-single NN based approaches.

In this context, the first application presented a multi-dimensional function ap-
proximation problem using a modified HRBFN. The hierarchical learning (design)
strategy that is carried out with SEG-HRBFN allows the recognition of suppressed
lobes corresponding to suppressed tissues and the representation of overlapping
regions where the intensity ranges of the tissues overlap in VHS. By automatically
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determining the number of necessary network parameters, this approach signifi-
cantly reduces the number of Gaussian units produced at the end of approxima-
tion. Approximation to VHS with a minimum set of basis functions (i.e. Gaussian
units) also provides the construction of the network in a reasonable time.

In the second application, quality based classification of marble slabs is consid-
ered. Different feature sets have been used including color properties, textural fea-
tures, spectral features (multi resolution wavelets), morphological features and
their combinations. The experimental results showed that there are no significant
differences in the correct classification rates when using these feature sets solely
or their combinations via a composite feature. When the misclassified samples are
observed, it is also found that that different feature sets represent different sub-
group(s) in a quality group rather than representing the complete quality group.

Therefore, the above mentioned features are used in a cascaded manner so that
each feature set is used only for the sub-group(s) that can be correctly classified by
that feature set. This approach was realized by MLPN topology, in which correctly
classified marble samples are taken out of the dataset at each level and a different
feature extraction method is used for the remaining samples at the next level.

The proposed system is shown to have better performance than the previously
proposed systems for the diverse and large dataset used in this study. The MLPN
approach is shown to be very useful for marble classification applications, because
using different feature sets to classify different sample sub-groups is seem to be
very efficient compared to using a single feature set for the whole dataset.

In the third application, proposed multi-level HNN strategy is implemented and
tested for a phased array antenna radar data (i.e. lonosphere data). The main objec-
tive was to compare the hierarchical approach, which relies on a token pruning
strategy by optimizing features and classifiers at each level of hierarchy, against
traditional composite feature-single classifier approach. The results show that hi-
erarchical usage of features coming from different antennas, instead of combining
them to make a composite feature, improves the classification performance not on-
ly in terms of accuracy but also selectivity and specificity.

One important point is the necessity of making careful choices in terms of util-
ized features which depends on the priorities of the radar application at hand. This
cannot be done in this study since the Ionosphere raw data is not available and
only an already processed format where an autocorrelation function, whose argu-
ments are the time of a pulse and the pulse number, is used. Therefore, the hierar-
chical subsets are chosen arbitrarily from this feature set.

In all of the applications described above, a significant performance increase in
classification and approximation performance is achieved with multilevel HNN
strategy against using a composite feature formed by lumping diverse features to-
gether with a single and essentially very complex classifier. However, empirical or
arbitrary selection of the feature sets at each level might cause sub-optimality
which may be considered as a weakness of the proposed application (but not the
methodology). This necessitates making careful choices in terms of order of clas-
sifiers/approximators and utilized features dependent on the priorities (i.e. success
rate, time etc.) of the application at hand. For instance, performing a theoretical
analysis for extending the methodology to realize the joint use of different feature
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sets (i.e. information coming from different antennas) and classifiers in an optimal
way could be noted as a challenging future study direction for radar data classifi-
cation where raw radar data and prior information about the antennas of the sys-
tem should be available. On the other hand, performing a detailed theoretical anal-
ysis for extending the methodology to realize the joint use of different feature sets
and classifiers in an optimal way could be noted as a challenging future study in
general which also depends strongly on application at hand.
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Abstract. In this chapter a three-phase magnetic induction motor squirrel-cage is
analyzed with the Finite Element Method (FEM). Five variations of the rotor ge-
ometry design are analyzed. The analysis has been made with simulations of static
configurations. For each geometry an identification of the parametric model has
been obtained. For the optimization of the parameters, Genetic Algorithms (GA)
have been used as a robust optimization method.

9.1 Introduction

Computational tools have allowed to carry out numerical techniques that were
once unattainable. The simulation of equivalent circuit models, based on their
equilibrium equations and the discrete modeling methods, like FEM, are well
known [5, 13, 22]. However, these numerical techniques have been applied only
with the emergence of these powerful computational tools. The identification of
the induction machine and its control are important in the modeling process prior
to manufacture [1, 9, 18, 19]. Also, its optimization is necessary because the exist-
ing industrial processes require specific designs [10, 11, 18].

The main contribution of this paper is the parametric identification of a three-
phase magnetic induction motor, with five rotor geometry designs (Fig. 9.1). The
parameters of the proposed circuit model of the motor, are adjusted applying Ge-
netic Algorithms to each geometry [3, 6, 8]. The adjustment is done, minimizing
the square error of the results obtained with the continuous FEM model, for all the
different geometries [4, 15, 19].

The FEM is an approximation method, to resolve continuous problems [2, 14,
20, 22]. Its approach is based on transforming a continuous object, in an approxi-
mate discrete model. This transformation is known as a discretization of the
model. The knowledge of what is inside the body of this model, is obtained by in-
terpolation of known values at the nodes. It is therefore an approximation of the
values of function, from the knowledge of a specific and finite number of points
[7,17,21].

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 167
springerlink.com © Springer-Verlag Berlin Heidelberg 2010



168 L. Simén and J.M. Monzén

Parallel to the technological evolution that has allowed the design of powerful
electronic tools for calculations, the algorithms have evolved in complexity and
abstraction, to solve many scientific problems. Genetic Algorithms are a proof
of it [10, 16, 18]. Once again, a natural process, as the selection and evolution of
individuals from a population, has been applied to the scientific world to observe
the evolution of the systems and observe the trend, starting from a certain initial
condition.

They apply the rules of the nature. The individuals of a population exchange in-
formation, through the evolutionary operators. There are three main genetic opera-
tors: selection, crossover and mutation [11, 15]. By the selection, the individuals
are chosen from the population, according to the value of the adaptation function,
to undergo the future action with the other operators. The crossover operator, is
responsible for exchanging components of the individuals selected, to produce
new solutions, taking care of the transfer by inheritance of the characteristics of
the best individuals from one generation to the next. The mutation, is used as an
operator which aims to explore at random, the new portions of the search space by
introducing new genetic material in the search for solutions.

The major advantage of these algorithms in comparison with others optimiza-
tion methods, is that they are able to locate an absolute extreme of the function,
rather than a local extreme, and that the initial estimate does not have to be close
to the actual values. Moreover, the Genetic Algorithms are working directly over
the function and do not require the use of its derivative, or any other auxiliary
function [3, 6].

Optimization is a process where multiple and often conflicting objectives need
to be satisfied. To solve these problems traditionally all the objectives were con-
verted into a single objective problem by a weighted function. The solution is an
optimized result to obtain a compromise between all objectives, finding a solution
that minimizes or maximizes the single function of the problems. The goal is to
obtain the function that gives a value with a compromise between all objectives.

There are limitations in this approach to solve multi objective optimization prob-
lems. Some of them are: the relative importance of a priori knowledge about the
objectives and the constraints; the function leads to only one solution; the difficult
evaluation of the trade-offs between objectives; and the unattainable solution.

To resolve these limitations there is a set of optimal solutions that leads several
trade-off solutions and can be obtained by the so called “Pareto optimal front” [4,
15]. These values are a set of all the optimal solutions to a multi objective
problem. The preferred solution or the decision maker is selected from the Pareto
optimal values set.

All this methodology applied to the study of induction machines, allows a new
viewpoint and increases the knowledge of induction machines. The finite element
program used is the Finite Element Method Magnetics (FEMM) [8]. It is a highly
versatile free software tool. For the analysis of Genetic Algorithms, the GAlib Ii-
brary open source written by Matthew Wall at the Massachusetts Institute of
Technology, and the ga-library as toolbox for Scilab written by Yann Collette,
has been used [23, 25]. This software contains a set of Genetic Algorithms in C++
object code.
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The compilation was done by the compiler GCC++, a C/C++ under public
license. For the analysis of the torque-speed curves and the intensities we have
developed a program using Scilab, a scientific software package for numerical
computations. For all the graphic representations of data we have used the pro-
gram Gnuplot, that is also a public license software.

The article as a whole has been produced with free software and/or open
source, in the word processor for scientific documents Latex, and under the open-
SUSE-Linux operating system.

Fig. 9.1 The five rotor geometries designs analizaed.

9.2 Continuous Model FEM and Differential Formulation of
Electromagnetic Field

9.2.1 Magnetostatic

The equations for magnetic field and windings, for two-dimensional quasi-static
field in an electrical machine are described by the Maxwell’s equations

VxH=—+] (D

VXE=—— 2)
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If the analysis is referred to as quasi-static field, the polarization and displacement

—

D -
currents are negligible at low frequency and then the component a—<< J,
t

where D [Culomb / mz] is the magnetic flux density, is ommited in (1).

The material equation using the reluctivity V where the material is not
isotropic, must be replaced by a tensor that take into account the magnetizing
direction (2).

If H is the magnetic field intensity at (3), the magnetic flux density B is de-

fined by the magnetic vector potential A (4) as constitutive equation [2, 24].
H=vB 3)
B=VxA @)

The fundamental equation of the vector potential formulation for magnetic vector
is obtained by the substitution of (3) and (4) at (5)

Vx(WxA)=T ()

The purpose of this chapter is to analyze various rotor geometry bars (Fig. 9.1).
The FEMM program has implemented all the magnetic field equations to the study
of electrical machines.

The current density J is defined so that its orientation is perpendicular to the

plane, so that the vectorial field A, which is a three-components vector, has the
same orientation.

Then, A is defined as a function of A, (x,y)u, and so J is defined as a

function of J . (x, y)u , where 1 denotes the unit vector in the z-axis direction.

—V-(WA)=J (6)

So a three-dimensional problem, that has a flat or plane symmetry becomes a two-
dimensional problem [5, 12, 13].

9.2.2 Magnetodynamic

The harmonic form of the equation of diffusion of the magnetic potential vector

for a problem in two-dimensions, where A_ is an unknown component as

&xmwx[l(vx;p}:jz o
y
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A[Wb/ m] is the magnetic vector potential. J AT m*] is the current density.

H [A/m] the magnetic field intensity and &[H /m] the magnetic permeability.

About the source of the field, the current density can be determined from the
material equation by its constitutive equation as

J =oE 8)

where O is the volumetric electrical conductivity.
Combinig (2) with (4) gives

- 0 -
VXE=——(VxA) 9)
ot
Then the current density is defined as (10), where @ is the electric scalar
potential.
- 0A
J = —aa——oV ) (10)
t

If the excitation is in the frequency domain and the materials are linear, with a
symmetry plane the expression (7) is simplified as follows

VWA, —gjaA, =-J (11)

where V is the reluctivity, that is the inverse of the magnetic permeability £/, the

angular frequency @, electric conductivity O , and Az ,J . are the normal com-

ponents u_ of the magnetic vector potential and the current density in complex

form respectively.

For the derivation of the equations of finite elements in its application to 2D
electrical machines of the existing methods the Galerkin’s method is widely used.
This method is a special case of the weighted residuals method where the weight-
ing function is just the shape function of the finite element [20].

9.3 Discrete Model FEM

The application of the Galerkin’s method is applied begining with the definition of
a differential operator J3(x) =0 and a residual 3(X) =R from an approximate

solution X # x [17, 20].
The weighting function with the same form of the finite element is selected. If

A is an approximation of A, the residual R is
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ila—A+ila—A— wOA+J (12)
Ox fL 0x 9y i dy jewod+J,

if W is the weighted function, at the region £ on the boundary C

IRdedy =0 (13)
Q

Replacing at (13) the value of R at (12), and integrating by parts the result
obtained is

Sl

0A [0 e
——ﬁlW dczjoz[-!.W dxdy

OW* 0A° 8W€ 0A°
dxd jwo’ | |W* A dxd
[ax ax dy aijy”mﬂ .

* (14)

This is the breakdown of the surface integrals into summations over small areas
where M is the numbers of the finite elements, e is the element (triangle) and i is
the normal unit vector. The surface is meshes with triangles that are the finite ele-
ment. The integral over the domain C is replaced by the summation of the integral
over the individual triangles.

9.4 Boundary Conditions of the Continuous Model

The implementation of the FEM implies a finite domain. To problems with no
border or open border, the Kelvin transformation is applied [7, 17, 21].
At the far field the material is homogeneous. But in the air the conductivity is

0 =0, the permeability is £/, and the current density is null (no sources).
The description of the magnetic vector potential A is a differential equation
given by the Laplace equation (15).
VA= (- J,+ jooA)=0 (15)

Then the second member is null at the harmonic form of the equation of diffusion
of A, in Cartesian notation (15) [14]. The polar notation of this equation is (16)

1o oAy 1 0°A

EV R YY)
ror ar r° a6
where r is the radio and @ is the angle.

The region with no border, is mapped into a limited circular region with border,
where the problems are more easily resolved (Fig. 9.2).

=0 (16)
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In 2D case, the exterior can be modeled by another circular region, which

represents the far field. In this region, in its center, the potential valueis A =0.
The expression to this external region have the same form that the internal (16).
At the limit of the edge circle that limits both regions, periodic boundary condi-

tions are imposed. This is achieved by forcing the continuity of the potential A at

the edges in both regions.

Fig. 9.2 The region of the machine and the far field.

Moreover, with the purpose of making more efficient the study, analysis is lim-

ited to the first quadrant of the machine section (Fig. 9.4).
We have proved that the values of the distribution calculated only for the first
quadrant are equivalent to a quarter of the total value calculated for the complete

section.
The Fig. 9.3 shows the magnetic induction at the first quarter of the complete

section of the machine.
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Fig. 9.3 The quarter part of the magnetic induction of the complete section of the machine.



174 L. Simén and J.M. Monzén

The comparison of the Fig. 9.3 with the Fig. 9.13 that represent the same values
for the results for quarter only, show the very similar values obtained between
both simulations, really making the error negligable.

To obtain these results the contour conditions on both sides adjacent to the
other quadrants are modeled as anti-periodic. This greatly reduced the time and
computational costs. Then, all these analysis are limited to the first quadrant.

>3.482e+00
3.299e+00 : 3.482e+00
3.115e+00 : 3.299e+00
2.932e+00 : 3.115e+00
2.749e+00 : 2.932e+00
2.566e+00 : 2.749e+00
2.382e+00 : 2.566e+00
2.199e+00 : 2.382e+00
2.016e+00 : 2.199e+00
1.833e+00 : 2.016e+00
1.649e+00 : 1.833e+00
1.466e+00 : 1.648e+00
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1.100e+00 : 1.283e+00
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Density Plot: M|, MA/m"2

Fig. 9.4 Module of the current density from FEM continuous model type 1.

9.5 Lumped Parametric Model Identification

An induction machine with rotor movement can be modeled using a relatively
simple circuital model [2, 6, 13]. Although the circuit parameters often can be ap-
proximated by expression forms in explicit terms regarding the geometry of the
motor, the identification of these parameters by the FEM analysis consist of the
validation of the approximations and simplifications that inevitably must be made
in the derivation of the designer analytical formulas [9]. To identify parameters in
a model of the induction motor, it is necessary to use a simple reasonable model
(Fig. 9.5, 9.6 and 9.7).

The choice of the model depends of the numbers and the nature of parameters
used.

The model shown in Fig. 9.5, is used with deep-bar rotor by use of the double-
cage rotor model dividing the rotor bar into a top section and a bottom section.

The subscripts 1 and 2 are referring to the outer and inner cages, respectively.
R is the stator winding resistance, jX is the stator leakage inductance, jX,, is the
magnetizing inductance, jX,,; is the outer cage rotor leakage inductance, R,; is the
outer cage rotor resistance, jX,, is the inner cage rotor leakage inductance, R,, is
the inner cage rotor resistance and V the per-phase voltage. The slip is shown as s,
and all rotor parameters are referred to the stator.
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I+l +1 o

ls Ir1 Ir2

X R./s R./s

L
Fig. 9.5 Double-cage rotor induction motor model.

Another model is represented in Fig. 9.6, where [10, 11] proposes a slightly dif-
ferent model with some differences.

Fig. 9.6 Per-phase equivalent circuit model induction motor.

They give a per-phase equivalent circuit model where R; is the stator resistance,
JX, the stator leakage reactance, jX,, the magnetizing reactance, R,, the magnetiz-
ing resistance, jX, rotor leakage reactance referred to stator, R, the rotor resistance
referred to stator and V the per-phase voltage.

9.5.1 Parameter Estimation to All the Geometries

As we have seen, there are many different models that can be used as equivalent
circuit. The Fig. 9.7 shows the circuit model used to this work [9, 13, 22].

R. jol,
] b

R (/o)

‘\|>

Fig. 9.7 Steady-state simple circuit model per phase.
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In this model, the leakage is lumped on the stator side of the circuit in the in-
ductance L;. Inductance M is the inductance of the magnetic circuit between the
rotor and the stator. R, (w / w;) represents the work dissipated as heat in the rotor
and the load as mechanical power [1, 9, 12]. If w is the angular frequency in
[rad/s] and p is the number of pairs of poles, the slip frequency w, in terms of
electrical frequency and mechanical rotor speed w, is defined as follows

0, =0-po, an

therefore, w; is defined as the difference between electrical frequency and rotor’s
mechanical frequency. Useful relations are obtained from (17). In particular we
obtain the slip frequency-dependent inductance (18), showing the result in real and
complex components

.M ]
‘ (18)

M .
L(w‘)_(L’ +1+(Ta)s)2J_](1+(Ta)s)2

The dependence of L(w;) on the slip frequency would identify some parameters of
the machine as the mutual inductance M, the dispersion inductance L; and rotor re-
sistance R, [9, 12]. The rotor time constant 7 is defined as M / R,. As validation of
the model we have obtained the expression (19) perfectly valid for the electro-
magnetic torque 7.

T
T =3pMi*| ——— 19
P (1+(ra)s)2j "

If the current i is taken as constant and the slip frequency is varied, a curve with a
maximum torque in 7¢, =1 is obtained.

9.6 FEM Analysis

Using the FEMM, the rotor is statically analyzed. In the case of zero speed, the
slip frequency simply degenerates to @, = @ [22]. The logical thing would be to
identify the parameters based on the results analyzed in (19), using a stator current
constant over a range of frequencies, simulating the movement of the rotor. But
then the calculation of the torque must be made through the Maxwell stress tensor,
which is less precise in the integrated development program that incorporates the
FEMM.

The Maxwell stress tensor force density is defined to a circular motor, by the
tangential (20) and normal (21) components of the flux density.

_ BnBt
My

D, (20)



Parametric Identification of a Three-Phase Machine with Genetic Algorithms 177

B; _Bt2 Q1)
pn =
24,

The module of the flux density is |B | =B} + B’ as represented in the
Fig. 9.13. Then, the electromagnetic torque along the air gap is defined as

B B
T= §r( ! jds (22)
My

However, another optlon would be to adjust the results of inductance obtained by

the analysis of the A J integral block, consisting of the magnetic vector poten-
tial and current density on the volume of the interested winding, in the range of
frequencies studied [9, 12, 14]. This provides high accuracy, since the integral
volume (23) is closely related to the stored energy.

L= —dv (23)

9.7 Parametric Adjustment by Genetic Algorithms

9.7.1 Optimality

The generic multi-objective optimization problem is formulated by a function
which maps a set of constraint variables to a set of objective values (decision
maker), and then choose among them. Additional criteria can help to refine the
search [5, 8, 15].
The general formulation of multi-objective problem requiring the optimization
of N objectives is obtained with the vector
ik [ ER * ]T
X =X ,X) 00Xy 24)
Which will satisfy the m inequality constraints
g;(x)201_, (25)

The p equality constraints

h(x)=01_,. , (26)

And optimize the vector function

maxorminj):f(?c)=[f1()?),f2()7),--,fN(f)]T 27
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Where the vector representing the decision variables is
- T
x:[xl,xz,...,xn] (28)

The space spanned by the objectives vectors is called the objective space and the
subspace of the objective vectors that satisfies the constraints is called the feasible
search region [4, 10].

A solution could be best, worst and also indifferent to other solutions, i.e. not
dominating or dominated with respect to the objectives values. Best solution
means a solution not worst in any of the objectives and at last better in one objec-
tive than the other.

An optimal solution is the solution that is not dominated by any other solution
in the search space. An optimal solution is called Pareto optimal and the entire set
of optimal trade-offs solutions are called Pareto optimal set [4, 15].

The Fig. 9.8 shows a Pareto optimal front solutions that fitness two objectives.

Pareto Optimal Solutions =

Fitness for Objective Y
L]

Fitness for Objective X

Fig. 9.8 Pareto front optimality.

9.7.2 Fitness Procedure

At this point, first we obtain the analytical results of the model for five different
geometries of the rotor (Fig. 9.1), and second we obtain the results of simulations
made by finite element analysis by FEMM.

The results of both tests have given a parametric profile of the induction ma-
chine for each geometry under consideration. In the frequency analysis carried out
to simulate the motion of the rotor, we have obtained the evolution of some
significant parameters such as per phase flux and the torque from the FEMM
Maxwell stress tensor (20)(21) calculated for different sliding frequencies, so it is
possible to identify the parameters M, L, and 7 of the induction motor [13, 16, 22].

These parameters have been adjusted with GA, taking as objective function, the
real part and imaginary part of inductance as a frequency-dependent sliding func-
tion, closely linked with the identifying of these parameters.
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The multi objective genetic algorithm used is an optimization toolbox made by
Yann Collette for Scilab that implements several genetic algorithms [25].

A system identification consist of a structural identification of the equations in
the model and a parameter identification of the model’s parameters. About the fit-
ness function, the sum of squared error (SSE) is one of the most widely used pre-
diction error measure and was used to adjust the objective function in the GA [11,
16, 19].

SSE=Y"¢; (29)
i=1
Where € is the error term defined as € = y— ) and where y is the observed

value and Y is the predicted value.

The procedure of GA is to minimize the mean square error (29), between the
values obtained from the simulations in frequency with the FEM (23) and the val-
ues obtained from the equivalent circuit (18) for each geometry [4].

2

10 Ak Tk
Eobjective = Z Re J.A—;]dv _|:Ll (30)

k=0 |l|

LM
1+ (w0} )?

The same expression (30) is applied to the imaginary part of the induction. The
GA obtains an optimal for M, L, and .

9.8 Results

The optimal adjustment for the types of geometry studied and for the values of the
evolutionary operators of selection, crossover and mutation with optimal setting,
are shown in Table 9.1. The settings are the same for all geometries.

Table 9.1 Optimal results of the adjustment by GA for all geometries.

Type 0 Type 1 Type 2 Type 3 Type 4
t[s] |0.1635770 | 0.0703136 [0.0619364 | 0.2384990 | 0.0944839
M[H] | 0.313115 | 0.164614 | 0.140215 | 0.139849 | 0.164065
L,[H] 0.01556420 |0.00682070 |0.00938430 |0.00677501 |0.00888070

These settings are based on a binary-to-decimal genome with a 16 bits resolu-
tion, a population size = 50, a number of generations = 200, a probability of muta-
tion = 0.01 and a probability of crossover = 0.6.

The figures 9.9, 9.10 and 9.11, show an example represented from the settings
for the geometry type 1, which has provided values for 7 = 0.0703136 [s], M =
0.164614 [H], L, = 0.00682070 [H] as an adjustment solution in the GA. These
values are determined by the adjustment between the FEM simulations and the
analytical results.
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The objective function was raised and adjusted as a multi-objective function
with two fitness functions, the real part and the imaginary part of the inductance.
The results obtained by the GA have determined that the fitness functions are not
contradictory. Therefore, there is not a front of solutions at the Pareto diagram, it
collapses to a point.

0-348 ‘ F.EM. Simulation  »
Analytical Results from Parametric Model
0.261
=
— 0174
L)
o
0.087
O | 1

0 2 4 6 8 10
Frecuency [Hz]

Fig. 9.9 Real part adjustment of the induction by GA.

F.E.M. Simulation »
Analytical Results from Parametric Model

0 2 4 6 8 10
Frecuency [Hz]

Fig. 9.10 Imaginary part adjustment of the induction by GA.

Fig. 9.9 and Fig. 9.10 show the adjustment determined by the GA of the real
and imaginary parts of the inductance L [H], for the geometry type 1. The adjust-
ment of the model has been determined with respect to the circuital model simu-
lated by FEM continuous model, varying the slip frequency from O to 10 Hz. The
values that enable this setting are listed in Table 9.1 together with the values ad-
justed to other geometries.
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Fig. 9.11 Validation of the electromagnetic torque from parametric model and Maxwell
stress tensor.

As a validation procedure we have represented in Fig. 9.11 the electromagnetic
torque for the geometry type 1, and the adjustment show the reliability of the
method. The FEM simulation gives the electromagnetic torque from the Maxwell
stress tensor, and it is validated with the electromagnetic torque from the paramet-
ric model (22).
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= ol |
<
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et ; relnl el T
Im|A| [Wh/m] e
-0.0004 . ‘ \ ‘
0 10 20 30 40 50 50

Air Gap Lenght [mm]
Fig. 9.12 Module of the magnetic vector potential and its components complex.
Figure 9.12 shows the module of the magnetic vector potential, with the real

part and imaginary part of it. This representation is shown along the air gap in the
first quadrant. The air gap length is 65 mm.
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Fig. 9.13 Module of the magnetic induction.

Figure 9.13 shows the module of the magnetic induction along the air gap of
the first quadrant. These values are necessary to obtain the electromagnetic torque
from the Maxwell stress tensor. The relationship between Fig. 9.12 and Fig. 9.13

is given by (18).
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Fig. 9.14 Torque-velocity curves representations for all geometries types.

As part of the results, a representation of the characteristic curves of torque-
speed and the intensity of a phase, are shown in Fig. 9.14 and Fig. 9.15 respec-
tively, for all the geometries of the rotor bars that have been studied.
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Fig. 9.15 Intensity of a phase, for all geometries types.

9.9 Conclusions

A steady-state equivalent circuit model for an electrical phase has been created.

The parameters have been identified from the inductance values, for their
accuracy.

The identification method is a frequency analysis of the FEM and of the circuit
model.

The parametric model of the five rotor geometries have been adjusted with the
FEM continuous model.

The adjustment of the circuit model parameters of a three-phase induction machine
with the continuous model FEM, has been obtained with GA for all geometries.

As genetic algorithms, the evolutionary algorithms have been used for the
optimization, because they are robust and accurate.

The evolutionary algorithms toolbox libraries made to Scilab, have been used
for its versatility, its easy procedure to implement the objective function and be-
cause we have obtained the correct solution to the problem.

The problem was studied for two objectives, but the results indicate that the
problem can be reduced to a mono objective.

All this work has been done with open source software under Linux.
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Abstract. Motivated by the slow learning properties of Multi-Layer Perceptrons
(MLP) which utilize computationally intensive training algorithms, such as the
backpropagation learning algorithm, and can get trapped in local minima, this work
deals with ridge Polynomial Neural Networks (RPNN), which maintain fast learn-
ing properties and powerful mapping capabilities of single layer High Order Neural
Networks (HONN). The RPNN is constructed from a number of increasing orders
of Pi-Sigma units, which are used to solving inverse problems in electromagnetic
Non-Destructive Evaluation (NDE). The mentioned inverse problems were solved
using Artificial Neural Network (ANN) for building polynomial functions to ap-
proximate the correlation between searched parameters and field distribution over
the surface. The inversion methodology combines the RPNN network and the Fi-
nite Element Method (FEM). The RPNN are used as inverse models. FEM allows
the generation of the data sets required by the RPNN parameter adjustment. A data
set is constituted of input (normalized impedance, frequency) and output (lift-off
and conductivity) pairs. In particular, this paper investigates a method for meas-
urement the lift-off and the electrical conductivity of conductive workpiece. The
results show the applicability of RPNN to solve non-destructive eddy current prob-
lems instead of using traditional iterative inversion methods which can be very
time-consuming. RPNN results clearly demonstrate that the network generate
higher profit returns with fast convergence on various noisy NDE signals.

10.1 Introduction

Electromagnetic Non-Destructive Evaluations (NDE) methods consist in applying
excitation field through the surface of the device under control, and observe the

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 185
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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changes in corresponding field characteristics over the same surface. The changes
depend on excitation conditions, materials properties, geometrical dimensions of
the tested devices, and on the physical characteristics of the existing defects. Iden-
tification of searched parameter during the inspection is achieved by processing
the information about field distribution. The development of electromagnetic NDE
shows that they generalize forward and inverse problem solutions in the investi-
gated engineering structure.

There are two approaches for the electromagnetic NDE inverse problem solu-
tion. The first one is based on the use of global optimization methods, and the sec-
ond on the use of polynomial functions to determine correlation between searched
parameters and field characteristics over the observed surface.

The application of global optimization methods assumes construction of an it-
erative procedure that uses the forward problem solution technique. The polyno-
mial functions approach uses forward problem solution technique as well. The
field distribution data of different but known values of model parameters are used
to construct the desired functions. There are different methods for this construc-
tion, but usually it is done with the help of Artificial Neural Network (ANN).

The highly popularized Multi-Layer Perceptrons (MLP) models have been suc-
cessfully applied in electromagnetic NDE [1] [2]. However, MLP utilize computa-
tionally intensive training algorithms such as the error back-propagation [3] and
can get stuck in local minima. In addition, these networks have problems in deal-
ing with large amounts of training data, while demonstrating poor interpolation
properties, when using reduced training sets. High Order Neural Networks
(HONN) are type of feedforward Neural Networks (NN) which have the ability to
transform the nonlinear input space into higher dimensional space where linear
separability is possible [4]. In contrast to HONN, ordinary feedforward networks
cannot elude the problem of slow learning, especially when they are used to solve
complex nonlinear problems [5]. On the other hand, high order terms or product
units in HONN can increase the information capacity of NN. The representational
power of high order terms can help solving complex problems with construction
of significantly smaller network while maintaining fast learning capabilities [6].
HONN are simple in their architectures and require fewer numbers of weights to
learn the underlying equation [6]. This potentially reduces the number of required
training parameters. As a result, they can learn faster since each iteration of the
training procedure takes less time. This makes them suitable for complex problem
solving. However, they suffer from the combinatorial explosion of the higher-
order terms and demonstrate slow learning, when the order of the network be-
comes excessively high.

In this paper, Ridge Polynomial Neural Networks (RPNN) are proposed to
evaluate lift-off and electrical conductivity in conductive workpiece from the im-
pedance measurements. The Finite Element Method (FEM) provides the data set
required for the training of RPNN. A data set is constituted of input (normalized
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impedance, frequency) and output (4,0) pairs. The results suggest that the lift-off
and electrical conductivity of conductive workpiece can be measured with an ex-
cellent accuracy.

10.2 Higher Order Neural Network

10.2.1 Pi-Sigma Neural Network

The Pi-Sigma Neural Network (PSNN) was introduced by Shin and Ghosh [7]. It
is a feedforward network with a single hidden layer and product units at the output
layer [8]. The PSNN uses the product of the sums of the input components, instead
of the sum of products as in functional link neural networks (FLNN) [7]. In con-
trast to FLNNs, the number of free parameters in the PSNN increases linearly with
the order of the network. The reduction in the number of weights, as compared to
FLNNSs, allows the PSNN to enjoy faster training. Ghosh and Shin [8] showed that
the PSNN requires fewer numbers of adjustable weights for the same order and
the same number of inputs and outputs, when compared to the FLNN. The struc-
ture of the PSNN avoids the problem of the combinatorial explosion of the higher
order terms. The PSNN is able to learn in a stable manner even with fairly large
learning rates [9]. In addition, the use of linear summing units makes the conver-
gence analysis of the learning rules for PSNNs more accurate and tractable.

Shin and Ghosh [9] investigated the applicability of PSNN for shift, scale and
rotation invariant pattern recognition. Results for function approximation and clas-
sification were encouraging, when compared to backpropagation networks for
achieving similar performance. Ghosh and Shin [7] argued that the PSNN requires
less memory, and at least two orders of magnitude less number of computations,
when compared to MLPs for similar performance levels, and over a broad class of
problems. Fig. 10.1 shows a PSNN, whose output is determined according to the
following equations

N
Y A
hj—wjx—Zijxk+woj (1
k=1

k
v=o|[# 2)
j=1

where wy; is the adjustable weight, x; is the input vector, K is the number of summing
unit, N is number of input nodes, and ¢'is a suitable nonlinear transfer function. PSNN
demonstrated competent ability to solve scientific and engineering problems de-
spite not being universal approximators [7], [9].
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Fig. 10.2 Ridge polynomial neural network
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10.2.2 Ridge Polynomial Neural Network

The RPNN was introduced by Shin and Ghosh [9]. The network is constructed by
adding gradually more complex PSNNs, denoted by P,(x) in equation (3). RPNNs
can approximate any multivariate continuous function defined on a compact set in
multidimensional input space, with arbitrary degree of accuracy. Similar to the
PSNN, the RPNN has only a single layer of adaptive weights as shown in
Fig. 10.2, and hence the network preserves all the advantages of PSNN.

Any multivariate polynomial can be represented in the form of a ridge polyno-
mial and realized by the RPNN [9], whose output is determined according to the

following equations:
N
y za{ZP,-(x)J 3)
i=l

R(x):ﬁ(<wj,x>+wj0),i:l,...,N. @
j=1

where (W, X) is the inner product between the trainable weights matrix W, and
the input vector X, W), are the biases of the summing units in the corresponding
PSNN units, N is the number of PSNN units used (or alternatively, the order of the
RPNN), and o denotes a suitable nonlinear transfer function, typically the sigmoid
transfer function.

The RPNN provides a natural mechanism for incremental network growth, by
which the number of free parameters is gradually increased with the addition of
Pi-Sigma units of higher orders. The structure of the RPNN is highly regular, in
the sense that Pi-Sigma units are added incrementally until an appropriate order of
the network or a predefined error level criterion is achieved.

Shin and Ghosh [9] tested the RPNN in a surface fitting problem, the classifica-
tion of high dimensional data, and the realization of a multivariate polynomial
function. They highlighted the capabilities of the RPNN in comparison to MLP,
cascade correlation, and optimal brain damage. Results showed that an RPNN
trained with the constructive learning algorithm provided smooth and steady learn-
ing and used much less computations and memory, in terms of the number of units
and weights.

10.3 Forward Problem Definition

The FEM is used as a forward problem solver to collect information for field dis-
tribution in the region under investigation. This region contains an eddy current
probe with a cylindrical E-shaped ferrite-cored, disposed over a conductive
specimen. The probe consists of a coil placed inside an E-shaped ferrite-cored (4,
= 2200) which is placed over a conductive workpiece as is depicted in Fig. 10.3
which is operating in the harmonic regime at frequency depending on the problem
(typically between a few Hz to a few MHz). The aim of the ferrite core is to focus
the magnetic fields into the workpiece, to increase the probe sensitivity to the
physical and geometrical properties of the workpiece.
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The modelling of this configuration is done by using the FEM in order to gen-
erate the data sets required by the RPNN.

A
Ferrite D
core
|
E
B f
C
H;»l
\ G

Fig. 10.3 Probe constituted by a coil placed inside an E-shaped core
The probe dimensions are given in Table 10.1. The interaction between elec-

tromagnetic field, excited from the probe, and the specimen is analyzed numeri-
cally in 2D.

Table 10.1 Coil and E-shaped ferrite-cored dimensions.

Coil (mm) E shaped core (mm)
External diameter: 7.60 D: 3.10
Internal diameter: 14.20 F:7.48

Height: 3.24 G: 14.98

Number of turns 2450 A: 18.00

Lift-off : 0.36 B:5.30
C: 3.60
E: 0

During the analysis all used materials are accepted to be linear and homogene-
ous. Electromagnetic field is excited by the coil, supplied by a voltage source of
0.1 V. The resulting magnetic field distribution is governed by partial differential
equation (5).

rot (l rot (A)j +o (a—A+ grad (V )j =0 )

Y7, ot

where 4 is the magnetic permeability, O the electric conductivity and V the sca-

lar potential.

The numerical solution of equation (5) was performed at zero value boundary
conditions using FEM and commercial software package COMSOL 3.2. Thanks to
the symmetry of the system, only a half sector of the geometry is meshed
(Fig. 10.4). Fig. 10.5 shows distribution of potential vector magnetic A.
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Fig. 10.4 View of the meshed measurement cell  Fig. 10.5 Distribution of vector magnetic A

10.4 Implementation of RPNN for Solving the Inverse Problem

The NN approach for the described inverse problem solution requires input and
target data sets for the training. The input data set is collected either by data acqui-
sition system during physical experiments or by numerical simulations. In the ex-
amined problem, this set was formed with the variation of probe impedance above
the workpiece, with frequency. This is usually considered via impedance informa-
tion for probe coil. The target data set contains data for workpiece parameters.

During the training process, the values of the weights and the biases of RPNN
are determined. Despite of the large number of neurons, RPNN network is trained
very quickly.

For the purpose of the described inverse problem solution, two RPNN are used,
one to compute the conductivity (RPNN1), and the other for the lift-off (RPNN2).
They use identical input data set with information for probe normalized imped-
ance diagram values at two different frequencies values (1 khz and 150 khz). This
information was prepared using results from numerically simulated experiments.
Both networks are with approximately four inputs and a single output. They differ
in neurons parameters and the used target data sets. The first target data set con-
tains information for lift-off 4 and the second one was with information for work-
pieces conductivity o.

The estimation of the two quantities 7 and o requires to follows tree steps
(Figure 10.5):

1) Generation of the samples of the data sets (training, validation and test sets)
and pre-processing of them (centring and normalisation).

2) Training, validation and test of the RPNN models.

3) Utilisation of the designed RPNN for non-destructive eddy current data
inversion.
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Fig. 10.5 Conductive workpieces parameter extracting procedure

10.5 Results

The physical experiment was simulated numerically using FEM. The described
forward problem was solved at different values of lift-off and conductivity pa-
rameters, and the obtained resistance and reluctance values were used to recon-
struct the impedances. In this work the specimen’s parameters are provided by
Goodfellow SARL.

Fig. 10.6 and 10.7 show respectively the influence of lift-off parameter on the
resistance and reactance variation at fixed conductivity of the workpiece, and
Fig. 10.8 and 10.9 represent the influence of the workpiece conductivity if the lift-
off did not change.

R (Ohm)

Fréquence (Hz) 4

Fig. 10.6 Resistance deviation for three values of lift-off (conductivity = 3.7453 107 S/m)



Ridge Polynomial Neural Network for Non-destructive Eddy Current Evaluation

Xn (Ohm)

L oo

Y | SRR ELELETRERES T P Hercennmrene s

i Zn 000301

__________________________ [ —

1 Zn 000301

0 3 6 9 12 15

Fréquence (Hz) = 104

193

Fig. 10.7 Reactance deviation for three values of lift-off (conductivity = 3.7453 107 S/m)

4.5

]
w

Ron { Gl

Fig. 10.8 Resistance deviation for three values of conductivity (lift-off = 0.036 mm)

1

Fig. 10.9 Reactance deviation for three values of conductivity (lift-off = 0.036 mm)

35|enes V- i — 1.6779¢+007 S/m ||

3 P i : —v— & = 50172007 S/m ||

(=]

in

% 10

Cu 000700

—8— & = 37453007 5/m

Fréquence (Hz)

_________ S T T
; —o— O = 1.6779e+007 S/m
: —8— 0 =13.7453e+007 8'm
: —=— @ = 50172e+007 S/'m
: Zn 000301
A s Al 000620} |
Cu 000700 i
i i i i r
0 3 6 9 12 15
Fréquence (Hz) x 1[]4



194 T. Hacib et al.

The training process of the RPNN requires two data sets. The input data set
contains information for the impedance. The target data set contains information
about workpiece parameters. Both data sets were prepared numerically as it was
described above. The information in the data sets corresponds to the results from
ideal physical experiment. The network is trained with 300 learning examples.

To facilitate the identification of workpiece parameters, two RPNN were pre-
pared, one for lift-off and another for conductivity identification. Both networks
were trained with identical input data but with different target data sets. Then the
RPNN is trained with the Probabilistic learning rule method [7].

10.5.1 Training without Noise

Fig. 10.10 and 10.11 show the evolution of the networks mean square error (MSE)
during the learning process.
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Fig. 10.10 Performance of the RPNN1 during a training session
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Fig. 10.11 Performance of the RPNN2 during a training session
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These results are obtained where the input signals of the test data set have been
corrupted with additive white Gaussian noise. The noise level is described by sig-
nal to noise ratio (SNR), which is defined as

SNR =10 Log (P, / 2) ©)

where P, and o are signal power and noise power, respectively.

After RPNN training and respective validations, new parameters were simu-
lated by the FEM, for posteriori identification by the network. The expected and
obtained values together with the relative accuracy are shown in Table 10.2. In
this work the specimen’s parameters are provided by Goodfellow SARL.

Table 10.2 Actual values of the parameters and those obtained by RPNN

Electrical Conductivity [S/m] Lift-off [mm]
Material Reference expected RPNN1 1t[%] expected RPNN2 7 [%]
Aluminium  A1000620  3.7453 x 107 :ixb77405x 0.1281 0.025  0.02491 0.3600
Zinc Zn000312  1.6779 x 107 1667765 X 0.0834 0036 0.03698 2.7222
. , 1.5618 x
Laiton Cu020450  15625% 107 | 0.0448 0.050  0.04975 0.5000

As we can see, the results obtained by the RPNN agree very well with the ex-
pected ones. Fig. 10.12 shows the evolution of relative errors, depending on the signal
to noise ratio, obtained with RPNN. The RPNN show good results in simulations.

Relative error (%)

0 4 8 12 16 20 24
SNR (dB)

Fig. 10.12 Relative errors obtained for estimating oand &
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To illustrate the generalization capability of the two models, the plots of the
predicted values against the desired one are shown for the test set in Fig. 10.13.

idinmted lilo!

[] ’ 3 3 i 45

Deswed bft-off

2 3
Dresed conductnaty 210 ESln

Fig. 10.13 Comparison between the conductivity and lift-off provided by the RPNNand the
conductivity and lift-off contained in the test set (with 22 dB noise)

The more the points are concentrated around the diagonal line, the better the
prediction of the model. The results show that most of the points locate on the di-
agonal line, which means the RPNN models can predict the values of lift-off and
electrical conductivity accurately.

10.5.2 Training with Noise

In this part, the input signals of the training data set have been corrupted with ad-
ditive white Gaussian noise (Learning with 22 dB noise on the input signal).
Fig. 10.14 and 10.15 show the evolution of the networks mean square error (MSE)
during the learning process.

0 25 75 100 125 150 175
Tterations

Fig. 10.14 Performance of the RPNN1 during a training session
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Fig. 10.15 Performance of the RPNN2 during a training session

Table 10.3 shows the expected and obtained values together with the relative ac-
curacy. As above, the specimen’s parameters are provided by Goodfellow SARL.

Table 10.3 Actual values of the parameters and those obtained by RPNN

Electrical Conductivity [S/m] Lift-off [mm]
Material  Reference expected RPNNI1 T[%] expected RPNN2 T [%]
Aluminium Al1000620 3.7453x 107 3.7399 x 10" 0.1441  0.025  0.02509  0.3600
Zinc Zn 000312 1.6779 x 107 1.6772x 10" 0.0417  0.036 0.03715  3.1944
Laiton Cu 020450 1.5625 x 107 1.5614 x 10" 0.0704  0.050 0.05278  5.5600

Relative error (%)

SNR (dB)

Fig. 10.16 Relative errors obtained for estimating o and & (Learning with noise)
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As we can see, the results obtained by the RPNN agree very well with the ex-
pected ones. Fig. 10.16 shows the evolution of relative errors, depending on the
signal to noise ratio, obtained with RPNN (Learning with 22 dB noise on the input
signal). The RPNN show good results in simulations.

Furthermore, to illustrate the generalization capability of the two models, the
plots of the predicted values against the desired one are shown for the test set in
Fig. 10.17 (with 22 dB noise).

-

Estimutod ennductivity
idinmted lilo!

Deszed conductivity

Fig. 10.17 Comparison between the conductivity and lift-off provided by the RPNNand the
conductivity and lift-off contained in the test set (with 22 dB noise)

The results show that most of the points distribute along the diagonal line,
which means the SVM models can predict the values of permittivity accurately.

These results show the applicability of RPNN to solve electromagnetic inverse
problems instead of using traditional iterative inversion methods which can be
very time-consuming.

10.6 Conclusion

This work presents an investigation of the use of RPNN for the inverse problem
solution in the field of electromagnetic NDE. The solution of the forward problem
was obtained using 2D FEM solver.

The results from numerical simulation of the experiment show that the correla-
tion between the impedance and workpiece parameters is non-linear. This allows
ANN to be used as a tool for inverse problem solution. The obtained two RPNN
were adjusted and tested with numerically computed data from the forward prob-
lem solution.

The proposed approach was found to be highly effective in identification of pa-
rameters through solving inverse problems in electromagnetic NDE.
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Abstract. A necessity of development of fundamentally new variants of uncon-
ventional embodiment devices in the modern conditions of progressive increase of
structural and functional variety of magnetic separators has been grounded. It has
been demonstrated that structural-systematic approach is a methodological basis
able to provide completeness of magnetic separator structures synthesis at the
stage of a search design and to make this synthesis directed. It has been proved
that homologous series law is an important methodological instrument of struc-
tural-systematic approach having a powerful heuristic potential and able to pro-
vide a directed new structures search and synthesis at an interspecific level.

11.1 Introduction

In modern conditions a tendency of progressive increase of structural and func-
tional variety of magnetic separators can be observed (Svoboda 1987, Unkelbach
1990, Zagirnyak 2008). This is caused by the necessity to create qualitatively new
devices able to provide reliable functioning and required characteristics of the sys-
tems in conformity with new operating conditions. In its turn, it stimulates the de-
velopment of principally new variants of unconventional embodiment magnetic
separators.

The problems of search and synthesis of principally new structural varieties of
magnetic separators refer to a complex class of indeterminated problems of search
design. The role of these problems in new devices design may come up to 80%.

Ambiguity inherent in search problems and fuzziness of source data result in
the fact that most of such problems are solved by means of approximate (heuristic)
methods. Results of search problems solution are of a random character and do not

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 20
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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guarantee obtaining optimal structural variants. Under these conditions search di-
rected to development of such methodological approaches to design which are
able to provide orientation and completeness of the synthesis of required magnetic
separator structures is topical.

During search design information about typical design solutions, published pat-
ents and the design object analogs, about computation methods and tests results, as
well as reference and catalog information, is extensively used. Usually such in-
formation is distributed among numerous information search system data bases.
Existing approaches to data bases organization are not notable for rigor, as practi-
cally always there are either unaccounted data or data allocated in several data
bases simultaneously (data redundancy). In this case search of the required data
involves considerable time expenditure. That is why practical realization of new
methods of magnetic separators design requires development of principally new
concept of search design procedures dataware. This concept is to guarantee com-
pleteness of information delivery with a possibility of its redundancy limitation.

11.2 Search Methodology Substantiation

To solve the above stated problems of search design it is proposed to apply meth-
odological instruments developed within a new scientific electromechanics trend
generalized by a concept of structural-systematic search. Structural-systematic
approach as an independent trend was formed after the discovery of genetic classi-
fication (GC) of primary field sources (PFS). Results of structural-systematic
analysis of GC periodical structure and invariant properties of PFS as integral
electromagnetic structures containing genetic information were the basis for de-
velopment of the theory of structural organization and genetic evolution of elec-
tromechanical systems (Shinkarenko 1996). Direct relation between fundamental
principles of preservation of electromagnetic symmetry and topology, genetic
code and the principle of PFS genetic information preservation, on the one part,
Species genetic nature and laws of micro- and macroevolution of real structural
classes of electromechanical energy converters (EMEC), on the other part, was
first scientifically substantiated within the new trend.

Genetic information presented by a universal PFS genetic code in GC structure
acts as a peculiar transfer function in the hierarchy of complicated genetic levels of
EMEC arbitrary Species structural organization. A genetic code structure consists
of two parts — alphabetic and numerical ones. An alphabetic part denotes a con-
tracted name of the corresponding sculpted surface geometric class to which PES in
GC structure belongs. The first big period is formed by six geometric classes
(Fig. 11.1): CL — cylindrical; CN — conic; PL — plane; SPH — spherical; TP — toroid
plane; TCL — toroid cylindrical field sources. A genetic code numerical part repre-
sents topologic features and kind of PFS electromagnetic symmetry, i.e. points
out presence or absence of PES surface edges (dissymetrizing factors): in the direc-
tion of field wave propagation (the first code figure) and in the perpendicular
direction (the second code figure). A genetic code numerical part may assume
the following numerical values: O — absolute electromagnetic symmetry
(dissymmetrizing factors or surface edges are absent); / — electromagnetic
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T A Populations

I,Genome
J (Generative

structures

Population generative
structure

Principle of genetic information preservation

Fig. 11.1 Genetic model of magnetic separators Species internal structure (7, - evolution time)

dissymmetry (partial dissymmetry due to presence of one surface edge); 2 — elec-
tromagnetic asymmetry (absence of symmetry due to presence of two surface
edges on the way of electromagnetic wave propagation). Field sources belong to
the class of orientable surfaces. Every PFS geometric surface may have two possi-
ble variants of field surface wave orientation: a longitudinal (x) and a transversal
(y) one which are represented in the code structure by a corresponding index.

According to the principle of genetic information preservation, basic Species
serve as system invariants in the increasing variety of EMEC functional classes.
Scientific substantiation of the Species category was preceded by the development
of genetic theory of speciation. The concepts of this theory formed the basis
of macro-genetic analysis and macro-evolutional synthesis of EMEC species
diversity.

A species presents a genetically isolated integral system with a typical inter-
species structure of genetically related populations (groups) of real and implicit
electromechanical objects. Genetic models (e.g. the one showed in Fig. 11.1) are
intended to describe internal, genetically conditioned Species structure. A genetic
model is informative and dynamic, as it models the process of complication of an
arbitrary Species structural organization levels in time. This process can be pre-
sented in the following form: “Primary field source (PFS)” — “Set of generative
electromagnetic structures (Species genome)” — “Populations” — “Species”. PFS
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Fig. 11.2 Relation of a genetic code and magnetic separator essential features and taxo-
nomic categories (taking a representative of cylindrical, longitudinally symmetric, y-
oriented species as an example)

GC periodic structure serves as source information when a genetic model is being
created (Shinkarenko, Zagirnyak, Shvedchikova 2009). Basic GC structural units
are a period and a group (by analogy with Chemical elements periodic table). GC
data domain (Fig. 11.1) can be regarded as an orthogonal matrix structure formed
by PFS four electromagnetic classes (groups) and six geometrical classes.

Determination of belonging of a real electromechanical object to a certain Spe-
cies is carried out by the procedure of identification (recognition) of the given ob-
ject genetic information, the formalized basis of which consists in the principle of
PFS genetic information preservation (Fig. 11.2).

A genetic code also points out that the object belongs to other superspecies sys-
tematic units, e.g., a Genus and a Subfamily. So, an electromagnetic pulley
(Fig. 11.2.), as a representative of CL 0.2y belongs to the Genus of cylindrical and
the Subfamily of magnetic rotational separators.

EMEC systematics is a logical consequence of development of electromechani-
cal systems speciation genetic theory based on GC periodical structure and genetic
information preservation principle. Systematics implies determination of electro-
mechanical objects diversity and their regulation by means of attribution to a defi-
nite systematic category. Availability of PFS genetic codes clear correlation with
major taxonomic features provides the possibility of creating genetic systematics
of both really-informative Species and potentially possible (implicit) Species
which are absent at the present moment of EMEC functional classes evolution.
The problem of determination and application of implicit Species innovation po-
tential presents the essence of systematics anticipation function.
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The problem posed in this chapter is to show practical expediency of applica-
tion of genetic systematics methods to solution of electromagnetic separators de-
sign search problems.

11.3 Determination of Electromagnetic Separators Species
Diversity

The problem of providing search design procedures dataware implies determination
of bounds, quantity and structure of complete Species composition of the device class
being researched. Availability of systemized information about species structure
makes it possible to determine accurate search limits and perform directed synthesis
of structural variants of magnetic separators having a given objective function.

Generality of PFS and corresponding species genetic information allows one to
determine species diversity of the retrieved class using the concept of generative
electromagnetic structures existence domain (Shinkarenko, Zagirnyak, Shved-
chikova 2009). A primary structure whose genetic information determines evolu-
tion of a certain group (population) of genetically related electromechanical
objects or the Species as a whole is called a generative electromagnetic structure.

To determine existence domain Qs of generative structures of open-type mag-
netic separators whose workspace with magnetic field is external in relation to the
pole system, it is necessary to point out their essential features, the totality of
which is generated by search objective function F:

FO:(pb P2 P3 p4)’

where p; is availability of magnetic field inductor; p, is availability of movable
secondary discrete structure (ferromagnetic working substances); p; is availability
of the necessary working zone area, i.e. big enough length and height of the work-
ing zone; p, is possibility of placement of a non-magnetic unloading screen pro-
viding rotary (a curved trajectory of ferromagnetic bodies travel in the working
zone) or forward (a straight trajectory of ferromagnetic bodies travel) motion, in
the space between the primary and secondary parts.

To solve the search problem correctly the following limits are imposed on
domain Qyys:

1. The search is performed within the first large GC period (P’ C < S,>, where
< Sp> is an ordered set of primary sources of electromagnetic field in GC peri-
odic structure).

2. The required structure of the considered class is limited by consideration of the
diversity of two subclasses Q- and Qusy, providing rotary and forward mo-
tions, correspondingly.

3. A generative structure of a random Species is presented as an electromechani-
cal pair created as a result of junction of solid-body primary and secondary
discrete structures. A generative structure allows of the possibility of spatial
combination with subsystems of another genetic nature (e.g. with non-magnetic
unloading screens), as well as the possibility of formation using a module
principle.
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4. At this stage of the problem solution the sources-isotopes determining the di-
versity of twin-Species and complicated variants of joint systems with multi-
element and hybrid structures are excluded from the consideration.

Taking into account the above said, existence domains of generative structures of
magnetic separators of rotary and forward motions, correspondingly, may be writ-
ten down in the following way:

0.0| TP0.06
Oumsr =10.2| TP0.26,CLO.26,CN0.26,CPH0.26,TCL0.2 6 , (1)
2.2\ TP2.26,CL2.26,CN2.26,CPH2.26,SPH2.206,TCL2.2¢

0.0| TP0.05
0 02| PLo.26 o
MSI ™12 0| PL2.06,TP2.06,CL2.06,CN2.06 ’

2.2| PL2.26,PL2.26,TP2.26,CL2.26,CN2.2

where TP 0.0y, ..., TCL 2.2y, TP 0.0x, ..., CN 2.2x — genetic codes of correspond-
ing basic level PFS. Electromagnetically asymmetric field sources (code numeri-
cal part 2.2) on spherical (SPH) and plane (PL) surfaces with transverse (y)
and longitudinal (x) field orientation are geometrically and electromagnetically
equivalent.

Let us determine correspondence between essential features of open-type mag-
netic separators and genetic information:

1. Electromechanical objects with transverse electromagnetic field wave orienta-
tion on cylindrical (CL), conic (CN), toroid plane (7P), toroid cylindrical (TCL)
and spherical (SPH) surfaces allow of the possibility of junction and function-
ing with non-magnetic unloading screens of rotary motion (with a curved tra-
jectory of ferromagnetic bodies travel in the working zone).

2. Electromechanical objects with longitudinal electromagnetic field wave orien-
tation on cylindrical (CL), conic (CN), toroid plane (TP) surfaces, as well as
electromechanical objects with transverse and longitudinal electromagnetic
field wave orientation on plane (PL) surfaces allow of the possibility of junc-
tion and functioning with non-magnetic loading screens of forward motion
(with a straight trajectory of ferromagnetic bodies travel in the working zone).

Existence domain of magnetic separators generative structures includes only one
electromagnetically symmetrical field source (code numerical part 0.0), referring
to geometric class — toroid plane (7P) which completely meets the condition of
working zone openness (objective function p;). The active zone internal surface of
electromagnetically symmetrical classes: cylindrical (CL), conic (CN), toroid cy-
lindrical (TCL), spherical (SPH) and plane (PL), is closed, which is contrary to
search objective function p;. Electromechanical objects with longitudinal electro-
magnetic field wave orientation on toroid cylindrical (TCL) and spherical (SPH)
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surfaces are excluded from the consideration due to rather complicated character
of their surface, which hampers junction with nonmagnetic unloading screens (ob-
jective function py).

Thus, existence domain Qys, of generative structures of rotary motion magnetic
separators, as it is evident from expression (1), includes twelve basic level sources
put in order within three electromagnetic symmetry groups and five geometric
classes. According to expression (2), existence domain Qg of generative struc-
tures of forward motion magnetic separators includes eleven basic level sources
put in order within four symmetry groups and four geometric classes.

Availability of correspondence between generative field sources and system
Species category makes it possible to determine the species composition of the ba-
sic level of the functional class of rotary and forward motion magnetic separators:

TP \(TP 0.0y, TP 0.2y, TP 2.2y
CL CL 0.2y, CL 2.2y

{HS )15, }=| CN CN 0.2y, CN 2.2y , A3)
SPH SPH 0.2y, SPH 2.2xy
TCL TCL 0.2y, TCL 2.2y

TP\ TP 0.0x, TP 2.0x, TP2.2x

{HS }_ PL | PL0O.2y, PL 2.0x, PL 2.2xy @
MSFIT1 e CL 0.2x, CL 2.2x ’
CN CN 2.0x,CN 2.2x

where {HS MS,} and {HS MSf} are species composition of the basic level (in ge-

netic codes) of magnetic separators of rotary and forward motions, correspond-
ingly. Thus, species composition of rotary and forward motion separators is pre-
sented by 23 (12+11) basic level Species.

Analysis of structural diversity of open-type magnetic separators (Fig. 11.3.)
shows that all the known engineering solutions at the current evolution stage are
realized by structural specimens of only ten real-informative basic species (43.5%
of the potential of all the basic Species of the class). Generative structures of
really-informative species were determined according to the results of patent in-
formation retrieval (the period from 1930 till 2000). According to Fig. 11.3, five
really-informative Species (CL 0.2y, CL 2.2y, TP 0.2y, TP 0.0y, CN 2.2y) refer to
Subfamily of rotary motion magnetic separators and five (PL 2.2x, PL 2.2y, TP
2.0x, PL 0.2y, CN 2.0x) — to Subfamily of forward motion magnetic separators.
Species CL 2.2y, CL 0.2y, PL 2.2x(y) are dominant really-informative basic Spe-
cies for magnetic separators class.

Information about the number N of really-informative

really —inf ormative

Species and information about species diversity (number N ) of “ideal” class pro-
vides the possibility to determine innovation potential of the class representing the



208 V.F. Shinkarenko, M.V. Zagirnyak, and I.A. Shvedchikova

2%,
18%
5‘% i L

o3 o om g
A O B o = =
Yl L b e
W LA S LR A
LU S S R

R eally-itformative Species
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information about number N;,,.;;;; of implicit Species, i.e. about the class struc-

tural representatives which are absent at the present evolution stage (were not
found in the course of patent information retrieval)

Nimplicit =N- Nreally—inf ormative * (%)
For the devices class being researched the innovation potential is represented by

thirteen (N =23-10) implicit Species, which makes 56.5% of the total

species number. Thus, first of all, implicit species and not numerous really-
informative Species CN 2.0x, TP 2.0x, TP 0.0y (Fig. 11.3) are peculiar reference
points showing the direction of the search for new patentable engineering solutions.

At the present moment there are a number of patent pending engineering solu-
tions obtained with application of systematics anticipation function.

implicit

11.4 Systematics Rank Structure as the Basis for a New
Concept of Design Procedures Dataware

Availability of system information about Species number and genetic structure
makes it possible to determine the class major systematic units rank structure in
which the Species performs the function of the main systematic category for su-
perspecies level taxons: “Species” — “Genus” — “Subfamily” — “Family”
(Fig. 11.4.). Rank sequence of the major systematic units is universal for electro-
mechanical systems arbitrary functional classes, which provides methodological
unity and invariance of systematics structure.

Species structural diversity is determined by the totality of genetically related
species united by the common PFS spatial geometry. Historically formed classes
of rotary and forward motion separators have the status of a Subfamily as they
unite the corresponding separators Genus taxons according to the character of
their spatial motion. The analysis of magnetic separators systematics ranking
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Fig. 11.4 Rank structure of magnetic separators systematics

structure shows that structural diversity of rotary and forward motion magnetic
separators is presented by five and four Genera, correspondingly. The Subfamily
of rotary motion separators is determined by twelve basic Species with axisym-
metric magnetic field sources. Species diversity of the subfamily of forward mo-
tion separators is put in order by eleven Species with traveling magnetic field
sources.

Genetic systematics rank structure is the basis for development of new system
concept of search design dataware. This concept implies structured information
supply in the form of catalogs and electronic databases about both existing (really-
informative) and potentially possible (implicit) magnetic separators species.

A catalog of magnetic separators species has been developed within the adopted
concept. The catalog contains information about species genetic nature with indica-
tion of their complete names and genetic codes, as well as information about species
objects system properties genetically conditioned: the character of movable elements
motion, active zone geometry and topology (Table 11.1). Information about Species
genetic nature and their system specific features is invariable.

Systemized information from the catalog was used for development of elec-
tronic database “Systematics of magnetic separators family species” with descrip-
tion of both really-informative and implicit magnetic separators species in Russian
and English. In this case genetic systematics rank structure is a guarantor of in-
formation supply completeness and solves the problem of data redundancy.

The electronic database was developed in MySQL medium using PHP pro-
gramming language. MySQL and PHP systems are cross-platform and free, which
was the basic reason for their choice. MySQL system provides high-speed data
access, makes it possible to carry out storage, completion, regulation, retrieval and
data exchange functions most efficiently and also provides the possibility for sev-
eral users to work with the data in the network simultaneously.
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Table 11.1 Example of describing genetic features of electromagnetic separators Species
CL 0.2y in the catalog

CL 0.2y Magnetic separators
Cylindrical, longitudi- ~(MS) family
nally symmetrical, Subfamily of rotary
Basic Species y-oriented motion MS
The Cylindrical Genus

Active surface geometry — cylindrical;
Active surface topological features — unilateral active zone;
Character of nonmagnetic unloading screen motion — rotary;

Character of ferromagnetic bodies motion — curvilinear.

The proposed electronic database contains information from the catalog about
species genetic nature, system and additional information useful during search
design. System information is presented by the data about species status (really-
informative or implicit) and about their evolution level, about species generative
structures, fields of practical application and geography of the species objects
manufacturers. Additional information is presented by description of Species
structural representatives contained in patents.

The offered form of information supply in the mentioned electronic database
includes all the necessary information characterizing species of the Family of ro-
tary and forward motion magnetic separators. The database can be constantly aug-
mented with new information without disturbance of its structure.

Information about really-informative and implicit species of the Family of mag-
netic separators, which is included into the electronic database, may be used as in-
formational-innovation basis for magnetic separators search design.

11.5 Interspecific Synthesis of New Magnetic Separator
Structures Using the Law of Electromechanical Systems
Homologous Series

As stated above, genetic systematics possessing a prognostic function sets peculiar
guiding lines and magnetic separators new Species search and synthesis should be
performed in accordance with their direction. First of all, these guiding lines in-
clude implicit Species and, to a smaller extend, rare really-informative Species
(Fig. 11.5). The homologous series law (HSL) is an important methodological ge-
netic synthesis instrument having a powerful heuristic potential and able to pro-
vide a directed new structures search and synthesis at an interspecific level.

Homology is a close alliance (similarity) of objects according to particular
structural features conditioned by their electromagnetic symmetry group general-
ity. The HSL basis is formed by PFS GC. The essence of HSL consists in the fact
that features parallelism is typical of allied basic Species synthesized from the
sources of one topologically equivalent series.
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Fig. 11.5 Interconnection of two main directions of genetic electromechanics: genosys-
tematics and new structures genetic synthesis

The problem of directed search and synthesis of magnetic separator structures
using HSL implies acquisition of information about structural filling of homolo-
gous series of both existing and implicit magnetic separator Species structures.
Completeness of such series elements is provided by the principle of topological
invariance within an arbitrary GC group in accordance with the rules of informa-
tion transfer and corresponding methods of topological transformations.

Thus, HSL presents the basis for a fundamentally new approach to the methods
of search problems solution, which is grounded on the generation of homological
structures by topological transformations methods. By means of HSL, using
genosystematics prognostic function results, in particular, macrogenetic analysis
results, it is possible to realize a directed synthesis of Species composition of mag-
netic separators, information about which is inaccessible or unavailable at the pre-
sent moment of the class evolution.

Let us consider the basic structure-prototype S, of a magnetic separator for bulk
material separation (Fig.11. 6) (Nevzlin, Zagirnyak 1984), presented in the form of
an informational (the claim of the patent specification) and geometric (figures ex-
plaining the device operation) models, to be output information for the statement of
the problem of directed search and synthesis of magnetic separators new structures.

Analysis of genetic information of the device for bulk material magnetic sepa-
ration (Fig. 11.6) shows that the device of this type belongs to the subfamily of
translational motion magnetic separators, the Species of plain (PL) ones and is
characterized by electromagnetic asymmetry both in longitudinal (x) and in trans-
verse (y) directions of electromagnetic field wave propagation. The peculiarity of
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the structure-prototype consists in the presence of two electromagnetic systems
(magnetic field inductors) mounted above the transporting device astride its sym-
metry axis at an angle of a = 60-90° with the transporter basis (2 PL 2.2y).

To determine structures homologous series Species composition Q7 it is neces-
sary to single out structure-prototype S, essential features meeting the synthesis
objective function:

Fs = (psi, ps2 Ps3» Ps4)- (6)

Structure-prototype essential features determining invariant properties of homolo-
gous series structures include: pg; — presence of two magnetic field static inductors
which can be mounted above the transporter astride its symmetry axis; ps, — pos-
sibility of mounting a movable nonmagnetic unloading screen in the space
between the inductor and the transporting device; ps; — y-orientation of the field
traveling wave; pgy — field source electromagnetic asymmetry (electromagnetic
symmetry group 2.2).

To solve the synthesis problem correctly the following limitations L=f{/x) are
imposed on domain Q7:

1. Synthesis is performed within the GC first big period (P' C < Sy>, where <S,>
— electromagnetic field primary sources ordered set in GC periodic structure).

2. Electromagnetic systems with movable inductor and complicated variants of
combined systems containing multi-element and hybrid structures are excluded
from consideration at the present stage of synthesis problem solution.

Taking the above stated into account, the problem of directed search and synthe-
sis of magnetic separators new structural varieties can be formulated in the fol-
lowing way: to determine the domain of existence Qr according to known basic

Ll L L L AL L L L AN AL L L LLLLL L L L L

— e

brd | &

Fig. 11.6 Device for bulk materials magnetic separation (2 PL 2.2y): 1,2 — electromagnetic
systems; 3 — transporting device (a - angle of electromagnetic systems installation)
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structure (structure-prototype) S, belonging to basic Species PL2.2y with known
synthesis objective function Fg = (ps;, ps2, Ps3 » Ps4) and assigned limitations total-
ity L=f{x;, x,), and to synthesize a finite set of structures belonging to other Spe-
cies of homologous series 7' and meeting function F.

Domain Q7 of directed search and synthesis of homologous series structures
can be presented in the following form (Table 11.2).

Table 11.2 Domain Q7 of directed search and synthesis of homologous series structures

Domain Qr
Basic level generative Generative structures built on resources-isotopes.

structures

PL 2.2y PL 2.2y, PL 2.2y,
CL 2.2y CL 2.2y, CL 2.2y,
CN 2.2y CN 2.2y, CN 2.2y,
TP 2.2y TP 2.2x, TP 2.2y,
SPH 2.2y SPH 2.2y, SPH 2.2y,
CL 2.2y TCL 2.2x, TCL 2.2y,

It follows from Table 11.2 that to obtain an allied structures directed synthesis
domain it is necessary to single out the series whose structure is allied to the struc-
ture-prototype and which can meet synthesis objective function Fj, from the do-
main Q)¢ of magnetic separators class existence (see formulas (3) and (4)).

Obtained domain Q7 contains 18 generative structures (including six basic level
generative structures and 12 structures-isotopes). In the obtained directed synthe-
sis domain Q7 there is a structure of one symmetry group and six spatial forms.

Applying the information transfer method in relation to the assigned structure-
prototype, we get a Species composition of structures homologically similar to the
chosen structure-prototype and meeting the synthesis objective function F;. The
results of structures synthesis are presented in the form of an information database
(Table 11.3). The following designations are adopted in Table 11.3: 2PL 2.2y ...
2SPH 2.2y — basic level structures; 2 PL2.2y;  2CPH2.2y, — twin structures.

Table 11.3 Information database of homologous series 7 structures

Electromagnetic symmetry Structures geometric classes

group PL CL CN TP TCL CPH
2PL2.2y 2CL 2.2y 2CN 2.2y 2TP 2.2y 2TCL2.2y 2CPH2.2y

22 2PL2.2y; 2CL2.2y, 2CN2.2y; 2TP2.2y, 2TCL2.2y, 2CPH2.2y,

2PL2.2y, 2CL2.2y, 2CN2.2y, 2TP2.2y, 2CL2.2y, 2CPH2.2y,
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Analysis of the presented information (Table 11.3) shows that the homologous
series includes 18 structures, three, or 16.7% of which belong to really-
informative Species (in Table 11.3 the boxes with generative structures whose
novelty has been certified by inventions are marked with a color). 15 structures
(83.3%) define implicit (potentially possible) Species existence domain.

Graphics provide perfectly clear and concise presentation of information about
synthesized structures. In this case genetic particularities of the synthesis objects
comprise the core of their graphic interpretation. Visualization of synthesis results
for basic level homologous structures is given in Table 11.4.

Table 11.4 Visualization of genetic synthesis results (homologous series T)

Genetic  Synthesis results graphic Genetic  Synthesis results graphic
code interpretation code interpretation

2PL2.2y gj,’l % 2 TP 2.2y é %

= IEY,

2CL 22y » ‘ 2TCL22y _— T

2CN 22y D G 2 CPH 2.2y @ @

It should be mentioned that out of three structures belonging to really-
informative Species (Table 11.3) two structures (2CN2.2 u 2TP2.2y) were synthe-
sized using HSL. In this case structure 2CN2.2 refers to rare Species domain
(Fig. 11.7) (Shvedchikova, Sukharevskaya, Martinenko 2009), and structure
2TP2.2y was obtained from implicit Species domain (Fig. 11.8) (Shvedchikova,
Golubeva, Sukharevskaya 2009).

The main advantage of synthesized structure 2CN2.2y as compared to structure-
prototype (2PL 2.2y) lies in the fact that the continuity of the process of ferromag-
netic objects removal and subsequent unloading is provided in a new structure. In
this case, there is no necessity of periodic transference of electromagnetic systems
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Fig. 11.7 Device for bulk material magnetic separation (2 CN2.2y), synthesized using HSL:
1, 2— electromagnetic systems; 3 — transporting device (o — angle of electromagnetic sys-
tems installation)

Fig. 11.8 Device for bulk material magnetic separation (2 TP2.2y), synthesized using HSL:
1, 2— electromagnetic systems; 3, 4 — nonmagnetic unloading disks; 5 — transporting device;
6, 7 — rotators (o — angle of electromagnetic systems installation)

into unloading area and their disconnection from electric mains. Besides, electro-
magnetic systems conic form contributes to decrease of contamination of extracted
ferromagnetic inclusions with nonmagnetic material.

In its turn, synthesized structure 27P2.2y has certain advantages in comparison
to both structure-prototype (2PL2.2y) and homologically similar structure
2CN2.2y. In the device for bulk material magnetic separation (Fig. 11.8) electro-
magnetic systems 1 and 2 are made in the form of static half-disks under which ro-
tating nonmagnetic disks 3 and 4 are located; they provide the continuity of the
process of ferromagnetic objects removal and subsequent unloading. Angle o of
installation of magnetic systems 1 and 2 in relation to transporter 5 basis can be
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changed by means of rotators 6 and 7 depending on material natural slope angle
and assume an intermediate position in the range of 60-90°. Rotators 6 and 7 can
also be used to adjust distance between electromagnetic systems 1 and 2 and
transported material surface. Thus, the main advantage of structure 27P2.2y as
compared to previously synthesized and homologically similar structures (2PL
2.2y, 2CN 2.2y) consists in improvement of ferromagnetic inclusions extraction
conditions as the distance between the electromagnetic systems surfaces and the
surface of material transported by the conveyor is approximately equal when the
angle of material natural slope changes.

The reliability of the performed synthesis procedure is confirmed by compara-
tive analysis of patent retrieval data and synthesis results. Belonging of a number
of homologous series structures (Table 11.3) to really-informative Species as well
as the possibility of directed generation of new structures, in particular, structures
2CN2.2y, 2TP2.2y, whose novelty has been confirmed by patents, testify to the
adequacy of the performed synthesis procedure. In this case, meeting the follow-
ing condition can be considered the condition of genetic synthesis adequacy:

(2PL 2.2y, 2CN 2.2y, 2TP 2.2y) <O , (7

where 2PL 2.2y, 2CN 2.2y, 2TP 2.2y — subset of really-informative Species of
structures 7 homologous series.

11.6 Conclusion

Using genetic systematics results, a system concept of innovation dataware of
magnetic separators search design has been developed. It has been ascertained that
species diversity of the family of electromagnetic separators is determined by 23
basic level Species.

Quantitative and qualitative composition of magnetic separators implicit spe-
cies has been determined on the basis of application of genetic systematics antici-
pation function, which provided the possibility of carrying out a directed synthesis
of patentable engineering solutions and realizing innovational potential of mag-
netic separators class.

Applying the results of the research, a systemized catalog of magnetic separa-
tors Species diversity has been developed for the first time. It includes information
about both known and potentially possible species. Practical application of the
catalog and the electronic database made it possible to improve search procedures
efficiency significantly and thereby to decrease unavoidable time and resources
expenditure.

Presence of structural features parallelism in allied Species of EM systems and
existence of corresponding series of magnetic separators structural varieties, in-
variant to the operating principles and their structures complexity, provide the
possibility of realization of directed search and synthesis of new structures. Struc-
tures, synthesized as a result of research, are operable and recommended for in-
dustrial application.
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Abstract. This paper presents lightweight optimum design of electromagnet in
magnetic levitation system. This paper deals with the possibility of using the
response surface methodology (RSM) for optimization of an electromagnet with a
higher number of the design variables. 2D and 3D magnetostatic analysis of elec-
tromagnet is performed by using ANSYS. The most effective design variables
were extracted by pareto chart. The most desired set is determined and the influ-
ence of each design variables on the objective function can be obtained. This
paper procedure is validated by the comparison between experimental and calcula-
tion result.

12.1 Introduction

Electromagnetically levitated and guided systems are commonly used in the field
of people transport vehicles, tool machines and conveyor system because of its si-
lent and non-contacted motion [1]-[3]. Its main drawback is complexity and make-
up cost. So passive guidance controls are normally used in real implementation.
The Japanese HSST and the English BAMS (Birmingham Airport Maglev Sys-
tem) are well-known working transport system. In both magnetically levitated
trains, the guidance force needed to keep the vehicles on the track is obtained with
the levitation electromagnets, thanks to particular shapes of the rails and to a clev-
er placement of the electromagnets with respect to rails. The design of electro-
magnet is the most important in magnetic levitation system design. Electromagnet
is an essential factor, it is being charged considerable (10%) parts in whole
weight, which can largely affect influence the lightweight and stability of the
magnetic levitation system. Consequently it accomplished the optimum plan for

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 21 '
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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the lightweight of the magnetic electromagnet [4]-[7]. They desire to develop
magnetic levitation system for contactless delivery application in Fig. 12.1. At
first step, the design goal is to reduce the weight of electromagnet of magnetic
levitation system with constraint of normal force considering the initial model. At
second step, the most effective design variables and their levels should be deter-
mined and be arranged in a table of orthogonal array.

Frame Rail

Magnetic Levitation Unit
(LIM and Electromagnet)

Vehicle umt

(a) 3D modeling (b) Prototype

Fig. 12.1 Magnetic levitation system prototype for contactless delivery application

Generally Response Surface Methodology (RSM) is used with 2 or 3 design va-
riables, however we have 7 design variables using table of mixed orthogonal array
are utilized. For each design variable combination the response value is deter-
mined by 2D and 3D Finite Element Method (FEM). In this paper we use the re-
duced gradient algorithm, which can lead to the selection of the most desired set
of variables. Fig. 12.2 shows flow chart of RSM optimization procedure. Fig. 12.3
shows the application prototype model for applying the contactless delivery appli-
cation. The response is determined and we evaluate the influence of each design
variable on the objective function. Based on this method the weight of the opti-
mized electromagnet can be reduced by 11.412 % and normal force improved by
7.754 % of initially designed electromagnet.

I Optimization I
Select design
variable and level /
Table of Optimal g
orthogonal array oint ?

Yes

Collection of samples
by FEM

v i

Creation of response Define optimum
surface model design points

Fig. 12.2 Flow chart of optimization Fig. 12.3 Application prototype

Optimization execution |
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12.2 Passive Guidance Control and Optimization of
Electromagnet

Let’s assume that the guidance forces are generated by closed-loop control of levi-
tation electromagnets. The lateral response of the electromagnet due to the airgap
control is a force increasing with the lateral offset X. This force is almost a linear
function of lateral offset of the electromagnets. Then we can imagine that the elec-
tromagnet will move laterally as a mass bound by a spring. As we know, a spring
working on a mass is a mechanical resonant system, whose resonance frequency is
given by:

1 [k

guide

fresommce 2” M (1)
where the M is the sum of the masses of the electromagnet and of part of the car-
ried vehicle. We can easily imagine that any external action will cause a non-
damped oscillating response of the lateral position. The value of Kgiqe can be de-
signed to keep disturbance not to make excessive displacement. An example of
design problem is shown in Fig. 12.4.

—a—K_, = 10000 (Nim)
0.04 —e— K, = 50000 (Nim) |
o~ —o—K__=100000 (N/m)
E i
B i
it
o - |
F_disturbance Integrator  Integrator = N N
E i
00 05 10 15 20 25 30
Time (sec)
(a) Passive guidance model (b) Simulation result for disturbance of 100 N

Fig. 12.4 Lateral position model for electromagnets under constant levitation control

Total mass of 100 kg is assumed to be levitated by constant gap. And the sum
of lateral position stiffness of levitation magnets is thought as 10,000 N/m, 50,000
N/m and 100,000 N/m respectively. The lateral disturbance forces are assumed to
be constant value of 100 N for about 1 second. The simulation result shows that if
the lateral position stiffness remains higher than 50,000 N/m, the lateral position
deviation is smaller than 5 mm under constant 100 N disturbance. In the experi-
ment, total mass of 200 kg including 4 levitation electromagnets are levitated un-
der small deviation of electromagnet placement as shown in Fig. 12.5. So mass of
50 kg is levitated by one electromagnet respectively. In the experiment, levitation
magnets are controlled to keep constant gap length of 5 mm. Position disturbance
of 3.2 mm is applied at first and removed. The lateral response of the experiment
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is shown in Fig. 12.5 (b). We can infer that if two electromagnets are positioned
with small deviation from the original rail position, guidance forces generated
each electromagnet can be larger, but resultant force becomes smaller because of
differentially actuated scheme. So the position stiffness become smaller, the natu-
ral frequency becomes smaller and the lateral deviation becomes larger according
to deviation of magnets becomes larger. Therefore, no guidance model is better.

Response for lateral position disturbance

3 ‘707‘sp]it (O‘m.m)
‘ — e« — split (5 mm)

B =loc

IS
_—

Lateral deviation (mm)
[=3

]
s S S
-

Lateral vehicle devitation 00 05 1.0 15 20 25 30 35 40
Time (sec)
(a) Experimental model (b) Lateral position response (experiment)
Resultant stiffness of two splited magnet o Lateral force of two splited magnet
40000 200 =
. —=— split (0 mm) —=— split (0 mm)

. / \ —+— split (5 mm) —e— split (5 mm) ....::==
EE 0000 s | —a—sgplit (10 mm) 100 LL_—A—split (10 mm) L
& A% 3
@ / \ @
: ; N g
£ 20000 LS b =
@ ) ou’ g
£ . s
h=] R PPRIPY 3
g 10000 Tatl
& » VYOI FPTRIOTYS adug e

0 -2
-0.010 -0.005 0.000 0.005 0.010 ?8_010 -0.005 0.000

Lateral vehicle deviation (m)

0.005 0.010

Lateral vehicle deviation (m)

(c) Lateral position stiffness response

(simulation) (d) Lateral force response (simulation)

Fig. 12.5 Lateral position response of magnetically sprung mass under position disturbance

12.3 Optimum Design

Fig. 12.6 shows the electromagnet prototype of reference model which is analyzed.
The comparison of the static force obtained from FEM simulation and experimental
test is shown in Fig. 12.7. From the results, the use of FEM is validated as it can be
observed. Since the comparison of normal force by simulation and experiment test is
shown in Fig. 12.7 with good agreement. Selection of the design variables is very
important setup in optimization procedure. Seven dimensions are selected as
the design variables as shown in Fig. 12.8. The B-H characteristic of S20C,
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SM490A material is as shown in Fig. 12.9. Table 12.1 shows the design variables
and levels. Fig. 12.8 shows flux density vector in electromagnet of 2D and 3D

FEM.

Table 12.1 Design variable and level

Design variable

Vi dv, dvs dvy dvs dve dvy
Level
-1 16 45 16 40 7 16 144
0 20 50 20 45 11 20 180
24 55 24 50 15 24 216
Table 12.2 Table of mixed orthogonal array L 18(2'%37)
Normal Weight
Exp. dv; dvy dvs dvs dvs dve dv;
force (N) (kg)
1 16 45 16 40 7 16 144 382.1 8.706
2 16 50 20 45 11 20 180 473.67 12.153
3 16 55 24 50 15 24 216 564.15 16.366
4 20 45 16 45 11 24 216 682.56 15.433
5 20 50 20 50 15 16 144 450.22 10.979
6 20 55 24 40 7 20 180 570.56 13.699
7 24 45 20 40 15 20 216 7954 16.803
8 24 50 24 45 7 24 144 531.6 12.66
9 24 55 16 50 11 16 180 651.24 14.064
10 16 45 24 50 11 20 144 37941 10.277
11 16 50 16 40 15 24 180 473.76 12.094
12 16 55 20 45 7 16 216 568.3 13.874
13 20 45 20 50 7 24 180 570.38 13.637
14 20 50 24 40 11 16 216 682.15 15453
15 20 55 16 45 15 20 144 450.16 10.946
16 24 45 24 45 15 16 180 659.92 14.604
17 24 50 16 50 7 20 216 789.93 16.646
18 24 55 20 40 11 24 144 52887 124

Fig. 12.6 Prototype of electromagnet
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Fig. 12.7 Comparison of FEM and experiment (reference model)
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Fig. 12.8 Design variables and flux pattern Fig. 12.9 B-H Curve of used core material
(2D and 3D FEM)

12.4 Response Surface Methodology

Table 12.2 shows the table of mixed orthogonal array and simulation result by 2D
FEM. Table 12.2 represents the table of mixed orthogonal array, which is deter-
mined by considering the number of the design variables and each level of them.
After getting experimental data by FEM, the function to draw response surface is
extracted. In order to determine equations of the response surface for response
value (weight, normal force), several experimental designs have been developed to
establish the approximate equation using the smallest number of experiments. The
purpose of this paper is to minimize the objective function (Weight,,,,) with con-
straints of normal force (F,,ma)- The two fitted second order polynomial of objec-
tive functions for the seven design variables are as follows.

Fomat = 148.75426.1dv, = 2.41dv, —10.02dv; —32.18dv, —1.63dvs +35.16dv, +3.01dv, ?)

norma

—714E-2dv,> +1.3E-3dv,> +0.23dvs> +0.35dv,> +5.56E-2dvs* —0.9dvy” —3.72E-4dv,”

Weight, .y =8.765+0.212dv, —0.248dv, —0.154dv, —0.488dv, —0.113dvs +0.264dvg +0.065dv,
+1.84E-3dv,* + 2.8E-3dv,” +6.54E-3dvy” +5.95E-3dv,” +7.58E-3dvs* —4.05E-3dv;” +2.64E-6dv;>
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The adjusted coefficients of multiple determination Rzadj for normal force and
weight are weight total (99 %) and Fnormal (100 %). Normal force and weight of
experiment result according to change of the design variables are shown in
Table 12.2. As many parameters are defined as design variables, the large simula-
tion time is required due to a large number of the required experiments. Therefore,
it is necessary for significant parameters to investigate the influence on the design
result. The pareto chart of normal force and weight shows the magnitude and im-
portance of an effect. This chart displays the absolute value of the effects. The ge-
ometries of electromagnet can be defined by 7 parameters as shown in Table 12.1
and Fig. 12.8. The most effective design variables of normal force and weight are
dv;, dv; by pareto chart in Fig. 12.10. The values of ineffective design variables
are determined by RSM.

v dv,

dv dv,

dv,

0 _\'n (,ll.’l ‘JII) [é(‘l 1 _%l’l ]3'0 1 é 3 4
(a) Normal force response (b) Total weight response

Fig. 12.10 Pareto chart of the standardized effects (alpha=0.05) The reference line corre-
sponds to alpha=0.05 ; 95% confidence interval

v, v, v, vy s dvs vy
B [23.877] [7471757]””” [16]" [40] [7] [16] | [16%

: 637 (N)

Weight ;. I |
1123 (kg) D

16 20 24 45 50 55 16 20 24 40 45 50 7 11 15 16 20 24 144180 216

Fig. 12.11 Response optimization

Table 12.3 Optimum level and size

Design variable
Vi dV2 dV3 dV4 dV5 dV(, dV7
Level

Initial size 20 50 20 40 15 20 180
Optimum size 23.877 45 16 40 7 16 166.844
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In table 12.3 and 12.4, the optimal point is searched to find the point of less
than 11.412 % of the weight and greater than 7.754 % of the normal force of ini-
tially designed electromagnet in magnetic levitation system. The simulation result
of predicted optimum set is shown Table 12.4 with good agreement. Fig. 12.11
shows response optimization to find optimal solution according to response
curves. Slope of response function shows sensitivity of design variable in
Fig. 12.11. The optimum design procedure is introduced to design of electromag-
net in magnetic levitation system to reduce its weight and to improve normal force
of the initially designed electromagnet in magnetic levitation system with many
design variables. The most effective design variables were extracted by pareto
chart. The most desired set is determined and the influence of each design vari-
ables on the objective function can be obtained. Therefore, when this proposed
approach is applied, it can efficiency raise the precision of the optimization and
reduce the number of experiments in the optimization design.

Table 12.4 Comparison of initial and optimum model

Normal force

Model Weight (k;
ode eight (kg) N)

Initial 2D FEM 13.319 578.5
3D FEM 13.319 573.48
Error(2D vs 3D) % 0 0.86
RSM(predicted) 123 637

Optimum FEM(verification) 11.799 611.7
Error(RSM vs FEM)
% -4.073 -3.972

0
Variation between initial and optimum FEM % -11.412 7.754
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Abstract. In general the optimal design of electrical machines is a constrained
maximization/minimization problem with a big number of optimization parameters
and variety of constraints. This makes it a difficult problem to solve for the determi-
nistic methods, but on the other hand quite an easy task for the stochastic methods,
especially for the Genetic Algorithms (GAs). When optimizing an electric motor,
there are multiple choices of the objective function available. The objective function
is the specific property of the machine to be optimized, for example efficiency,
torque, volume or cost. The application of the permanent magnet disc motor
(PMDM) is in electric vehicle and therefore there are several objectives that should
be tackled in the design procedure, such as an increased efficiency, reduced total
weight of the motor or increased power/weight ratio (specific power). In this work
an optimal design of a PMDM using specific power as objective function is per-
formed. In the design procedure performed on the PM disc motor, genetic algorithm,
as an optimization tool is used. Comparative analysis of the optimal motor solution
and its parameters in relation to the initial model is presented.

13.1 Introduction

In the process of optimizing an electric motor, there are multiple choices of the
objective function available. The objective function is the specific property of the
machine to be optimized, for example efficiency, torque, volume, cost, etc. Of
course a 'good' motor is desired, but what is a 'good' motor and what to do when
the different goals are contradicting? A good motor has low price, high torque
density and high torque quality, high efficiency, but unfortunately, these goals are
contradicting. One way to meet at least most of these goals is to perform a multi
objective optimization. But, with such an optimization there is always a problem
of defining the different objective functions and how to combine them into a

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 229
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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single composite objective function. The determination of a single objective is
possible with methods such as utility theory, weighted sum method, etc., but the
problem lies in the correct selection of the weights or utility functions to charac-
terize the decision-makers preferences. The second approach, which the authors of
this paper have adopted, is to define an objective function which will combine
some of the individual objective functions, others to be defined as variables and
some to be in relation with the previous ones. In such way the objective function
defined for the optimal design of the PMDM is the power/weight ratio or the spe-
cific power of the motor. The optimal design variables are some of the geometrical
dimensions, as well as the electromagnetic torque of the motor.

[E5]
Shaft H
StatorH H

Rotor

Fig. 13.1 PMDM direct wheel drive Fig. 13.2 PM disc motor test rig

13.2 Permanent Magnet Disc Motor Description

The optimized motor is a brushless three phase synchronous permanent magnet
disc motor, with rated torque 54 Nm and speed 750 rpm@50 Hz, fed by a pulse
width modulated (PWM) inverter and rechargeable batteries or fuel cell. The
PMDM is a double sided axial field motor with two laminated stators having 36
slots and a centered rotor with 8 skewed neodymium-iron-boron permanent mag-
nets with B,=1.17 T and H,=-883 kA/m. The graphical presentation of the proto-
type motor mounted on one wheel of the vehicle is given in Fig. 13.1; its real side
view test rig is shown in Fig. 13.2. In this solution the two stators are attached to
the chassis of the vehicle, where the rotor is fixed to the shaft of the wheel and
free to move in a vertical direction. The rotor of this machine has to be carefully
constructed so that it has adequate mechanical integrity and with the least possible
weight. The weight of the rotor in such a solution is increasing the unsprung mass
of the vehicle, but it is far less than the mass of the whole motor as in some other
suggested solutions. This axial type of motor topology beside this application can
be applied in many other applications [1-3] where high power density is needed
and installation space is the main constraint.

13.3 GA Optimization Method Description

Since John Holland [4] presented the GA as a computer algorithm, a wide range of
applications of GA has appeared in various scientific areas, and GA has been
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proved powerful enough to solve the complicated problems, especially the optimal
design problems. Genetic algorithms are evolutionary search algorithms based on
the mechanics of natural selection and natural genetics. They implement, in the
most simplistic way, the concept of survival of the fittest. The reproductive suc-
cess of a solution is directly tied to the fitness value it is assigned during evalua-
tion. In this stochastic process, the least-fit solution has a small chance at repro-
duction while the most-fit solution has a greater chance of reproduction. The
search starts from a randomly created population representing the chromosomes
and obtains optimum after a certain number of generations of genetic operations.
The optimisation is based on the survival of the string structures from one genera-
tion to the next, where a new improved generation is created by using the bits of
information-genes of the survivors of the previous generation.

The created optimal design program GA-ODEM (Genetic Algorithm for Opti-
mal Design of Electrical Machines) is using the Genetic Algorithm as an optimiza-
tion tool. The design variables are presented as vectors of floating-point numbers
[5]. The search starts from a randomly created population of strings representing
the chromosomes and obtains optimum after a certain number of generations by
applying genetic operations. The search can continue indefinitely. Therefore, a
stopping rule is necessary to tell the algorithm when it is time to stop. This is
achieved in many different ways and is also a user's and a problem dependent.
Some of the possible methods are to fix the number of generations and to use the
best individual of all generations as the optimum result; to fix the time elapsed and
to select the optimum similarly; or to let the entire population converge in to an
average fitness with some error margin. The stopping rule applied in this GA op-
timal design program is the number of generations. The parameters of the GA
shape the way the algorithm runs. They could be grouped in two groups such as:
primary and secondary parameters. There is one primary parameter:

» N the population size which is the number of chromosomes in the population;

and two secondary parameters that define the occurrence probabilities of the GA
operators:

»  p.crossover probability;
»  p, mutation probability.

The values that are assigned to all of them are user and problem dependent. In or-
der to make a proper selection of the p. and p,, value, a very complex and detailed
analysis of these parameters and their influence on the quality of the GA search,
has been performed [6]. The considered values of the GA parameters for this op-
timal design problem are: population size N=20, crossover probability p. =0.85,
mutation probability p,,=0.07 and number of generations G=15000.

The main genetic operators of the genetic algorithm in general are reproduc-
tion, crossover and mutation.

13.3.1 Reproduction

Working on the entire population, the reproduction operator creates a new genera-
tion from the old generation. Based on the fitness measure of an individual and the
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average fitness of the population, the reproduction operator, determines the num-
ber of copies that particular individual will have in the next generation. The under-
lying idea in designing the reproduction operator is to give the individual with
higher fitness a better chance to be represented in the next generation but leaving
the decision to a random variable. The reproduction procedure that is implemented
in the GA-ODEM programme is performed by a linear search through a roulette
wheel with slots weighted in proportion to string fitness values.

13.3.2 Crossover

A central feature of genetic algorithms that creates a new chromosome from two
“parents” is crossover. Corresponding to biological crossover, the software ver-
sion combines a pair of parents by randomly selecting a point at which pieces of
the parents’ vectors of numbers are swapped. Instead of using the simple cross-
over the swapping is done with the so called arithmetical crossover which is de-
fined as a linear combination of two vectors X; and X,, after which the resulting
offspring is

xp=c-x; +(=¢) X, ey

X‘2=C-X2+(1—(,‘)~Xl 2)

In the previous equations ¢ could be any number between 0 and 1 or it can be
taken as a fixed number; in this case it was adopted to be equal to 0.5. This type of
crossover is called uniform arithmetical crossover and with its usage it is guaran-
teed that the values of the new parents will always be in the domain.

13.3.3 Mutation

Another step in reproduction is mutation, which involves the random real number
generation of a selected variable in its upper and lower bound domain, of the new
population. The primary purpose of mutation is to introduce variation into a popu-
lation. This process is carried out randomly and it is done at a randomly selected
place.

Another procedure that is implemented in the optimal design programme is the
fitness scaling which improves the overall performance and leads towards better
reliability of the GA search.

13.3.4 Fitness Scaling

In proportional selection procedure, the selection probability of the chromosome is
proportional to its fitness. This simple scheme exhibits some undesirable proper-
ties. For example, in early generations, there is a tendency for a few super chro-
mosomes to determine the selection process; while in later generations, when the
population is largely converged, competition among chromosomes is less strong
and random search behaviour will emerge.
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Therefore a fitness scaling is proposed to mitigate these problems. Scaling
method maps raw objective function values to some positive real values, based on
which the survival probability for each chromosome is determined. By implement-
ing fitness scaling two things can be achieved:

» To maintain a reasonable differential between relative fitness ratings of
chromosomes,

» To prevent a very rapid domination by some super chromosomes in order to
meet the requirement to limit competition early on, but to simulate it later.

For most scaling methods, scaling parameters are problem-dependent. Since De
Jong’s works, scaling of objective function values has become a widely accepted
practise and several scaling mechanisms have been proposed. In general, the

scaled fitness f,; from the raw fitness f; for chromosome k can be expressed as
follows:

fr =h(f) 3)

where function 4 transforms the raw fitness into scaled fitness. The function 4 may
take different forms to yield different scaling methods, such as linear scaling,
sigma truncation, power law scaling, logarithmic scaling, and so on. These meth-
ods can be roughly classified into two categories:

» Static scaling
» Dynamic scaling

The mapping relation between the scaled fitness and raw fitness can be constant to
yield static scaling methods, or it can vary according to some factors to yield dy-
namic scaling methods. The dynamic scaling methods are further divided into two
cases:

» Scaling parameters are adaptively adjusted according to the scatter situation
of fitness values in each generation in order to keep constant selective pressure,

» Scaling parameters are dynamically changed along with the increase of the
number of generations in order to increase the selective pressure accordingly.

In a previous work of the authors [7] some of the above mentioned scaling meth-
ods were implemented in the GA optimal design programme GA-ODEM. A brief
description of the implemented fitness scaling methods in the following text is
presented.

13.3.4.1 Linear Scaling

Linear scaling (LS) adjusts the fitness values of all chromosomes such that the
best chromosome gets a fixed number of expected offspring and thus prevent it
from reproducing too many. The linear scaling method can be presented with the
following equation:

fr=a-fi+b (4)
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The coefficients a and b may be chosen in a numerous ways or can be defined as:

a_(C'l)favg b_favg(fmax'cfavg)
fmax 'favg fmax 'favg

where C is a constant that can be C=1.2-2.0 and the values f,,, and f,,, are the
maximum and average value of the fitness for each generation.

&)

13.3.4.2 Power Law Scaling

This method takes the form of an arbitrary power of the raw fitness as it presented
in the following equation:

fe= 1 ©)

In general the value of ¢ is problem-dependent. The gap of scaled fitness between
the best and the worst chromosomes increases with the value of . When « ap-
proaches to zero, the gap approaches also zero and sampling becomes random
search; when a>1, the gap is enlarged and sampling will be allocated to fitter
chromosomes.

Another possible definition of power law scaling is a combination of linear
scaling and power law scaling as it is presented in the following equation:

fr =(a- fi +b)* (7

13.3.4.3 Boltzmann Selection

Boltzmann selection (BS) is a misleading name for yet another scaling method for
proportional selection, using the following scaling function:

ok
fr=eT (8)

Selection pressure is low when the control parameter 7 is high.

In the previous authors’ work [7] the presented fitness scaling methods were
implemented and their influence on the GA performance analysed. From the per-
formed analysis it was concluded that the linear scaling is the best fitness scaling
method for the optimal design of the PMDM. Therefore in this work the linear
scaling is implemented in the GA-ODEM program.

Finlay to summarize, the main genetic operators of the GA-ODEM imple-
mented in the GA optimization program, which were previously presented, are
reproduction, crossover and mutation. The reproduction procedure that is imple-
mented in the optimization program is performed by a linear search through a rou-
lette wheel with slots weighted in proportion to string fitness values. The type of
crossover that is used is called uniform arithmetical crossover and with its usage it
is guaranteed that the values of the new parents will always be in the domain. An-
other step in reproduction is mutation, which involves the random real number
generation of a selected variable in its upper and lower bound domain, of the new
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Fig. 13.3 Main steps of the GA-ODEM program

Table 13.1 Optimisation Constraints

Description Parameters Value
Phase voltage Upn [V] 181
Number of phases Npn 3
PM residual flux density B, [T] 1.17
Number of permanent magnets N 8
Number of stator slots zZ 36
Stator back iron flux density Buwi [T] <1.7
Stator teeth flux density Bt [T] <1.7
Stator steel mass density Put [kg/m’] 7300
Permanent magnets mass density pru [kg/m’] 7400
Rotor steel mass density Prot [kg/m3] 7850
Copper mass density pca [kg/m’] 8930

population. The primary purpose of mutation is to introduce variation into a popu-
lation. This process is carried out randomly and it is done at a randomly selected
place. Another procedure that is implemented in the optimal design program is the
so called linear fitness scaling which improves the overall performance and leads
towards better reliability of the GA search. Linear scaling adjusts the fitness
values of all chromosomes such that the best chromosome gets a fixed number of
expected offspring and thus prevent it from reproducing too many. After the op-
erators perform their functions, the new generation is produced of members,
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which have gained new information through the exchange between pairs. The bet-
ter traits of the "parent” chromosomes are carried along to the future generations.
The optimal solution of the PMDM is selected as the best solution of the GA
search. A block diagram presentation of the GA-ODEM program for the optimal
design of the PM disc motor is presented in Fig. 13.3.

13.4 GA Optimal Design of Permanent Magnet Disc Motor

According to the design characteristics of PMDM, some of the parameters are
chosen to be constant and some variable, such as: inside radius of the stator cores
and PMs R;, outside radius of the stator cores and PMs R,, permanent magnet frac-
tion @,, permanent magnet axial length Z,,, air-gap g, single wire diameter d,,, sta-
tor sloth width b; and output torque 7. The specific power of the motor is taken to
be the objective function of the optimization:

T-w,

©)

specific power = P, =
mcy + MEe stator TMpM + MFe rot

where: @,-synchronous speed, m,-total weight of the stator copper windings, mg,
saror-total weight of the iron stator mpg, ,.-total weight of the iron rotor and mpy-
total weight of the permanent magnets.

Ro

Fig. 13.4 Side view and PMDM parameter presentation

The optimal design process is a maximization problem of the objective func-
tion. Some of the optimisation variables are presented in Fig. 13.4 and Fig. 13.5.
Based on some previous investigations it is decided the inside and outside radii of
both stators and rotor to be the same.

Some of the optimization constraints used in the optimal design of the PMDM
are of geometrical nature, and other are constraints concerning the motor perform-
ance and material characteristics, which are presented in Table 13.1.
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Fig. 13.5 Partial presentation of the PMDM and optimization parameters

Table 13.2 Upper and lower GA parameter optimization bounds

Parameters Lower bound Upper bound Prototype
R [m] 0.070 0.074 0.072
R, [m] 0.128 0.138 0.133
Om [/] 0.6 0.730 0.6646
Im [m] 0.009 0.0110 0.010
g [m] 0.0018 0.0022 0.002
dy [m] 0.0006 0.0014 0.001
by [m] 0.0070 0.0090 0.008

T [Nm] 44 64 54
Zinao . . . .
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Fig. 13.6 Specific power change during GA search during generations
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Fig. 13.7 Optimization parameters change during generations

Both types of constraints have been used to additionally reduce the number of
independent design variables. This is obtained by a steady-state analysis of the
motor that allows the main electrical, magnetic and mechanical quantities, includ-
ing the set of motor specifications, to be expressed as functions of its dimensions
and working conditions [8]. Some of the analytically calculated parameter values
are in good agreement with the measured ones, such as the back emf, which
proves that the mathematical model of the motor is quite realistic. In the mathe-
matical model of the motor for the optimal design the eddy currents have not been
taken into account. The stopping rule while the genetic algorithm works is se-
lected to be the number of generations.
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Fig. 13.8 Optimization parameters change during generations
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Fig. 13.9 Optimization parameters change during generations

The lower and upper bound as well as the optimization parameters values of the
optimization procedure, in relation to the prototype model, are presented in
Table 13.2. The comparative optimization parameters data of the initial and opti-
mized model are presented in Table 13.3.

The convergence of the specific power of the motor as an objective function
during the GA optimization search for 15000 generations is shown in Fig. 13.6.
The value change for each optimization parameter during the generations is pre-
sented in Fig. 13.7, Fig. 13.8 and Fig. 13.9.

Table 13.4 Initial motor and GA solution data comparison

Parameters Description Initial Motor GA Solution
MFestator (Kg) Total weight of the stator iron 12.687 10.565

mpym (kg) Total weight of the PM 3.714 1.427

Mg (kg) Total weight of the rotor iron 2.993 2714

mcy (kg) Total weight of the winding copper 4.702 4.854

Ln (A) Phase current 8.716 10.880

R (ohm) Phase resistance 1.513 1.562

Py (W) Ohmic losses 344.95 554.778

Pre (W) Iron losses 11.69 10.196

n ) Efficiency 0.833 0.826




240 G. Cvetkovski, L. Petkovska, and S. Gair
13.5 GA Optimal Design Results of PM Disc Motor

Some specific parameters values for the GA optimal solution and for the proto-
type model, for the comparison analysis, are shown in Table 13.4. These values
show evident improvement of the presented parameters and characteristics of the
optimized PMDM model in relation to the prototype. It is evident that the GA op-
timized solution in relation to the prototype has less total weight, and therefore
improved specific power, and a bit smaller efficiency, which is due to the in-
crease of the total ohmic power losses of the winding. The decrease of the PM
overall weight of the optimized model in relation to the prototype could lead to a
reduction of the prize of the motor. This improvement in the PM weight, as well
as the weight of the rotor iron could also lead to an improvement of the perform-
ance of the EV since the rotor is directly mounted on the shaft of the vehicle.

13.6 PM Disc Motor FEM Modeling and Magnetic Field
Analysis

In order to be able to get the necessary data for the PM disc motor, a calculation
of the magnetic field has to be performed. The 2D analysis is very suitable for
this type of geometry and has a lot of advantages over the 3D calculation, such
as lower memory storage and reduced time computation, which for one segment
is done in several minutes. The quasi-3D method [9, 10] which is adopted for
this analysis consists of a 2D FEM calculation of the magnetic field in a three
dimensional radial domain of the axial field motor. For this purpose, the two sta-
tors and one rotor of the disc motor in the radial direction are divided in five
segments. After the division a notional radial cut through the motor is per-
formed, as shown in Fig. 13.10. Then one quarter of the motor is opened out into
linear form, as presented in Fig. 13.11.

By using this linear quasi three-dimensional model of the disc motor, which is
divided into five segments, it is possible to model the skewing of the magnets and
also to simulate the vertical displacement and rotation of the rotor. Due to the
symmetry of the machine the calculation of the motor is performed only for one
quarter of the permanent magnet disc motor or for one pair of permanent mag-
nets. The boundary condition on the top and bottom of each segment is defined as
a Dirichlet’s condition, and on the left and right side of each segment as a mixed
boundary condition. The segments are not connected magnetically, but are elec-
trically connected via the current density defined for each slot separately.
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Fig. 13.10 Radial division of the motor into 5 segments

5. segment

4. segment

B 3. segment H

H 2. segment H

i STATOR 1. segment | H [

I
I
I
I
|

| STATOR

Fig. 13.11 Presentation of the 5 linear segments of the motor

After the proper modeling of the permanent magnet disc motor and the ade-
quate mesh size refinement, especially in the air gap a magnetic field calculation is
performed for each segment separately, for different current loads and different
rotor displacements [11]. As an example the magnetic field distribution of the mo-
tor at no load and one rotor position for the 3™ middle segment, for the initial mo-
tor and the GA solution, is presented in Fig. 13.12 and Fig. 13.13, respectively.
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Fig. 13.13 Magnetic field distribution for the GA solution at no load

Also a presentation of the magnetic field distribution at rated load for the 3™
middle segment, for the initial motor and the GA solution, is presented in
Fig. 13.14 and Fig. 13.15, respectively.

Fig. 13.14 Magnetic field distribution for the initial model at rated load
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Fig. 13.15. Magnetic field distribution for the GA solution at rated load

In the postprocessor mode of the program using the data from the magnetic
field calculation, the value of the air gap flux density and air gap flux in the mid-

dle of the air gap can be calculated by using equation (10) and equation (11) and
solving it numerically.

B=curl A (10)
<I>g=JB~S (11)
S

The value of the air gap flux density for the axial field permanent magnet syn-
chronous motor is calculated for different current loads and for all five segments.
Due to lack of space the distribution of the air gap flux density is only presented
for the middle segment of the permanent magnet disc motor models at no load and

at rated current load as shown in Fig. 13.16, Fig. 13.17, Fig. 13.18, and Fig. 13.19,
respectively.
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Fig. 13.16 Air gap flux density distribution at no load for the initial model
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Table 13.5 Initial and GA solution FEM data comparison

Parameters Initial model GA solution
Air gap flux O, (Wb) 0.00254 0.00234
Average air gap flux density B, (T) 0.533 0.491

From the presented values in Table 13.5 it is evident that there is a change in
the value of the air gap flux, air gap flux density of the GA solution in relation to
the prototype, as a result of the change of the dimensions of the stator and there-
fore the change in the magnetic field distribution. The value of the air gap flux
density under the PM for the GA solution is bigger than the value for the initial so-
lution, but the average value of the flux density for the GA solution is smaller than
the value of the initial solution due to the decrease of the PM’s overlap angle. That
is why the value of the air gap flux for the GA solution is smaller than the value
for the initial solution. The change in the values of the flux density in different
sections of the two stators also results in difference in the iron losses for the two
solutions, as it is shown in Table 13.5.

13.7 Conclusion

An optimization technique based on GAs has been developed and applied to the
design of a permanent magnet disc motor. A brief introduction of the genetic algo-
rithms and their structure, performance and operators is presented. According to
the results investigated above, it can be concluded that the GA is a very suitable
tool for design optimization of PMDM and electromagnetic devices in general. By
using GA the risk of trapping in a local maximum or minimum is reduced, espe-
cially by using some search improvements, which is very difficult to eliminate in
deterministic methods. The quality of the GA optimized model has been proved
through the data analysis of the prototype and optimized solution. This improve-
ment resulted in improvement of the specific power as well as an overall weight
reduction of the motor, which is very important for the improvement of the EV
performance. The decrease of the PM total weight of the optimized model in rela-
tion to the prototype also leads to a reduction of the motor total cost, as well as an
improvement of the electric vehicle overall performance. The reduction of the to-
tal weigh of the motor, as well as the increase of the torque leads toward increase
of the specific power that was the main objective of the optimization. At the end
the quality of the GA solution has been again proved by comparative analysis of
the two motor models using FEM as a performance analysis tool. The proper
modeling of the disc motor is presented and partial comparative results of the
magnetic field for no load and rated load is presented.

As a future work a proper electromagnetic and magneto-thermal analysis of the
two models is going to be performed in order to take into account all aspects of the
motor performance analysis.
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Abstract. An optimization based method for determining magnetically nonlinear
iron core characteristics of transformers is proposed. The method requires a mag-
netically nonlinear dynamic model of the transformer as well as voltages and cur-
rents measured during the switch-on of unloaded transformer. The magnetically
nonlinear iron core characteristic is in the model accounted for in the form of three
different approximation functions. Their parameters are determined by the stochas-
tic search algorithm called differential evolution. The optimization goal is to find
those values of approximation functions parameters where the root mean square
differences between measured and calculated currents are minimal. The impact of
individual approximation functions on calculated dynamic responses of the trans-
former are evaluated by the comparison of measured and calculated results.

14.1 Introduction

The dynamic models of transformers used for computation of power system tran-
sients are often completed by the magnetically nonlinear iron core characteristics
in order to achieve better agreement between the measured and calculated re-
sponses. The iron core characteristics are normally determined either experimen-
tally [1]-[3] or by the finite element (FE) computations [4], [5]. However, in the
cases when the characteristics can be determined neither experimentally due to the
limited access when the device is in operation, nor by the FE due to the missing
design data, the optimization methods can be applied.

Various experimental methods for determining magnetically nonlinear charac-
teristics of electromagnetic devices presented in [2] require voltage supply of a
specific waveform. However, tests with specific voltage waveforms cannot be
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S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 247
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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performed on all devices. Some power system devices are simply too important to
be disconnected just to perform tests needed to determine their magnetically
nonlinear characteristics. Thus, currents and voltages can be measured on the ter-
minals of such a device exclusively during normal operating conditions. These
currents and voltages can be applied, combining an optimization method together
with the magnetically nonlinear dynamic model of the tested device, to determine
an approximation of magnetically nonlinear iron core characteristic. Some of
appropriate approximation functions are presented in [6]-[9].

In this work, the magnetically nonlinear iron core characteristics are approxi-
mated by three functions. Their parameters are determined in the optimization
procedure using transformer’s dynamic model with approximated magnetically
nonlinear iron core characteristic, currents and voltages measured during the
switch-on of the transformer, and a stochastic search algorithm called Differential
Evolution (DE) [10]. The objective function is the root mean square difference be-
tween the measured and calculated current responses. It is minimized during the
optimization. In the case study, the impact of the three obtained approximation
functions on responses calculated by the transformer’s dynamic model with
included approximation functions is evaluated.

14.2 Dynamic Model of a Single-Phase Transformer

The dynamic model of a single phase transformer is given by Eq. (1) describing
the voltage balances in the primary winding and by Eq. (2) describing the voltage
balances in the secondary winding:

diy , 209 diy | 39 diy

w =i R +L L+ N2EZT o 1
Pl g 90 dr 206 ar M)
. di ¢ di ¢ di
=i, Ry +L o —2+NN, ——Ly N2 22 2
2RO gy 200 4t 00 dr @

where u,, u, and iy, i, are the primary and the secondary voltages and currents, R,
and R, are the primary and the secondary resistances, Ly, and Ly, are the primary
and the secondary leakage inductances, N; and N, are the number of the primary
and secondary turns, ¢ is the magnetic flux, while 8= (Nji;+ N,i,) is the magne-
tomotive force (mmf). The magnetically nonlinear behaviour of the tested trans-
former is accounted for by the characteristic ¢(d), more precisely by its partial
derivative d@/d6. This function is approximated by three different approximation
functions whose parameters are determined in the optimization procedure.

14.3 Approximation Functions

In order to be appropriate for inclusion into the dynamic mode given by Eq. (1)
and Eq. (2), the approximation function of magnetically nonlinear characteristic
@#(6) should be given in an analytic form, while its partial derivative d@d € should
be a continuous and monotonous function. Magnetically nonlinear behaviour of
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magnetic material is normally described by the flux density B versus magnetic
field strength H characteristic. However, if the mean length of magnetic paths in
the iron core [ and the cross-section of the iron core A are considered as constants,
the equivalent characteristic B(H), which in this case represents average magnetic
conditions in the entire iron core, can be transformed into the characteristic ¢(6)=
AB(IH) required in the dynamic model given by Eq. (1) and Eq. (2).

From many different approximation functions presented in [6]-[9] only three of
them are discussed in the following subsections. They are applied in the dynamic
model, given by Eq. (1) and Eq. (2), to take into account magnetically nonlinear
behaviour of the entire transformer. The approximation function parameters are
determined by the DE using dynamic model along with measured currents and
voltages. Thus, the equivalent characteristic B(H), obtained in this manner, repre-
sents magnetically nonlinear behaviour of the entire transformer, which in this
case justifies the use of relations given by Eq. (3):

% _Ao

=AB; 0=HI, =— . 3
¢ 06 | oH ©)
14.3.1 Simple Analytic Saturation Curve
A simple analytic approximation function is given by Eq. (4) [6]:
B(H) = uyH + 2J, arctg [—”w’_l)ﬂoH j “)
T 2J,

where f is the permeability of vacuum, g is the initial relative permeability,
while J; is the saturated magnetization. The approximation function parameters to
be determined by the DE are g and J,. Fig. 14.1 shows an example of analytic
saturation curve described by Eq. (4).

Initial slope
1,=500

5
H (A/m)

Fig. 14.1 Example of the analytic saturation curve
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The partial derivative of Eq. (4) needed in the dynamic model in the form of
Egs. (1), (2) is given by Eq. (5).

-1
g_IB;:ﬂ()JF (:llr ):ll() > (5)
1+(7r(/1,-1)/40HJ
2J,

14.3.2 Analytic Saturation Curve with Bend Adjustment

An analytic approximation function with bend adjustment is given by Eq. (6) [6]:

H, +1—\/(Ha +1)’ —4H,(1-a)

B(H) = ioH +J, o) (6)
-1
H, = tH u,] @)

s

where the approximation function parameters to be determined by the DE are the
saturated magnetization J;, the initial relative permeability 4 and the bend
adjustment coefficient ae [0,0.5]. The example curve is shown in Figure 14.2.

——ao0tH
---a=0.1 |4
- - a=05
0.3 < ———_ Initial slope 4
11,2500
o ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 1 2 3 4 5 6 7 8 9 10
H (A/m) x10
Fig. 14.2 Example of the analytic saturation curve with bend adjustment
The partial derivative of Eq. (6) is given by Eq. (8).
oB -1 H,+1)-2(1-a)
_=lu0+:u()(:ur ) 1— ( a ) (8)

oH 20=a) | J(H,+1) -4H,0-a)
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14.3.3 Approximation with Exponential Functions

The approximation function in the form of two exponential functions is given by
Eq. (9):

B(H)=Cy+Ce™" +C e )

where Cy, Cy, C,, Dy and D, are the approximation function parameters, which
have to the determined by the DE. The Partial derivative of Eq. (9) can be easily
calculated by Eq. (10).

s—g =C,D,e™" +C,D,e™" (10)

14.4 Determining Approximation Function Parameters by
Differential Evolution

When measured characteristic B(H) is available, the approximation function pa-
rameters can be determined by different methods, assuring the best possible
agreement between measured characteristic and its approximation. However, in
some cases magnetically nonlinear characteristic of the device is not available be-
cause it cannot be determined by the FE computation due to the missing design
data, while experimental methods cannot be applied due to the operating condi-
tions in the power system. In such cases the approximation function parameters
can be determined by the DE applying dynamic model along with the currents and
voltages measured on the device terminals during normal operating conditions.
One of the suitable operating conditions where the currents and voltages could be
measured is the switch-on of the unloaded transformer. On the one hand is this
normal operating condition while on the other hand the iron core normally be-
comes highly saturated during the switch-on. The effects of saturation are nor-
mally visible in the measured inrush current and can be used to determine
magnetically nonlinear iron core characteristic in the form of an approximation
function. The DE searches for approximation function parameters with respect to
the given objective function. Thus, before the optimization procedure starts an ob-
jective function has to be determined. In order to assure acceptable agreement
between the measured and calculated currents in the time and in the frequency
domain, the objective function has to be determined in both domains. The rest of
this section describes the DE algorithm and definitions of the objective function.

14.4.1 Description of Differential Evolution Algorithm

Differential Evolution [9] is a direct search stochastic algorithm capable of solving
global optimization problems subject to nonlinear constraints. It operates on a
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population of candidate solutions and does not require a specific starting point.The
population is of constant size NP. In each iteration a new generation of solutions is
created and compared to the population members of the previous
generation. The process is repeated until the maximum number of generations
Gay 18 reached.

A nonlinear global optimization problem can be defined as follows: Find the
vector of parameters X = [ Xy, X, ... , Xp ], X € R” which will minimize the func-
tion f(x). The vector x is subject to m inequality constraints g;(x)<0,j=1,....,D
and D boundary constraints x,-(L) <Xx; Sx,-(U) ,i=1,...,D, where xi(L) and x,-(U) are
the lower and upper limits.

The population of the G™ generation can be written in the form
Ps=[X16 X265 ---»Xnpc 1, G=0, ... ,Gmax. Each vector in Ps contains D real
parameters X; g = [x"m, Xiz,c, ,xiD,G l,i=1,...,NP,G=0, ... ,Gpax.

The initial population Pg_ is generated using random values within the given
boundaries which can be written in the form of Eq. (11):

X o = rand [0,1](xj.U>—x§L>)+x§L>, i=1,..,NP, j=1,..,D (11)

where rand; [0,1] is the uniformly distributed random number on the interval [0,1]
which is chosen anew for each j, while (U) and (L) denote the upper and lower
boundaries of the vector parameters. In every generation, new candidate vectors
are created by randomly sampling and combining the vectors from the previous
generation in the following manner described by Eq. (12):

i=1,...NP, j=1,...D,G=1,..G,,,

o+ F (¥l =% )if rand  [0,1]<CRor j=k  (12)
u. =

.G .
xj g1 otherwise

where F € [0,2] and CR € [0,1] are DE control parameters which are kept con-
stant during optimization, rl, r2,r3 € {1, ..., NP}, rl #r2 #r3 #i are randomly
selected vectors from the previous generation, different from each other and dif-
ferent from the current vector with index i, and ke {1,..,D} is a randomly
chosen index which assures that at least one u' ¢ is different from x'; ;..

The population for the new generation P will be assembled from the vectors of
the previous generation P.; and the candidate vectors u'g according to the follow-
ing selection scheme described by Eq. (13):

i=1,...NP, G=1,..G,,,
u, if f(uic)Sf(xg,l) (13)

i .
X;_; otherwise

1 —_—
X =
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14.4.2 Objective Function

The objective function in the time domain ¢, is defined by Eq. (14) as the mean
square difference between the measured i;,,(f) and the calculated switch-on current
i1(?) in the time interval of observation r€ [1,,1,].

q = 1 Ief(r)dr (14)

L= !

¢,(1) = iy, ()~ i, (1) (15)

Before the objective function in the frequency domain ¢y is defined, the measured
current iy,(f) and calculated current i;(#) have to be decomposed into individual
harmonic components. The switch-on (inrush) current of a transformer is normally
an aperiodic function. Therefore, the harmonic decomposition of currents in the
entire interval of observation e [#,t,] normally does not give useful results. For
optimization purposes it is better to define a moving window in the length of one
cycle of the applied supply voltage T. In this manner the currents can be decom-
posed into individual harmonic components inside the window [¢-T,f], while the
window moves with the time ¢. The same approach is applied in differential
protection algorithms for power transformers.

For M being the highest order harmonic component present in the calculated
current #;(¢) in the interval [t —T, f], the current i;(f) can be expressed in the form
of Fourier series given by Eq. (16):

M
i(t)=Ay )+ z (a, (1) cos(har) + b, (t) sin(har)) (16)

h=1

where £ is the order of the harmonic component, @= 27z T while Ay(f), a,(t) and
by (t) are the Fourier coefficients. If Ay,(?), ay,(f) and by, (1) are the Fourier coeffi-
cients of the measured current iy,,(¢), then the sum of squared differences between
individual Fourier coefficients of i;(¢) and iy,,(¢) is given by Eq. (17).

M
eﬂn=MW@—%QW+§]%Mnﬂ%@f+mm@—m@f (17)

h=1

The frequency domain objective function gy for the interval re [#,5,], in which the
window [#-T,f] moves with the increasing time ¢ along the interval [#,1,], is defined
by Eq. (18).

4y =— [ef (7)az (18)

1, —t
2 lt]

The objective functions g, given by Eq. (14) and g, given by Eq. (18) can be
combined into a single objective function ¢ defined by Eq. (19).

q9=q,+q; (19)
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During the optimization procedure the DE generates a certain number of approxi-
mation function parameter sets called population. These sets describe magnetically
nonlinear behaviour of the tested single-phase transformer. They are included into
the dynamic model given by Egs. (1) and (2) in the form of B(H) characteristic.
The model is supplied with the voltages measured on transformer terminals during
the switch-on of the unloaded transformer. In this way the current time response is
calculated. The quality of the approximation function parameter set is evaluated
by the objective function (19). By simulating the principle of evolution in the
natural world, the DE preserves only those sets of approximation function parame-
ters with the best (lowest) values of the objective function. According to the pre-
viously described DE algorithm, they are used to generate a new population — new
sets of approximation function parameters. The set with the best value of the ob-
jective function at the end of the optimization procedure represents magnetically
nonlinear characteristic of the tested transformer.

The DE is searching for approximation function parameters by minimizing the
value of the objective function gq. It gives acceptable results at moderate computa-
tional effort. However, when higher computational effort is acceptable, multiob-
jective Pareto optimization for the set of objective functions g;, g; can be
performed.

14.5 Results

The approximation functions, given by Egs. (4), (6) and (9), contain two, three and
five parameters, respectively. These parameters were determined by the DE. The
increasing number of parameters means that the computational effort required for
their determination increases as well. However, the increasing number of parame-
ters means also more possibilities for approximation function shape adjustments.

The data of the tested small laboratory single-phase transformer are given in
Table 14.1. Table 14.2 shows the DE settings applied in the optimization proce-
dure for determining the values of approximation function parameters given in
Table 14.3.

Table 14.1 Data of tested single-phase transformer

Primary resistance R; 11.0Q
Secondary resistance R 141.8 Q
Primary leakage inductance L 0.033H
Secondary leakage inductance Ly 0.033H
Number of primary turns N 452
Number of secondary turns N, 1722
Mean length of magnetic path in the iron core 1 0.168 m

Cross-section of the iron core A 6.02 cm®
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Table 14.2 The DE control parameters

Approximation function Stepsize F Crossover probability CR  Population size NP

Eq. (4) 0.7 0.5 20
Eq. (6) 0.7 0.5 30
Eq. (9) 0.7 0.5 20

Table 14.3 Approximation function parameters

Approximation function J;=3.2750 U =9306.9

Eq. 4

Approximation function  J,=3.3074 p, =10429,0 a=0,5
Eq. (6)

Approximation function = Cy=0.8536 C;=0.5923 C,=0.2614 D=5.3134 D»,=-100.79
Eq. ©)

In order to evaluate different approximation functions and their parameters
determined by the DE, a new test independent of the one used in the optimization
procedure, was performed. Again, the applied primary voltage u,,, and the primary
current #,,, were measured during the switch-on of the unloaded transformer. The
transformer dynamic model with included magnetically nonlinear iron core char-
acteristic, given by Egs. (1) and (2), was supplied by the measured applied voltage
u, = uy,,- The magnetically nonlinear iron core characteristic was approximated by
the approximation functions given by Egs. (4), (6) and (9), whose parameters, de-
termined by the DE, are given in Table 14.3. The impact of individual approxima-
tion functions and their parameters on calculated currents was evaluated by the
comparison of measured and calculated responses.

Fig. 14.3 shows voltage u; = uy,, and current #;,, measured during the switch-on
of the unloaded single phase test transformer. The iron core characteristic of the
tested transformer is determined in the form of characteristic ¢(6) [2]. It is shown
in Fig. 14.4 together with the characteristics ¢(6) determined by the DE, where
approximation functions given with Egs. (4), (6) and (9) are applied together with
Eq. (3). The results presented in Fig. 14.4 clearly show that the agreement be-
tween the measured and DE determined characteristic ¢(6) in the interval between
30 and 250 A turns is the best when approximation function given by Eq. (9) is
applied. It seems that in the given case this interval has substantial impact on the
time behaviour of currents calculated by the dynamic model. The comparison be-
tween measured i,, and dynamic model calculated currents i; is given in Fig. 14.5
together with the differences between the measured and calculated currents
(1w 1)
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Fig. 14.3 Applied voltage u;,, and responding current i;,, measured during the switch-on of
unloaded single-phase transformer

o (mVs)

0 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400
O (Aturns)

Fig. 14.4 Characteristics ¢(6): a) experimentally determined; b) DE determined using
approximation function Eq. (4); ¢) DE determined using approximation function Eq. (6); d)
DE determined using approximation function Eq. (9)
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Fig. 14.5 Calculated current i; and difference between the measured and calculated current i;,,-
i1 for: a) approximation function Eq. (4); b) approximation function Eq. (6); c¢) approximation
function Eq. (9)

The quality (objective function) ¢, given by Eq. (19), is used to evaluate the
agreement between the measured and the calculated currents shown in
Figure 14.2. The differences among individual calculated currents appear solely
due to the different approximation functions. Thus, the objective function values
given in Table 14.4 show the quality of different approximation functions and the
quality of approximation function parameters determined by the DE whose values
are shown in Table 14.3.
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Table 14.4 Evaluation of approximation functions and their parameters

Approximation function Eq. (4) Eq. (6) Eq. (9)
Quality q 8.2576 7.8230 2.9922

The results presented in Figure 14.2 and Table 14.4 show the best agreement
between the measured and calculated results in the case when the approximation
function given by Eq. (9) is applied. The expression for its partial derivative given
by Eq. (10) is simple and can be easily determined. Thus, in opinion of the authors
the approximation function given by Eq. (9) is the most suitable for the use in the
proposed method for determining magnetically nonlinear characteristics of elec-
tromagnetic devices by optimization methods.

14.6 Conclusion

The optimization based method for determining magnetically nonlinear character-
istics of electromagnetic devices is presented in the paper. This method requires
an optimization tool like DE, a magnetically nonlinear dynamic model of the
tested device, an approximation function for magnetically nonlinear characteristic
of the device and currents and voltages measured on the device terminals during
normal operating conditions. The approximation function parameters are deter-
mined during the optimization procedure. The proposed method can be applied for
determining magnetically nonlinear characteristics of electromagnetic devices in
the cases when they cannot be determined experimentally or by the finite-element
computations.
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Abstract. There is no method of electromagnetic modelling, which is well suited
for any practical application, but requirements on different methods for Computa-
tional Electromagnetics, created by practical applications, are leading to certain
trends of method selection and hybrid combinations of them. The comparison of
the methods is accompanied by practical applications and an outlook on futural
demands.

15.1 Introduction

Regarding their mode of operation, it can be observed, that not all, but a lot of
electrical devices and their production is nowadays based on and/or influenced by
electromagnetic fields. For instance it is a highly important question, if contempo-
rary cellular phones meet the need for protection of the human head against elec-
tromagnetic radiation, as demanded by the limiting values of e.g. the International
Radiation Protection Association (IRPA). Also the designer of a technical system
will have to meet the desired functional performance regarding Electromagnetic
Compatibility (EMC), but the device must also meet legal requirements in virtual-
ly all countries of the world.

To do his job the designer may use classical prototyping assisted by measure-
ments, but more and more is using simulation tools, the need for which is evident
for all the obvious reasons, such as design cycles are becoming shorter and
shorter, prototyping is too expensive or even impossible. Especially and of course
in the case of the system cellular phones/human head prototyping has to be ruled
out. Inside devices interferences may occur by propagation within circuits but
mostly via electromagnetic fields.

To overcome or reduce the latter ones, there is a growing need of Electro-
magnetic Modelling. The same holds for many products in communication engi-
neering and electrical energy engineering like rotational and linear motors and

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 261
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actuators, loudspeaker systems, recording heads, medical scanning systems, op-
tical pick-up units for DVD and transformers.

The related systems are of an enormous variety. Their size may be that of a
high-speed train engine, of a magnet system for Magnetic Resonance Imaging
(MRI), of a Printed Circuit Board (PCB) or of an Integrated Circuit (IC), just to
name a few, and accordingly the geometric complexity may strongly vary. It may
be an open boundary system (very often) or a closed one. Materials may have
nonlinear behaviour (ferromagnetic ones) and/or frequency dependent characteris-
tics (absorbers). The whole frequency scale from OHz to about 50 GHz is covered,
and often system parameters have to be optimised.

Due to this variety of systems and parameters it is understandable, that not only
one method of Electromagnetic Modelling will be the best choice for any system.

Therefore, the paper will give an overview of different methods , compare them
and show their advantages and disadvantages, and moreover will illustrate them
by typical practical applications.

15.2 The Finite Element Method (FEM)

As with further methods of Computational Electromagetics the starting point of
FEM is the strategy of weighted residuals

[, Rwd ()

applied here on the residual of e.g. the skin effect equation in Qpg (volume of
FEM-region of surface I'; ). Applying Green’s first theorem, (1) is transformed
into its weak form and selecting the local Galerkin procedure (the shape functions
are also chosen as weighting functions) the discretisation of Qg into e.g. triangles
transforms (1) into a linear equation system, the unknowns of which are the nodal
values of the vector potential inside Qg and on I'; as well as the normal deriva-
tives 0A/dn, being constant on the surface elements of I'j in the case of linear
shape functions:

K+HA-TL| =F )
on Ty
K, the stiffness matrix and S, the influence matrix of the induced currents, form
together a sparse and symmetrical matrix. T is a sparse matrix, F is a vector due to
the sources.

In a similar way in high-frequency problems Maxwell’s equations are trans-
formed to an Electrical Field Integral Equation (EFIE) and Magnetic Field Integral
Equation (MFIE), and applying Stratton’s first theorem instead of Green’s first
theorem again a linear equation systems is established, now for edge variables E
inside Qpg and on I}, as well as tangential components of H on I'j( E: electri-
cal, H magnetic field strength), details see e.g. [1].



Different Methods for Computational Electromagnetics 263

Edge variables and the related edge elements turned out to be of striking suc-
cess, by satisfying physical conditions “automatically”. It has to be said, however,
that FEM had not the same impact for high frequency problems as for low
frequency ones.

The FEM advantages are: sparse matrices, so that iterative equation solvers like
ICCG (Incomplete Cholesky Conjugate gradient method) with a solution time of
order n-logn can handle very high numbers n of nodes and unknowns, which
nowadays are surpassed by Multigrid Methods. FEM is moreover well suited for
nonlinear and/or anisotropic materials and complicated geometrical boundaries
and interfaces. Especially with triangular and tetrahedral elements adaptive mesh
generation turned out to be very effective .

The FEM disadvantage is that the entire problem space has to be discretized.
Problems with open boundaries are therefore not best suited for FEM.

15.3 The Boundary Element Method

Like for FEM the starting point is the strategy of weighted residuals (1). But the
objective for BEM is completely different from that for FEM: with BEM a field
quantity (e.g. the vector potential Ai) in a point of position i in Qgg shall be ex-

pressed only by boundary quantities. To do this Green’s second theorem is applied
on the weighted residual strategy, and by the Dirac-Delta-function a field quantity
in i can be filtered out of its integration over Qgg. Hereby e.g. the Poisson equa-
tion for the vector potential A is transformed into a boundary integral equation and
discretizing I'; into boundary elements, transforms (1) into an equation system,
the unknowns of which are the nodal values of the vector potential and its normal
derivatives on I'y:

HAlr, - 65| =a. 3)

onlr,

In contrast to FEM also constant approximations of A in a boundary element are
possible and widely used.

The BEM advantages are: In 3D problems the set of unknowns has to be calcu-
lated only on surfaces, in 2D problems only on contour lines leading to much less
unknowns than with FEM. Unbounded regions are especially well to handle by
BEM.

The BEM disadvantages were: Fully or dense blockwise populated matrices
(solution time of order n’). The point of position i and the source point on the
boundary can fall together or be very close during integration, so that singular or
nearly singular integrals arise, which have to be very carefully treated. Both dis-
advantages nowadays have been overcome to a large extent due to the treatment of
the matrices by the Fast Multipole Method, and by strong improvements to treat
the singular integrals. Nonlinear or inhomogeneous materials however remain dif-
ficult to treat by BEM.
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15.4 The Moments Method (MoM)

This method, as introduced by Harrington [2] is in principle only another term for
the strategy of weighted residuals (1). In contrast to FEM and BEM (1) is not
transformed by a Green’s or Stratton’s theorem, but directly exploited and there-
fore states a very simple method, compared to FEM or BEM. However, if differ-
ential equations of second order would be tackled by this method, their second
derivatives would cause severe problems when discretizing and using first or even
zero order approximations for the solution. This is the explanation, why the
method is applied mostly to problems, which are naturally described by integral
equations, e.g. scattering and antenna problems. Given such a problem in operator
style

Lu=f @

the choice of suitable basis and weighting functions turned out to be more important
for MoM than for FEM, where adaptive mesh generation is often used. Regarding
current distributions on antennas, not only local but also global basis functions like
trigonometrical functions, powers and Legendre polynomials are used.

In the case of antennas the integral equation for the current distribution on the
antenna is stating the operator L. In the case of a conductive scatterer, its unknown
surface currents are the solution of the MFIE integral equation, stating the L op-
erator in that case.

Advantages of the moment method turned out to be a robust behaviour in an-
tenna design and scattering problems by conductive objects, if the discretisation to
capture the radiating surfaces does not need too many elements.

Disadvantages are the fully populated system matrix and its hereby caused fail-
ing for problems, where the unknowns have to be calculated not only on contours
(linear antennas) or surfaces (patch antennas or conductive scatterers) but in vol-
umes (lossy dielectric scatterers or absorbers), causing no more manageable large
equation systems. The method is not effective for complex geometries and inho-
mogeneous materials.

15.5 The Finite Difference Time Domain Method (FDTD)

The FDTD is a mathematically very simple method, solving Maxwell’s equations
in integral form on a regular grid and by central difference approximation of the
time derivatives. The volume to be modelled is represented by two interleaved
grids, one for the magnetic field, the other one for the electric field to be evaluated.
The application of Faraday’s law on the facing element of area A is expressed by

(B () + Eyp () = Eys(6) — Eyu(8)]

= — = [Hyo(t + At) — Hyo (t = AL)] ®)
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In this equation the only unknown is H,o(t+At) , provided the other quantities
have been found in the time steps t and t-At before. Then Ampere’s law is applied
to find the electric field at the time step t+2At and so forth. Note, that the simple
equations used to update the field are completely explicit, so that no equation sys-
tem has to be solved. The time stepping process is continued until a steady state
solution or desired response has been obtained. The Finite Integration Theory
method (FIT) follows a very similar way as FDTD.

The advantages of FDTD are the simplicity of the method, and due to the vol-
ume cell structure nonlinear and/or anisotropic materials can be easily modelled.
In the meantime surface conforming techniques with non-cubic elements are
available to avoid the otherwise necessary staircasing of nonrectangular problem
structures. Hereby FDTD is easier to adapt to complex boundaries than TLM. The
time domain results can be converted to frequency domain ones by applying Fou-
rier transforms.

The disadvantage of FDTD is generally the fact, that the grid fineness is deter-
mined by the smallest objects of the problem that need to be modelled. Recently
however subgridding techniques were developed to compensate this disadvantage
to a certain extent. Furthermore the grid volume has to be large enough to encom-
pass the problem structure and the near field. The resulting grids may be so large
and dense in respective applications, that their size gets out of hand for computa-
tion. Attention has to be paid, too, to the outer boundaries of the problem to pre-
vent unwanted reflections, like with FEM. Perfectly matched layers [3] can be
used for that and are one of the most important innovations of the last decade.

15.6 The Transmission Line Matrix Method (TLM)

This method is similar to FDTD: analysis is performed in the time domain and the
whole problem region is discretized by a grid. This one is however not a double
one like with FDTD but a single one. Its nodes are interconnected by virtual
transmission lines, so that excitations at source nodes propagate to adjacent nodes
through the lines at each time step.

The connection of two neighbouring nodes is realized by a pair of orthogonally
polarized transmission lines. Dielectric loads are possible by the introduction of
loading nodes with reactive stubs. Lossy media can be realized by losses in the
transmission lines or by loading the nodes with lossy stubs. Absorbing boundaries
are easily introduced by terminating respective boundary node transmission lines
by its characteristic impedance.

Advantages of the TLM method are comparable to those of the FDTD method.
Disadvantages of TLM are as well comparable to those of FDTD.

15.7 Other Single Method and Need for Hybrid and Even More
Effective

Among other methods, not so often used for EMC and antenna design, the Geo-
metrical Theory of Diffraction (GTD) and the Multiple Multipole Technique
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(MMP) should be mentioned here, which are both applied only in high frequency
problems.

Extremely important and sometimes the only possibility to solve EMC and an-
tenna design problems are hybrid methods, as shown in the following chapter.

In spite of the mentioned methods above and the possibility of combining them,
it should be noted, that they are sometimes too slow to solve the class of complex
multiphysical problems needed by research and industry, particularly together
with optimisation. Therefore the trend to find more effective methods can be gen-
erally observed.

It is an open question if they will be detected or if a progress will be achieved
only by improvements in computer architecture and speed.

15.8 Hybrid FEM/BEM - Method for Quasistationary Fields

The shielding of underground power cables can be provided by plates of ferro-
magnetic material, the nonlinearity of which has to be taken into account. This
open problem, containing nonlinear material, is best tackled by a hybrid method
with FEM for the plates and BEM for the rest of the infinite space, see Fig. 15.1.
Again there is a trend of electromagnetic modelling to optimise an important pa-
rameter, in this case the distance h between cable and shielding.
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Fig. 15.1 Shielding of a high voltage cable by an iron plate and optimising the distance
h .FEM/BEM Method [4].
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Different formulations are possible. Among them for general 3D problems an
Ax H - combination proved to be very appropriate ( A : source free vector poten-

tial in the eddy current FEM region, H : magnetic field strength outside in the non-
conductive BEM region). An effective coupling of the FEM- and BEM-region is
enabled by edge elements in the FEM-region, leading to linear approximations of

A and tangential 7ix H in the interface elements and to a natural choice of a con-

stant approximation of normal 7n (ﬁﬁ ), a behaviour also called “mixed elements”.

15.9 Hybrid FEM/BEM Method for Waves

Selected here is the case of a microstrip patch antenna array, shown by Fig. 15.2.
The open problem requires generally the introduction of artificial boundary
conditions like Perfectly Matched Layers (PML) [3] or other absorbing boundary
conditions., leading to high costs of discretization. This disadvantage can be over-
come by applying FEM in the cavity domain only and BEM for the whole rest of
the space, so that finally only the cavity needs to be discretized. Weighted residu-
als applied to the wave equation lead to a system of linear equations for the elec-
tric field strength, which typically contains a fully populated BEM submatrix.
New strategies to solve this system by the Fast Multipole Method (FMM) enable a
fast solution. Hereby typical antenna characteristics like the radiation pattern can
be calculated. A good agreement with measurement data is shown in Fig. 15.3. [7]

¥ T

Fig. 15.2 Microstrip patch antenna . Above: Array geometry. Below: Discretization by
FEM/BEM

15.10 Hybrid MoM/GTD Method

Like in a typical situation, the operating frequency of a mobile phone transmitting
antenna on a roof of a building is 925 MHz, and the building size is 93 A x 62 A x
71 A with the wavelength A, resulting in a building surface of 32863 A”. Under
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Fig. 15.4 Left: Basis station antenna, discretized into triangular patches. Right: Vertical ra-
diation pattern (dashed; antenna without building influence, line: antenna with building in-
fluence). MoM/GTD [5].

these circumstances the application of MoM seems impossible (2.3 millions of ba-
sis functions). However, as the dimensions of the building are large compared
with the wavelength, GTD (the Geometric Theory of Diffraction) can be applied
to the influence of the building’s reflections, to be superimposed to the field of the
antenna of eight patches in front of a reflector, calculated by MoM alone and
discretized by triangular patches, see Fig. 15.4. The resulting hybrid MoM/GTD
was successfully tested by different cases in [5].
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15.11 Hybrid BEM/IBC and FEM/IBC Method

Eddy current regions are nowadays often thin conductive layers, serving as elec-
tromagnetic shieldings in EMC problems.. If FEM would be employed inside such
a layer, the elements would become very flat or would exist in a huge quantity re-
sulting in ill-conditioned matrices. However in the thin layer the field can be well
approximated by the analytically known solution of a 1D differential equation,
leading to Impedance Boundary Conditions (IBC), which connect the fields on
both sides outside of the layer, finally computed by BEM. If due to special reasons
the region outside the thin conductive layer should be modelled by FEM instead of
BEM, the introduction of the IBC into FEM is straightforward and replaces the
layer by special sheet elements due to the IBC [8].

Fig. 15.5 shows an example of a cylindrical aluminum shielding enclosure with
a gap. As a lot of parameters of influence exist, like size of gap, number and posi-
tion of gaps, enclosure thickness and material, frequency etc., Computational
Electromagnetics is nowadays much superior to study them than building proto-
types and / or doing measurement, if possible at all.
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Fig. 15.5 Shielding of a homogeneous field ( f=50 Hz) by a cylindrical aluminum enclosure
with a gap, flux lines. d=3mm, 8/d=4,45. FEM/IBC [8]



270 A. Kost

15.12 Non Linear FEM and FEM/IBC with Complex Effective
Reluctivity

As the shielding of sources of electromagnetic fields at power frequency becomes
more and more important, the need of an appropriate method to calculate the
shielding effectiveness is growing, also in cases of strong fields driving the mag-
netization curves into the nonlinear behaviour. Primarily the average or RMS
value of field quantities is of interest with shielding problems and only seldomly
its time dependence. Therefore a complex valued effective reluctivity model is
chosen for such problems, which allows a sinusoidal calculation in spite of the
material s nonlinearity. The absolute value and the phase of the complex reluctiv-
ity are determined from the hysteresis curves of the material under the conditions

that the RMS value of B and the energy departed during one time period are pre-
served. The Newton-Raphson method is then adapted to solve the arising equation
system [9].

In the case of nonlinear thin shielding materials the linear IBC conditions are
extended to nonlinear ones and introduced into FEM. Fortunately hereby the sys-
tem matrix keeps symmetric also in the nonlinear case. The nonlinear system is
now solved by successive approximation [8].

Fig. 15.7 shows the influence of different magnetization curves on the field in
the shadow zone of the classical shielding arrangement of Fig. 15.1.
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Fig. 15.6 Magnetization curves for strongly differing materials
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Fig. 15.7 Total flux density (RMS value) above the plate at y= 0.05m.Computed curves
correspond to the magnetization curves in Fig. 15.6

15.13 Laser Trimming of IC Resistors Industrial Production
Using

High precision resistors play an important role in the modern IC production. They
are used to compensate any production process variation and ensure circuits func-
tionality and reliability. Further, it is difficult to manufacture a precise resistor and
therefore some of them need to be trimmed. This is aspired by laser trimmings af-
terwards which has become the most effective and popular method. Due to the
high trim costs it is highly desirable to optimize resistor size, shape and trim fig-
ure. Approximation methods are insufficient for most situations and thus, robust
methods of computational electromagnetics can overcome this problem.

BEM turned out to be the best suited method [6]. Fig. 15.8 shows the most im-
portant quantities of the process, the trim characteristics r(B) and trim sensitivity
s(B), with B: trim pathway length:

() ="2 = s(p) = 57 6)

15.14 Equation Solvers

Solving the equation systems in the different methods of Computational Electro-
magnetics is finally a mathematical problem and often the bottleneck of the whole
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Fig. 15.8 Trim pathways, trim characteristics r(f) and trim sensitivities s() for examples of
a bar resistor [6]
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method. Fig. 15.9 shows characteristics of preconditioned iterative solvers for
complex and unsymmetrical equation systems, as they arise e.g. for shielding
structures in Fig. 15.1, when tackled by FEM [10]. GMRES, the General Method
of Residuals, turned out to be one of the most stable solvers for such problems.
Conjugate gradient solvers can be significantly faster, but bear the danger of
inconvergence.

The introduction of multigrid methods can speed up the convergence enor-
mously compared to the already fast ICCG solvers, as Fig. 15.10 shows [11].
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Fig. 15.10 Up: Conductive cube excited by a tangential electric field on the upper surface
(sinusoidal time dependence). Bottom: Convergence of the residual for two multigrid
solvers and an ICCG solver for different formulations. FEM [11].
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15.15 Improvements in Adaptative Mesh Generation

Problems with several regions of very high and low field gradients can be advan-
tageously solved by adaptive mesh generation, hereby saving computational re-
sources (less elements, less unknowns) and improving accuracy. The advantage of
adaptive mesh generation is the optimum fitting of the mesh to the problem. A
suitable choice of the refinement parameters leads to a mesh generation, which is
memory and time efficient. The parameters have to be chosen problem dependent
and dynamically, based on local error estimation following the method of
Bank/Weiser [12]. An important question is the amount of the chosen refinement
percentage in dependence of the refinement step. A respective method was devel-
oped in [12], showing results for a switched reluctance motor (SRM) in
Fig. 15.11. Surprisingly only the worth 2% elements should be refined during the
first steps. This holds for geometrically complex structures containing a lot of
edges like SRM. For smoother structures the refinement begins typically with
about 10% of the elements.

Fig. 15.11 Left: Switched reluctance motor, calculated by FEM and adaptive mesh genera-
tion. Right: Chosen percentage in dependence of the refinement step. FEM [12]

15.16 Conclusions

There is no method of electromagnetic modelling which is well suited for any prac-
tical application. Depending on the specific problem, however a powerful, “best”
method can be found, which often turns out to be a hybrid one. Electromagnetic
modelling has become an important tool to solve technical and industrial problems,
where electromagnetic fields play a role. Electromagnetic modelling penetrates the
design phase of equipment more and more and also begins to accompany the pro-
duction process online. However, for the class of complex multiphysical problems,
particularly in conjunction with optimisation, significant improvement of Computa-
tional Electromagnetics is desired.
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Abstract. This chapter covers the modeling of laminated structure made with grain-
oriented electrical steel sheets. It introduced a homogenization technique which
takes into account the anisotropy due to laminations rolling direction overlapping
and the one due to the crystals orientation. The homogenization method is based
on the minimization of energy. That is why, at the beginning of the chapter, some
optimization methods are presented. The homogenization method is explained by
describing its various stages. Finally, the proposed method is applied to a step lap
joint of transformer and results are given.

16.1 Introduction

It is nowadays possible to produce stacks of thin ferromagnetic material layers. The
behavior of these multilayer structure differs from that of massive ferromagnetic
circuits. Multilayers present numerous applications, particularly in several domains
such as the magnetic or magneto-optical recording, the electrical machines and the
transformers. Moreover, magnetic cores of power transformers are almost always
build with anisotropic laminations. Full 3D numerical modeling of such structures
is computationally very demanding, both in terms of long execution times and large
memory requirements.

Ferromagnetic cores are often studied simply assuming the structure as homoge-
neous and neglecting the effects on the field distribution produced by the eddy cur-
rents induced in the lamination depth. The reasons of the wide use of this simplifying
approach is that a whole study would require a complete three-dimensional analysis,
accounting for the phenomena occurring in the lamination plane and in the transver-
sal direction. Taking into account the high number of sheets, their small thickness
with respect to the other dimensions and the significant field gradient along the lami-
nation depth produced by the eddy currents (skin effect), this analysis would require
a very fine discretization. These methods are generally based on the substitution of
the inhomogeneous structure, constituted by lamination and interposed dielectric,
by a homogeneous equivalent material obtained by suitably averaging their charac-
teristics. Some of these approaches introduce a permeability tensor in order to deal
with the anisotropic magnetic behavior of the laminated structure (3], 4.

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 277
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Next step consists in extending the homogenization technique to the electrical
behavior of magnetic material in order to take into account the effect of eddy cur-
rents induced in the laminations [3]]. The problem of eddy currents in laminated
iron cores has been usually treated in terms of a single-component electric vector
potential to represent the laminar flow of eddy currents density. Other possibility is
to calculate these eddy currents and associated losses. It requiers to use the mag-
netic vector potential in the conducting media and a homogeneous material with
anisotropic characteristics instead the many thin layers of the iron core.

Some attempts to treat, in a rigorous way, rapidly varying periodic structures
have been proposed by authors of [6], but their application to three-dimensional
field analysis is not straightforward.

In any case, all the proposed approaches cannot be used in two dimensional (2-
D) field analysis, which is often conveniently applied to the study of electrical de-
vices, because the 2-D formulations, which assume the magnetic flux to lie in the
rolling plane and the currents to flow in the normal direction, intrinsically neglect
the prevalent eddy current components in the considered plane. Following these for-
mulations, the induced currents in the lamination depth and the consequent losses
can be at least included a posteriori, starting from the computed field distribution
obtained by the 2D analysis [[7]], but their effects on the field distribution in the
rolling plane cannot be evaluated at all. Taking into account the intrinsic limit of the
two-dimensional field formulations, the eddy current effects can be included only
through the relationship linking the local values of magnetic flux density and field
strength. A method based on this idea was recently proposed in [8]].

The main idea of the approach presented in this chapter is to replace the com-
plex three-dimensional structure by a homogenized “equivalent” material. A non-
conducting homogeneous material is commonly considered for the stacked core and
the eddy current losses are estimated in a post-processing step. The iron loss com-
ponents can also be included directly in the field calculation using the constitutive
law [9]. In several methods the eddy currents due to the flux perpendicular to the
laminations are neglected. Some possibilities to take into account the effect of eddy
currents produced by perpendicular flux is the application of conductivity tensor for
the homogenized core [10].

In this chapter, different methods of homogenization are prsented, especially in
the domain of electrical machines and transformers. The actual joints of power
transformers are made of thin anisotropic laminations (0.18-0.35 mm), of varied
rolling directions (RD) and of air gaps. The idea is to represent such a structure by
an equivalent material homogenized in two or three dimensions. In the presented
method the effects of eddy currents are neglected. This method permits to replace
a real 3D structure by an equivalent 2D structure by establishing equivalent char-
acteristics (and effectively artificial”), especially to make them suitable for use in
combination with commercial field modelling softwares. This model neglects the
effects of hysteresis and the the normal flux influence (i.e. crossing the laminations)
on the characteristics, although it is accepted that its presence and that of the as-
sociated induced currents may have an effect on the magnetic field distributions.
Thus in the following derivations of the equivalent characteristics, it assumed that
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the normal flux density B, is negligible compared to the components in the sheet
plane : By and By. Consequently, the effects of eddy currents are also neglected.
Such an approximation will inevitably causes some inaccuracies. Even if the com-
ponent perpendicular to the sheets is typically only a few percent of the tangential
components, because it travels through large areas. However, comparison with 3D
simulations and measurements provided later that overall errors associated with our
2D treatment not exceed 3 to 5% (except in some local positions close to internal
air gaps). Thus this initial simplifying assumption may be considered as accept-
able for practical purposes [11]]. The advantage of the proposed approach using an
equivalent material and its magnetic characteristic is that it allows the assessment of
resultant overlapping structures at the design stage, without the need to undertake
very expensive 3D calculations. Moreover, the material homogenization and intro-
duction of equivalent anisotropic characteristics make it possible to use the method
in combination with commercial software where modifications to the source code
are normally not available.

16.2 Optimization Methods

Most practical problems have several solutions and the optimal solution is, most of
the time, researched. Sometimes an infinite number of solutions may be reached.
The optimal solution consists in choosing the best element among some set of avail-
able alternatives. In mathematics, the term “optimization” refers to the problem of
finding the minimum specified to a function [13]]. The basic example of optimiza-
tion amounts to adjust variables of a function to minimize scalar quantity of perfor-
mance criterion:

minimize F = f(x1,X2,...,%p) (D

where F is a scalar quantity of performance criterion. Variables x|, x», x, are the pa-
rameters of criterion (also called optimization variables). An optimization problem
can be represented in the following way:

fi=R )

f is a function from some set A where A C R". This function is called objective
function. The optimization task is to find feasible solution for maximization:

XEAVxEA-{x"} = f(x) < f(x) (3)

When the negative of that function is minimized:
XeAVxeA—{x"} = f(x) > f(x) “)

The satisfiability problem, also called the feasibility problem, is to find any attain-
able solution without regard to objective value. This optimal point or a solution is a
point that satisfies these inequalities and it has the smallest objective value among
all vectors fulfilling the constraints.
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16.2.1 Solving Optimization Problem

General optimization problem is very difficult to resolve ; many of even easy opti-
mization problems cannot be solved analytically and they has a non-deterministic
polynomial-time. Methods used to solve a general optimization problem have two
main categories: global optimization (mostly based on convex optimization) and
optimization with local solution (with only approximate results). Linear problems
where the number of independent parameters does not exceed two or three, can be
solved analytically [13]. These methods do not need the use of a digital computer
and often give global solution. A similar method with comparable limitation is the
Graphical method, where the function can be plotted to be maximized or minimized.
However, most of optimization problems cannot be analytically solved. Therefore,
to solve this problem in computer science, it is common practice to evaluate the
performance of optimization algorithms on the basis of the experimental approach
or by iterative numerical procedures to generate a series of progressively improved
solutions to the optimization problem. The system is set up and the optimization
variables are adjusted in the sequence and the performance criterion is measured
in each case. The process is completed when some convergence criterion is satis-
fied. This technique may lead to optimum or near optimum operating conditions.
The most important general approach to optimization in computer science is based
on numerical methods. Numerical methods can be used to solve highly complex
optimization problems. The discipline encompassing the theory and the practice of
numerical optimization methods is known as mathematical programming.

16.2.2 Linear Programming

The first optimization technique is the Linear programming [14]]. It is a technique
which consists in minimizing a linear function subject to a multitude of linear in-
equalities. There is no analytical formula for this solution. Linear programs can be
expressed in the following canonical form:

minimal ¢7x
subject to al x < bj,i=1,2,....,m

where x represents the vector of optimization variables. ¢ € R**! and b € RP*! are
vectors of coefficients and a € RP*" is a matrix of coefficients. Value of a,b and ¢
are given.

The first method for the solution of this kind of problems is known as the simplex
method (developed by George Dantzig in 1947). The name of this method comes
from the simplex, which is a generalization of convex shapes of the triangle for more
dimensions. The simplex algorithm requires the linear programming problem to be
in augmented form, so that the inequalities are replaced by equalities:

fx,yt) = cx+oly+ (—M) it 5

Where x = [x1,x2,,X,] € x are the introduced slack variables from the augmentation
process.
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We consider a point polyhedron y = {x € R" : Ax=b,x > 0}.

If )y # 0 then y has, at least, one extreme point.

If min{cx : Ax = b,x > 0} has an optimal solution then it has an optimal extreme
point solution.

The algorithm steps:

1. Initialize:
e xp := extreme point of ¥

o k:=0
2. Iterative step:
do

if for all edge directions Dy, at xi, the objective function is non-decreasing
then exit and return optimal x; else pick some dj in Dy such that cd; < 0
if d; > 0 then declare the linear program unbounded in ob-jective value and
exit
else x; | := x; + 6kdy, where 6y = max {0 : x; + 0d; > 0}
k:=k+1

3. End

Itis a quite efficient algorithm and it can guarantee to find the global optimum if cer-
tain precautions against cycling are taken. The condition is that, in sequence, each
new vertex in the objective function improves or is unchanged. In all vertex value
of objective function is verified. When it get worse value, this vertex are discarded.
The next iteration step consists in the next value, located on one edge of the vertex
which has already rediscovered. Iteration ends when the next vertex is viewed as
the best in terms of the respective values of the objective function. The first worst-
case polynomial-time algorithm for linear programming is the ellipsoid algorithm
(developed by Leonid Khachiyan in 1979). The classical ellipsoid algorithm solves
nonlinear programming problems for convex real-valued functions. The ellipsoid
algorithm generates a sequence of ellipsoids Ey, each guaranteed to contain x*, with
the property that their volumes shrink to zero as the terms of a geometric progres-
sion. The starting ellipsoid Ey = {x € R", (x — xo)T Qa] (x — xo) <1 } is the small-
est ellipsoid containing U and L, with x( the midpoint of the bounds and Qg positive
definite and symmetric. At each iteration, the algorithm finds the normalized gradi-
ent g of the objective function fj (x) : if x; is achievable or of a violated constraint
fo (x) if xy, is infeasible. To calculate a direction:

g
V8T Oxg

Using d, we find the next ellipsoid using the updates. The algorithm goes on to
generate a sequence of progressively smaller ellipsoids, each of which containing
the minimizer. After a sufficiently large number of iterations, the volume of the
ellipsoid shrinks to zero and the minimizer is localized. The algorithm steps are:

d= (6)



282 N. Hihat et al.

1. Initialize:
N:=N(Q)
R:=R(Q)
Qo :=R%I
X0 -— 0
o k:=0
2. Iterative step:
while £k < N
call Strong Seperation (Q,x*)
if € Q
halt
else hyperplan {x €RlgTx = go} separates x* from Q

update
— Qs 1. b
b= \/g;(ngXk+ ==
2
OQk+1 1= dg,l (Qk* dilbbT)
k := k+ 1 endwhile
3. Empty polydron:
e halt and declare Q is empty
4. End

In order to solve a problem which has n variables and can be encoded in L in-
put bits, this algorithm uses O (n*L) pseudo-arithmetic operations on numbers with
O (L) digits. We can observe that in practice the simplex algorithm is faster than the
ellipsoid method.

The next faster and more efficient for linear programming is the interior-point
method (developed by N. Karmarkar in 1984) [18]]. In contrast to the simplex algo-
rithm, which finds the optimal solution by progressing along points on the boundary
of a polyhedral set, interior point methods move through the interior of the feasible
region. This method claimed to be up faster than the simplex method, in practice and
for any instance O (n3'5L). It is based on the analytic center yc of a full dimensional
polyhedron D = {c ATy 7= c}, the logarithmic barrier formulation of the dual
D with positive barrier parameter 1l is:

Du:max{bTy—&—,uZln(zj):ATy—|—z:c} @)
j=1

This method starts with ( at some positive value and approaches zero. We can de-
fine diagonal matrix that:

X = diag {x?, ...,xg}, Zr = diag {z?, ...,zg} and el = (1,...,1)
The optimality conditions for D, are given by:
Ax—b=0

ATy4z—c=0 ®)
XZe—ue=0
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The Newton method gives the following system of equations:

AO0O ox dp
0a7 1|6y \= dp )
z0x| |8z Le —XZe

The strategy is to take one Newton step, toreduce ut and to iterate until the optimiza-
tion is complete. The algorithm steps:

1. Initialize:
o X T
o k:=0
o 0<opp <1
2. Iterative step:
while k < N
compute:
AZ1XAT
8z =dpAT 8y
Sx=27""[ue—XZe— X587
set:
0y = 0.994min { 37/ |3x; < 0}
op = 0.9%min { 5162, <0}
K =Xk 4o, 5x
yk+l :yk+OCD5y
F =7k +opéz

k=k+1
endwhile
3. End

Interior point methods have permanently changed mathematical programming the-
ory. The importing characteristic of this method is that the number of iterations
depends very little on the size of the problem. Many interior point methods have
been proposed and analyzed. Of course methods depend on the problem but we can
say that ipm method is currently most popular in LP.

16.2.3 Nonlinear Programming

It is a technique for the minimizing of a function subject, where some of the con-
straints or the objective function are nonlinear. There is no analytical formula for
this solution. We can define four numbers of specific cases. These problems can be
solved by using a variety of methods such as penalty and barrier function meth-
ods, gradient projection methods, and sequential quadratic programming (SQP)
methods.

The first case is when the objective function f and some constraints g are convex
functions. This kind of programming is called convex programming. This task has
two interesting variations to simplify the solution. We have to find:
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min (£ (x))

with linear constraints:
Ax>bandx >0

where:

A is a matrix m X n and dim b = m.

Secondly, the objective function is expressed as a sum of linear form and quadratic
form. This kind of programming is called Quadratic Programming Methods. Re-
strictions are linear, convex programming problem is reduced to minimize:

f(x) = (e, x) + (x,Dx)

while constraints:

Ax>bandx >0

where:

D is a symetric matrix n X n, dim x = n and dim b = m.

The second case is when the objective function f and some constraints g;, i =1, , m
has the Distributive Property. It can be expressed as a sum of n components which
is a function of only one variable x. This kind of programming is called Separable
Programming Methods. This task can be written as:

minf(x) =X1_, fi (x;)

with constraints:

8i (x) = 2?=1gij ()Cj) S 0, 1= l,...,m
x;j>0,j=1,...,n

The next case is when the objective function f and some constraints g;, i = 1,,m are
polynomials of positive. This kind of programming is called Geometric Program-
ming Methods and the task can be written as:

min (f (x))

with constraints:
() <Li=1,..m,
x> 0.

The last case is when the objective function f and some constraints g;, i = 1, , m
are linear but variables x; can get only integer values. This kind of programming is
called Integer Programming Methods. This task can be written as:

min (f (x)) = {c,x)

with constraints:

Ax>b,x>0andx €

where:

{ is the set integers an A is m X n matrix, dim ¢ = n and dim b = m.

Many powerful techniques developed for constrained optimization problems are
based on unconstrained optimization methods. A more recent development in non-
convex constrained optimization is the extension of the modern interior-point ap-
proaches [17]]. In this method, we consider the general nonlinear programming
problem:
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min (f (x)),

with constraints:
h(x)=0,
gx)—s=0
s> 0.

where:
Vf(x)+Vh(x)y—Vgx)w=0
w—z=0
h(x)=0
gx)—s=0
ZSe =0
(s,2)>0

At finite iterations on while k let vector vy = (xg, Yk, Sk, Wk, 2k ), We obtain correction
Avi = (Axy, Ayg, Asg, Awy, Azi) corresponding to the Ly , as the solution of the
perturbed Newton linear system:

/

Fy (vi) Av = —Fy (v) (10)

For various components of v, we construct the expanded vector of steplengths:
O = (Oliy vy Oy, Oty ooy Oy, Ol oy Olisy Oy oy Oy, Ol .y OF)

Hence the subsequence iterate v + 1 can be written as:
Virl = Vi + ArAvy (1

where: Ay = diag (o)

The algorithm steps:

1. Initialize:
e vy = (X0,Y0,50,W0,20), Where (so,wo,20) > 0
e k:=0
o Ar=diag(oy)

2. Iterative step:

while £k < N
test for convergence
take 1y >0
solve linear system for Av = (Ax,Ay,As,Aw,Az)
Compute:
Oy = — !
s min((Sk)flAsk.fl)
Oy = — !
W min((Wk)flAwk,—l)
o, = :

7min((Zk)71Azk.fl

take 7 € [0,1], oy, € [0,1], B € [0, 1]: .

@ (Vi +AkAV) < @ (vie) + oV (vi)” Avg
0y = 0l
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Oy =0
o =min (1,7, o)
04, = min (1, T, o)
o, =min (1,7, o)
set:
Vi+1 = Vk +AkAVk
k:=k+1
endwhile

3. End

This algorithm solves many problems and, in most cases, the convergence. Many
optimization algorithms need to start from a feasible point. One way to obtain such
a point is to relax the feasibility conditions using a slack variable.

16.2.4 Unconstrained Optimization Problems

The usefulness of the unconstrained optimization algorithms applied to engineer-
ing problems considers an optimization method for finding local optima of smooth
unconstrained optimization problems. We examine a problem of homogenization
technique. In other words, the homogenization problem can be converted into an
unconstrained minimization problem. Many powerful techniques are based on un-
constrained optimization methods. If the constraints are simply given in terms of
lower and/or upper limits on the parameters, the problem can at once be converted
into an unconstrained problem. In its most general form, a constrained optimization
problem is to find a vector x* that solves the objective function f : R, — R, into
R{+eo}:

minyegn (f (x)) (12)
Numerical methods for unconstrained optimization methods can be divided into two
main groups:

e Stochastic methods
e Deterministic methods

These methods are different but on the basis of certain characteristics, can be divided
into several types, assuming the following two criteria of division:

Conjugate gradient methods,

The partitioned quasi-Newton methods for large scale optimization,
Newton’s methods,

Descent methods.

In all cases, iterations of the following form are considered:

X1 = Xk + Ody
dy = —gi+ Brdi—1 (13)

where dj is a search direction, oy is a steplength by means of one-dimensional
search, B is chosen.
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The other broad class method that defines the search direction is:
—1
dr=—B g
Where B is a nonsingular symmetric matrix. In special cases are given by:

By = I (descent methods),
B = V2 (x;) (Newton’s methods).

The positive steplenght o determinates two conditions:

f (xx, +ody) < f (xi) + orougr di
g (xe, +ordy)" d > o281 di (14)

where: 0 < o1 <op <1

All the described methods are iterative methods. Most of the global convergence
analyses use Zoutendijk’s condition explicitly or follow similar approaches. Many
variable metric methods are super-linearly convergent and this is proved by simply
verifying that:

oxdi =dy +o (||dY]]) (15)

A popular strategy called backtracking consists in successively decreasing the
steplength starting from an initial guess until a sufficient function reduction is
obtained.

The method of Steepest Descent is the simplest of the gradient methods. The
choice of direction is where f decreases most quickly, which is in the direction
opposite to Vf (x;). The search starts at an arbitrary point xo and slide down the
gradient until close enough to the solution. The algorithm steps:

1. Initialize:
o k:=0
e X I=X)
e found = false
2. Iterative step:
while (k < kjpqx) or found
Compute:
hg := SearChdirection(x)
if no such h exist
found := true
else
find step length o
X:=x+ ohy
k:=k+1
found := update (found)
endwhile
3. End

These methods produce series of steps leading from the starting position to the final
result and the directions of the steps are determined by the properties of f(x) at
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the current position. When the iteration steps are determined from the properties
of a model of the objective function inside a given region we consider the Descent
method region methods is considered.The steps of the algorithm are the following:

1. Initialize:

e k:=0

e X I=X)

e found = false
e A=A

q(h)=f ) +nf (x)
2. Iterative step:
while (k < kjqx) or found
Compute:
k:=k+1
hyr := argminpeq {q (h)}
po SO flxth)
T q(0)—q(h)
if > 0.75
A:=2A
if r <0.25
A
A=
ifr>0
X =x+hyy
Update found
endwhile

3. End

Currently very popular optimization methods are new line search methods or mod-
ifications to known methods. An advantage of soft line search over exact line search
is that it is the fastest of the two. The result of exact line search is normally a
good approximation to the result, and this can make descent methods with exact
line search find the local minimizer in less iteration than what is used by a descent
method with soft line search.

The steps of the algorithm are the following:

1. Initialize:

if (q/ (0) > 0)

oc:Oel,sek::O
v:=pB¢ (0)
a:=0

b:=min{l, O}
2. Iterative step:
while (@ (b) < A (b)) and (qb/ (b) < y) and (b < Ojgy) and (k < kyax)

Compute:
k:=k+1
a:=>b

b:=min{2b, Olax }
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oa:=b
endwhile while (¢ (@) > 1 () and (9’ () < 7) and (k < k)
Compute:
k:=k+1
Refine a and [a,b]
if (0 () > 4 (0))
o:=0
endwhile
3. End

The Optimization line search is a very popular method and is used more and more
often. Next methods of practical importance are conjugate gradient methods. The
conjugate gradient methods are simple and easy to implement, and generally they
are superior to the steepest descent method.

The steps of the algorithm are the following:

1. Initialize:

° =0

® x:=Xxp

e found = false
o y:=0

o he:=0

2. Iterative step:
while found or (k > kpay)

Compute:
hprev = hcg
heg := f( )+ Vhprev
(/70
heg = f (x)

o := line search (x,hcg)
x:=x+ Ochcg

endwhile
3. End

These methods are simple and easy to implement, but Newton’s method and its
relatives are usually even better. If, however, the number of variables n is large,
then the conjugate gradient methods may outperform Newton-type methods. Class
of methods for unconstrained optimization which is based on Newton’s method is
called Quasi-Newton methods. The reason is that the latter rely on matrix op-
erations, whereas conjugate gradient methods only use vectors. Ignoring sparsity,
Newton’s method needs O(n3) operations per iteration step, Quasi-Newton meth-
ods need O(n2), but the conjugate gradient methods only use O(n) operations per
iteration step.
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The steps of the algorithm are the following:

1. Initialize:

o k:=0

e X I=X0

e found = false
® H:i=Ho

2. Iterative step:
while found or (k > kpgay)
while ( £ () +ul< o)
Compute:
M=2p
Sotve (1" (x)+ 1) han = —f' (x)
ComputeCompute gain factor r
if (r>0)
x:=x+hy,

ui= [.Lmax{;\l —(2r— 1)3}
else it :=2u
k:=k+1
Updte found
endwhile
endwhile
3. End

The more efficient modified Newton methods are constructed as either explicit or
implicit hybrids between the original Newton method and the method of steepest
descent. The idea is that the algorithm in some way should take advantage of the
safe, global convergence properties of the steepest descent method whenever New-
ton’s method gets into trouble.

There is no ”"Panacea” equation or method. Optimization provides a general
framework in which a variety of design criteria and specifications can be readily
imposed on the required solution. In a real life design problem, the design is carried
out under certain physical limitations with limited resources. If these limitations
can be quantified as equality or inequality constraints on the design variables, then
a constrained optimization problem can be formulated whose solution leads to an
optimal design that satisfies the limitations imposed.

16.2.5 Direct Search Method: Hook-Jeeves

The tasks of minimizing the energy of the magnetic field in anisotropic structures
such as joints and air gaps in the transformer core correspond to Direct Search
Method. In each iteration the value function is checked in several points contained
in the vicinity of the point x;. On this basis point x; | is found with the next iteration.
For the solution of the problem the Hooke-Jeeves method is chosen. This method
is not very effective, but it is reliable. Reliability follows from the insensitivity to
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interference, and most importantly from insensitivity to the choice of starting point.
This is a very important feature in the calculation of the distribution of flux density.
A useful result of this minimizing procedure is not the minimum value of energy,
but the homogenized reluctivity of the structure. This value is found many times
during the calculation of the magnetic field in a very large number of points of the
structure. Frequent lack of possibilities of obtaining it requires a simplified method.
This causes instability or inaccuracy of the calculation. This may lead to the pos-
sibility of not obtaining the final solution. Hooke-Jeeves method is not sensitive to
the choice of starting point and, therefore, it is often slower than the method for
finding the minimum of a non-differentiable function. However, it gives satisfactory
results in almost every situation. The reduced speed of the method is not a factor
to determine the characteristics of the group for the replacement structure. Indeed
equivalent characteristics are determined only once for a given type of structure and
specific type of materials. The structure type is characterized by the ratio of the
number of sheets in each layer. This will be explained in detail later in this chapter.

For example, for splicing structure the characterized type of transformer is the
ratio of yoke and column sheets, the replacement ratio for the number of yoke, col-
umn and also the number of layers of air in the virtual gap. The number of different
structures encountered in the real core of transformers is not large. This will allow
the creation of a database with the groups of characteristics.

Hook-Jeeves method is characterized by a very simple algorithm.

The pattern search method of Hook and Jeeves is a sequential technique in which
each step consists in two kinds of moves, one called exploratory move and another
called as pattern move. The first move is done to explore the local behavior of the
objective function and the second move is made to take advantage of the pattern
direction. The general procedure can be described by the following steps:

1. Start with an arbitrarily initial point X; = [x; x» xn]T , called the starting base
point and prescribed step lengths Ax; in each of the coordinate directions u;,
i=1,2,...n.setk=1.

2. Compute f; = f(Xy). Set i = 1 and define new variable with initial value set as,
Yy 0 = X and start the exploratory move as stated in step 3.

3. The variable x; is perturbed about the current temporary base point Y; ;| to
obtain the new temporary base point as follows:

Yeioi+AxU if  f7 = f (Y1 + AxU))
<f=f (Y1)
Yeioi —AxUp  if  f = f(Yiio1 +AxiU;)

<f=fYki1)
< fr=f Vi1 +AxUi)

Yii = (16)

Yii1 it f =f(Y1)<min(f",f7)

This process of finding the new temporary base point is continued for i =
1,2, ... until x, is perturbed to find Y} ,.
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| Data:m, n, {&}, s &}, €0, emins 8 X9 |
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|Initialialconditi0ns te—epxB—xy, i1 |
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O Change the start point
Fy—f(xp) Xo
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>

¥

Exploratory step in j direction:
Xj — xj teg
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>
No
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e < oe

Yes No
e

Fig. 16.1. Hook - Jeeves algorithme
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4. If the point ¥} , remains same as the X; , reduce the step lengths Ax; (say by a
factor of two), set i = 1 and go to step 3.

If Yy, is different from X, obtain the new base point as Xi | = Y,
and go to step 5.

5. With the help of the base points X} and X;.;; establish a pattern direction S as
S = X1 — Xk
and find a point Y10 as Yiy1,0 = Xg1 + 1S
The point Y} ; indicates the temporary base point obtained from the base point
X;. by perturbing the j" component of Xj.
where [ is the step length which can be taken as 1 for simplicity.

6. set k =k+1, fr = f(Yro), i = 1 and repeat step 3, if at the end of step 3 ,
f(Yin) < f(Xk) , we take the new base point as Xx1 = Yy ,, and go to step 5.
On the other hand if f(Yx,) > f(Xk) , set Xi1 = Xi , reduce the step length
Ax;j, set k = k+ 1 and go to step 2.

7. The process is assumed to be converged whenever the step lengths fall below a
small quantity e, thus the process is terminated if max(Ax;) < e

The algorithm of Hook-Jeeves method is shown in Fig.[I6.1l where:

n is the number of unknowns.

m is the limit of iterations number.

e is the initial step of change of unknowns value.

e = 0.1T for the structures of joints of different RD, 0.01T for structures con-

taining air gaps.

® ¢,y is the permissible length of the step being used in the criterion e < e,; end
of an iterative process. The energy minimization assumed e,,;, = 0.001T.

e 0 < o < 1 is the length correction factor change step. In our calculations o =

0.618, with base mutually orthogonal directions, e.g. forn =2 : & = [1,0] and

‘:2 - [Ov 1}

X = [x1,x2,...xn] vector of independent variables.

xo and xBstarting point and base point.

The objective function values are calculated in our case according to algorithms
presented later in this chapter.

16.3 Homogenization Method Principle

The developed homogenization method is based on the discretization of an
anisotropic steel sheets stack. A volume made of different materials - air, sheets
with different angles of magnetization relative to their rolling direction - is replaced
by a homogeneous material which is magnetically equivalent. The objective is to
determine the equivalent magnetic characteristics of the original structure. Thus, a
complex 3D structure can be replaced by a 2D simplified structure called quasi-3D
model, providing an obvious reduction of simulation time. For example, Fig.
shows the equivalence of a step-lap 90° joint. The equivalent magnetic characteris-
tics can be used to model in 2D the magnetic behavior of real 3D structures. The
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Equivalent
structure

cutting
plane magnetic flux direction

- air gap
y

L. =

Fig. 16.2. Scheme of equivalence between a real 3D structure (left) and a quasi-3D structure
(right)

time savings for the geometry capture and calculations are considerable. That al-
lows repeating the simulation many times to optimize a structure with one or more
specific criteria.

The discretization of real 3D structures requires to distinguish between the re-
gions that are not made with the same material. The example in Fig. allows
to explain the method. In this case, the macrostructures are defined by a cut in the
plane (z,x). The Fig.[[6.3shows the step lap arrangement. To apprehend the homog-
enization method, two basic concepts have to be considered: the macrostructure and
microstructure. In the considered problem the macrostructure is a complete assem-
bly of the layers in the overlap, while the microstructure is a repeatable structure of
layers: the column sheet layer, the yoke sheet layer and the air gap. In Fig.[[6.3] step
lap arrangements, can be constituted of one or more sheets.

Macrostructures

Layers

Microstructures: [JJColumn ] Yoke [ | Air gap

Fig. 16.3. Macrostructure and microstructure in a step lap 90°

The homogenization technique enables the replacement of heterogeneous struc-
ture by an equivalent homogeneous one. The homogenization can be performed in
three stages. The first one is the discretization, where we assume that the division of
magnetic flux density vector through the microstructures results from the tendency
to reach the minimum of the magnetic field energy in the macrostructure. Then, the
magnetic reluctivity of the real material is measured in different directions regard-
ing to the rolling direction and the result is extrapolated to attain 2T. In the final
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stage, the equivalent reluctivity of homogeneous 2-D structure (which replaces the
real 3-D structure of the overlap) is calculated.

To determine the equivalent magnetic characteristics of the macrostructres, the
method uses the principle of the energy minimizing W, stored in a macrostructure
which has an equivalent reluctivity v, and volume V,. W, depends on the magnetic
energy of the n materials which constitute the macrostructure. Each material (cell)
is characterized by:

an index i,

a volume V;,

a number of layers n;,
areluctivity v;,

and a magnetic energy W;.

— —

H; and B; are respectively the magnetic field and the magnetic flux density of a cell
i. H, and B, are the similar quantities of the macrostructure r. ¢; determines the

angle of the vector B; regarding to the axis x. Similarly, ¢, is the angle between B,
and the axis x.
Under these conditions, W, can be written:

1
V,B*v, (B,,0,) (17)

n — 1 — —
W= Y Wi (Bivi) = Vi B~
i=0

The energy stored in any step of the overlap (the cell) is given by:

|
Wi = Vi BiHi= , ViB;vi(Bi, o) (18)
Equations (IT’Z) and (I8) take into account the anisotropy of the material: in the plan
(x,). The values of ¢ and B, are imposed and they define a point of the equivalent
magnetic characteristic v, (By, o).
Denoting N the number of elements in a macrostructure, the expression (19) gives

B, with B;. The indications x and y identify the components of the different vectors
in the plane (x,y).

N R lsn By
B= \ SomBi= | VoMbt (19)
i=0 N 2[:0 niBiy y

To define the magnetic flux density vectors in the microstructures, the relation 20Q)
is the objective function to minimize and the equality (I9) is considered as the con-
straint. The equivalent reluctivity of the macrostructure is ginen by equation 2.

Jmin = iniB,-zVi (Bi, o) (20)
i=0
Vr (Bhar) :fmin/Bz (21)

The proposed model requires to know the real magnetic characteristics of the mate-
rial v;(B;, o). Before their use in the calculations, a preliminary stage is required.
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16.3.1 Magnetic Characteristics v;(B;, ;)

The magnetic characteristics B(H, 6), of the column and the yoke elements are mea-
sured with the Epstein frame for different angles 6 regarding to the rolling direction.
Fig.[[6.4lshows the measurements results for 8 =0, 5, 10, 15, 20, 30, 35, 45, 55, 60,
75 and 90°.

05

400

H (A/m)

Fig. 16.4. Magnetic characteristics of a GO sheet B(H,0). The measurement points are
marked with *o’

The characteristic v (B, 0) is calculated from the measurements of B(H,0) is
shown in Fig. On the plane v (B, 0), there is a discontinuity of magnetic flux
density B. To avoid this discontinuity and divergences in the calculation of the equiv-
alent characteristics, an extrapolation and a smoothing of the measured character-
istics are required. To extrapolate the magnetic characteristic, the judicious way is
the extrapolation of the dynamic permeability in function of magnetic flux density
Uq(B). The dynamic permeability is calculated in any point A of the magnetization
curve B(H) as defined by the relation (22)). The extrapolation is done by matching an
analytical model given at equation (23) for the descending part of the curve i (B)
and assuming that at 2T, u, is equal to the magnetic constant uy. Extrapolation is
performed for all measured values v (B, 6). Fig. (I6.3) shows u,(B) extrapolated
with this methodology for 6 = 90°. The value of magnetic field H for the extrapo-
lated part is determined by a numerically integration of t;(B) with equation @4).
The results are presented in Fig. [[6.7 for 6 = 90°. The operation is performed for
all characteristics B(H, 0) to reach a bounded area between 0 and 2T.

4B
- dH|,
ta (B) = ae’® + ce® (23)

a (22)
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Fig. 16.5. Reluctivity versus magnetic flux density for different angles, v (B, 6)

0.02

calculation
—%— measure

-3

0.015 x 10

0 0.5 1 15 2

Fig. 16.6. Extrapolation of i, (B) for 6 = 90°

where a,b,c and d are real numbers. They are constant for a given 6 value and
calculated to respect the limit condition: yy; = o when B — 2T

H— / 1dB (24)

When the equivalent magnetic characteristics are defined for different angles, 0° is
supposed to be the direction of the x axis. This assumption is invalid in the case of
laminations with different RD orientations. Regarding the example of the step lap
and 90°, the characteristic v (B, o) of the yoke is the same as the measured char-
acteristic v(B, 0) because the x axis coincides with the RD of the sheet. But for the
column stacking, the RD is perpendicular to the x axis: v| (B, a;) = va(B, 0 +1/2).
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0 0 500 1000
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Fig. 16.7. B(H) curve, bounded [0,2T]

Thus, the characteristic v;(B, ;) requires an arrangement in terms of ¢; compared
to those measured v(B, 0).

16.3.2 Homogenization Method Application

The joint of the transformer corner is studied. The characteristic feature of the step-
lap joint is a ’comb’ displacement (’parallel’ both vertically and horizontally) of the
laminations in subsequent cycles of the core assembly. For the purpose of analysis,
we have assumed four cycles resulting in four "steps’, with each step comprising two
sheets. Five cycles is standard for unskewed corners and joints. Such designs lead
to a smaller area taken by the *overlap’ and allow the gaps to be spread over bigger
space, resulting in better conditions for flux distribution. The neighboring layers
of laminations are displaced by Smm, which is typical for power transformers. In
the region of an overlap, air-gaps are created due to imperfections of the yoke and
limb assembly (note that a term ’column’ is also used in literature, instead of a
’limb’, to describe the vertical” section of the transformer core). Hence in the core
cross section sequential presence of magnetic sheets (laminations) and gaps may be
observed. Two regions need to be considered: the virtual air-gap and the overlapping

area. The flux density E of the equivalent structure of the air gap may then be defined
as:

— — — —

(ny +na+4no) B,=ng Bo +ny B| +ny B (25)

where i = 0 for the air gap, i = 1 for the yoke and i = 2 for the limb. The energy
stored in region is:

1
W, = 2V (l’l()V()(B()7 O(())B% +nyvi(By, 04 )B% +nva(By, OCQ)B%) (26)
where V =V, = V| =V, is elements volume, which is the same for all the elements

of the different region. That is assuming because the sheets insulation is neglicted.
Then, the objective function in the minimization process is defined as:
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fnin = (novo(Bo, 00)B§ +n1vi(By,01)B] +nava(Ba, 00)B3) (27)

— —
During the minimization process, the unknowns are the components of B; and B;.

In the otherwise, By components are calculated from

no
BOy =1 (nBry—nlBly—nng_\,)

no

Box = ! (nB;x—n1Bix— B
{0x (nByx —n1Bix —naBay) 28)

The equivalent characteristics for different regions are computed by varying the
equivalent flux density B from 0.01T up to saturation. For each equivalent flux den-
sity the equivalent reluctivity v, was found through optimization. From the assump-
tion, the energy of the heterogeneous microstructure must be equal to the energy
of the equivalent homogeneous structure. The equivalent homogenized reluctivity is
obtained by @21).

A single point of B,(H) was determined according to the following algorithm:

1. calculate By, B,, ¢, o from the minimization task ( where x; represents B;x
and B;y, and f 18 fiin),

2. vi(By,04) and v, (By, o) are determined by interpolation,

3. the homogenized value v, is calculated,

4. the field intensity H = v,.B, is calculated.

Equivalent static B,(H) curves have been computed for every region. The curves
are drawn for various inclination angles of B, with respect to the x axis. The cal-
culations are performed for the step lap joint made of grain oriented electrical steel
sheets (M 140-35S), of 0.35mm thickness. The region (6), indicated in Fig.
contains laminations with different direction of rolling and at least one air-gap are
called “virtual gaps”. The equivalent characteristics shown in Fig. [[6.8] refer to the
virtual gap region consisting of two yoke sheets (n, = 2), one limb sheet (n; = 1)
and one air gap (no = 1), at four anisotropic angles of 0°, 30°, 60° and 90°. 0° has
been assumed to coincide with the yoke (x axis) while 900 with the limb (y axis). Se-
lected representative experimental and computed characteristics are summarised in
Fig. The measured static curves refer to the laminations used in the assembly
and are shown for both the rolling and transverse directions (TD), while the com-
puted values are given for the region 2, 5 and 8 refered in Fig.[T6.3|Fig. should
not be interpreted as a comparison between experiment and computation; instead
the curves are merely superimposed to demonstrate that the characteristics of the
different structures lie between the two extremes as given by the two directions of
rolling. This result was to be expected as the actual structures are built from lamina-
tions of various combinations of anisotropic angles. The computed equivalent static
characteristics are then used to represent the 3D effects using 2D simulations.
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Fig. 16.8. Equivalent static B,(H ) of region (6) at four different anisotropic angles

0,n, =2, n2:2: region (5)

N =0,n,; :1,n2:3:regi0n(2) ]
l}.'-_’ - - - no:O, n; =3,n, = 1: region (3)
0 i ; ; ;
0 500 1000 1500 2000 2500
H (A/m)

Fig. 16.9. Measured static characteristics for the lamination in the RD and TD, with computed
characteristics for various structures (2, 5 and 8) for the case of an angle of 0°
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16.4 Conclusion

The proposed homogenization method serves to simplify the characterization of
anisotropic laminated magnetic circuits. It is based on the real magnetic character-
istics of the electrical steel sheets and the energy minimization. The various steps
required to achieve the equivalent magnetic characteristics are the extrapolation of
measured magnetic characteristics of the sheets and the discretization of the orig-
inal structure. To be more accurate, the extrapolation of the measured magnetiza-
tion curves is done for the dynamic permeability. The discretization of the original
structure is based on the differentiation of the constitutional material in the overlap-
ping regions. The equivalent properties are calculated for different regions. These
equivalent characteristics make it possible to replace the original 3D structure by an
equivalent 2D model. For calculations, a 2D finite element model is faster than a 3D
one. The parameters governing the effectiveness of a step lap joint are:

e the steps length,
e the number of sheets per layer,
e and the thickness of the column-yoke gap.

These parameters can be optimized by repeating the calculations of the homoge-
nized finite elements model in order to save time.
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Chapter 17
Applications Examples

In this Chapter, several examples of applications of optimisation methods in the
design of electrical devices are presented.

Section 1 is focused on the study of the torque ripple in a switched reluctance
motor. The maximisation of the torque and minimisation of the torque ripple are
the major objectives of the proposed procedure.

In Section 2 a lumped-parameter model is presented that computes the electro-
mechanical parameters of a linear electrostatic induction micromotor, and simu-
lates its behaviour. A Genetic Algorithm (GA) approach for tuning the parameters
of the proposed model is used. The quality of the circuit model is evaluated in
terms of how well the computed parameters (like force density or voltage at the in-
terface) match the actual performance.

In Section 3 a reluctance network technique is applied to model the behaviour of
a linear stepping motor. The choice of this particular method is due to the speed of
calculation, a benefit especially when a large number of configurations need to be
tried in the search of an optimal solution. The parameter optimisation of the motor
is presented using a sequential quadratic programming (SQP) method with the aim
of maximising the magnetic forces induced in the movable part of the motor.

In Section 4, optimisation and computer-aided design of special transformers
are considered, namely resistance-welding transformers (RWT) and combined
current-voltage instrument transformers (CCVIT). The electrical parameters of
both kinds of transformers are calculated using a finite element method (FEM-
3D). The FEM results are the input data for a Genetic Algorithm (GA) based op-
timal design procedure. The CCVIT is optimised for metrological performance,
while RWT is optimised for energy efficiency.

In Section 5 the effects of geometric parameters on the performance of a switched
reluctance machine (SRM) are studied. The influence of the shape of the tooth shape
on the performance of the SRM is investigated based on a finite-element method
coupled with the magnetic circuit approach (FEM-EMC). The subsequent example
deals with optimisation approach to the design of electrical machines. The proposed
method couples computational fluid-dynamics and heat-transfer equations. The
properties of turbulent flow are obtained from a 2D model, and implemented as the
boundary conditions in a 3D model for the thermal analysis.

Finally, Section 7 investigates particle swarm optimisation for the reconstruc-
tion of groove profiles in two dimensions, in the area of non destructive evalua-
tion. The proposed method is based on the use of signal processing techniques; it
presents an inversion approach of the eddy-current testing signals in order to re-
cover the profile of an axi-symmetric groove. The method uses a finite-element
model to solve the forward problem, and a particle-swarm optimization algorithm
to solve the inverse problem.

S. Wiak et al. (Eds): Computational Methods for Electrical Devices Design, SCI 327, pp. 303-370.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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17.1.1 Introduction

The design of a switched reluctance motor depends on the computation of the
permeances in the airgap, poles and back-iron. In order to obtain these per-
meances, two methods are being comparatively used.

The first, the ‘Permeance Network Analysis’ uses an equivalent electric circuit
that replicates the magnetic geometry of the motor. The advantage of this method
is that it requires very little computation time, and it can be, in some cases even
computed on-line. However, the method lacks in precision and the magnetic cir-
cuit models can become cumbersome.

The second method, the ‘Finite Element Analysis’ has the advantage of an ac-
curate outcome, but is more time-consuming. In order to obtain even more accu-
rate results, the analysis is made on the dynamic model instead of the static one.

17.1.2 Permeance Network Analysis

17.1.2.1 Airgap Permeance

A static permeance network analysis was done in order to express the permeances
in the machine as a function of position 8 and current i [1]. The airgap permeances
are divided into three categories: aligned, half-aligned and unaligned, and are
computed [2] from the basic expression:

P=u-§ [H] M

where S is the area of section crossed by the respective flux, / is the length of the
flux path and g is the magnetic permeability. The MMFs created in the excited
phase are expressed as voltage sources.

These permeances are directly linked to the production of torque in the SRM
and are function of the position 6 of the rotor relative to the stator. The equation of
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torque in the SRM [4] is presented in (2), where L is the phase inductance and i is
the phase current:

7= 120100

e [Nm] 2

The phase inductance and permeance are linked by equation (3), where n is the
number of coils.

L=nxP [Wb*A-1] 3)

17.1.2.2 Poles and Back-Iron Permeances

The permeances in the poles and back-iron are computed taking into consideration
the nonlinearity of the machine. Because of the frequent use in the saturated re-
gion of the switched reluctance motor, these permeances are corrected through the
B-H characteristics, expressed by:

H =, B +x, B" ] @)

In order to obtain the analytical form of the B-H characteristic, only its first magne-
tization curve is taken into consideration, neglecting the hysteresis effect. Its slope y;
is approximated using the least square method [5] which gives the possibility of ob-
taining the magnetic permeability y; as a function of the magnetic induction B.

1 BZD{

L= llet(c— &) (5)

Ki Mo B2+t

where c,¢,7 and o are coefficients determined so that the analytical B(H) curve is
as close as possible to the real characteristic.

Induction B[T]

i ‘ ‘ ;
00 1 2 3 4 5 6 7

Magnetic Field H[A/mM] % 10"

Fig. 17.1 B-H characteristic for the used material
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An iterative method is used in order to obtain the new permeances of the stator
poles and back-iron from the values of the magnetic induction. The iterative process
ends when the error between two consequent values of y; is below a set limit.

17.1.2.3 Complete Permeance Network

The model of the machine is used to obtain the magnetic circuit configuration. The
permeance network is further solved using the classical circuit methods.

Computation of the permeance network is related to the linear development of
the 6/8 SRM (Fig. 17.2).

The computed values of the permeances from the stator poles, rotor poles and
back-iron as well as those of the airgap are considered in order to obtain the total
flux and ultimately the produced torque.

The rotor position-dependent electronic commutation and drive control have to
be integrated into the permeance network analysis [3]. Hence, a dynamic model of
the machine is obtained.

g Qoonon ol a0 Quanan aoeeon Qi i

Fig. 17.2 Permeance Network for the 6/8 SRM

17.1.3 Finite-Element Analysis

A two dimensional model of the 6/8 SRM is being used in order to determine the
magnetic field distribution and the produced torque and its ripple. The analysis has
been made using the commercial software JMag-Studio.

The effects of saturation and mutual coupling between adjacent poles can be
better observed in the FEA model. In order to validate the Permeance Network
Analysis, a number of rotor positions are chosen and the values of magnetic induc-
tion in the poles from the two methods are compared.
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Only one phase of the motor is energized at a time in order to better assess the
magnetic effects in the SRM.

17.1.4 Motor Specifications and Simulation Results Analysis

The simulation model of the motor is a three phase 6/8 switched reluctance motor
with the parameters presented in Tab. 17.1. The value of the phase current is 1 A
and the material characteristic is presented in Fig. 17.3.

Fig. 17.3 Geometric structure of the three phase 6/8 SRM

Table 17.1 Dimensions of the three phase 6/8 SRM

Parameter Value Unit

Stator core outer diameter 41.6 [mm)]

Rotor core outer diameter 17.6 [mm]

Airgap length 0.4 [mm]
Shaft diameter 8.8 [mml]
Stator pole arc 19.6 [
Rotor pole arc 20.18 [

Stator length 50 [mm]
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As it can be seen from Fig. 17.4, the flux lines form a closed loop from one
charged stator pole to the other, trough the airgap, rotor poles, rotor back iron and
stator back iron. It can also be observed that there is virtually no flux passing
through the other stator poles, which means that phase coupling is minimum in the
case of one phase-on strategy.

The magnetic inductance in the stator pole is at peak value at the aligned position,
when the airgap is at its minimum, as it can be seen from Fig. 17.5. The FEA results
confirm the Permeance Network Analysis, the values from both methods for the com-
putation of the magnetic inductance in the energized pole being compared in Fig. 17.6.

The computation of torque and torque ripple produced in the three phase 6/8
SRM in dynamic mode are the final purpose of this paper. In Fig. 17.7 we can ob-
serve the correlation, given by eq. (2) and (3), between the airgap permeances (com-
puted using the Permeance Network Analysis model of the SRM) and the dynamic
torque.

Fig. 17.4 Flux paths in the 6/8 SRM

Fig. 17.5 Magnetic inductance at the aligned position
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Fig. 17.6 Comparative FEA- Permeance Network computation of the flux density for one
stator and one rotor tooth
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Fig. 17.7 Dynamic torque and torque ripple of the used 6/8 SRM
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17.1.5 Conclusions

In this paper a comparison between two electromagnetic analyses (Permeance
Network Analysis and Finite-Element Analysis) used in the electromagnetic mod-
eling of a three phase 6/8 SRM is presented. In order to obtain the dynamic torque
and its ripple, it is first necessary to compute the dynamic evolution of the flux
and inductances for the whole machine, taking into consideration the characteris-
tics of the used materials. The analytical results from the Permeance Network
Analysis, although not as exact as those from the FEA are nevertheless precise
enough for the modeling of the SRM.

The results from the two analyses are necessary in the further development of
the design optimization of the motor, where torque maximization and torque ripple
minimization are the major objectives.
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17.2.1 Introduction

Research advances on electromagnetic induction machines have been established
in fundamental models, as the classic equivalent circuit model in stationary state
[6]. Once the duality of the electrostatic induction micromachine in the microscale
with the electromagnetic induction machine at the macroscale has been demon-
strated [7], the authors propose a new lumped parametric equivalent circuit model
for the micromotor. Figure 17.8 illustrates the physical model of the electrostatic
induction micromotor and the lumped parametric equivalent model.

The quality of this circuit model is based on how its magnitudes of interest
match the main phenomena under study in the micromotor (force density, voltage
at the interface, etc.). The proposed lumped parametric model defines a micromo-
tor in terms of circuit linear passive elements (Cy, C,, G', etc.) and a network or
topological structure. Each element has its own constitutive equations that can be
expressed in a mathematical form. The network or topological structure defines
the system configuration. The composition of these mathematical relations for
each element gives us a system of algebraic equations.

Figure 17.8(a) represents the micromotor physical model. Figure 17.8(b) shows
the proposed lumped parametric equivalent circuit model. As is shown in
Figure 17.8(a) and (b), the equivalence between the physical model and the pro-
posed lumped parametric equivalent circuit model is straightforward.

The proposed model explains and predicts the behavior of the electrostatic in-
duction micromotor, without expensive temporal simulations, saving computa-
tional resources. To our knowledge, no lumped parametric equivalent circuit mod-
el per phase has been found in the literature for the electrostatic induction
micromotor.

* Corresponding author.
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Fig. 17.8 a) Physical model and b) lumped parametric equivalent models for the electro-
static induction micromotor per face.

17.2.2 Lumped Parametric Equivalent Circuit Model

In this parametric model for an electrostatic induction micromotor, there are not
inductive impedances because they are neglected for second order effects. Instead,
we introduce capacitive impedances that are characteristic of the physical nature
of the micromotor. The correspondence between the circuit and the physical mod-
el is based on next premises:

a) The ground of the electric circuit (see node 0 in Figure 17.8(b)) coincides
with the ground terminal of the electric supply applied to the micromotor.

b) The input applied voltage in the active electric circuit terminal (see node 1 in
Figure 17.8(b)) coincides with the terminal of one of the six phases of the electric
supply applied to the micromotor.

c¢) The output terminal voltage of the electrical circuit (see node 2 in
Figure 17.8(b)) coincides with the voltage at the interface of the micromotor,
which is the potential of the rotor. The interface is the surface of the resistive met-
al sheet of the rotor that is in contact with the air.

In the micromotor, the electrical resistance of the stator does not exist, and the in-
ductive impedance is replaced by its dual capacitive impedance, which is C; in
Figure 17.8(b). The resistance and the inductive impedance of the rotor, referred
to the stator, are replaced by their dual conductance G', and capacitive impedance
C, respectively. Conductance G, is expressed as:
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G =G,+G/, (é—lj D

where G'; is the conductance —resistance loss due to metallic resistive sheet of the
rotor — and S the slip of the micromotor. The slip S is expressed as follows

g wlk—v
wlk

where w/k is the wave speed and v the rotor velocity.

The relationship between the lumped parametric equivalent circuit model and
the physical nature of components of the micromotor is summarized as follows:

a) The capacitor Cy, placed in Figure 17.8(b) between nodes 1 and 2 of the
equivalent circuit, is the capacitance between two parallel plates separated by a
distance, and air as dielectric material. These two planes contain the fixed and
mobile elements of the electrostatic induction micromotor.

b) The capacitor C,, placed in Figure 17.8(b) between nodes 0 and 2 of the cir-
cuit, is the capacitance between the superior and inferior sheets of the mobile ele-
ment of the electrostatic induction micromotor. Between these sheets there is a
dielectric material, with a permittivity &j,.

¢) The conductances G’, and G',(1-S)/S are, respectively, the resistance losses
due to the metallic resistive sheets of the rotor, and the mechanic power generated
by the micromotor which is a function of S, respectively.

@

17.2.3 Fitting of Lumped Parameters Using GA in Steady State

As an optimization method to obtain the value of the lumped parameters of the
equivalent circuit, we use Genetic Algorithm techniques [8]. Genetic Algorithm
(GA) is an optimization technique inspired in the Darwin’s evolution theory that
has raised a great interest in the scientific community all over the world in recent
years. This technique imitates the selection mechanics of the nature where only
the more capable individuals of a population survive. John Holland was the pio-
neer in this topic and his main contribution was to develop the foundations that al-
lowed the incorporation of these techniques to a computer [9]. Reference [10]
provides a formal definition of the GA optimization method.

Both the general convergence constraints and the functional parameters
—population size, crossover and mutation probability, number of generations and
number of pairs for generation— of the used GA method are defined as follows.

17.2.3.1 Objective Function

The objective function ¥ to be minimized consists of the quadratic error between
V, and @”(w), where V, and @’ (w) are the potential at the interface in the pro-

posed lumped parametric circuit model, and in the physical model of the induction
electrostatic micromotor, respectively. That is to say:
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v=Y(,(»C,C, G, )-d" (o)) 3)

We calculate the voltage at the interface in the equivalent circuit model, V5, by a
conventional method of Circuit Theory, obtaining the following equations:

S .

C.Gh o’
S S @

G, Co’
1

Z, =7, —— 5
2e le CIC() .] ( )
Z,=2,2 (6)
V2 = |(V()Zed )| (7

as is expressed in Egs. (4) — (7), V» is a function of C;, C;, G', and w.

The voltage at the interface of the physical model, o’ , is obtained by the fol-
lowing expression [7]:

o & .
4+ wSj
o &
b Kok off - off ®
sinh(ka) | | S i)
O-e.ff
where,
0,5 = o,coth(ka)+o,coth(kb)+ ok ©)
&5 = & keoth(ka)+ & kcoth(kb) 10)

Please, note that parameters and symbols are introduced in Table 17.2.

In this work, we obtained the parameter values for the proposed model using
S=1, therefore, the rotor is stopped. Because, inductive impedances are neglected
at the microscale [7], another set of parameter values is obtained following the
same procedure when slip conditions change — S&[0,1]. This implies that in the
proposed equivalent circuit model, the conductance given by G',(1-S)/S re-
mains in open circuit (the mechanic power is equal to zero because the mobile part
is stopped).

For a given surface conductivity os, the objective function ¥ is minimized with
GA when the frequency @is swept. Based on these equations (see Egs. (3) — (10)),
we obtain the parameters of the equivalent circuit model, C;, C, and G',, that
models the electric induction micromotor.
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Table 17.2 Definitions and Symbols

Symbol Name

Unit

a
b

Ci
G

G’

Vo
Vi
Vs
€a
€p

Eeff

Ga
Gb
Geff

Gs

Height of dielectric a, air
Height of dielectric b, rotor
Capacitance 1

Capacitance 2

Conductance 2

Variable Conductance
Number of waves per metre
Imaginary unity

Slip

Force density tangential component

Linear speed of mobile part
Interelectrodic voltage

Supply voltage

Voltage in node 1

Voltage in node 2

Permittivity of the dielectric a
Permittivity of the dielectric b
Effective permittivity

Angular frequency of the signal
Conductivity of the dielectric a
Conductivity of the dielectric b
Effective Conductivity

Surface Conductivity

Voltage at the interface

GA'’s objective function

(m)
(m)
(F/m)
(F/m)
(S/m)

(S/m)

(N/m?)
(m/s)
2]
V)
V)
V)
(F/m)
(F/m)
(F/m)
(Hz)
(S/m)
(S/m)
(S/m)
()

V)
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17.2.3.2 GA Parameters

We have applied Genetic Algorithms for tuning the parameters of the equivalent
circuit model to the linear electrostatic induction micromotor. Both physic and
geometric parameters are shown in Tables 17.2 and 17.3, respectively.

A toolbox of Scilab [11] has been used as a platform of numerical calculation.
The problem has been solved for different values of the surface conductivity as.

We have fitted the lumped parameters, C;, C, and G’,, for four different con-
ductivities, and we have observed that the capacitances C;, C, do not vary with the
conductivity, they remain constant. However, the value of the conductances de-
pend on conductivity.

Table 17.4 shows the values and parameters that have been used for the GA op-
timization. The GA converges in 50 iterations. Parameter values in Table 17.3 and
17.4 have been used in all simulations and for each surface conductivity of the
material.

Table 17.3 Physical and geometrical parameters of the micromachine

Symbol Name Value Unit
L Length of the structure 44.10° (m)
hm Height of the metallic plates 0.01-10° (m)
a Height of dielectric 2 3-10° (m)
b Height of dielectric 1 10-10°  (m)
k Number of waves per metre 2n/L (m’l)
v Linear speed of mobile part 0 (m/s)
f Temporal frequency of excitation 2.6 - 10°  (Hz)
Vo Maximum value of excitation 200 (V)
Table 17.4 G A parameters
Name Value
Population size 400

Crossover probability 0.7
Mutation probability ~ 0.05
Number of generations 50

Number of pairs 150
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17.2.3.3 Lumped Parameters in Stationary State

Table 17.5 contains the optimized values for the parameters of the lumped model

per phase and 05 unit of width (m). Note that when the material conductivity of
the metallic sheet of the rotor increases, the values of the capacities C; and C, re-
main, approximately, invariable. However, the conductivity G', increases. From
the results, we demonstrate that the relationship between the surface conductivity)
of the physic model and the conductance G', of the lumped parametric
equivalent circuit model is linear.

Figure 17.9 shows the force density at the interface versus slip for the physical
model. This was calculated through analytical equations using Maxwell’s field
equations [7], and for the equivalent lumped circuit model, calculated through GA.
Both curves are coincident, so the model has been validated. The mean square er-
ror for 50 generations is lower than 15-107 %.

Table 17.5 Calculated values for lumped parameters per phase

US C1 C2 G'2

1/Q) (F/m) (F/m) (@' /m)

1/(1800 - 10% 238.71857 - 10 483.966 - 10° 9.4506 - 10"
1/(600 - 10%)  238.58074 - 10 483.283 - 10° 28.3215 - 10™'
1/200 - 10%)  238.58724 - 10 483.306 - 10° 84.9662 - 10™!

1/(144 - 10%  238.58507 - 10° 483.294 - 10° 118.007 - 10"
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Fig. 17.9 Force Density vs. slip value for both the lumped parametric model and analytical
Maxwell s field equation
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17.2.4 Time Domain Analysis

In this section, we analyze the transient state of the physical and equivalent circuit
models. We have used the lumped parameters obtained in previous section 2.3.

17.2.4.1 Transient State of the Physical Model

In order to analyze the transient state of the electrostatic induction micromotor, we
start from the following equation:

V-qu5+% Ve Vo=0 (11)
Equation (12) is expressed as follows
ai Ve VO+V.-6V®P=0 (12)
t

Equation (12) is a Differential-Algebraic system of Equations (DAE) that is rep-
resented as

M?+N~q§: f (13)
t

where M and N are matrix of coefficients, @ is the potential at the interface, and
f(t) is the excitation signal on each node when Dirichlet conditions are used to
solve the FEM equation system. This time—dependent equation has to be discreti-
zated in both space and time domain. We used Gmsh software [12]. The discreti-
zation in time domain has been realized applying the 6—method [13]. The Equa-
tion (14) is transformed as follows:

o —D

M—"HA; “ +N(0 2 +(1—(9)¢n)= an—l +(1_(9)bn (14)

n+l

where index n and n+1 refer to @ quantities at time ¢ and 7+4¢, respectively. De-
pending on the values for parameter 6 we obtain a particular equation that is
solved by a classical method. For example, if #=1 we use implicit Euler method,
6=0 explicit Euler method and #=0.5 is Crank—Nicholson [8]. In this work we use
6=1.

At =0, the initial conditions for the electric potential is V=0 for the entire do-
main. The total time for the transient analysis is 14 cycles of the applied sinusoi-
dal voltage with a maximum value of 200 (V). The time step used in 8—method is
equal to 7740 s, where T is the signal period (see Table 17.3). The potential at the
interface has been calculated with the Finite Element Method (FEM), using the
GetDP [14] software solution. At 7=0 the initial condition for the electric potential
is @=0 in the entire domain.
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Figures 17.10, 17.11 and 17.12 show the transient state of the voltage in the in-
terface region between geometrical points z=0 y z=L/2 (see points A and B in
Figure 17.8(a) at the time instants 1.92:107 (s), 4.81-107 (s) and 3.85 10 (s), re-
spectively. For a given time t, we have observed that the voltage at points A and B
are identical in magnitude with opposite sign. Note that voltage magnitude tends
to 65.9 (V) —steady state voltage magnitude.

Figure 17.10 illustrates the voltage distribution at the time instant 1.92-107 (s).
The maximum voltage value (117 (V)) is greater than the maximum voltage mag-
nitude in steady state (65.9 (V)). As the transient analysis evolves, this maximum
voltage value tends to the maximum of the steady state voltage value, see
Figures 17.11 and 17.12. In addition, the traveling wave changes its wave form
until it reaches the definitive sinusoidal slope (see Figure 17.12).

Voltage (V)[at time s] (1.92e-07)

117
101
85.6
70 \

-70
-85.6
-101
117
1.1e-05 2.2e-05 3.3e-05 4.4e-05 5.5e-05

Position [m]

Fig. 17.10 Voltage distribution at the interface for time instant 1.92-107s

Voltage (V)[at time s] (4.81e-07)

.
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Fig. 17.11 Voltage distribution at the interface for time instant 4.81-107s
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Voltage (V)[at time s] (3.85e-06)
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Fig. 17.12 Voltage distribution at the interface for time instant 3.85-10%

Transient State of the Equivalent Circuit Model

To calculate the transient state of the equivalent circuit model shown in
Figure 17.8(b), we have applied the state variable method [15]. In this circuit, we
have used the values of the parameters calculated previously for S=1 using GA.
The resolution of this problem leads to the following equation

dVe, (1) Gy )+ G dv(t) (15)
dt C +C, C+C, dt

This is an Ordinary Differential Equation (ODE), type y'=—Ay+Bu, with initial
conditions V,(t)=0. This is a classic problem of Initial Value Problem (IVP) that
has been resolved applying the explicit method of Runge-Kutta-Fehlberg (RKF45)
or adaptative step method [13]. The obtained results have been represented in
Figure 17.13. The curve shows the output potential V, of the equivalent circuit and
how this potential tends to the steady state value. Figure 17.14 illustrates the tem-
poral variation of the integration step of the RKF45 method.

60 10
ve(t) —
40 (t) 97:
2 £ g5
s 0 5 .8
o 20 E 75
-4 ]

% -40 3 7
> 60 - 6.5
E 6
e F 55
-100 5
-120 45

0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700

Time (ns) Time (ns)

Fig. 17.13 Transient state of the output poten- Fig. 17.14 Temporal variation of the in-
tial for the lumped equivalent model tegration step for the lumped equivalent
model
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Comparisons

Figure 17.15 shows the obtained voltage values in transient state for both models.
The dot points represent the FEM solution of the physic model and lines represent
the solution for the equivalent circuit model obtained through RKF45 algorithm.
We observe that both results are coincident, because the error is neglected. The
mean quadratic error is neglected. This result validates the proposed lumped pa-

rametric model.
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Fig. 17.15 Transient state for circuital and physical models

17.2.5 Conclusions

We have introduced a novel lumped parametric equivalent circuit model per phase
in stationary state that couples electromechanical parameters, describing the
behavior of a linear electrostatic induction micromotor. We have used Genetic Al-
gorithms for tuning the parameters, of the proposed model. Our model has been
validated by comparison against analytical solution. The comparison results dem-
onstrate that the fitting error between our proposed equivalent circuit and the
analytical solution —calculated applying the field analytical Maxwell’s equa-
tions— for the interface potential is neglected. Based in the lumped model pa-
rameters obtained in steady state, we have also calculated the potential in transient
state. We calculated the potential in the transient state in the physical model with
FEM and we obtained the same results.
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17.3.1 Introduction

Well that the numerical approaches, as the finite elements method, recorded a lot
of advantage concerning the precision and the study of complex geometry, they
present again the inconvenience of important time calculation. Generally, when it
is about a research of optimizations problems, the analytic approaches are often
solicited because they are fast in time of calculation. It is for this reason that we
chose the modelling by reluctance network. The modelling by magnetic equivalent
circuit (MEC) consists in defining a topology of the reluctances network. The
knowledge of magnetic flux distribution is necessary and considering the hypothe-
sis on this flux target is interesting. However when the magnetic material is satu-
rated, the flux is canalized rightly in iron and therefore the reluctance network
becomes easy to construct (the tubes of flux follow the magnetic circuit). Never-
theless, an important saturation implicates an increase of the leakage fluxes, what
makes difficult to construct the reluctance network. Also, the number of reluc-
tance influence on the topology of the network [16].

Our objective is focused on study of linear stepping motor and application the
method of SQP in order to maximum magnetic force. We use the finite elements
method to obtain the flux target in stepping moto<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>