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Preface

In this edited volume, 15 research syntheses of the validity evidence reported in

different research areas are presented. The chapters were purposefully chosen to

reflect a wide variety of disciplines, journals, or measures. Eight of the chapters

focused on particular journals ranging from measurement and assessment journals

like Educational and Psychological Measurement, Psychological Assessment, to
international counterparts such as the European Journal of Psychological Assess-
ment, as well as Social Indicators Research: An International and Interdisciplinary
Journal for Quality of Life Measurement. In total 11 journals in a variety of

disciplines that were North American, European, or International focused were

surveyed in the chapters. From these journals one can see the far reach that we

aimed to contain. Likewise, nine chapters focused on key tests, measures, or

assessment tools that provide a sense of validation practices in particular areas of

assessment. Note that one chapter focused both on a group of journals as well as

particular measures. In short, in essence, we are studying the scholarly genre of

validation reports and how this genre frames validity theory and practices.

Each chapter is meant to stand alone and hence one could read a sub-set of the

chapters in any order. The “free-standing” nature of the chapters is important

because readers may want to focus on one, or more chapters, because of the vast

array of domains, topics, and measures we covered.

We were mindful that we wanted each chapter to be both unique but also use

some common framework. Therefore, we decided that all chapters would, at least,

follow the generic framework in the Standards (AERA et al. 1999) wherein five

sources of validity evidence were of focus: (a) content-related, (b) response pro-

cesses, (c) internal structure, (d) associations with other variables, and (e) conse-

quences. The syntheses also addressed whether recent work in validity theory was

cited as informing the validation practice (e.g., Hubley and Zumbo 1996, 2011,

2013; Kane 2006; Messick 1989; Zumbo 2007, 2009).

This volume represents a broad sampling of educational, psychosocial, and health

research settings, giving us an extensive evidential basis to build upon earlier studies

by Cizek and his colleagues (2008, 2010). It is worth noting that the chapters in this

volume commonly used a sampling of papers because unlike Cizek et al. (2010) who
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used a word search and hence were able to include hundreds of papers, the authors

herein based their synthesis on a close read of the papers and not an automated word

search. Therefore, in our authors’ cases, the number of papers is limited by the

methodology. This methodology has the benefit of contextualizing the findings

reported in each of the papers being synthesized, and overall there are hundreds of

papers (more than 500) reviewed in detail.

We would like to outline for you the general principles and ethos of the book.

The book is organized in five parts. Part I consists of an introductory chapter that

sets the stage for and purposes of the book, and a second chapter reviewing

standards and guidelines for validation practices in a variety of academic disci-

plines and jurisdictions. Part II includes three chapters devoted to quality of life,

wellbeing, and life satisfaction. Part III consists of six chapters broadly reflecting

psychology and education. Part IV consists of six chapters in the broad domains of

health and medicine, including health psychology, patient-reported outcomes, and

medical education. It should be noted that the chapters in Parts II–IV overlap a great

deal in focus (which is not surprising given the overall purpose of the book) and

could be re-arranged with different section headings. The closing part includes two

concluding chapters. The first is a “meta-synthesis” of the 15 research syntheses and

the closing chapter takes the reader back to the broad focus of the whole volume.

Because of its breadth of scope and purpose, this book is a high watermark in the

history of measurement, testing, and assessment because it documents what people

do when they validate their tests, measures, or assessment instruments in a wide

variety of disciplines and regions of the world. This focus on validation practices is

interesting in and of itself and will influence both future validation studies and

theorizing in validity. In part, it documents how validity theory is influencing

validation practices, and it also guides us in developing a plan for validation

work. In broad terms, we aimed to answer the question: What passes as validity

evidence? In other words, when people validate a measure, what do they do? What

does the academic community accept as evidence of measurement validity in its

scholarly journals? It is important to note that our focus was not on whether the

score inferences drawn from any particular measure, test, or assessment are “valid”

but rather on the sources and kinds of validity evidence that are reported in the

published research literature.

Like all studies, there are limitations to our work; the largest one is by design.

Our focus is on papers published in scholarly journals. We did not include any

synthesis of what testing organizations, testing companies, or professional test

publishers are doing in their validation practices as reflected in test manuals or

validation studies within their organizations. Some of this is captured in the work of

Cizek and his colleagues (2008) in their study of the Mental Measurement Year-
book1; however, some of this information is also difficult to obtain because several

testing organizations treat their validation studies as propriety information. As a

reminder, however, our focus was on papers published in scholarly journals, and as

1 Curiously, their overall findings are consistent with ours.
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we show in our search of the PsycInfo database in Figs. 1.1, 1.2, and 1.3, we have a

large body of work to select from and hence our focus is warranted.

We would like to close by acknowledging the impressive body of work that our

collaborators amassed. To support the reading of each chapter, each chapter author

was asked to speak to validity theory in their domain and, where possible, make

recommendations for validation practices. There is much gold to be mined for

validity theorists and practitioners in the closing sections of each chapter. In

addition to our own review of each of the chapters, we would like to thank Dr.

Katie Gunnell, Dr. Rebecca (Beck) Collie, Michelle (Yue) Chen, and Dr. Dallie

Sandilands who each provided valuable feedback for several chapters.

Vancouver, BC, Canada Bruno D. Zumbo

Eric K.H. Chan
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Chapter 1

Setting the Stage for Validity and Validation
in Social, Behavioral, and Health Sciences:
Trends in Validation Practices

Bruno D. Zumbo and Eric K.H. Chan

As witnessed in the seminal work of Messick (1989) and Kane (2006, 2013), over

the last 50 years validity theories have become more expansive and complex. Prior

to the 1950s, a diversity of procedures was used in validation practice and an array

of names for these procedures was used when researchers reported validity evi-

dence. Early in the history of the social and behavioral sciences, the criterion- and

content-based models dominated the practice of validation (Anastasi 1986). The

early practices reflected the then dominant ‘behavioral’ view in the social sciences

and hence tests and measures were primarily considered predictive devices –

wherein one could predict some future behavior, or was a short-hand for a more

complex current behavior. With this in mind, one can see how the correlation with

the criterion (i.e., the future or current behavior) was the dominant perspective in

validation. Simply put, a test or measure was valid if it predicted the criterion.

In 1954, the Technical Recommendations for Psychological Tests and Diagnostic
Techniques (the first version of the North American test standards) was published

by the American Psychological Association in collaboration with the American

Educational Research Association and the National Council on Measurement in

Education. In this document, validity was classified into content, predictive,

concurrent, and construct. A year later, Cronbach and Meehl (1955) published

a seminal paper and argued that the focus should be on construct validity, empha-

sizing the importance of a nomological network as a form of theory building

about the psychological phenomenon of interest. This signaled the change in

viewing tests and measures as reflective devices (or signs) of some unobserved

phenomena (i.e., one definition of a construct). This shift in emphasis to

unobserved phenomena is an important landmark in the history of measurement,
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Educational and Counseling Psychology, and Special Education, The University of British

Columbia, 2125 Main Mall, Vancouver, BC V6T 1Z4, Canada

e-mail: bruno.zumbo@ubc.ca

B.D. Zumbo and E.K.H. Chan (eds.), Validity and Validation in Social, Behavioral, and
Health Sciences, Social Indicators Research Series 54, DOI 10.1007/978-3-319-07794-9_1,
© Springer International Publishing Switzerland 2014

3

mailto:bruno.zumbo@ubc.ca


assessment, and testing. Please note, however, that the criterion view still continued

but had less emphasis as the discipline of psychological theorizing began to dwell

again among unobservables in response to the various forms of behaviorism that

shun these unobservables.

Over three decades after Cronbach and Meehl (1955), Messick (1989) published

a seminal paper on the unitary view of validity. According to Messick (1989),

validity is “an integrated evaluative judgment of the degree to which empirical

evidence and theoretical rationales support the adequacy and appropriateness of

inferences and actions based on test scores” (p. 13) and is a fundamental concern in

measurement. Messick’s (1989) unitary view of validity remains influential in the

theoretical arena of measurement and is reflected in the Standards for Educational
and Psychological Testing (AERA et al. 1999). According to the Standards,
validity is “the degree to which evidence and theory support the interpretation of

test scores entailed by proposed uses of tests” (p. 9). This perspective has given rise

to the situation wherein there is no singular source of evidence sufficient to support

a validity claim.

There are a series of statements about validity and validation practices that are

shared and characterize a contemporary view of validity (e.g., Cronbach 1988;

Hubley and Zumbo 1996, 2011, 2013; Kane 2006, 2013; Messick 1989; Zumbo

2007, 2009). Validity is not about the instrument, test, or measure but rather about

the inferences, claims, or decisions that one makes based on the scores. Therefore,

one does not validate a test, measure, or assessment but rather one validates the

inferences. Validity does not exist as distinct types and validation should not be a

piecemeal activity akin to stamp collecting – or, for that matter, collecting baseball,

soccer, or hockey cards. Validation is an ongoing process in which various sources

of validity evidence are accumulated and synthesized to support the construct

validity of the interpretation and use of instruments. In addition to the traditional

sources of evidence such as content, relations to other variables (e.g., convergent,

discriminant, concurrent, and predictive validity), and internal structure (dimen-

sionality), evidence based on consequences (intended use, and misuse), and

response processes (cognitive processes during item responding or during rating)

are important sources of validity evidence that should be included in validation

practices. Although different validity theorists emphasize each of these to varying

amounts, validation practices center around establishing a validity argument

(such as Cronbach and Kane), an explanation for score variation (such as

Zumbo), a theoretical framework of law-like relations that is tested against data

(a nomological network, Cronbach and Meehl), sample heterogeneity and

exchangeability to support inferences (Zumbo), or being guided by a progressive

matrix that organizes validation practices, but centers on construct validity

(Messick). As a whole, these foci capture the core perspectives on validity seen

in the current literature and are meant to guide the practice of validation. It should

be noted that, as expected in a vibrant scholarly discipline, elements of this

contemporary view are not endorsed by all and, in fact, are challenged by

some important voices in the field (e.g., Borsboom et al. 2004; Markus and

Borsboom 2013).

4 B.D. Zumbo and E.K.H. Chan



Trends in Validation Practices: Setting the Stage

We conducted a systematic search of validation studies published since the 1960s.

Our aim was to get a snapshot of the trends in validation practices for publications

that explicitly presented themselves as validation studies. Of course, a good deal of

validation work is done alongside substantive studies (wherein the substantive

studies are the primary objective) in psychology, education, health, and other social

and behavioral sciences, however, we wished to trace the validation practices of

studies for which the validation work is the primary (if not sole) purpose of the

publication. We did this because we believe that focusing on studies that are

explicitly cast as validation studies will give us the clearest picture of validation

practices. When one is doing validation as a side project to a larger study that one

considers more substantive then the validation practices will likely be described in

less detail and likely also a modest or minor part of the body of work. For example,

if one is interested in the mediating and moderating factors in the relation between

academic self-concept and academic achievement, one may report a small-scale

validation exercise along the way but certainly, by definition, that validation study

will be relatively limited in scope and the details presented in the manuscript as

compared to a study that has as its sole purpose the reporting of a validation study.

We were interested in documenting the general trend in publication of validation

studies. For each 5-year period between 1961 and 2010 we searched the PsycInfo

database for the terms ‘validity’ or ‘validation’ and the terms ‘psychometric’,

‘measurement’, ‘assessment’ or ‘test’ in the abstract of the paper. In addition, we

limited our search to peer-reviewed scholarly journals. As presented in Fig. 1.1 there

is clearly an increase in the number of scholarly peer-reviewed journal publications

with just over 300 publications between 1961 and 1965 to over 10,200 publications

between 2006 and 2010. Certainly, some of that increase can be attributed to the

increase in the sheer number of journals and researchers; however, the fact is that

the field of measurement validity is growing in remarkable strides.
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In Fig. 1.2 we documented the publication practices in four domains. Two of the

trend lines represent well-established areas of measurement research that have

journals dedicated to them: education or psychology, and counseling. The remaining

two trend lines represent relatively emerging fields of measurement, testing, or

assessment defined by terms such as ‘life satisfaction, wellbeing, or quality of life

(QoL)’, and ‘health or medicine’. Again, like Fig. 1.1, we are witnessing an increase

in the number of scholarly publications in these disciplines with, as expected,

the greatest increase being seen in education and psychology.

Once again, in Fig. 1.3 we applied the same search strategy except that in this

case we searched for various sources of validity evidence. For example, in

documenting the trend in content validation studies, we searched for the terms

“content validity” or “content validation” and the terms ‘psychometric’, ‘measure-

ment’, ‘assessment’ or ‘test’ in the abstract of the papers. We continued to limit our

search to peer-reviewed scholarly journals. Noting, of course, that papers can report

more than one source of validity evidence, construct validity evidence is the most

commonly reported followed by concurrent and predictive evidence, and finally

content validity evidence.

It is important to note that in the data reported in Figs. 1.1, 1.2 and 1.3 we are

looking back in time with the labels from the current Standards. In essence, we

are looking back over our shoulders but applying today’s labels. Likewise, it is

important to note that this is a “snapshot” picture that is obtained by documenting

the count of words in the abstracts of the published articles and hence does not

document the specifics, nor does it break it down by scholarly practices. In fact, it is

this general picture that motivates the need for the studies reported in this edited

volume.
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Fig. 1.2 Trend lines of publication of validation studies across disciplines
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With the growing number of validation papers published in academic journals

across different academic disciplines, and with the revision of the Test Standards
scheduled to be released soon, it is timely to examine validation practices by

researchers across different academic disciplines. Our focus, and the focus of this

edited volume, is a study of the scholarly genre of validation reports and how this

genre frames validity theory and practices.
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Chapter 2

Standards and Guidelines for Validation

Practices: Development and Evaluation

of Measurement Instruments

Eric K.H. Chan

This book, Validity and Validation in Social, Behavioral, and Health Sciences
(edited by Zumbo and Chan), is a collection of chapters synthesizing the practices

of measurement validation across a number of academic disciplines. The objectives

of this chapter are to provide an overview of standards and guidelines relevant to the

development and evaluation of measurement instruments in education, psychology,

business, and health. Specifically, this chapter focuses on (1) reviewing standards

and guidelines for validation practices adopted by major professional associations

and organizations and (2) examining the extent to which these standards and

guidelines reflect contemporary views of validity, and issues, topics, and foci

considered therein (e.g., Kane 2006, 2013; Messick 1989; Zumbo 2007, 2009).

Validity and Validation

Measurement instruments are widely used for clinical, research, and policy decision

making purposes in many professional disciplines. The quality of the data (i.e.,

reliability) and the quality of the decisions and inferences made based on the scores

from measurement instruments (i.e., validity) are therefore not inconsequential.

Validity and validation are the most fundamental issues in the development,

evaluation, and use of measurement instruments. Validity refers to the quality of

the inferences, claims, or decisions drawn from the scores of an instrument and

validation is the process in which we gather and evaluate the evidence to support

the appropriateness, meaningfulness, and usefulness of the decisions and inferences
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that can be made from instrument scores (i.e., to understand and support the

properties of an instrument) (Zumbo 2007, 2009).

Although it is not unanimous (see, for example, Borsboom et al. 2004; Markus

and Borsboom 2013 as dissenting views), overall there are a series of statements

about validity and validation practices that are shared and characterize a “contem-

porary view of validity” (e.g., Cronbach 1988; Hubley and Zumbo 1996, 2011,

2013; Kane 2006, 2013; Messick 1989; Zumbo 2007, 2009):

1. Validity is about the inferences, claims, or decisions that we make based on

instrument scores, not the instrument itself.

2. Construct validity is the focus of validity. Validity does not exist as distinct types

and validation should not be a piecemeal activity. Sources of validity evidence

are accumulated and synthesized to support the construct validity of the inter-

pretation and use of instruments.

3. Validation is an ongoing process in which we accumulate and synthesize validity

evidence to support the inferences, interpretations, claims, actions, or decisions

we make.

4. The contemporary views of validity contend that in addition to the traditional

sources of validity such as content, relations to other variables (e.g., convergent,

discriminant, concurrent, and predictive validity), and internal structure (dimen-

sionality), evidence based on response processes (cognitive processes during

item responding or during rating) and consequences (the intended use and

misuse) are important sources of validity evidence that should be included in

validation practices. These sources of evidence are accumulated and synthesized

to support the validity of score interpretations.

5. Although different validity theorists emphasize each of these to varying

amounts, validation practices center around establishing a validity argument

(Cronbach and Kane), an explanation for score variation (Zumbo), the substan-

tive aspect of construct validity, which highlights the importance of theories and

process modeling that are involved in item responses (Messick), sample hetero-

geneity and exchangeability to support inferences (Zumbo), or being guided by a

progressive matrix that organizes validation practices, but centers on construct

validity (Messick).

Standards and Guidelines

Standards and guidelines play an important role in professional practices. They

make professional practices more efficient and consistent, bridge the gap between

what the empirical evidence supports and what professionals do in practice, and

serve as gatekeepers to ensure high quality professional practice (Woolf

et al. 1999). Although it is not the intent of this chapter to discuss the differences

between standards and guidelines, it is worth noting that the two are not the same.

According to the American Psychological Association (APA 2002a).
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The term guidelines [italics in original] refers to pronouncements, statements, or declara-

tions that suggest or recommend specific professional behavior, endeavors, or conduct . . .
Guidelines differ from standards in that standards are mandatory and may be accompanied

by an enforcement mechanism. Thus . . . guidelines are aspirational in intent. They are

intended to facilitate the continued systematic development of the profession and to help

ensure a high level of professional practice . . .. Guidelines are not intended to be mandatory

or exhaustive and may not be applicable to every professional and . . . [professional]
situation. They are not definitive and they are not intended to take precedence over

[professional judgment]. (p. 1050)

Guidelines on the development of guidelines are available (APA 2002a; Eccles

et al. 2012; Shekelle et al. 1999), as are criteria for evaluating the quality of

guidelines (APA 2002b; The AGREE Collaboration 2003). Over the years stan-

dards and guidelines have been developed by a number of organizations in various

disciplines (including education, health, medicine, and psychology) regarding the

development and evaluation of measurement instruments. It is important to note

that the purpose of this chapter is not on the quality appraisal of the standards and

guidelines, but rather on informing the readers on the issues of validity and

validation as covered in the standards and guidelines, as well as on examining the

extent to which the standards and guidelines reflect contemporary views of validity.

In this chapter, the following standards and guidelines are covered:

1. Standards for Educational and Psychological Testing (AERA et al. 1999)1

2. Guidance for Industry – Patient-Reported Outcomes Measures: Use in Medical
Product Development to Support Labeling Claims (Food and Drug Administra-

tion 2009)2

3. Consensus-Based Standards for the Selection of Health Measurement Instru-
ments (COSMIN; Mokkink et al. 2010a)

4. Evaluating the Measurement of Patient-Reported Outcomes (EMPRO; Valderas

et al. 2008)

5. Principles for the Validation and Use of Personnel Selection Procedures (Soci-
ety for Industrial and Organizational Psychology 2003)

6. Test Reviewing for the Mental Measurement Yearbook at the Buros Center for
Testing (Carlson and Geisinger 2012)

7. European Federation of Psychologists’ Association’s (EFPA) review model

(Evers et al. 2013)

1 The International Test Commission (ITC 2001) has guidelines on test use. Although the guide-

lines, as stated in the document, have implications on the development of measurement instru-

ments, the focus is on test user competencies (e.g., knowledge, skills, abilities, and related

characteristics). The ITC guidelines are therefore not included in this review.
2 The European Medicines Agency (EMA 2005) published a document providing broad recom-

mendations on the use of health-related qualify of life (HRQoL), a specific type of patient-reported

outcomes (PRO), in their medical product evaluation process. The EMA explicitly states that it is a

reflection paper, not guidance. Therefore, the EMA document is not included in the present review.
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Standards for Educational and Psychological Testing

The development of the Test Standards began when the APA published a formal

proposal (Technical Recommendations for Psychological Tests and Diagnostic
Techniques: A Preliminary Proposal) in 1952 on the standards to be used in the

development, use, and interpretation of measurement psychological instruments.

The proposal led to the publication of the first standards in 1954, the Technical
Recommendations for Psychological Tests and Diagnostic Techniques. In the

document, validity was classified into content, predictive, concurrent, and con-

struct. The Test Standards have undergone several revisions (APA 1966; AERA

et al. 1974, 1985). The most current version of the Test Standards (AERA

et al. 1999) is clearly heavily influenced by Messick’s (1989) unitary view of

validity. Accordingly, there is no singular source of evidence sufficient to support

a validity claim. Construct validity is the central component in validation work,

encompasses the following five sources of evidence germane to the validation of the

interpretation and use of the score of an instrument. The five sources include

(1) evidence based on test content, (2) evidence based on response processes,

(3) evidence based on internal structure, (4) evidence based on relations to other

variables, and (5) consequences. A cursory review of the forthcoming edition of the

Test Standards suggests that, overall, the focus and orientation of the 1999 edition

are maintained.

The content of an instrument includes the items, format and wording of the

items, response options, and the administration and scoring procedures. Content

evidence can be obtained by examining the relationship between the content of an

instrument and the construct one intends to measure. Evidence based on response

processes is the examination of the cognitive or thinking processes involved when

people respond to items. Strategies such as think aloud protocols can be used to

investigate how people interpret and answer items. The internal structure of an

instrument refers to the degree to which the items represent the construct of interest

by investigating how items relate to each other using statistical methods such as

factor analysis and item response modeling. Evidence based on relations to other

variables concerns the association between instrument scores and external vari-

ables. Convergent, discriminant, and criterion-related (including concurrent and

predictive) validity can be gathered to support such evidence. And finally, conse-

quences refer to the intended and unintended use of an instrument and how its

unintended use weakens score inferences. Table 2.1 presents the sources of evi-

dence discussed in the Test Standards.
It is noteworthy that the APA, which publishes the Test Standards, appears to be

using the term “standards” in a manner inconsistent with the APA’s own view of the

distinction between standards and guidelines (see discussion above). The Test
Standards are presented, and function, like APA’s definition of guidelines. Future

editions may want to reconcile this disparity.
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FDA Guidance for Industry

The Food and Drug Administration (FDA) of the United States published a docu-

ment “Guidance for Industry - Patient-Reported Outcomes Measures: Use in
Medical Product Development to Support Labeling Claims” (2009) on its current

thinking regarding the review and evaluation of newly developed, modified, or

existing patient-reported outcome (PRO) instruments for supporting labeling

claims. Labeling claims are medical product labels constituting the formal approval

of the benefits and risks of medical products by the FDA. The FDA defines PRO as

“any report of the status of a patient’s health condition that comes directly from the

patient, without interpretation of the patient’s response by a clinician or anyone

else” (p. 2) and PRO instruments are means to “capture PRO data used to measure

treatment benefits [italics in original] or risk in medical product clinical trials”

Table 2.1 Sources of validity evidence presented in standards and guidelines

AERA/NCME/APA test standards

Test content

Response processes

Internal structure

Relations to other variables

Consequences

FDA

Content validity

Other validity:

(a) Construct, (b) Convergent, (c) Discriminant, (d) Known-group, and (e) Criterion

COSMIN

Content validity

Structural validity

Cross-cultural validity

Criterion validity

EMRPO

Content-related

Construct-related

Criterion-related

SIOP

Evidence based on the relationship between scores on predictors and other variables

Content-related evidence

Evidence based on the internal structure of the test

Evidence based on response processes

Evidence based on consequences of personnel decisions

Mental measurement yearbook

Follows the AERA/APA/NCME Standards for Educational and Psychological Testing

EFPA

Construct validity

Criterion validity:

(a) Post-dictive or retrospective validity; (b) Concurrent validity; (c) Predictive validity
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(p. 1). There is empirical evidence showing that a lack of validity evidence is one

reason for PRO labeling claim rejection by the FDA (DeMuro et al. 2012). There-

fore, ensuring that PRO instruments possess strong validity evidence is not

inconsequential.

In reviewing and evaluating the quality of PRO instruments for labeling, the

FDA takes into consideration a number of issues, including the usefulness of the

PRO for the target patient population and medical condition, the design and

objectives of the clinical studies, data analysis plans, the conceptual framework

of the PRO instruments, and the measurement properties of the PRO instruments.

The sources of validity evidence recommended by the FDA include content,

construct, convergent, discriminant, known-group, and criterion. In the document,

content validity is defined as the extent to which the PRO instrument measures the

concept of interest. Evidence to support content validity of PRO instrument scores

include item generation procedures, data collection method, mode of administra-

tion, recall period, response options, format and instructions, training related to

instrument administration, patient understanding, scoring procedures, and respon-

dent and administrator burden. Content validity evidence needs to be established

before other measurement properties are examined and other properties such as

construct validity or reliability cannot be used in lieu of content validity.

The FDA also recommends the inclusion of construct, convergent, discriminant,

known-group, and criterion validity evidence to support the use of PRO for labeling

claims. Construct validity is defined in the document as the extent to which the

relations among items, domains, and concepts support a priori hypotheses about the

logical relations that should exist with other measures. Convergent, discriminant,

and known-group (the ability of a PRO instrument to differentiate between patient

groups) validity are the sources of evidence to support construct validity. If

appropriate, criterion validity, defined as the extent to which the scores of a PRO

instrument correlate well with a “gold standard”, should also be examined. How-

ever, as PRO is used when one is measuring a concept that is best known from the

patient perspective, therefore criterion validity evidence for most PRO instruments

“is not possible because the nature of the concept to be measured does not allow for

a criterion measure to exist.” (p. 20).

Consensus-Based Standards for the Selection of Health

Measurement Instruments (COSMIN)

Developed by Mokkink and colleagues (2010b), the purpose of the Consensus-
based Standards for the selection of health Measurement Instruments (COSMIN)

checklist is to reach international consensus on the sources of measurement evi-

dence that should be evaluated and to establish standards for evaluating the

methodological quality (design requirements and preferred statistical procedures)

of studies on measurement properties of psychometric instruments in health. The
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checklist can also serve as a guide to the development and reporting of the

measurement properties of health measurement instruments and academic journal

editors and reviewers can use the checklist for appraising the methodological

quality of measurement articles. It is important to note that the evaluation focus

is on methodological quality, not on the quality of an instrument (Mokkink

et al. 2010b). The checklist is primarily for PRO instruments but the checklist

can also be used to evaluate the methodological quality of measurement properties

studies of clinical rating and performance-based instruments. The taxonomy, ter-

minology, and measurement properties definitions for the COSMIN checklist items

have reached international consensus (Mokkink et al. 2010c). A manual is made

publicly available to guide the use of the checklist.

The Delphi method (involving a group of experts participating in several rounds

of surveys) was used to develop the COSMIN checklist. Four rounds of surveys

were conducted between 2006 and 2007. International (majority of them from

North America (25 people) and Europe (29 people) interdisciplinary experts

(including psychologists, statisticians, epidemiologists, and clinicians) participated

in the Delphi study. A total of 91 experts were invited and 57 (63 %) participated.

Forty-three (75 %) of the 57 experts participated in at least one round of the Delphi

and 20 (35 %) completed all four rounds. The experts had an average of 20 years

(ranging from 6 to 40 years) of experience in health, educational, or psychological

measurement research. Items on the final version of the COSMIN checklist are

based on the consensus reached in the Delphi activities. The checklist contains ten

categories, including (1) internal consistency, (2) reliability, (3) measurement error,

(4) content validity (including face validity), (5) structural validity, (6) hypothesis

testing, (7) cross-cultural validity, (8) criterion validity, (9) responsiveness,

(10) interpretability. As presented in Table 2.1, the sources of validity evidence

included in the COSMIN checklist include content validity and construct validity

(which is subdivided into structural validity, hypothesis testing, and cross-cultural

validity), and criterion validity.

A group of 88 raters from a number of countries (over half of them from the

Netherlands) participated in the inter-rater agreement study for the COSMIN

checklist. The mean number of years of experience in measurement research was

nine, with a standard deviation of 7.1. The COSMIN checklist was used to rate a

randomly selected 75 articles from the Patient-Reported Outcome Measurement

(PROM) Group database, located in Oxford, United Kingdom. Each of the articles

was rated by at least two raters (ranging from two to six raters). Inter-rater

agreements for the COSMIN checklist items were satisfactory, with an agreement

rate of over 80 % for two thirds of the checklist items (Mokkink et al. 2010a).
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Evaluating the Measurement of Patient-Reported Outcomes

(EMPRO)

The Evaluating the Measurement of Patient-Reported Outcomes (EMPRO) tool is a

39-item instrument aimed at assessing the conceptual and theoretical models,

psychometric properties, and administration procedures of PRO instruments and

at assisting the selection of PRO instruments (Valderas et al. 2008). The develop-

ment of the EMPRO began when the Spanish Cooperative Investigation Network

for Health and Health Services Outcomes Research (Red IRYSS) was formed in

2002. One of the goals of the Red IRYSS was to promote the use of PRO

instruments in the Spanish-speaking populations by developing an instrument for

the standardized evaluation of characteristics of PRO instruments. The contents of

the EMPRO items were based on the recommendations by the Medical Outcomes

Trust (Scientific Advisory Committee of the Medical Outcomes Trust 2002).

In the development of the EMPRO, four experts were nominated and formed the

panel (individuals with substantial knowledge and experience in the development,

evaluation, and use of PRO). The panel experts generated the items for the EMPRO.

The response formats and structure were based on the criteria for evaluating the

quality of clinical guidelines by the AGREE Collaboration (2003). The final items

were reviewed by a group of researchers on their contents, ease of use, and

comprehensiveness.

The 39 items on the EMPRO covers eight categories, including (1) conceptual

and measurement model, (2) reliability, (3) validity, (4) responsiveness, (5) inter-

pretability, (6) burden, (7) alternative modes of administration, and (8) cultural and

language adaptations and translations (see Table 2.1). EMPRO defines validity as

the degree to which the PRO instrument measures what it claims to measure. The

validity section of the EMPRO covers content (relevance, comprehensiveness, and

clarity of items, and involvement of expert panels and target populations), criterion-

related (association between the PRO instrument scores and a “gold standard”

criterion), and construct evidence (hypotheses concerning the logical associations

with other instruments and known-group differences). Table 2.1 presents the

sources of validity evidence covered in EMPRO.

The EMPRO possesses satisfactory internal consistency, with a Cronbach’s

alphas (for each of the eight categories) ranging from .71 to .83 and an overall

alpha of .95. Inter-rater agreement rate was strong, with intra-class correlations

(ICC) ranging between .87 and .94. A user’s manual and SPSS scoring algorithm

for the EMPRO are available from Jose Valderas upon request.
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Principles for the Validation and Use of Personnel Selection

Procedures

The Principles for the Validation and Use of Personnel Selection Procedures is the
official guidelines by the Division 14 (Society for Industrial and Organizational

Psychology [SIOP]) of the APA. Nancy Tippins, the then president of SIOP, formed

a task force in 2000 to update the guidelines to make them consistent with the

Standards for Educational and Psychological Testing (AERA et al. 1999) and with

the current body of research. The purpose of the guidelines is to:

Specify established scientific findings and generally accepted professional practice in the

field of personnel selection psychology in the choice, development, evaluation, and use of

personnel selection procedures designed to measure constructs related to work behavior

with a focus on the accuracy of the inferences that underlie employment decisions. (p. 1)

The guidelines are for procedures for personnel selection. Personal selection

procedures are defined as any procedure used to guide personnel selection deci-

sions. These decisions often influence an individual’s employment status and

involve issues such as hiring, training, promotion, compensation, and termination.

Personal selection procedures include the use of, among others, traditional paper-

and-pencil instruments, computer-based or computer-adaptive instruments, work

samples, personality and intellectual assessment tools, projective techniques, indi-

vidual biographical data, job interviews, reference checks, education and work

experience, physical requirements, and physical ability assessment, singly or in

combination.

As is the case in the Standards for Educational and Psychological Testing
(AERA et al. 1999), the Principles for the Validation and Use of Personnel
Selection Procedures recommends gathering and accumulating the same five

sources of evidence to support the validity of score inferences for personnel

selection decision making. The five evidence sources include (1) content-related

evidence, (2) evidence based on the relationship between scores on predictors and

other variables, (3) evidence based on the internal structure of the instrument,

(4) evidence based on response processes, and (5) evidence based on consequences

of personnel decisions. Table 2.1 presents the sources of validity evidence

discussed in the document.

The first source of evidence, content-related evidence, concerns the degree of

match between the content of a selection procedure and work content (which

includes the work requirements or outcomes), as well as the format and wording

of items or tasks, response formats, and guidelines regarding administration and

scoring procedures. Evidence based on the relationship between scores on pre-

dictors and other variables can be obtained by demonstrating the association

between two or more personnel selection procedures measuring the same (i.e.,

convergent validity) of distinct construct of interest (i.e., discriminant validity).

Concurrent (predictor and criterion data collected at the same time) and predictive

validity (the degree to which the scores of a selection procedure predict future

job-related performance) evidence can also be gathered to support the evidence
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based on relationship between scores on predictors and other variables. Evidence

based on the internal structure of a personnel selection procedure involves the

degree to which the items or tasks of a personnel selection procedure relate to

each other, which supports the degree to which the items or tasks represent the

construct of interest. Evidence based on response processes refers to the thinking

processes involved when individuals give responses to items or tasks on selection

procedures. This source of evidence can be gathered by asking respondents about

their response strategies. Finally, evidence based on consequences of personnel

decisions concerns the degree to which the intended use and misuse of selection

procedures weakens the inferences. Group differences in the performance on

selection procedures resulting in a disproportionate number of candidate being

selected is an example of negative consequence (Zumbo 1999).

Buros Center for Testing: Mental Measurement Yearbook

With a history of over 75 years, the Mental Measurement Yearbook (MMY) is an

annual publication on reviews of measurement properties of commercially avail-

able tests in education and psychology. The idea began when Oscar Buros was

receiving his graduate training at Columbia University, with an eye towards

improving the quality of test manuals, as well as improving the science and practice

of educational and psychological testing. The review process of the MMY is

rigorous and the reviews provide test users with authoritative, accurate, and com-

plete information regarding the quality of educational and psychological tests. The

first MMY was published in 1938 and it is now published by the Buros Institute at

the University of Nebraska, United States.

Each year the Buros Institute intends to include in the MMY commercially

available tests in the English language that have not been previously reviewed and

published in MMY. The Buros Institute maintains a working relationship with test

publishers internationally and makes contacts to invite publishers to participate in

the review process by submitting complementary test materials for review. Test

publishers are not required to participate but doing so is a good professional

practice (i.e., engaging external experts in various stages of test development) as

stated in the Standards for Educational and Psychological Testing (AERA

et al. 1999).

TheMMY review model contains a number of sections, including (1) description

of the test (e.g., intended purposes, target population, intended uses, administrative

procedures), (2) development process (e.g., theoretical background, item develop-

ment and selection, pilot testing), (3) technical details including standardization,

reliability, and validity, (4) commentary (on the overall strengths and weaknesses

of the test), (5) and summary (conclusions and recommendations) (see Table 2.1).

The validity section of the Buros’ MMY suggests information on:
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Interpretations and potential uses of test results are addressed. Evidence bearing on valid

uses of test scores may take the form of summarizing procedures or studies designed to

investigate the adequacy of test content and testing measures. Evidence to support the use

of test results to make classifications or predictions, where applicable, is described in this

section. Differential validity of test score interpretation and use across gender, racial,

ethnic, and culture groups should be examined. Comments concerning the quality of the

evidence may be offered. (p. 130)

The review process at the Buros Institute follows most current edition of the

Standards for Educational and Psychological Testing (AERA et al. 1999) and most

of the tests are reviewed by two reviewers. The majority of the test reviewers

reviewing tests and publishing reviews in the MMY possesses a doctoral degree and

has taken courses in measurement. The Buros Institute has a database of over

900 test reviewers globally and test reviewers.

EFPA Review Model

The European Federation of Psychologists’ Association (EFPA) presented a model

to systematically evaluate the quality of assessment instruments in education and

psychology. The main objective is to provide test users with detailed, necessary

information and rigorous evaluation about the quality of assessment instruments in

education and psychology. The Task Force of the EFPA Broad consisting of

24 members was formed and the model was produced from a synthesis of a number

of existing sources in Europe, including, among others, the Test Review Evaluation

Form by the British Psychological Society and the Dutch Rating System for Test

Quality. Table 2.1 presents the sources of validity evidence included in EFPA

review.

In the EFPA model, it is stated that:

In the last decades of the past century, there was a growing consensus that validity should

be considered as a unitary concept [emphasis added] and that differentiations in types of

validity should be considered as different types of gathering evidence only. . . . It is

considered that construct validity is the more fundamental concept and that evidence on

criterion validity may add to establishing the construct validity of a test. (p. 285)

Although the unitary view is mentioned, in the EFPA review model two sources

of validity evidence are emphasized, including construct and criterion validity. It is

stated that “the distinction between construct validity and criterion validity as

separate criteria is maintained . . . Construct-related evidence should support the

claim that the test measures the intended trait or ability” (p. 288). A wide variety of

research designs and statistical approaches can be used to gather construct validity

evidence, including factor analysis (both exploratory and confirmatory), item-test

correlations, measurement invariance, differential item functioning (DIF),

multitrait-multimethod design, item response theory (IRT), experimental and

quasi-experimental designs.
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With respect to criterion validity, evidence is needed to demonstrate that “a test

score is a good predictor of non-test behavior or outcome criteria” (p. 289).

Criterion validity in the EFPA model includes (a) post-dictive or retrospective

validity (focusing on the past), (b) concurrent validity (“same moment in time”),

and (c) predictive validity (focusing on the future). The quality of the criterion “is

dependent both on the reliability of the measure and the extent to which the measure

represents the criterion construct” (p. 289). Although the EFPA model suggests that

all tests require criterion validity evidence showing the strength of the relationships

between a test and its criterion, strategies such as correlation-based analyses and

sensitivity and specificity analyses can be used to establish criterion validity

evidence. However, criterion validity may not be applicable if a test is not designed

for prediction purposes (for example, a test aimed at measuring progress).

Do the Standards and Guidelines Reflect Contemporary

Views?

The extent to which the sources of validity evidence discussed in the seven

standards and guidelines standards, guidelines are in line with the contemporary

views of validity was examined. Content validity and association with other vari-

ables are discussed in all seven standards and guidelines. Internal structure is also

discussed in the majority of the documents. Response processes and consequences

are discussed only in the Test Standards, SIOP, and MMY. The Test Standards,
SIOP, and MMY are the ones promoting that the various sources of validity

evidence accumulated and synthesized are to support the construct validity of the

scores of an instrument. This is not surprising given that SIOP and MMY following

the APA, AERA, and NCME’s (1999) Standards for Educational and Psycholog-
ical Testing and the Test Standards are heavily influenced by, among others, the

work of Messick (1989).

Discussion

In this chapter, an overview of the standards and guidelines relevant to the valida-

tion of measurement instruments for use in a number of disciplines (including

business, education, health, and psychology) is provided. The extent to which these

standards and guidelines reflect contemporary views of validity is also examined.

In contemporary views of validity, construct validity is the focus of validity.

Various sources of evidence are accumulated and synthesized to support the

construct validity of the interpretation and use of instruments. Close to half of the

standards and guidelines reviewed in this chapter refer to the various sources of

validity evidence as distinct types. These standards and guidelines suggest
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validation practices as “stamp collecting” activities in which the different sources

(and possibly one a single source) of validity can be collected to support the

inferences drawn from instrument scores, without emphasizing the importance of

the synthesis of various sources of evidence to support the construct validity of

score inferences.

Response processes and consequences are only discussed in less than half of the

standards and guidelines included in this review. Response processes are the

investigation of the cognitive/thinking processes involved when an individual

give responses to items. The purpose is not to examine people’s understanding

of items, but rather to examine how and why people respond to items the way

they do. Consequences refer to the intended use and misuse of instruments and are

emerging as one of the main sources of validity evidence in today’s validation work

(Hubley and Zumbo 2011, 2013). An example of consequences in validation is the

use of screening tools for the diagnosis of clinical depression. The intended use of a

screening tool is not to make official diagnosis, but to help clinicians identify

individuals who may suffer from clinical depression and to identify those who

may benefit from additional assessment to confirm an official diagnosis of clinical

depression. Using the scores from a screening tool to make a diagnosis is an

example of misuse. Misuse may have negative consequences on issues such as

diagnostic decisions, insurance coverage, and epidemiology findings. It is however,

important to note that the misuse of the instrument in and of itself does not

invalidate the appropriate use of the instrument (in this case, for screening pur-

poses). Rather, it is the use of the screen instrument for diagnostic purposes that

make the score inferences invalid.

The quality of the validity evidence is also important. Some standards and

guidelines included in this chapter suggest that we should not just focus on

evaluating whether validity evidence exists, we should also pay attention to the

methodological approaches employed to obtain the evidence. For instance, the

EFPA model provides suggestions on the use of advanced statistical approaches

such as item response modeling, measurement invariance analysis, and differential

item functioning analysis to support internal structure. The COSMIN checklist is

another good example of the evaluation of the methodological quality of studies

conducted to support the validity of instrument scores.

The fact that contemporary views of validity have not penetrated all disciplines

may be a reflection of a lack of impact of the modern views of validity on some

disciplines such as health. It is also possible that the “one-shoe-fits-all” approach to

validation may not work in the validation work across all disciplines. Standards and

guidelines that are suitable for one discipline may not be applicable in the other. For

instance, consequences may be particularly important in diagnostic tests and high-

stakes educational assessment, whereas accumulating content validity evidence

may be more important for obtaining FDA approval.

Individuals conducting validation work are encouraged to develop and situate a

validation plan within the view of validity that is most suitable for the inferences

one intends to make. A validation plan and the subsequent validity evidence

accumulated and synthesized provide reviewers and authorities to judge the
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strengths and appropriateness of the methodological approaches employed to obtain

the evidence. See Chap. 19 of this edited book on our recommendations for

validation practices.

Acknowledgement I thank Professor Bruno Zumbo for comments and suggestions.
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Part II

Quality of Life, Wellbeing, and Life
Satisfaction



Chapter 3

Reporting of Measurement Validity

in Articles Published in Social Indicators
Research: An International
and Interdisciplinary Journal
for Quality-of-Life Measurement

Bruno D. Zumbo, Eric K.H. Chan, Michelle Y. Chen, Wen Zhang,

Ira Darmawanti, and Olievia P. Mulyana

Quality of life (QoL) and social indicators research have become an area of major

focus in the social, behavioral, and health sciences. The disciplines of QoL and

social indicators research are truly trans-disciplinary and span psychology, sociol-

ogy, health, education, economics, political science, and public policy. One can

imagine that this broad span of disciplines would result in a variety of empirical

approaches to measurement. Interestingly, two classes of measurement have

evolved: psychometric and the economic utility traditions. The focus of the present

chapter is to describe the validation practices in the psychometric tradition in the

journal Social Indicators Research: An International and Interdisciplinary Journal
for Quality-of-Life Measurement (henceforth referred to as Social Indicators
Research). This journal is an important focus of study because of its history as

the first journal focused on social indicators and QoL (founded in 1974) and

because it has become the leading journal for the publication of research results

dealing with measurement of the quality of life. The journal is interdisciplinary

including papers on psychological well-being, health, education, the natural envi-

ronment, social customs and morality, mental health, law enforcement, politics,

economics, religion, and science and technology.

With such a wide focus an interesting question arises as to the validation

practices reported in the journal. As Zumbo (1998) states, the concept, method,

and process of validation is central to QoL and social indicators research,

for without validation, any inferences made from a measure are meaningless.
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The journal has contributed both to the theoretical developments in validity theory

and the practice of validation, as well as the dissemination of validation studies.

Validation studies regularly appear in the journal and two special issues have been

devoted to validity theory and validation practices. In 1998 Bruno D. Zumbo edited

a combined three issue, over 500 page volume, Volume 45 Numbers 1–3, entitled

“Validity Theory and the Methods Used in Validation: Perspectives from Social

and Behavioral Sciences”. That compendium included Samuel Messick’s last paper

before he passed away, and the entire volume is dedicated to him and his achieve-

ments. The second special issue appeared in 2011, Volume 103 Issue 2, approxi-

mately 146 pages, was edited by Martin Guhn, Bruno D. Zumbo, Magdalena Janus,

and Clyde Hertzman and was entitled “Validation Theory and Research for a

Population-Level Measure of Children’s Development, Wellbeing, and School

Readiness”.

Through its regular publication of validation studies, and its special issues,

Social Indicators Research has contributed to validity theory and validation

methods becoming more complex and expansive over the past several decades.

There is an agreement among validity experts that the accumulation and integration

of evidence from different sources is needed to support the validity of the interpre-

tation and inferences made from the scores arising from measurement instruments

(AERA et al. 1999; Kane 2006; Messick 1989; Zumbo 2007, 2009). The contem-

porary view of validity contends that in addition to the traditional sources of

validity such as content, relations to other variables (e.g., discriminant, and con-

vergent validity), and internal structure, evidence based on response processes

(cognitive processes during item responding or during rating) and consequences

(the intended use, and misuse) are important sources of validity evidence that

should be included in validating psychometric instruments (AERA et al. 1999;

Messick Hubley and Zumbo 2011, 2013).

The purpose of this study was to review the reporting of validity evidence and

validation practices in papers published in Social Indicators Research. This effort
serves three purposes: (1) To review validation practices in the area of QoL, (2) To

investigate the gap between the theories of validity and the practices of validation in

the area of QoL, and (3) to make recommendation for practice. It is important to

keep in mind that the focus is on validation practices and not on whether the uses of

or inferences from any particular instrument, measure, or assessment is valid,

per se.

Method

We conducted a systematic search using the official website of the journal on

February 23, 2013. We used “validity” or “validation” as the search keywords

(resulted in over 1,000 hits, but not all of them were validity papers). Although it

would be ideal to collect and review all validity and validation articles published in

the journal, due to the large number of articles and the limited resources we have,

we decided to only include papers published between 2012 and the date we
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conducted our search, with an explicit focus on papers with the term “valid”,

“validity”, or “validation” in the title. It should be noted that both published papers

and those in the print queue (i.e., the online first papers) were included in our

search. We believe our approach is a good way to capture papers that are explicitly

stated as validity papers and allows us to document the recent practice of validation

in this journal. A total of 24 articles were coded using our coding sheet. We

included only empirical validation studies and excluded opinion and editorial

articles, reviews, systematic reviews, and meta-analyses, theoretical papers, and

articles on guidelines, and expository papers on statistical applications.

To code the characteristics and validity evidence presented in each study, a

coding sheet was developed. Building from earlier research (Cizek et al. 2008,

2010) and using the validity evidence framework outlined in the most current

version of the Standards for Educational and Psychological Testing (AERA

et al. 1999), the sources of validity evidence included in our coding were: face,

content, construct, predictive, concurrent, convergent, discriminant, response pro-

cesses, consequences, reliability, and other. The sources of validity were coded

based on what the authors reported and the procedures involved. In our coding, if

for instance an author in the article explicitly reported “convergent validity” and

presented empirical findings such as correlations between two instruments, conver-

gent validity was coded. In instances where the author reported conducting “think-

aloud” process to investigate people’s responses yet did not explicitly call it

“response processes”, we still coded it as response process evidence. Similarly, if

an author presented factor analytic results but did not call it internal structure, it was

still coded as internal structure evidence.

The coding for this project was conducted by four of the authors of this paper.

The coding for the 24 selected articles were distributed as follow: Each of the four

individuals independently coded five articles (total¼ 20), and the remaining four

articles were coded by all four individuals as agreement check. In other words, each

of the four individuals coded nine (five unique and four common) articles. With

respect to the agreement in the coding among the four raters, disagreement occurred

in 15 of the 40 multiple ratings (i.e., 4 articles for the 10 sources of validity that

were coded). Within 9 of the 15 cases where disagreement occurred, 3 of the raters

agreed with each other and only 1 rater disagreed with the other 3 raters. Disagree-

ments in the coding were reviewed and inconsistencies were resolved by the second

author.

During coding, three studies (Bulloch 2013; Diener et al. 2013; Haeken and

Munck 2012) were excluded because it was ascertained that they were review

articles and not empirical reports of validation findings. As a result, the final total

number of studies included in this study was 21.
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Results and Conclusions

The papers included in our review typically did not frame their validation practices

in terms of the AERA, APA, NCME Test Standards and only one cited the

Standards and the work of contemporary validity theorists including Kane,

Messick, and Zumbo.

The number of sources of validity evidence reported per study ranged from 1 to 6

(see Table 3.1). Table 3.2 presents the percentage of the sources of validity

evidence reported in the articles we reviewed. Internal structure was the most

frequently reported source of evidence, reported in three quarters of the papers.

Half of the studies reported convergent validity evidence. Construct validity evi-

dence (primarily examined using factor analysis) was reported in more than a third

of the studies and face validity was reported in over a quarter of the studies.

Examples of the methods employed to investigate face validity included face

validity screening by core researchers, insights provided by school and community

partners, and comparing test items with conceptual definition of the construct.

Slightly more than a fifth of the studies reported evidence on content validity and

approximately fifteen percent of the papers reported predictive validity evidence.

Methods employed to study content validity included seeking expert opinion,

asking participants to provide feedback on the length of the instrument, the com-

prehensibility of the instructions, items, response options, and content, as well as

Table 3.1 Frequency of

number of validity sources

reported

Number of sources Frequency Percent

1 4 19.0

2 6 28.6

3 6 28.6

4 2 9.5

5 2 9.5

6 1 4.8

Total 21 100

Table 3.2 Sources of validity evidence reporteda

Source of validity evidence Number of papers Percent of papers

Internal structure 16 76.19

Convergent 11 52.38

Construct 9 42.86

Face 6 28.57

Content 6 28.57

Discriminant 3 14.29

Predictive 3 14.29

Concurrent 2 9.52

Response processes 2 9.52

Consequences 0 0
aA paper can report more than one source of validity
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scrutinizing items to make sure they reflect the construct of interest. Discriminant

validity, which can serve as a baseline to compare convergent validity, was also

reported in three of the papers. Concurrent validity and response processes were

each reported in two of the studies. Examples of the methods employed to examine

response processes included cognitive interviewing and face-to-face interviews

using a “talk aloud” procedure to elicit the thoughts that went through people’s

mind when answering items. Consequences, a source of validity emerging as

central to validity claims, were not reported in any study. Although the importance

of response processes and consequences in validation have been well documented

(Hubley and Zumbo 2011, 2013; Messick 1989, 1995; Zumbo 2007, 2009), these

two sources are rarely presented in papers published in this journal.

The purpose of this study was to review the reporting of validity evidence in

papers published in Social Indicators Research. For the most part, papers appeared

to present validity evidence without an overarching plan for the validation or a

justification of the validity evidence provided – ‘validation as stamp collecting’.

This is a concern because validation practices would be strengthened if the evi-

dence was tied to the purpose of the measurement and was integrated in some way

to achieve some sort of objective in the validation process. Likewise, the 1998

special issue of this same journal is not cited in the papers included in the present

review. This lack of citation may be a reflection of sampling, a systematic bias in

citations, or a lack of impact of that special issue. The latter is not supported given

that the papers in the 1998 special issue have been cited 1,059 times, with an

average of 50 citations per paper and 66 citations per year – as per Google Scholar.

Overall, the conclusion can be drawn that the validation studies are reported

without reliance on the theory of validity and validation, including the theory and

methods introduced in this same journal.

We have three specific recommendations. First, it is important that one situates

a validation plan within a view of validity (e.g., Messick 1989; Kane 2006,

2013) because doing so gives readers the vantage point of being able to judge

the strength of the validity evidence, including both the purpose of the validation

as well as a sense of what the current validation study has not presented. Second,

we also urge more studies that focus on response processes. For example,

Gadermann et al. (2011) used cognitive interviews and sought evidence of whether,

for example, Michalos’ multiple discrepancies theory (MDT; Michalos 1985) is

evidenced in the response processes – wherein MDT can be considered an explan-

atory model of item responding (see Zumbo 2007, 2009). The recent paper by

Castillo-Dı́az and Padilla (2013) is exemplary because it demonstrates the power

of cognitive interviewing in understanding the cognitive structure of item

responding, and in addition it ties the evidence directly to contemporary validity

theories by addressing the role of cognitive interviewing in Kane’s argument-based

approach (Kane 2013) and Zumbo’s contextualized view of validity (Zumbo 2007,

2009). Investigating the process of item responding in such a manner closes the

inferential gap and is strong evidence – what Messick refers to as the “substantive

aspect” of construct validity evidence. Finally, researchers who are validating

measures (or simply using measures or scales in their research) need to recognize
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that values play a central role from framing the construct to choosing a psychomet-

ric or validation method. These values, and their implications for intended as well

as unintended social and personal consequences of using a particular measure or

scale, are fundamental to the measurement process and to validation (Hubley and

Zumbo 2011).
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Chapter 4

A Research Synthesis of Validation Practices

Used to Evaluate the Satisfaction with Life

Scale (SWLS)

Mary L. Chinni and Anita M. Hubley

Researchers are faced with a vast number of studies reporting a variety of results

when exploring any topic. Olkin (1996) identified a roughly ten-fold increase in the

number of research publications between 1940 and 1990 from 2,300 to 25,000

biomedical journals, 91 to 1,100 journals in psychology, and 91 to 920 journals in

mathematics. The amount of information available creates a formidable challenge

to researchers and practitioners needing to gather, assimilate, and critically assess

the volume of scientific information available to them. Moreover, Cooper

et al. (2009) suggested that the increasing volume of knowledge has led to a

narrowing of specialties within scientific fields and thus an increasing reliance by

researchers on literature reviews to stay current with developments in their fields.

The terms ‘research synthesis’, ‘literature review’, and ‘systematic review’ are

often used interchangeably (Cooper 2010). A research synthesis can be thought of

as a type of literature review whose primary intention is to assess the quality of

information available, to determine whether research findings are consistent and

generalizable across populations, and to determine the extent to which findings vary

across studies and populations (Mulrow 1994). Manten (1973) adds that literature

reviews are “not based primarily on new facts and findings, but on publications

containing such primary information whereby the latter is digested, sifted, classi-

fied, simplified, and synthesized” (p. 75). What further distinguishes a research

synthesis from a literature review is the specific identification of what is to be

examined within a literature, and a methodology for examination that can be

replicated. Key elements of a research synthesis include: (1) a clearly stated set

of objectives, (2) pre-set eligibility criteria for articles used in the study, (3) a

methodology that can be replicated, (4) a systematic search to identify studies that

meet the eligibility criteria, (5) an assessment of the soundness of all findings, and
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(6) a systematic presentation of the results of all studies included in the analysis

(The Cochrane Collaboration 2002).

A research synthesis of validation practices seeks to examine the methods and

procedures that researchers use to evaluate measures and determine whether infer-

ences made about respondents based on those measures are appropriate. Validity is

a fundamental concern to measurement specialists and practitioners who use tests to

inform and justify social policy decisions, medical and psychological assessments,

or an individual’s placement, training, and licensing within educational and pro-

fessional contexts. The Standards for Educational and Psychological Testing1

(AERA et al. 1999) assert that validity is “the most fundamental consideration in

developing and evaluating tests” (p. 9).

The Standards (AERA et al. 1999) describe validity as “the degree to which

evidence and theory support the interpretations of test scores entailed by proposed

uses of tests” (p. 9). Zumbo (2009) argues that it is important to make a distinction

between validity evidence and the process of validation. He argues that “validity is

the explanation for the test score variation, and validation is the process of devel-

oping and testing the explanation” (p. 69). He further explains that the “process of

validation involves consideration of the statistical methods, as well as the psycho-

logical and more qualitative methods of psychometrics, to establish and support the

inference to the explanation” (i.e., validity) (Zumbo 2009, p. 70). Validation

practices include such methods as: indicators and descriptors of subject matter

expert agreement/disagreement over (content) elements, factor analytic and struc-

tural equation modeling approaches to internal structure and measurement invari-

ance, reliability and validity coefficients, and response times and descriptions of

response option choices. Validation practices can be thought of as the tools that

researchers use to build their argument and justification for the test score inference

or explanation.

Research syntheses of test validation practices are still relatively new with little

agreed-upon methodology. Based on an examination of ten available research

syntheses of test validation practices, we found that syntheses may focus on articles

in one or more journals or one or more reviews or entries in a single source (such as

the Directory of Unpublished Experimental Mental Measures or Mental Measure-
ments Yearbook). One measure or multiple measures may form the basis of the

synthesis. Some authors choose to include all articles, reviews, or entries or a

random or systematic selection. Articles, reviews, or entries may come from a

single year, cover a range of years, or focus on particular years. None of the

syntheses we examined appeared to use search terms to select articles.

Most research syntheses of test validation practices have focused on reporting

the frequency that reliability and validity are reported for measures (e.g., Barry

et al. 2013; Hogan and Agnello 2004; Meier and Davis 1990; Qualls and Moss

1996; Slaney et al. 2009, 2010; Whittington 1998). Some studies examined whether

these frequencies differed for established, new, or modified measures (Barry

1Henceforth referred to as The Standards.
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et al. 2013; Qualls and Moss 1996; Slaney et al. 2009, 2010; Whittington 1998) or

by type of measure or journal (Cizek et al. 2008; Qualls and Moss 1996; Slaney

et al. 2009, 2010). Many studies examined the types of reliability (e.g., internal

consistency, test-retest, alpha) or validity (based on the present sample or previous

research, content evidence, construct evidence, internal structure) evidence

presented (e.g., Barry et al. 2013; Cizek et al. 2008; Hogan and Agnello 2004;

Jonson and Plake 1998; Qualls and Moss 1996; Slaney et al. 2009, 2010).

Whittington (1998) examined whether sample characteristics were taken into

account when reporting reliability and validity evidence and Slaney et al. (2009,

2010) examined the extent to which researchers followed a logical order in their

presentation of reliability and validity evidence. Cizek, Bowen, and Church (2010)

narrowed their focus to the frequency that consequences of testing, one of the five

sources of validity identified by The Standards (AERA et al. 1999), are reported.

Several syntheses explicitly focused on the extent that testing practices may be

influenced by testing standards (e.g., Jonson and Plake 1998; Qualls and Moss

1996) or validity theory (e.g., Cizek et al. 2008).

The findings of previous research syntheses of test validation practices suggest

that (a) the frequency of reporting reliability and validity evidence each seems to

have increased generally over time, although this may vary by journal or field of

study, (b) reporting of both reliability and validity evidence seems to have increased

generally over time but is much less frequent than reporting either type of evidence

on its own, (c) there is a failure to take into account sample characteristics when

reporting reliability and validity evidence based on previous research, (d) there is

mixed evidence as to whether and how the status of a measure (as pre-existing or

new/modified) is related to the frequency of presenting reliability and validity

evidence, (e) internal consistency estimates of reliability, which almost always

consist of Cronbach’s alpha, are reported far more frequently than test-retest

reliability estimates, (f) validity evidence is often not reported for all measures in

a study, tends to be limited in terms of the amount of evidence provided, and is

typically poorly reported, (g) some forms of construct validity evidence tend to be

reported more often, (h) there is mixed evidence as to the relative frequency of

validity evidence such as factor structure and content evidence, (i) validity evidence

such as developmental changes, effect of experimental variables, response pro-

cesses, and consequences of testing is rarely reported, and (j) there is a disconnec-

tion between validity theory, test standards, and validation practice.

Only one research synthesis appears to have examined validation practice with a

single measure over time (i.e., Jonson and Plake 1998) and the focus of that study

was to use MMY reviews over five periods of validity history to examine the

relationship between test standards and validation practices. The purpose of the

present synthesis was to examine validation practice with a single, well-known, and

widely used measure, the Satisfaction with Life Scale (SWLS; Diener et al. 1985).

Specifically, we aimed to examine a comprehensive list of validation studies of the

SWLS to determine the sources of evidence provided and report, in more detail, the

kinds of evidence provided for each source, the rationale for steps taken, criteria

used, and the logic adopted for the process involved for each procedure. This study
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will contribute to the small but growing literature on validation synthesis by

(a) exploring validation practice in more detail, and (b) providing a foundation

upon which further validation evidence for the SWLS can be built.

Method

Data Source and Collection

We conducted a literature search for articles on the SWLS containing psychometric

or validation evidence using the PsycINFO database. Because the SWLS is used in

a variety of disciplines and cultural contexts, and has been translated into several

languages, PsycINFO was considered the optimal data source. It is the largest

resource devoted to peer-reviewed literature in behavioral science and mental

health and includes roughly 2,500 international periodicals, publications from

more than 50 countries and journals in 20 languages (American Psychological

Association 2013). The search history included publications from 1985 (publication

date of the SWLS) to July, 2012. A literature search using the search terms

“Satisfaction with Life Scale” and “valid*’, “reliability”, “psychometrics”, “factor

analysis” “measurement”, or “measurement invariance” was used to capture studies

whose purpose was to provide validity and reliability evidence for the SWLS.

Because ‘satisfaction with life’ is a general and widely used term, “Satisfaction

with Life Scale” was used as a title search term alongside the other terms listed

above. Reference sections of identified articles were also used to identify relevant

articles. All studies were screened to determine that: (a) the intent of the study was

to provide reliability or validity evidence for the SWLS (as opposed to it being used

as a comparison measure or assessment tool in differing research contexts), (b) no

modified versions (with the exception of translated versions) of the scale were used,

and (c) studies were peer-reviewed.

Coding of Studies

We developed a detailed coding sheet to identify and record validation procedures

used in each study. The coding sheet was organized according to the sources of

validity evidence as outlined in The Standards (AERA et al. 1999): (1) test content,

(2) internal structure, (3) relations to other variables, (4) response processes, and

(5) consequences of testing. As our intention was to provide a detailed account of

the reasoning behind the evidence presented, each category was further broken

down to document the rationale for steps taken, criteria used, and the logic adopted

for the process involved for each procedure. Two additional sections were added to

document reliability evidence and translation methods. Although reliability may
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not be included in The Standards as evidence of validity, it is a necessary condition
for validity (Hubley and Zumbo 2011, 2013). Therefore, it is relevant to examine

whether a validation study provided any indication of the reliability of the

measure’s scores within the context specific to the population. Translation methods

were also considered given the large number of translated versions of the SWLS

that appeared in our search. As each translation is, in essence, a creation of a new

measure, it is important that researchers identify the methods used to create the

measure. Details regarding the coding of each section are as follows:

Translations and Adaptations of the SWLS. We first identified if the measure

was previously translated or newly translated or if use of a translated measure was

suspected but not identified (e.g., sample suggested use of a non-English version of

the measure but this was not identified in the paper). Where a newly translated

measure was used, we coded for the method of translation used, qualifications of the

translators, and whether any pilot tests were conducted.

Reliability. We coded for the presence of internal consistency estimates and test-

retest reliability estimates based on the present sample. Alternate forms reliability

and inter-rater reliability were not recorded as, respectively, there are no alternate

forms of the SWLS scale and no rater decisions in scoring the SWLS. When an

internal consistency estimate was provided, we noted what estimate was used, and

coded for whether a criterion was identified for the estimate presented. Finally, we

coded for whether (corrected) item-total correlations and (average) inter-item

correlations were reported. When a test-retest reliability estimate was provided,

we coded for whether the test-retest interval was reported; if this was the case, we

recorded the length of the interval and whether a rationale for the chosen test-retest

interval was provided.

Sources of Validity Evidence. Each study was examined to identify and explore

what sources of validity evidence, as outlined in The Standards (AERA et al. 1999),

were provided. Each category was further subdivided as follows:

Test Content. The Standards (AERA et al. 1999) dictate that “item selection,

response formats, and test administration procedures should be selected based on

the purposes of the test, the domain to be measured, and the intended test takers”

(p. 44). To determine that inferences drawn from test scores are applicable across

groups being tested, evidence must be presented to show that the construct being

examined is clearly defined, the selected items accurately represent the construct,

the process used in generating and evaluating test items is documented, and results

of all empirical analyses conducted in the test development and review process

have been presented. We descriptively coded to determine if: a) the construct being

examined was clearly defined, b) items were generated based on a literature search,

other measures of life satisfaction or related constructs (e.g., well-being, quality of

life), or feedback from the target population (i.e., experiential experts), c) content

experts (e.g., subject matter experts or experiential experts) were consulted to

examine elements of the measure, and d) whether any reference was made to

item representation (e.g., of different aspects of life satisfaction), construct under-

representation, and construct irrelevant variance.
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Internal Structure. To demonstrate that the interpretation of a test reflects the

construct it proposes to measure, evidence of its internal structure must be

presented. Multivariate statistical techniques are used to examine whether “score

variability attributable to one dimension was much greater than the score variability

attributable to any other dimension scores obtained from one group” (AERA

et al. 1999, p. 20). We first reported whether an exploratory factor analysis

(EFA), confirmatory factor analysis (CFA), or both analyses were conducted.

When an EFA was conducted, we noted the type of EFA used (i.e., principal

components analysis (PCA) or true factor analysis (FA)) and coded for the follow-

ing information: whether criteria were stated a priori for determining the number of

factors, the criteria used to determine the number of factors (i.e., eigenvalues> 1,

scree plot, parallel analysis, percentage of variance explained), whether factor

loadings were reported, whether the criterion (e.g., >.35) used for determining if

an item loads on a factor was reported, and whether percentage of variance

explained was reported. If more than one factor was identified, we also recorded

information about the types of rotation methods used. When CFA was conducted,

we noted the software used and coded for whether researchers reported the number

of factors expected and the items expected to load on each factor (if more than one

factor expected), the fit indices used, and the rationale and criteria reported for the

chosen fit indices. For those studies that examined measurement invariance, we

recorded the software used, the type of invariance examined (e.g., gender invari-

ance), the fit indices used, the criteria reported for the chosen fit indices, and the

procedures and rationale for the invariance procedures used.

Relations to Other Variables. When relations to other variables were presented

as validity evidence, it is clear in The Standards (AERA et al. 1999) that the

theoretical rationales behind the selection of those variables and “evidence

concerning the constructs represented by the other variables as well as their

technical properties, should be presented or cited” (p. 20). Questions regarding

the degree of association between the measure being examined (e.g., SWLS) and

measures representing similar and dissimilar constructs (i.e., convergent and dis-

criminant measures) must be addressed and shown to be consistent with theoretical

expectations. The same is true when quasi-experimental or experimental evidence

is presented (e.g., known-group differences based on demographic variables or

interventions). When evidence is presented that involves assessing relationships

with criterion variables, The Standards (AERA et al. 1999) notes that “information

about the suitability and technical quality of the criteria should be reported” (p. 21).

We recorded (a) the terms that researchers used to describe the validation process

(e.g., relations to other variables, construct validity, concurrent validity, convergent

validity), (b) whether researchers stated their expectations a priori, (c) the types of

measures they included (e.g., discriminant measures) and whether terminology

used was incorrect (e.g., confusing criterion evidence with convergent evidence),

(d) whether any theoretical or empirical rationale was presented for the measures or

variables selected, (e) whether reliability evidence (based on the present sample)

was reported for the measures chosen, and (f) how the researchers used the evidence
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presented (e.g., magnitude, direction, statistical significance of validity coeffi-

cients) to make their conclusions about validity.

Response Processes. Whenever a test involves interpretations that presume

underlying psychological or cognitive processes used by respondents, observers,

or scorers, empirical evidence in support of those premises should be provided. For

example, if the SWLS is meant to involve an overall cognitive judgment of one’s

life by respondents, then empirical evidence should be provided that such a process

is taking place. As approaches to examining response processes can be quite varied

and less prescribed than some other sources of validity evidence, we simply

described any practices but kept in mind some typical approaches (e.g., think-

aloud protocols, cognitive interviewing, completion times, documenting or record-

ing responses to items).

Consequences of Testing. The intended social consequences and unintended side
effects (Hubley and Zumbo 2011, 2013) of legitimate test interpretation are “rele-

vant to validity when it can be traced to a source of invalidity such as construct

underrepresentation or construct-irrelevant components” (AERA et al. 1999, p. 16).

When claims are made regarding the benefits of testing beyond the direct interpre-

tation of test scores (e.g., use of a measure will result in reduced costs or more

efficient employee selection), evidence is also needed. Like the response processes

section, approaches to consequences of testing can be quite varied and less pre-

scribed than some other sources of validity evidence, so we simply described any

use of the words “consequences”, “consequential validity”, “effects of”, “impact

of”, “implications”, and “clinical implications”.

Results

Our literature search yielded 35 articles that fit the criteria for inclusion in our study.

In several cases, the authors conducted multiple studies using different samples

within a single article. For example, a single journal article may have included a

group of university students to examine internal structure, a different group of

university students to examine dimensionality, and a third group using adolescents

to examine relations to other variables. In these cases, each study was treated as an

independent study and coded accordingly. This resulted in 46 studies. Of those

studies, 31 (67.4 %) involved translated versions of the SWLS. In terms of

reliability evidence and the broad categories of sources of validity evidence as

outlined in The Standards, 37 studies (80.4 %) conducted reliability analyses,

39 studies (84.8 %) examined internal structure, 20 studies (43.5 %) examined

relations to other variables, and two studies examined response processes (4.3 %).

No studies examined test content or consequences of testing (see Table 4.1). Three

studies (6.5 %) provided only reliability evidence. Of the 43 studies providing

validity evidence, 25 (58.1 %) examined one source of validity evidence and

18 (41.9 %) examined two sources of validity evidence (M¼ 1.33, SD¼ 0.60). A

total of 33 studies (71.7 %) examined both reliability and validity evidence.
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Translations and Adaptations of the SWLS

As noted above, 67.4 % of the studies sampled involved translated versions of the

SWLS, which includes translations into Arabic, Brazilian-Portuguese, Chinese,

Czech, Dutch, French, German, Greenlandic, Hebrew, Malay, Norwegian, Portu-

guese, Russian, Spanish, Swedish, Taiwanese, and Turkish. These studies come

from 25 articles; 12 articles (48.0 %) involved newly translated versions of the

SWLS and 9 (32.0 %) used a pre-existing translated version of the scale.2 In five

articles (20 %), no information was provided about the version used; in these cases,

we assumed the test was administered in the sample population’s dominant lan-

guage and involved a translated version of the SWLS. Of the 12 articles involving

newly translated versions of the SWLS, all but one essentially used forward and

backward translation with multiple individuals involved in the translation process.

In nearly all cases, very brief descriptions with little elaboration were provided of

the translation procedures used. Only one article indicated the authors incorporated

a cultural adaptation in their translation process. In six articles (50.0 %), translation

guidelines were cited. In 10 articles (83.3 %), it was noted who did the translations

but only half provided any information about the translators’ qualifications and that

was primarily limited to whether they were native speakers, bilingual, or indepen-

dent translators. In four studies (33.3 %), pilot tests were conducted but little to no

information was provided.

Reliability

Thirty-seven (80.4 %) of the 46 studies provided reliability estimates. Of those

studies, 33 (89.2 %) provided an internal consistency estimate. The most commonly

identified internal consistency estimate was Cronbach’s alpha (27 studies; 81.8 %).

Five3 (15.2 %) of the 33 studies provided an “internal consistency coefficient” but

were not clear as to which estimate was used. In separate single studies, model-

based omega and ordinal alpha were provided in addition to Cronbach’s alpha.

Finally, another study assessed reliability using parameters estimated from CFA

models. In terms of citing criterion values for acceptable internal consistency, only

one study clearly cited a criterion (i.e., .70 or higher). Another study made reference

to “acceptable” or “satisfactory” alphas of .80 and cited Cronbach’s (1951) article,

but it is unclear whether a criterion was being listed or the obtained alphas were

simply being described.

2 The total number of articles do not sum to 25 as one article included a new translation in one

language and presumably a pre-existing version in another language.
3 Three studies were contained within a single article wherein the author conducted reliability

analyses on three different samples.
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Seven (18.9 %) out of 37 studies reported inter-item correlation information;

average inter-item correlations were reported in four studies and inter-item corre-

lation tables were provided in another three studies. Twenty (54.1 %) out of

37 studies reported item-total, or corrected item-total, correlations; only five

(25 %) of these studies reported an acceptable value (of >.40 or >.50) for

evaluating the obtained correlations.

Seven (18.9 %) out of 37 studies examined test-retest reliability, with all studies

reporting the time interval between administrations. Intervals examined were 1–2

days, 1 week, 2 weeks, 1 month, 2 months, 3 months, and 6 months. One study

examined both 2-week and 1-month intervals and another study examined both 3-

and 6-month intervals. Three (42.9 %) of the seven studies provided a rationale for

the time interval chosen.

Nine (21.7 %) out of 46 studies did not provide reliability evidence; all but two

studies either focused on the internal structure of the SWLS using CFA or examined

measurement invariance.

Internal Structure

Thirty-nine (84.8 %) out of 46 studies examined internal structure. Of those

39 studies, 12 studies (30.8 %) conducted exploratory factor analysis, 23 studies

(59.0 %) used confirmatory factor analysis, 3 studies (7.7 %) used both methods,

and 1 study (2.6 %) was not clear about which approach was used.4

Exploratory Factor Analysis. Of 15 studies (i.e., 12 studies using EFA plus

3 studies using both EFA and CFA), 10 studies (66.7 %) used principal components

analysis (PCA), 4 studies (26.7 %) used common factor analysis (FA), and 1 study

(6.7 %) did not identify the method used. Of the four studies using FA, three studies

(75.0 %) used principal axis factoring and one study (25.0 %) used maximum

likelihood (ML) as the type of extraction method. No studies stated any criteria a

priori for identifying the number of factors. Of the 15 EFA studies, 7 (46.7 %) used

‘eigenvalues greater than one’ as a criterion, 4 (26.7 %) used scree plots, and

3 (20.0 %) used a combination of both criteria. All studies reported the amount of

variance explained by the single factor found, but no studies used a criterion value

for the amount of variance explained to decide the number of factors. All but one

study (93.3 %) reported factor loadings, but no studies identified a criterion (e.g.,

>.40) to determine if an item loaded on the factor. No EFA study reported finding

more than one factor so other EFA considerations, such as factor rotation, were not

explored.

4 The focus of this methodological article was on describing steps to identify essential unidimen-

sionality that could be used with either EFA or CFA. SWLS data were used as an example.

Because it was unclear as to whether the researchers actually used CFA or EFA analyses with this

data, this study was not included in the base rate counts in subsequent internal structure sections.
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Confirmatory Factor Analysis. Of 26 studies (i.e., 23 studies using CFA plus

3 studies using both EFA and CFA), 24 studies (92.3 %) specified the software

program used for analysis. Between 1985 and 2008, LISREL was used predomi-

nantly (i.e., in 11 out of 14 studies; 78.6 %). From 2009 through 2012, a more varied

array of software programs were used, including Amos, M Plus, EQS, and SAS. Of

the 26 CFA studies, 24 (92.3 %) specified the number of factors expected. The

studies used between one and eight fit indices (M¼ 4.5, SD¼ 1.84) to evaluate

model fit. The most commonly used fit indices were CFI (21/26; 80.8 %), RMSEA

(20/26; 76.9 %), χ2 (16/26; 61.5 %), TLI/NNFI (13/26; 50.0 %), and SRMR (13/26;

50.0 %) (see Table 4.2). Citation of criteria for the range of acceptable values per fit

index varied across the 26 studies: 15 studies (57.7 %) provided criteria for all of the

indices, 5 studies (19.2 %) provided criteria for some fit indices but not others, and

6 studies (23.1 %) provided no criteria. Only one study (3.8 %) stated the rationale

for the fit indices chosen.

Measurement Invariance. A total of 16 (34.8 %) out of 46 studies from 15 articles

examined measurement invariance (see Table 4.3). Approximately half (53.3 %) of

the articles included a reference to ‘invariance’ in the title of the article. Of the

16 studies, most (n¼ 14; 87.5 %) involved a SWLS translated into a language other

than English. Generally, the description of measurement invariance was similar

across all studies in terms of conducting multi-group CFA using ML estimation and

covariance matrices. Thirteen studies (81.3 %) indicated the software package used

to conduct analyses; prior to 2009, all studies used LISREL. After that, studies used

either AMOS or MPlus. The studies used between one and eight fit indices

(M¼ 4.4, SD¼ 1.82) to evaluate the fit of invariance models. The most commonly

used fit indices were RMSEA (14/16; 87.5 %) and CFI (13/16; 81.3 %), followed by

TLI/NNFI (8/16; 50.0 %), SRMR (5/16; 31.3 %), GFI (3/16; 18.8 %), and NFI

(2/16; 12.5 %); a few other indices were used only once. Overall, age and gender

were each examined in half of the studies. More specifically, out of 16 studies,

2 (12.5 %) examined age invariance alone, 3 (18.8 %) examined gender invariance

alone, and 4 (25.0 %) examined both age and gender invariance. The age divisions

varied considerably across the studies both in terms of the number of categories

(ranging from two to four categories), the age range of the entire sample, and where

age cut-offs were made. Four studies (25.0 %) only examined other types of

invariance: two studies from one article examined longitudinal invariance (over

2 month intervals) and two studies examined invariance across different samples

(e.g., students, correctional officers, and elderly). One study (6.3 %) examined

gender invariance and ethnic invariance. Two studies (12.5 %) examined age

invariance and other invariance (i.e., invariance across scattered versus successive

item order, nationality). Finally, one study (6.3 %) examined age, gender, educa-

tion, income, and residence (i.e., metropolitan, town, or rural) invariance.
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Relations to Other Variables

Twenty studies (43.5 %) out of the 46 studies included in this synthesis examined

relations to other variables (see Table 4.4). The vast majority (19; 95.0 %) of these

studies examined convergent evidence, with far fewer including evidence using

discriminant measures, although it should be noted that many studies never directly

addressed what measures qualified as convergent or discriminant. One study pro-

vided what might be best referred to as known-groups evidence only but three of the

other studies also attempted to provide known-groups type evidence (4 of 20 stud-

ies; 20.0 %).

With respect to the 19 studies examining convergent and/or discriminant evi-

dence, the total number of demographic variables or measures used per study

ranged from 2 to 19 (M¼ 7.16, SD¼ 5.09). The Standards (AERA et al. 1999)

state that, when comparisons with other variables are presented as validity evi-

dence, the rationale behind the selection of those variables and “evidence

concerning the constructs represented by the other variables. . .should be presented

or cited” (AERA et al. 1999, p. 20). This means that researchers need to clearly state

the rationale for both the construct selected and any variables used to represent that

construct. Regarding a rationale for constructs used, 13 (68.4 %) out of the

19 studies provided no rationale and 6 studies (31.6 %) provided some rationale.

When the rationale for constructs was not explicitly stated, it was often implied,

because the constructs were used in previous research or comprised some aspect of

the construct of subjective well-being (SWB); thus, authors may have thought that

explicitly stating a rationale would be redundant. Regarding a rationale for mea-
sures used, no studies provided a clear rationale as to why they selected the specific
measures chosen.

The terminology used to describe convergent and/or discriminant validity evi-

dence varied considerably both across and within the 19 studies and was, at times,

incorrect. Only one study avoided using any terms and three studies referred only to

“construct validity”. Otherwise, the following terms were used: “construct validity”

(7 studies), “convergent validity” (6 studies), “discriminant validity” (4 studies),

“divergent validity” (1 study), “criterion”(-related) validity (5 studies), “criterial

validity” (1 study), “concurrent validity” (4 studies), and “predictive” validity or

relationships (3 studies).

When it came to stating in advance the expected relationships among variables,

only 2 (10.5 %) of the 19 studies clearly identified what they expected to find and

11 studies (57.9 %) were vague in that the expected findings were not explicitly

stated by researchers but it was implied they were based on findings in previous

literature; 6 studies (31.6 %) did not indicate any expected findings.

An important piece of information in understanding validity coefficients is to

know not only reliability estimates for the SWLS scores but also for the other

measures used. Out of 19 studies, 6 (31.6 %) provided reliability estimates for all
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Table 4.4 Types of relations with other variables evidence

Authors Language Sample Convergent Discriminant

Known-

groups

Diener

et al. (1985)

(Study 2)

English Psychology

undergraduates

in U.S.

x

Diener

et al. (1985)

(Study 3)

English Elderly in U.S. x

Arrindell

et al. (1991)

Dutch Adult clinical

outpatients in

the

Netherlands

x x

Pavot

et al. (1991)

(Study 1)

English Elderly in U.S. x

Pavot

et al. (1991)

(Study 2)

English Undergraduates

in U.S.

x

Neto (1993) Portuguese Adolescents

in Portugal

x x

Abdallah (1998) Arabic Undergraduates

in the West

Bank

x x*

Arrindell

et al. (1999)

Dutch young Dutch

community

adults

x x x

Westaway

et al. (2003)

English Adults in

South Africa

x x*

Wu and Wu

(2008)

(Study 2)

Taiwanese Community

adults with

schizophrenia

in Taiwan

x x

Gouveia

et al. (2009)

Brazilian/

Portuguese

High school students,

undergraduates,

community

members,

teachers, and

physicians in

Brazil

x

Laranjeira (2009)

(Study 3)

Portuguese Students, patients,

and health

professionals

in Portugal

x

Anaby

et al. (2010)

Hebrew Working adults

in Israel

x

Durak

et al. (2010)

(Study 1)

Turkish University

students in

Turkey

x x

(continued)
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measures used, 1 study (5.3 %) provided reliability estimates for some measures

used but not others, and 11 (57.9 %) provided no reliability evidence for the other

measures. Finally, one study (5.3 %) provided reliability estimates but it was

unclear whether estimates were based on the study sample or previous research.

It was often unclear what information researchers relied on when it came to

interpreting the correlations providing convergent and/or discriminant validity

evidence. In some cases (6 studies; 31.6 %), it was not mentioned what information

was used to interpret correlations; in other cases, some reference was made to

statistical significance (7 studies; 36.8 %), sign of the correlation (positive/nega-

tive) (9 studies; 47.4 %), magnitude of the correlation (8 studies; 42.1 %), and/or

effect size (1 study; 5.3 %).

Four studies attempted to provide validity evidence by comparing groups in a

way that is akin to known-groups validity, although none of the studies used this

term; rather, researchers referred to this as either construct or discriminant validity

evidence. With the exception of additional procedures to complement convergent/

discriminant evidence (e.g., use of factor analysis, partial correlations, or multiple

regression to examine contributions of different variables to SWLS scores), no

other forms of evidence under the heading of ‘relations to other variables’ were

examined.

Table 4.4 (continued)

Authors Language Sample Convergent Discriminant

Known-

groups

Durak

et al. (2010)

(Study 2)

Turkish Correctional officers

in Turkey

x

Durak

et al. (2010)

(Study 3)

Turkish Elderly in Turkey x

Howell

et al. (2010)

(Study 1)

English Undergraduates

in U.S.

x

Howell

et al. (2010)

(Study 3)

English U.S. undergraduates

and adults on

social networking

sites

x

Glaesmer

et al. (2011)

German Individuals ages 14–91

in Germany

x

Sancho

et al. (2012)

Portuguese Elderly in Southern

Africa

x

*¼ possibly, but not entirely clear
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Response Processes

Two studies provided some evidence related to response processes. In one study,

mean time to complete the SWLS as well as ease of use reported by study

participants and interviewers was recorded. In another study, a mixed Rasch

model was used to identify four latent classes of respondents to the SWLS. The

classes tend to reflect differences in the use of the response categories or extreme

scores, the difficulty or discriminability of items, or the level of life satisfaction.

Discussion

The purpose of this study was to contribute to the small but growing literature on

validation synthesis by (a) exploring validation practices in more detail, and

(b) providing a foundation upon which further validation evidence for the SWLS

can be built. Thus, our intentions are aimed at measurement and validation special-

ists, researchers interested in using the SWLS and further examining the validity of

inferences made from it, and those individuals who use measures and desire to

better understand the validation procedures used to support the inferences drawn

from test scores.

While others may have used The Standards and the five sources of validation

evidence as an inspiration or guide for conducting validation synthesis in the past

(e.g., Cizek et al. 2008; Hogan and Agnello 2004; Jonson and Plake 1998), the

detailed documentation of procedures and rationales involved in validation prac-

tices provided in this study appears to be the first of its kind. If the validation

process “begins at the construct definition stage before items are written or a

measure is selected, continues through item analysis (even if one is adopting a

known measure), and needs to continue when the measure is in use” (Zumbo 1999,

p. 11), then a detailed account over time of procedures used, specific to a given test,

and within the areas outlined by The Standards, is needed.
It is important to note that the majority of studies (67.4 %) included in this

synthesis involved translated versions of the SWLS and nearly 50 % of studies

involved newly translated versions. Generally, the process that was used to create

these translated versions is not well reported. Little information is provided about

the individuals who conducted the translation and there is relatively little use of

pilot testing reported. Previous research syntheses of validation practices provide

no explicit discussion of translated versions of measures, although these measures

may be included under ‘modified measures’ in some studies. Translated versions of

the SWLS are essentially new measures and so it is critical that the process used to

translate the measures is well documented.
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Reliability Evidence

Reliability evidence for SWLS scores was consistently well documented across

studies. Internal consistency was examined most often (89.2 % of studies). The

internal consistency estimate most commonly used was Cronbach’s alpha (81.8 %

of the time), which shows that classical test theory approaches to reliability still

dominate, at least with respect to the SWLS. No study clearly stated a criterion for

an acceptable reliability estimate, although it may be viewed as common knowl-

edge to expect estimates of .80 or higher.

In several cases, researchers reported (average) inter-item correlations or

(corrected) item-total correlations but failed to identify or discuss acceptable values

for, the role of, or how to interpret, these correlations. Inter-item correlations

indicate the degree to which items correlate with one another. They are particularly

useful in item and test construction to identify whether an item correlates poorly

with other items in a test, or whether an item correlates strongly with some items

but not others. Both patterns suggest that one may be tapping into another construct

altogether (construct irrelevant variance) or that some items tap into another aspect

of the construct that the other items are not tapping into (either construct irrelevant

variance or construct underrepresentation). Three studies presented inter-item cor-

relations in a table and three studies provided average inter-item correlations. All

concluded their results were acceptable, but none discussed the relationship of these

correlations to internal consistency or indicated what constitutes an acceptable

value, despite the availability of such guidelines. For example, Clark and Watson

(1995, p. 316) suggest that, for higher order constructs (such as the SWLS), a mean

correlation of .15 to .20 is acceptable whereas for constructs that are more narrowly

defined (e.g., talkativeness), a higher mean inter-correlation (i.e., .40 to .50) would

be needed. It has been suggested by others (e.g., Netemeyer et al. 2003; Clark and

Watson 1995) that the little attention paid to inter-item/average inter-item correla-

tions may be problematic, and that the average inter-item correlation provides a

more useful index of internal consistency than does coefficient alpha, the predom-

inant estimate reported in the studies examined. Because coefficient alpha is a

function of the number of items in a test and the average inter-correlation among

test items, it is possible to achieve a high internal consistency reliability estimate

by: (a) having a large number of items, (b) having items that are highly correlated,

or (c) a combination of the two. Similarly, Cortina (1993) suggests that coefficient

alpha is problematic for scales with more than 40 items. In such cases, the

coefficient alpha value may be driven more by the number of items than the

magnitude of the correlations among items. The result can be a high internal

consistency estimate for a test with items that may correlate rather poorly with

one another. Having said this, the small number of items comprising the SWLS

limits their influence on the value of coefficient alpha. Thus, alpha will, in this case,

be driven more by the magnitudes of the inter-item correlations and is arguably an

adequate and more straightforward indicator of internal consistency. Still, more
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attention should be paid to inter-item correlations or average inter-item correlations

and relaying to the reader what values are acceptable.

The other problematic area of reporting with respect to reliability involved

(corrected) item-total correlations. Item-total correlations are computed by corre-

lating the score for a single item with the total score on a scale, and corrected-item

total correlations are computed by correlating the score of a single item with the

total score on a scale based on the remainder of the items. Researchers should

provide some indication of what values are considered acceptable to aid in

interpreting the results presented. As a general rule, low or near zero correlations

indicate problematic items (Hubley and Zumbo 2011). Generally, values of .50 and

above are found to be acceptable values (Netemeyer et al. 2003). It is valuable when

both (corrected) item-total correlations and inter-item correlations are presented.

One can think of (corrected) item-total correlations as a photograph and inter-item

correlations as a sort of zoom lens allowing for a more detailed examination of the

items in question. In the case of the SWLS, few studies provided either of these

values, and no studies provided both.

Not surprisingly given evidence from previous syntheses, test-retest reliability

estimates were provided less often (18.9 % of studies). These studies all reported

the test-retest interval but, in a majority of cases, did not provide a rationale for the

length of interval chosen. This rationale is an important element needed to assess

the obtained estimate because the interval needs to make sense given the expected

stability of the construct. With the SWLS, it would be important to choose a time

interval length not so short that respondents might recall their responses to items but

also not so long that one might anticipate changes to occur in their satisfaction with

life. Put another way, it is critical to be able to assume that respondents are not

simply trying to report their previous responses and that no real change in satisfac-

tion with life has occurred in order to appropriately evaluate a given test-retest

reliability coefficient.

Sources of Validity Evidence

In terms of the five sources of validity evidence as outlined in The Standards, only
three sources of evidence have been presented for the SWLS. The two primary

sources consisted of internal structure and relations to other variables; two studies

examined response processes. No studies examined evidence based on test content

or consequences of testing.

Internal Structure. Internal structure is the most common type (84.8 % of

studies) of validity evidence examined for the SWLS. The majority (59.0 %) of

the studies examining internal structure used CFA. The number of factors expected,

fit indices used, and software used for analysis were, overall, well reported. The

number of fit indices used per study ranged from one to eight, with less than five fit

indices used on average. Information needed, but lacking, involves the rationale for

fit indices chosen, and, in some cases, criterion values for the fit indices chosen.

56 M.L. Chinni and A.M. Hubley



When conducting CFA, a rationale for the fit indices used should be provided. Once

a model is chosen and estimated, the “fit” of the model must be determined. The fit

of a model is largely influenced by sample size and assumptions regarding score

distributions and independence assumptions (Tabachnick and Fidell 2013).

Although there are a number of indices from which to choose, as a general rule,

consistency in results across indices indicate a good fitting model (Tabachnick and

Fidell 2013). However, because what fit indices you use influence the results

obtained, it is informative to report a rationale for those indices. Tabachnik and

Fiddell note that, “numerous measures of model fit have been proposed. In fact, this

is a lively area of research with new indices seemingly developed daily” (p. 720).

To provide a rationale for the selected fit indices not only indicates that the

researcher has considered the influence of details specific to the sample being

examined, it also provides a context for other researchers using or developing

new indices.

Fewer, but still a significant number of, studies (30.8 %) used EFA. Of these, the

predominant method used was principal components analysis (PCA; 66.7 %) rather

than common factor analysis (FA; 26.7 %). There appeared to be no association

between the time (e.g., in which decade) a study was conducted and the EFA

method used. All of the EFA studies conducted found evidence to support a

one-factor model. Eigenvalues greater than one (46.7 %) were most commonly

used to identify the number of factors, followed by scree plots (26.7 %); few studies

(20.0 %) used both criteria. One currently recommended criterion is to use loadings

obtained from a parallel analysis as a standard against which obtained loading

values can be compared (Hayton et al. 2004). Specifically, this procedure involves

comparing the eigenvalues found against those eigenvalues that would be obtained

from random numbers generated from a data set that is equivalent in sample size

and consists of the same number of variables (Ledesma and Valero-Mora 2007). If

the eigenvalues obtained exceed those that are randomly generated, then those

components can be retained. None of the SWLS studies used this criterion. All

but one study reported factor loadings. Surprisingly, no study appeared to use a

criterion (e.g., factor loading >.40) to determine if an item loaded on a factor. As

well, all studies reported the amount of variance explained by the single factor

found, but no studies used this as a criterion value to decide the number of factors.

For example, no one explicitly stated that a given factor must explain a minimum of

25 % of the variance explained in order for a factor to be retained or considered

worthwhile. Given the small number of items on the SWLS, it probably makes

more sense to use CFA and test the fit of a unidimensional structure in future

studies. If, however, EFA is used, greater attention needs to be paid to the criteria

used for (a) identifying whether items load on a factor and (b) the number of factors.

Measurement invariance of the SWLS across groups was examined in 34.8 % of

studies, with most studies focusing on invariance across sex or age groups. Notably,

however, 87.5 % of these studies examined invariance of a non-English language

version of the SWLS so there is a relative gap in the literature on invariance studies

with the English version of the SWLS. It would not be surprising for researchers to

want to make comparisons in SWLS scores among different groups (e.g., to
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examine sex, age, socio-economic status, ethnic or country differences). However,

even if there is other validity evidence to support the inferences made from SWLS

scores in the different groups, this does not guarantee that the SWLS functions the

same way across groups as required for comparison purposes (Horn and McArdle

1992). Only through evidence for measurement invariance can SWLS total scores

be deemed to measure the same attribute across groups. If no evidence is presented

to support an adequate level of measurement invariance, any differences found

among groups cannot be interpreted unambiguously. As Horn (1991, p. 119) has

argued, “Without evidence of measurement invariance, the conclusions of a study

must be weak”. Thus, if researchers want to compare life satisfaction levels among

different groups using the SWLS, evidence of strong or scalar levels of measure-

ment invariance must be shown for SWLS total scores among those groups.

Relations to Other Variables. Validity evidence based on relationships to other

variables describes the extent to which there is a relationship between SWLS scores

and other variables (whether demographic variables or scores from measures or

other variables). Just under half of the studies (43.5 %) addressed relations to other

variables; 95 % of studies examined convergent evidence. Many studies never

directly addressed what measures qualified as convergent or discriminant, which

often made it difficult or impossible to determine whether researchers included, or

intended to include, discriminant measures. Moreover, there appeared to be con-

siderable confusion and inconsistency across, or even within, studies as to the

appropriate terms to use to describe evidence. Most commonly, criterion-related

validity terms (including concurrent or predictive validity) were used to describe

convergent evidence. There were three issues related to evidence based on relations

to other variables that stood out in this validation synthesis: (a) lack of a clearly

state rationale for the selection of constructs and variables, (b) lack of clarity in

terms of precisely what researchers expected to find, and (c) poor evaluation of the

obtained evidence. We will describe each of these issues in turn.

A clearly stated rationale for why constructs and variables were chosen is

generally missing or, at best, very unclear. The Standards (AERA et al. 1999)

state that, when comparisons with other variables are presented as validity evi-

dence, the rationale behind the selection of those variables and “evidence

concerning the constructs represented by the other variables. . .should be presented

or cited” (p. 20). For example, if examining the relationship between scores on the

SWLS and neuroticism, one needs to provide a rationale for why the construct of

neuroticism is being used as well as state a rationale for the specific measure of

neuroticism chosen (e.g., the Big Five Inventory subscale of neuroticism). When

comparing measures representing the same construct (e.g., life satisfaction or even

subjective well-being), there seems to be little point in providing a rationale for why

that construct has been selected. However, a rationale for the variable(s) used to

measure the construct is needed (e.g., why was a particular single-item measure of

life satisfaction chosen for use as opposed to another measure of life satisfaction?).

In the case of demographic variables, it is less clear whether a rationale is needed

for why researchers have assigned the numbers the way they did. On the one hand,

because gender, for example, tends to be clearly defined, it may not be necessary to
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justify the variable once you have justified the construct. On the other hand, a

variable such as age can have numbers assigned in many different ways (e.g.,

1¼ 20–49 years (young), 2¼ 50+ years (old) vs. 1¼ 20–49 years (young),

2¼ 50–69 years (middle aged), and 3¼ 70+ years (old)). Where the assigning of

numbers can alter the construct being examined, the decision about how to cate-

gorize the variable may require justification (e.g., why is old¼ 50+ years in one

case vs. 70+ years in another case?).

The Standards (AERA et al. 1999) noted that “when validity evidence includes

empirical analyses of test responses together with data on other variables, the

rationale for selecting the additional variables should be provided” (p. 20). How-

ever, The Standards do not explicitly articulate or provide a detailed explanation as
to what constitutes a rationale. It is noted that the relationships between scores on

the variable of interest and other variables “should be consistent with theoretical

expectations” (AERA et al. 1999, p. 20). It is also noted that these variables “might

include intended measures of the same construct or of different constructs” (AERA

et al. 1999, p. 21). This implies that the rationale requires some theoretical expla-

nation to support why the selected variable (or construct) should or should not be

related to the variable (or construct) of interest. Alternatively, or in addition, the

rationale could include consistently found empirical evidence of a relationship

between the variable of interest and other variables.

The constructs most often used for comparison with the SWLS were subjective

well-being (SWB) – including positive and negative affect, personality (particularly

neuroticism and extroversion), and psychological constructs (e.g., self-esteem,

depressiveness). Of these constructs, SWB was clearly and consistently defined,

possibly because the definition is inherent when describing what the SWLS is

designed to measure. Most researchers provided a rationale by virtue of explaining

how the SWLS is designed to measure the cognitive aspect of life satisfaction. In

further situating life satisfaction within SWB, the construct of SWB was fairly well

described. Other constructs, such as psychological functioning, perceived health,

personality traits, and mental health constructs such as depression and self-esteem,

were commonly used but the rationale provided for their use was not clearly

articulated. This leaves the reader to wonder why those constructs were chosen,

and, by extension, if the researchers themselves had a clear reason for choosing

them. Some researchers made mention of relationships to variables without

discussing the constructs those variables were designed to capture.

The argument in support of the use of constructs is distinct from the rationale

used in support of the variables representing those constructs. The Standards
(AERA et al. 1999) state that “evidence concerning the constructs represented by

the other variables as well as their technical properties, should be presented or

cited” (AERA et al. 1999, p. 20). To demand that empirical evidence in support of

every variable (measure) chosen be presented may be unmanageable due to page or

word restrictions dictated by journals and their editors or place an unreasonable

burden on researchers. As well, such information may overwhelm rather than

inform the reader. However, some indication as to why the variable was chosen

and what construct it was intended to represent is needed. Without some logic to
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orient the reader as to where constructs and variables fit within existing literature

and a nomological network for the construct and measure of interest, and without

the distinction between the two clearly articulated, constructs risk being inconsis-

tently defined. Measures are designed to capture specifically defined constructs. If

the definition of the construct varies (or remains undefined) across multiple studies,

then the validity of the specific inferences made from the variables (measures)

cannot be determined and comparisons across studies cannot be evaluated. As well,

information regarding the ability of a measure to consistently capture the intended

construct is also compromised. The demographic variables used in the studies

examined in this validation synthesis included sex, age, marital status, educational

level, employment status, monthly income, health insurance, and sociocultural

level. It is important to know how and why researchers constructed the variable(s)

as they did to determine comparability across studies. In the studies examined here,

the distinction between construct and variable was often blurred, making it difficult

to discern arguments in support of a rationale for constructs from those in support

of a variable.

In addition to providing a rationale for researchers’ choice of constructs/vari-

ables, hypotheses or a description of how variables are expected to be related to

SWLS scores should be provided based on theory or previous empirical research.

Ideally, convergent and discriminant evidence should both be included in a study

and these results should be interpreted in relation to each other. Hypotheses or

description of expectations should provide information about both the direction and

relative magnitude of the expected relationship between the scores and should be

stated in advance of the analyses so the obtained evidence may be properly

evaluated as supportive of the intended SWLS interpretations or not. Just as

statistical procedures used in other areas of evidence (reliability estimates, factor

loadings for internal structure) demand criterion values as a means to interpret

results obtained, relations to other variables also demands some criterion as a means

to interpret the obtained correlations. In essence, researchers provide their own

criterion by stating a priori the relationships they expect to find. Without clearly

stating this expectation, one is left with a series of correlations of varying magni-

tudes but no context in which to interpret the immediate study results, their relative

standing in relation to a proposed theory, or to the results found in other studies

examining similar variables. In the absence of expected values for interpretation,

there is no link between results obtained and conclusions drawn.

The problem of not providing hypotheses or a description of how variables are

expected to be related to SWLS scores is directly related to the final issue of

researchers often presenting either a vague, or lack of, evaluation of the obtained

evidence. It was often unclear what information researchers relied on when it came

to interpreting the correlations providing convergent and/or discriminant validity

evidence. There is a strong tendency for researchers to present correlations without

interpreting some, or even all, of them and to then to assert that the findings support

validity. In many cases, only a vague reference is made to the sign (positive/

negative), magnitude, or statistical significance of the correlations. It is fairly
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obvious when reviewing this evidence that researchers do not appear to have a clear

sense of how to properly and thoroughly evaluate this kind of evidence.

In a few studies, researchers attempted to provide validity evidence by compar-

ing groups on SWLS scores. Typically, researchers referred to this as either

construct or discriminant validity evidence, although it might be better described

as known-groups validity. It is notable that in the two studies using demographic

variables to form groups, the researchers referred to differences found in previous

research whereas in the two studies using pre-existing groups (e.g., clinical sample

vs. community members), the differences were presumed rather than based on

known differences from previous research or theory. The evidence presented was

not particularly strong primarily because the foundation of a previously known

difference was not firmly in place. It is also worth noting that it was sometimes a

challenge to distinguish between cases in which group differences were simply

being examined and those cases in which validity evidence was being presented.

Response Processes. The SWLS is intended to capture the judgmental compo-

nent of life satisfaction (Diener et al. 1985). When there is a presumption that

respondents are using an underlying psychological or cognitive process when

responding to test items, The Standards recommends that “empirical evidence in

support of those premises should be provided” (AERA et al. 1999, p. 20). Of the

two studies that addressed response processes, one of those simply examined the

mean time to complete the SWLS; while this is useful information, it does not

contribute much to our understanding of the underlying process used when

responding to the SWLS. The second study used a Rasch model to identify four

latent classes of respondents to the SWLS. Further research is needed to better

understand the processes used to respond to SWLS items by different groups. For an

excellent example of exploring responses processes, readers are referred to

Gaderman et al.’s (2011) examination of how children respond to the Satisfaction

with Life Scale Adapted for Children (SWLS-C).

In summary, the findings of this synthesis of test validation practices suggest that

(a) most psychometric studies on the SWLS are based on a wide range of

non-English versions of the SWLS but little attention is paid to the language version

of the SWLS or the sample characteristics when reporting reliability and validity

evidence from previous research, (b) internal consistency (especially alpha) esti-

mates of reliability are reported far more frequently than test-retest reliability

estimates or other indicators such as (average) inter-item correlations or (corrected)

item-total correlations, (c) sources of validity evidence for inferences made from

the SWLS rely heavily on internal structure and relations to other variables with no

evidence presented based on test content or consequences of testing, (d) relations to

other variables evidence relies heavily on convergent evidence, and (e) validity

evidence in the form of relations to other variables tends to be poorly evaluated and

reported. Moreover, as has been reported in previous validation synthesis research,

there continues to be a disconnection between validity theory, test standards, and

validation practice. While some researchers assert that the lack of some sources of

validity evidence reflects either a misunderstanding of the procedures required to

demonstrate the quality of evidence presented or disagreement as to what
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constitutes validation evidence (e.g., Cizek et al. 2008; Hubley and Zumbo 2013), it

seems that much is to be gained by presenting more user-friendly guides to

conducting and reporting different sources of evidence and different validation

procedures, including a more user-friendly version of The Standards (AERA

et al. 1999).

Strengths and Limitations

The first strength of this validation synthesis study is that we sought to examine a

comprehensive set of peer-reviewed and published validation studies regarding the

SWLS. Where other validation synthesis studies have used a random sample of

studies to examine validation procedures, we sought to examine all published

validation studies found in PsycInfo, one of the largest resources of peer-reviewed

literature in behavioral science and mental health. Second, we sought to ground our

analysis in procedures proposed by The Standards, a widely accepted resource for

validation procedures. Third, where many validation synthesis studies have coded

according to broad areas of evidence, we sought to examine, in detail, each source

of validity evidence found in The Standards to identify the specific methods and

procedures that researchers use in the process of validating inferences made from

the SWLS.

Despite these strengths, there are a number of limitations that affect this study.

First, the selected search criteria ruled out any studies that did not use our search

terms or those studies where researchers implicitly intended to conduct a validation

study but did not explicitly identify their study as such. A second limitation is that

the level of detail addressed required a fairly high level of understanding of

measurement and statistical methods used and thus some subjective judgment in

the coding of evidence. This was particularly evident when coding information

related to ‘relations to other variables’ and reflected the confusion and inconsis-

tency in the terminology used, the lack of a clear framework presented by

researchers, and poor evaluation and discussion of this type of evidence.
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Chapter 5

Validation Practices in Counseling: Major

Journals, Mattering Instruments,

and the Kuder Occupational Interest Survey

(KOIS)

Eric K.H. Chan, David W. Munro, Alexander H.S. Huang,

Bruno D. Zumbo, Roya Vojdanijahromi, and Neelam Ark

Validity theory and validation practice have become more complex during the past

half century. Prior to the 1950s, a diversity of procedures was used to study validity

and an array of names was used when researchers reported validity evidence;

however, the criterion- and content-based models dominated the practice of vali-

dation (Anastasi 1986). In 1954, the Technical Recommendations for Psychological
Tests and Diagnostic Techniques was published by the American Psychological

Association (in collaboration with the American Educational Research Association

and the National Council on Measurement in Education). In this document, validity

was classified into content, predictive, concurrent, and construct. A year later,

Cronbach and Meehl (1955) published a seminal paper and argued that the focus

should be on construct validity, emphasizing the importance of a nomological

network.

Three decades after Cronbach and Meehl (1955), Messick (1989) published a

seminal paper on the unitary view of validity. According to Messick (1989),

validity is “an integrated evaluative judgment of the degree to which empirical

evidence and theoretical rationales support the adequacy and appropriateness of

inferences and actions based on test scores” (p. 13) and is a fundamental concern in

measurement. Messick’s (1989) unitary view of validity remains influential in the

theoretical arena of measurement and is reflected in the most current edition of the

Standards for Educational and Psychological Testing (AERA et al. 1999).

According to the Standards (AERA et al. 1999), validity is “the degree to which
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evidence and theory support the interpretation of test scores entailed by proposed

uses of tests” (p. 9). This perspective has given rise to the situation wherein there is

no singular source of evidence sufficient to support a validity claim. The definition

of validity, as stated in the Standards, espouses construct validity as the central

component, and encompasses the following five sources of evidence germane to the

investigation of the interpretation and use of the scores of a measure: test content,

internal structure, associations with other variables, response processes, and con-

sequences (AERA et al. 1999).

Although these contemporary views have been in the literature for about

25 years, several scholars have questioned whether such contemporary perspectives

are reflected in current practices (e.g., Messick 1989; Zumbo 2007). With an aim

towards informing validation practices in counseling, the objective of this book

chapter was to present the results of three studies synthesizing the practices of

validation in counseling in contrast to the modern view of validity as endorsed by

the Standards (AERA et al. 1999). The three studies are meant to provide a broad

view of validation practices in counseling. In Study 1, validation papers published

in four major counseling journals (Journal of Counseling Psychology, The Counsel-
ing Psychologist, Journal of Counseling and Development, and the Canadian
Journal of Counseling and Psychotherapy) in North America in 2009, 2010, and

2011 were synthesized. The next two studies investigated validation practices for

two constructs in counseling: one relatively new (i.e., mattering) and the other a

measure with a long tradition in counseling (career assessment). In Study 2,

the validation practices of papers of the mattering construct were summarized.

In Study 3, the validity evidence of the Kuder Occupational Interest Survey (KOIS)

was reviewed.

Examining the reporting characteristics of validity articles published in different

areas in counseling is a useful method to study the practices of validation in this

academic discipline. It is important to note that our goal was not to evaluate the

quality of the existing instruments in counseling. Instead, our focus was on mapping

out the current available validation practices with an aim to informing future

validation practices in counseling.

Study 1 – Four Counseling Journals

Counseling psychologists and counselors often use psychometric instruments for

assessing career interests, mental health functioning, and the effectiveness of

counseling interventions (Nugent and Jones 2005). Measurement validity is an

important area in counseling (Bolt and Rounds 2000) and is a fundamental issue

in evaluating the psychometric properties of instruments (AERA et al. 1999).

A large number of measurement validity studies have been published in the

counseling literature. However, in a review of papers reporting the measurement

properties of measures published in the Journal of Counseling Psychology in 1967,
1977, and 1987, Meier and Davis (1990) found that the evidence to support the
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validity of the instruments used was inadequately reported. The purpose of Study 1,

therefore, was to investigate the reporting practices of validity evidence in papers

published in recent issues in prominent counseling journals in North America, and

to assess the extent to which the practice of validation is consistent with the modern

thinking in validity theory as reflected in the most current issue of the Test
Standards (AERA et al. 1999).

Method

Validity papers published in four major counseling journals in North America in

2009, 2010, and 2011 were reviewed. The four journals included:

1. Journal of Counseling Psychology (an American Psychological Association

[APA] journal);

2. The Counseling Psychologists (official journal of Division 17 [counseling psy-

chology] of the APA);

3. Canadian Journal of Counseling and Psychotherapy (official journal of the

Canadian Counseling Association); and

4. Journal of Counseling and Development (official journal of the American

Counseling Association).

A systematic search was conducted using the official website of each of the four

journals. Articles with the keywords “valid”, “validity” or “validation” in the title

or abstract were retrieved and reviewed in detail. To be included in the present

analysis, the study must explicitly state that validity is the focus/objective and be

empirical studies. We excluded opinion papers, editorials, reviews, systematic

reviews, meta-analyses, as well as guidelines, recommendations, and expository

papers about statistical methods.

Building on previous research by Cizek and colleagues (2008, 2010), a coding

form was developed with the following sources of validity evidence: face, content,

construct, predictive, concurrent, convergent, discriminant, response processes, and

consequences. These reflect the five major sources of validity evidence in the

framework proposed by Messick (1989), which is also stated in the most current

edition of the Test Standards (AERA et al. 1999). The five sources include

(a) content-related, (b) response processes, (c) internal structure, (d) associations

with other variables, and (e) consequences. We also coded reliability evidence,

including internal consistency, test-retest, and inter-rater.

The coding for Study 1 was based on the sources of validity evidence that the

authors reported as well as the validation methodology employed. For instance, if

“discriminant validity” was explicitly stated in an article, discriminant validity was

coded. If factor analytic results were reported but were not explicitly referred to as

internal structure evidence in the paper, we coded the evidence as internal structure.
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Results and Discussion

A total of 21 papers met our inclusion criteria. The number of sources of validity

evidence reported per study ranged from zero to five, with a mode of two. About

95 % of the studies reported between two to five sources of validity evidence (see

Table 5.1). Table 5.2 presents the sources of validity evidence reported in the four

journals. Given that many of the papers reported more than one source of validity,

the sum of the percentages across sources will not equal 100 %. Internal structure

was the most frequently reported source of validity evidence followed by construct

validity, convergent validity and discriminant validity. Content validity and con-

current validity were each reported in approximately one third of the studies. Face

validity, although not regarded as a source of validity, was presented in one study.

Predictive validity, response processes, and consequences were not reported in any

of the articles. No study approached validation from the unitary perspective.

With respect to the reported reliability evidence, approximately 90 % of the

21 articles reported evidence on internal consistency. Slightly less than two thirds

Table 5.1 Frequency of

number of validity sources

reported in four major

counseling journals

Number of sources Frequency Percent

0 1 4.80

1 0 0

2 5 23.80

3 5 23.80

4 6 28.60

5 4 19.00

Total 21 100

Table 5.2 Sources of

validity evidence reported in

four major counseling

journals

Validity Number Percent

Internal structure 20 95.24

Construct 14 66.67

Convergent 13 61.90

Discriminant 9 42.86

Content 6 28.57

Concurrent 6 28.57

Face 1 4.76

Predictive 0 0

Response processes 0 0

Consequences 0 0

Reliability Number Percent

Internal consistency 19 90.48

Test-retest 13 61.90

Inter-rater 0 0

A paper can report more than one source of validity
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of the articles reported test-retest reliability evidence, while no article reported

evidence on inter-rater reliability.

The results of the present study showed that a broad perspective on the possible

sources of validity evidence is reported in the articles published in the four major

counseling journals in North America. Researchers conducting validation studies

(in this instance, within the realm of counseling) are not relying on only one source

of validity evidence to the exclusion of all other sources; however, some sources of

validity evidence, such as response processes and consequences, are absent. We

also observed that the modern view of validity (as stated in the Test Standards) is
not having a strong presence across the major journals in counseling in North

America. This is particularly noteworthy given that two journals are APA journals

and the APA has been a driving force for the Standards since there earliest

inception in the 1950s. There seems to be an important disconnect, therefore,

between validity theorists and validation practitioners.

Study 2 – Mattering Instruments

Each individual has an inherent need to feel that they are noticed by, important to,

and cared for by others – that they matter (Rosenberg and McCullough 1981).

Mattering was conceptualized by Rosenberg and McCullough (1981) as “a motive:

the feeling that others depend on us, are interested in us, are concerned with our

fate, or experience us as an ego extension” (p. 165). Mattering has more recently

been defined as “the perception that, to some degree and in any of a variety of ways,

we are a significant part of the world around us” (Elliot et al. 2004, p. 339). The

opposite of mattering is a sense of insignificance and irrelevance in a hostile world

(Elliot et al. 2004). When individuals perceive that they do not matter, thus feeling

irrelevant and uncared for, it is difficult to develop a healthy self-concept (Rosen-

berg and McCullough 1981), and it may increase the likelihood that they engage in

maladaptive behaviors in order to seek a sense of significance in the world (Elliot

et al. 2004). William James (1890) noted the importance of mattering over

100 years ago when he stated the following: “No more fiendish punishment could

be devised, were such a thing physically possible, than that one should be turned

loose in society and remain absolutely unnoticed” (p. 293).

Mattering begins interpersonally but registers intrapersonally, ultimately affect-

ing one’s self-concept. Awareness that one matters to others boosts feelings of

relatedness and one’s sense of meaning and purpose in life (Marshall 2001).

However, in order to be effective, the receiver of mattering behavior has to

subjectively perceive that he or she matters. If one had experienced “not-mattering”

in the past, it could be hypothesized that he or she would be less likely to perceive,

even though objectively evident, that someone is behaving as though he or she

matters (Elliot et al. 2004).

From the time that Rosenberg (1989) first conceptualized the term until the

beginning of the new millennium, there has been little research on mattering. Since
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2001, however, mattering has been studied with a wide range of populations:

adolescents, college students, adults, couples, employees with and without mental

illness, medical residents, military cadets, and school counselors (Connolly and

Myers 2002; Corbiere and Amundson 2007; Dixon et al. 2009; Dixon Rayle 2005;

Elliott et al. 2004, 2005; France and Finney 2009; Mak and Marshall 2004;

Marshall 2001; Myers and Bechtel 2004; Powers et al. 2004). Research indicates

that mattering to others is positively correlated with self-esteem and well-being,

and negatively correlated with anxiety, depression, academic difficulties, suicidal

ideation, hostility, and aggression (Dixon Rayle 2005; Elliot et al. 2004; Elliot

2009; Marshall 2001).

The development of scales to measure mattering has progressed along several

different pathways, including relationship counseling, career counseling, school

counseling, and health care providers. The purpose of the present study was to

review the validity evidence reported for mattering measures and compare the

validation practices in mattering against contemporary views of validity (e.g.,

Kane 2006; Messick 1989) and as reflected in the Standards for Educational and
Psychological Testing, hereafter referred to as the Standards (AERA et al. 1999).

Measures of Mattering

Whereas most of the studies on mattering cite Rosenberg and McCullough’s (1981)

initial work, some rely more heavily on the investigations of other early mattering

scholars from the late 1980s and early 1990s to inform their scale construction. The

measures developed are unidimensional or multidimensional, and all of the studies

except one (Corbiere and Amundson 2007) utilized samples of adolescent or young

adult students in Canada or the United States.

Marshall (2001) devised the unidimensional Mattering to Others Questionnaire

(MTOQ), consisting of 11 items assessing adolescents’ perceptions of mattering to

parents and friends. Later, she and a colleague adapted the MTOQ in order to create

the Mattering to Romantic Others Questionnaire, a 17-item scale that measures

adolescents’ perceptions of mattering to romantic partners (Mak and Marshall

2004).

Within the field of career counseling, Corbiere and Amundson (2007) investi-

gated the applicability of the multidimensional Ways of Mattering Questionnaire,

developed by Amundson (1993), for individuals with mental illness who were

participating in supported employment programs.

Elliot et al. (2004) constructed a three-factor 24-item index of mattering, while

France and Finney (2009) further refined Elliot et al.’s (2004) index from three to

four factors and later devised the University Mattering Scale (France and Finney

2010). Tovar et al. (2009) also constructed a scale to measure mattering in

postsecondary institutions. However, in addition to accounting the work of

Rosenberg and McCullough (1981), Tovar et al. (2009) cite the Mattering Scales

for Adult Students in Postsecondary Education (Schlossberg 1990) as being a
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model for their College Mattering Inventory, a six-factor scale consisting of

29 items. In contrast, Guirguis and Chewning (2008) utilized the General Mattering

Scale (Marcus 1991) and incorporated an adapted version of this scale within a

measure to assess pharmacy students’ beliefs regarding the monitoring of chronic

diseases. All in all, mattering is an important concept in counseling research and

practice.

Method

The present study was focused on papers that provided empirical evidence of the

validity of mattering measures and hence explicitly positioned themselves as

validation research – as opposed to papers that incidentally presented what might

be considered, more generally, validity evidence. Articles for review were identi-

fied through a comprehensive search of the ERIC and PsycINFO databases

conducted in August 2011 using “mattering” AND “validity” as keywords. The

search was not restricted by year of publication. Research articles were included in

the present review if they provided empirical information on the validity evidence

of a measure of mattering and were published in peer-reviewed journals. Building

on previous similar research (Auewarakul et al. 2005; Beckman et al. 2005; Chan

et al. 2011; Chan and Zumbo 2012; Cizek et al. 2008, 2010), the five sources of

validity evidence as stated in the Standards (AERA et al. 1999) were coded and

included (a) content-related, (b) response processes, (c) internal structure,

(d) associations with other variables, and (e) consequences.

Results and Discussion

Eight studies were included in the present review. Although the search was not

restricted by year of publication, all of the studies identified for inclusion were

published in the past decade (2001–2011). Thus, although the concept of mattering

was first devised in the 1980s (Rosenberg and McCullough 1981), there has been

scant attention paid to the validity of measures of mattering until the past decade.

None of the studies included in this review cited a modern framework for

validity evidence, such as the one proposed by Messick (1989) and espoused in

the Standards (AERA et al. 1999). Although Marshall (2001) cited Loevinger’s

(1957) three stages for obtaining validity evidence (substantive, structural, and

external) and stated that Messick (1989) outlined a similar means of finding validity

evidence, Marshall (2001) did not incorporate Messick’s (1989) vocabulary. Only

one study (France and Finney 2009) referred to obtaining validity evidence for the

interpretation and use of scores, the importance of which are articulated in the

Standards (AERA et al. 1999). The remaining articles stated that they were

establishing the validity of a measure, which is indicative of adherence to the
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traditional view of validity and therefore not in line with the contemporary unitary

paradigm of validity.

The most frequently reported sources of psychometric evaluation were internal

structure (all eight studies) and internal consistency reliability (six studies). Two

out of eight studies explicitly mentioned the examination of convergent validity

(Corbiere and Amundson 2007; Tovar et al. 2009). Five other studies also looked at

convergent validity but did not label it as such (Elliot et al. 2004; France and Finney

2009, 2010; Mak and Marshall 2004; Marshall 2001). One study reported investi-

gating content validity (Elliot et al. 2004), while another study described the

examination of content validity without actually providing the term in its report

(Marshall 2001). Finally, only one study investigated face validity (Tovar

et al. 2009), and one study reported evidence on discriminant validity but did not

label it as such. None of the studies explicitly mentioned predictive validity,

concurrent validity, response processes, consequences, or cited a contemporary

validity reference such as the Standards (AERA et al. 1999).

The present review showed that validity information in mattering measures was

not reported using the contemporary view of validity based on Messick’s (1989)

work as put forward by the Standards (AERA et al. 1999). These findings are

consistent with those of Cizek and colleagues (2008, 2010) who reviewed the

validity evidence in papers published in the Mental Measurement Yearbook, edu-
cation journals, and presentations in major education and psychology conferences.

Response processes and consequences of test use were virtually non-existent in the

articles reviewed in the present study. A closer look at the reviewed articles with

specific regard to the five sources of validity evidence as stated in the Standards is
discussed in the following section with an aim toward informing the validation

practices of existing mattering measures and the measures thereof.

Messick (1989) reminded us that validity is “an integrated evaluative judgment

of the degree to which empirical evidence and theoretical rationales support the

adequacy and appropriateness of inferences and actions based on test scores”

(p. 13). Validity evidence from a number of different sources (i.e., the five sources)

is needed to support the interpretation of scores. Although Messick’s (1989) view

has been around for over 20 years, the results of our review showed that his view of

validity has not permeated the validation practices in mattering measurement.

Similar to the previously presented study on the systematic review of four major

counseling journals, the central message of this study is that there is a discrepancy

between validity theory and validation practices. In this instance, the area concerns

the construct of mattering, and there is a divergence between what validation

practitioners report and what Messick (1989) and the Standards (1999) have put

forward as general guidelines regarding the practice of validation. Within this

review, internal structure was the most widely reported source of validity evidence;

however, certain sources of validity evidence, such as response process and conse-

quences, were not being reported in measures of mattering. Validation methods

have been discussed and applied by various authors in these under-studied sources

of validity evidence (e.g., Barofsky et al. 2003; Gadermann et al. 2011; Hubley and

Zumbo 2011; Reeve et al. 2011; Zumbo 2007, 2009). More validity evidence,
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particularly evidence on response processes and consequences, are needed to

strengthen the interpretation and inferences made from the scores from mattering

measures.

Mattering is instrumental in the development of one’s self-concept and sense of

belonging (Elliot et al. 2004), which are both integral components of the self, whose

growth may be stymied by non-mattering experiences. Measures with strong

validity evidence to measure this important sociological and psychological concept

should be based on the most up-to-date methods of conducting research and also

adhere to a standardized and modernized means of reporting results so that research

in this relatively new and promising area can grow coherently and consistently.

More work is needed to strengthen the validity of score interpretations in the

measurement of mattering. Perhaps more communication between validity theorists

and practitioners who do validation work in the area of mattering is needed.

Study 3 – The Kuder Occupational Interest Survey

Within career counseling, a widely used vocational measure, developed by Frederic

Kuder in 1966 (Zytowski 1992), is the Kuder Occupational Interest Survey (KOIS).

The measure evolved from Kuder’s work on interests during the depression era;

thus, the history of the scale dates back nearly 80 years (Diamond and Zytowski

2000). The self-report measure aims to determine the shared interests of the

respondent with two criterion group scales: an occupational scale and a college

major scale. The criterion groups are created through a technique devised by Strong

(1943) for the Strong Vocational Interest Blank (SVIB). More specifically, the

criterion group scales are derived from the “satisfaction” claimed by individuals

who possess a level of experience (indicated by number of years) within a particular

occupation or college major (Diamond and Zytowski 2000). These individuals state

they would select the same profession or college major again if they were to repeat

the selection process (Zytowski 1992). As a result, their specific interests are

determined, and the respondent’s scores are compared to those within the criterion

group scales (Zytowski 1992). Interests are discerned through 100 forced-choice

triad activity questions, “each requiring respondents to indicate which of three

activities they prefer most and which they prefer least” (Diamond and Zytowski

2000, p. 263).

The intended population of the measure is for high-school age and older indi-

viduals, and the scale is often administered within vocational counseling settings

(Zytowski 1992). For the respondent, a final report is generated that is comprised of

four sections: Dependability, Vocational Interest Estimates (VIEs), Occupations,

and College Majors (Zytowski 1992). Dependability refers to the degree of confi-

dence that can be placed on the respondent’s ability to answer items in a sincere and

accurate manner (Zytowski 1992). This section aims to ascertain whether the

respondent was disingenuous, such as answering the items by chance or for social

desirability reasons. Dependability is determined primarily through a “Verification
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(V) scale,” a measure within the KOIS that involves 74 response positions that have

“low frequencies of most or least endorsements. Thus, someone who answered

carelessly or by chance would [likely] endorse more of the items in the V scale”

(Zytowski 1992, p. 246). The second section of the report, VIEs, revolves around

ten core interests: outdoor, clerical, mechanical, musical, social service, literary,

computational, persuasive, scientific, and artistic (Diamond and Zytowski 2000).

The respondent receives two sets of VIE scores: “one based on male norms and one

based on female norms” (Zytowski 1992, p. 247). The final two sections of the

report involve a comparison of the respondent’s scores with the scores of men and

women within particular occupations and college majors. These sections highlight

how closely the respondent’s scores resemble men and women within the two

criterion groups (Diamond and Zytowski 2000). The justification for comparing

the respondent’s scores to men and women, in both the VIEs and the two criterion

group scales, is that sex-role socialization and distinct expectations between the

genders have resulted in different responses to the activities characterized by the

test items (Diamond and Zytowski 2000).

The interpretations and judgments generated from the KOIS final report can

have a significant impact on a client’s life circumstances. For instance, while the

purpose of the KOIS is to offer the respondent an interest profile and comparative

data, an individual may actually pursue a particular occupation because his/her

interests are highly similar to a specific profession. As the interpretation of KOIS

scores has potential consequences on people’s career choice, Study 3’s objective,

like Studies 1 and 2, was to examine the validity evidence reported for the KOIS

and to compare the validation practices against contemporary views of validity.

Method

We searched for articles using the following five databases: ERIC, PsycINFO,

PsycARTICLES, PsycEXTRA, and Academic Search Complete. The following

keywords were used: “Kuder Occupational Interest Survey”, “KOIS”, “validity”,

“validation”, “psychometric”, “evidence”, “reliability”, and “measurement”. With

“Kuder Occupational Interest Survey” and “KOIS” as the keywords within the first

search field, and the remaining keywords within the second search field used with

the “Title-field” option, a total of sixteen articles were retrieved. These articles span

four decades, 1970–2010.

To decide on which articles to select, several inclusion/exclusion criteria were

used. First, articles had to either mention validity in the title, or position themselves

as validity studies in the abstract. In addition, we focused only on peer-reviewed

articles, and only English-language papers were selected. Duplicates, reviews of the

KOIS, dissertations, articles that assessed the validity of other vocational scales,

and articles that discussed aspects outside the scope of validity evidence were

excluded. Consequently, six articles were excluded from the final analysis, and

the ten remaining articles were all chosen for analysis in the systematic review.
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The ten articles were coded according to a coding scheme developed by the

authors. The coding scheme focused on the five sources of validity evidence

proposed by the Standards (AERA et al. 1999). This coding scheme, therefore,

included the following categories: (a) content validity, (b) association with other

variables (predictive, concurrent, convergent, discriminant validity, and construct

validity), (c) consequences, (d) internal structure, and (e) response processes. In

addition, an “other validity” category was included to account for validity sources

not associated with the evidence sources described by the Standards (AERA

et al. 1999). Finally, four reliability categories (internal consistency, test-retest,

inter-rater, and parallel forms) and an “other reliability” category were included. In

total, 15 headings were created in relation to sources of validity evidence.

Results and Discussion

Table 5.3 summarizes our findings by presenting the articles, and the percentages,

that reported on a specific source of validity evidence. Of the ten articles included in

the present review, five articles reported evidence on predictive validity, while three

articles addressed concurrent validity. Three separate articles addressed conver-

gent, discriminant, and construct validity, indicating a representation of 10 %,

respectively, for each source of evidence. [Note that construct validity was linked

to association with other variables because the definition ascribed to this source of

validity evidence was not consistent with the one outlined by Messick (1989) or the

Standards (AERA et al. 1999)]. One article reported on internal structure, while

content validity, response processes, and consequences were not reported in any of

the articles.

Analysis of the articles also identified three sources of validity evidence outside

the scope advocated by Messick (1989) or the Standards (AERA et al. 1999);

specifically, one article reported on face validity, one for congruent validity, and

one for accuracy-as-classification. “Face validity” was reported through an inter-

pretation of “reasonableness,” or whether the participants agreed with the results

indicated by their final report (Denker and Tittle 1976). The process of assessing

“congruent validity” involved comparing two vocational measures, the KOIS and

the SVIB, and determining whether equivalently named interest scales within each

measure, such as “Lawyer” or “Accountant,” attained similar scores for respon-

dents (Zytowski 1972a, b). Finally, “accuracy-as-classification” was described as a

source of validity evidence designed specifically for vocational measures. It was

used to determine whether the measure would suggest the same occupation for

individuals who are working in established vocations (Zytowski 1972a, b). For

example, this source of validity evidence aims to determine whether the KOIS is

able to suggest “lawyer” as a viable profession in the final report for a practicing

lawyer.

Finally, with respect to the reported reliability evidence, one article reported on

test-retest and one article addressed internal consistency. Additionally, there were
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two other reliability sources addressed: one article on absolute and one article on

intra-individual. Both absolute and intra-individual refer to the stability of a

psychological construct over time (Rottinghaus et al. 2007). In particular,

Rottinghaus et al. (2007) first examined the stability of interests over time at an

“absolute” level by comparing the mean scores on the KOIS final report for subjects

during two time intervals. The researchers then assessed “intra-individual” stability

by examining whether a particular respondent’s interest profile remained consistent

over time (Rottinghaus et al. 2007).

In order to address the question of whether the available validity evidence

resembles the modern view of validity, two types of analyses were conducted.

The first involved uncovering the year the articles were published. In particular,

a comparison was made between the number of articles published prior to Messick

(1989) and the Standards (AERA et al. 1999). This aspect was seen as integral

because information from these two sources may not have been available for the

researchers during their analysis of validity evidence for the KOIS; consequently,

the contemporary perspective of validity may not have been emphasized.

Analysis indicated that the majority of validity evidence articles (seven)

were assessed prior to either Messick (1989) or the Standards (AERA

Table 5.3 Sources of

reported validity evidence

for the KOIS

Validity Number Percent

Content validity 0 0

Association with other variables

(a) Convergent 1 10.00

(b) Discriminant 1 10.00

(c) Construct 1 10.00

(d) Criterion-related

Predictive 5 50.00

Concurrent 3 30.00

Internal structure 1 10.00

Response processes 0 0

Consequences 0 0

Other validity

Face validity 1 10.00

Congruent validity 1 10.00

Accuracy-as-classification 1 10.00

Reliability Number Percent

Test-retest 1 10.00

Internal consistency 1 10.00

Inter-rater reliability 0 0

Parallel forms 0 0

Other reliability

Absolute 1 10.00

Intra-individual 1 10.00
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et al. 1999). In contrast, only three articles were found to contain sources of validity

evidence for the KOIS after Messick (1989) and the Standards (AERA et al. 1999).

It appears that assessing the validity evidence of the KOIS was prolific during the

period prior to the contemporary perspective of validity, from 1972 to 1979.

Afterwards, the studies became scarce, and only three articles were found from

1998 to 2007. Information on the contemporary perspective of validity, therefore,

was presumably unavailable for the majority of articles within this review that

assessed the validity evidence of the KOIS. This finding supports the observations

made by Savickas et al. (2002) who emphasize that research into the validity

evidence of the KOIS was “productive during the 1960s and 1970s,” yet “lay

mostly dormant during the 1980s and 1990s” (p. 140).

The second analysis conducted was to determine the validity perspective sub-

scribed to by the articles. This method of analysis followed the criteria employed by

Cizek et al. (2008) who utilized three indicators for an article’s validity perspective:

(1) whether articles mentioned a unitary perspective of validity, (2) whether articles

cited Messick (1989) or the Standards (AERA et al. 1999), and (3) whether articles

stated that validity was a property of the test or a property of test scores. For

determining whether a unitary perspective of validity was supported within a

particular article, a similar method to the one devised by Cizek et al. (2008) was

utilized. It was assumed that if a particular publication advocated a unified view of

validity that emphasizes all sources of validity evidence as construct validity, then it

would have mentioned this perspective in the article (Cizek et al. 2008). The second

mandate for citing Messick (1989) or the Standards (AERA et al. 1999) was

restricted to three articles because only three articles were published after 1989.

The third mandate was assessed through the language employed within the articles.

Analysis of validity perspectives indicated that none of the articles appeared to

reflect the unitary perspective. Indeed, as one author notes, while any measure

“must be shown to possess validity, [vocational measures] need to demonstrate the

predictive kind” (Zytowski 1976, p. 221). The use of the word “kind” illustrates that

some of the analyzed articles appeared to view validity as composed of several

types, rather than as a unified concept. While this finding is not surprising for the

seven articles published prior to Messick (1989) or the Standards (AERA

et al. 1999), it is worth noting that the contemporary articles also do not appear to

subscribe to a unified perspective of validity. This may explain why none of the

three articles published after 1989 made reference to either Messick (1989) or the

Standards (AERA et al. 1999).

When a concept of validity was emphasized, seven of the articles conceived of

validity as an aspect of the measure. Indeed, phrases used to describe the source of

validity evidence were often attributed to the KOIS itself rather than referencing

judgments or inferences made from the scores on the final report (e.g., Zytowski

1972a, b, 1976). In contrast, only one article made reference to validity as an aspect

of scores or interpretations. The article specifically states that predictive validity is

determined by assessing whether “interest scores match one’s future occupation”

(Rottinghaus et al. 2007, p. 7). The remaining two articles were either unclear or did

not mention a concept of validity. These findings are not surprising given that most
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of the sources of validity evidence in this review were published prior to Messick

(1989) or the Standards (AERA et al. 1999). As a result, they may have been more

inclined to endorse a view of validity more in agreement with a previous conception

that highlighted validity as a characteristic of a measure, rather than as a charac-

teristic of inferences or interpretations derived from the measure’s scores.

Our findings showed that there seems to be discrepancies between the validity

evidence for the KOIS and the Standards (AERA et al. 1999). Most articles did not

mention the unitary perspective of validity and none cited Messick (1989) or the

Standards (AERA et al. 1999). In addition, the characterization of validity was

often seen as a part of the measure rather than in relation to score interpretations.

Discussion

Our findings indicate that validity evidence available for the KOIS predominantly

focuses on association with other variables. There is a strong emphasis placed on

predictive validity and concurrent validity evidence. Additionally, while one article

addressed internal structure, the selected articles did not attend to any of the

remaining sources of validity evidence for demonstrating construct validity

(response processes, consequences, and test content were all not present). When

construct validity was referenced, the definition was distinct from the one outlined

by Messick (1989) or the Standards (AERA et al. 1999). For example, construct

validity was seen as determined by discriminant and convergent validity evidence

(Savickas et al. 2002). This particular definition, therefore, neglects the majority of

sources of validity evidence, and in fact, only addresses two features of associations

with other variables. There was also a focus on three validity sources unassociated

with the evidence for construct validity: face validity, congruent validity, and

accuracy-as-classification. The reliability evidence available for the measure was

also quite limited, with 10 % reported on test-retest reliability and internal consis-

tency respectively. Finally, one article addressed two other reliability sources,

labelled as absolute and intra-individual stability.

The perspective of validity reflected by the majority of the articles also appears

to be in disagreement with the contemporary perspective of validity. The important

validity evidence described by many of the articles stress predictive validity,

instead of construct validity. Furthermore, the unitary view of validity was not

endorsed in any of the articles, as many reported on “kinds” of validity. The concept

of validity was also often perceived as a characteristic of the KOIS rather than as an

aspect of the interpretations generated from the scores, and none of the articles cited

Messick (1989) or the Standards (AERA et al. 1999). The latter finding was

relevant to the three articles published after 1989. Finally, the subjective assessment

indicated that that validity evidence reported by the articles may be inaccurately

labelled.

In conclusion, much like those conducting validation research within the domain

of counseling, it appears that KOIS validation researchers have not fully endorsed a
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unitary perspective of validity. The findings of the present review have the potential

to stimulate more validation research in this area.

General Discussion

In this book chapter, we presented the results of three studies synthesizing the

validation practices in the area of counseling research and examined the extent to

which the reported validity evidence aligns with Messick’s (1989) modern view of

validity as endorsed by the Test Standards (AERA et al. 1999).

The results of the present study revealed that a broad perspective of measure-

ment validity is represented in the validation papers published in counseling

journals, indicating that counseling researchers conducting validation studies are

not relying on only one source of validity evidence at the exclusion of all others.

However, some sources of validity evidence such as response processes and

consequences are absent, and the modern view of validity does not have a strong

presence in the validation practice within counseling.

Response processes refer to the thinking or cognitive processes involved when a

client or research participant responds to items on a measure (AERA et al. 1999;

Messick 1989, 1995). In other words, the purpose is to investigate how and why

people respond to questions or items the way they do. Consequences were also not

reported in the counseling literature we reviewed. Consequences in validity refer to

(1) the intended use of measure scores and (2) the misuse of measure scores (AERA

et al. 1999; Hubley and Zumbo 2011, 2013; Messick 1989). Both response pro-

cesses and consequences are emerging as central to claims of measurement validity

(Hubley and Zumbo 2013; Messick 1995) and is important in achieving a strong

form of construct validity by understanding how theory helps explain the variation

in test scores (Zumbo 2007, 2009). Consequences are particularly relevant in

counseling research because of the scope of practice and the connection to the

ethics of assessment. In addition, a consideration of consequences as described in

Hubley and Zumbo (2011, 2013) sets the stage for a framing of validation practices

in a context wherein value implications, intended social consequences, and

unintended side effects of legitimate test interpretation and use are highlighted –

all of which are key issues in assessment in counseling.

Our findings also reveal the lack of qualitative studies in validation work in

counseling. For instance, in the examination of response processes, qualitative

methods such as the “think aloud” procedure are used in other areas of research

to establish what Messick referred to as the ‘substantive’ aspect of construct

validity (e.g., Gaderman et al. 2011). Counseling researchers are well versed in

qualitative research methods and such methods are important in measurement

validation research. Validation research in counseling should include both qualita-

tive and quantitative methods.

Our results from the three studies presented in this book chapter suggest a

discrepancy between validation practices and contemporary validity theory. There
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exists a stark contrast between validity evidence presented and the contemporary

theoretical perspective advocated by the Test Standards (AERA et al. 1999). We

provide a few possible reasons for such a discrepancy.

First, researchers and practitioners may neglect the predominant theoretical

orientation because they are unaware of the contemporary unitary view of validity.

Second, there may be an inclination towards determining a specific source of

validity evidence because it is seen as the primary purpose of the measure itself.

For example, if the measure is a predictive tool, such as the KOIS, prediction

studies are seen as the key evidence. One intended consequence is for the respon-

dent of the KOIS to explore certain occupations and college majors, and perhaps

even pursue them in the future. There remains, therefore, a pressure for the KOIS to

accurately reflect the matched interests of the respondent to particular occupations

and college majors; otherwise, the utility of the measure may be seen as fruitless. It

is not surprising, then, that the majority of the reviewed articles addressed predic-

tive validity in some manner, to the neglect of others.

In addition, some sources of validity evidence may be difficult to attain; it may

be difficult to acquire data for response processes for measures, especially when a

scale possesses numerous items. For instance, the KOIS contains 100 items; there-

fore, it may be perceived as cumbersome and time-consuming for practitioners to

assess the individual thoughts that underlie a respondent’s decision-making process

for choosing the most preferred activity, the least preferred activity, and the reason

one activity was disregarded. As a result, this aspect may also be ignored.

Future Directions and Recommendations

A few ways to improve the practice of validation and reporting of validity evidence

in counseling are recommended. First, improving the transparency, accuracy, and

completeness in the reporting of validity studies is necessary. As Meier and Davis

(1990) commented, a lack of standards for the reporting of validity evidence may be

one reason that explains the suboptimal reporting of such evidence in counseling.

We believe guidelines with a set of recommended items that authors should report

for their validity studies are needed (see Chap. 5 of this edited book). Having

accepted and endorsed reporting guidelines on validity would allow the standard-

ization of information reported in validity studies and improve the quality of the

peer review process.

Second, if reporting guidelines for validation studies are established, they need

to be adopted by researchers, journal editors, journal reviewers, and the broader

academic community. The use of accepted reporting guidelines is associated with

better quality academic publications (Cobo et al. 2011). Journal editors play an

important role in the peer review process; they are therefore in the best position to

promote the use of guidelines for the reporting of validity evidence.

Third, more concerted efforts are needed to expand the graduate curriculum to

include courses or seminars in validity theory. In a survey of doctoral training in
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psychology, Aiken et al. (2008) found that the median amount of time devoted to

training in statistics, measurement, and methodology was 1.6 years, with a mode of

1 year. They also found that the main focus was introductory-level statistics, with

little coverage of advanced statistics and measurement (Aiken et al. 2008). Given

the relatively limited amount of time devoted to measurement, it is reasonable to

believe that graduates may not be aware of the modern unitary view of validity.

Graduate programs need to incorporate into their curricula advanced-level mea-

surement courses covering the modern view of validity.
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Chapter 6

What Counts as Evidence: A Review

of Validity Studies in Educational
and Psychological Measurement

Benjamin R. Shear and Bruno D. Zumbo

Introduction

When using a test or any other measure, the first question we must always ask

ourselves is: what does the test score mean? We often glide over this question in our

daily lives. When we hear about the latest results from the Program for International

Student Assessment (OECD 2013), we make inferences about relative international

student achievement. When a patient obtains a high score on a depression inven-

tory, we make a judgment about possible depression (e.g., Low and Hubley 2006).

These are often reasonable inferences and assumptions. Somewhere along the line,

however, we hope that well-qualified and well-intentioned people have investigated

these interpretations to provide evidence that, in fact, these are justifiable

inferences.

In the technical measurement and testing field, this process is known as valida-

tion. In general, when a careful investigation provides evidence to support inter-

pretations and decisions made from test1 scores, we say those interpretations and

decisions are valid (American Educational Research Association et al. 1999). Not

surprisingly for such a complex and often high-stakes process, however, there is

disagreement among experts as to what counts as evidence, how that evidence
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ought to be gathered and evaluated, and even what it means to say something is

“valid” (e.g., Lissitz 2009). In light of emerging and sometimes conflicting theories

of validity and validation, one may wonder how the practice of test validation

reflects these theoretical discussions, and how it may have changed over time. In

today’s scholarly literature, what is taken as sufficient evidence to support the

inferences made from test scores? What counts as evidence of validity in practice?

This chapter empirically surveys validation practices in education and psychology,

as documented in the “Validity Studies” section of the journal Educational and
Psychological Measurement, across two decades and viewed from the perspective

of modern validity theory.

The section “Validity and validation” briefly traces the history of validity theory

by exploring nine different concepts of validity. The section “Prior empirical

studies” summarizes previous research that has empirically surveyed validation

practices. Section “Methods” presents the methods used to conduct a small-scale

systematic review of current and past validation practices. Sections “Results” and

“Discussion” summarize and discuss the results.

Validity and Validation

Validity theorists have highlighted the important distinction between validity and

validation (Borsboom et al. 2004; Zumbo 2007, 2009). While validity is the

property or relationship we are trying to judge, validation is an activity geared

towards understanding and making that judgment. Zumbo (2009) reminds us of the

importance that a guiding rationale (i.e., validity) must play in selecting and

applying appropriate analyses (i.e., validation), while Borsboom et al. note that

failing to distinguish between validity and validation can lead to conceptual and

methodological confusion. These authors are highlighting the importance of having

a clear concept of validity, which can then be used to guide the use of validation

methods. With this point in mind, we briefly review some prominent conceptions of

validity from the past century, as outlined by Zumbo (2010). To better understand

the interplay between validity and validation, we explore the validation methods

implied by each definition. Figure 6.1 outlines the time periods and nine concep-

tualizations of validity we will consider. In so doing we do not wish to suggest that

these are distinct periods with a linear progression and evolution with an end point,

but rather overlapping time periods with each of the conceptualizations continuing,

to some extent, today. In the empirical examination of validity evidence to follow,

we will search for these different definitions of validity.

Perhaps the first institutionalized or formally stated definition of validity dates

back to the 1920s (Michell 2009). Summarizing the work of a committee on

psychological testing, Courtis (1921) presents the following definitions for validity

and reliability: “Two of the most important types of problems in measurement are

those connected with the determination of what a test measures, and of how

consistently it measures. The first should be called the problem of validity, the
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second, the problem of reliability” (Courtis 1921, p. 80). Writing about intelligence

testing, Buckingham (1921) presented provided the following concept of validity:

There is at least as great a need for determining the validity of intelligence tests. By validity

I mean the extent to which they measure what they purport to measure. If for educational

purposes we define intelligence as the ability to learn, the validity of an intelligence test is

the extent to which it measures ability to learn. In a very real sense, validity is more

important than reliability. No one, for instance, is interested in the consistency of the results

of a test which fails to measure the thing it is designed to measure. Such a test would merely

be consistently valueless. (p. 274)

First, note that both definitions clearly view validity as a property of a particular

test, rather than a test score or inference. Second, no particular process of validation

necessarily follows from these definitions. Both authors, however, go on to recom-

mend judging validity at least in part by considering the test scores’ associations

with other variables. These recommendations foreshadow what was to become

another widely accepted definition of validity.

As researchers wrestled with ways to determine “if a test measures what it is

supposed to,” test scores also came to be seen in an increasingly behavioral light.

Angoff (1988) describes validity and validation in the first half of the twentieth

century as primarily empirical, and possibly even “atheoretic” (pp. 19–20). We will

not debate the question of whether any judgment or procedure can be completely

“atheoretic,” but Angoff’s point echoes the distinction between validity and vali-

dation raised at the beginning of this section (Borsboom et al. 2004; Zumbo 2009).

Period Introduced 
and Developed

Concept of validity Implied validation methods

Early 1900s A test is valid if it measures what it is supposed to.1 No single implied method.

1920s-1930s Validity is about establishing whether a test is a good predictive
device or short-hand (criterion validity).

Correlation with a criterion.

1930s-late 1960s There are multiple “types” of validity. Depends upon the type.

1950s-1960s Validity is about evaluating the logical empiricist influenced 
“nomological network” in “construct validity.”2

Empirically establishing the nomological 
network.

1970s-late 1990s Validity refers to the degree to which evidence and theory support the
interpretations of test scores entailed by proposed uses of tests.3

Multiple sources of evidence used to 
provide a sound scientific basis for score
interpretation.

1980s-present Construct validity is a universal and interactive system of evidence; 
emphasizing construct representation and nomothetic span.4

Formal cognitive modeling and 
correlational techniques, among others.

2000-present A test is valid for measuring an attribute if and only if the attribute 
exists and variations in the attribute causally produce variations in
the outcomes of the measurement procedure.5

Formal cognitive modeling, among others.

Validity is focused on test development and internal characteristics,
such as content representation.6

Content validation and reliability analysis
methods.

Validity is having a contextualized and pragmatic explanation for 
variation in test scores.7

Developing and testing the explanation;
multi-level cognitive and statistical
modeling, among others.

Fig. 6.1 Concepts of validity and implied methods of validation reviewed (Notes: Relevant
citations for each definition are indicated by superscripts and described in the main text. 1: Courtis

(1921); Buckingham (1921). 2: Cronbach and Meehl (1955). 3: Messick (1989). 4: Embretson

(1983, 2007). 5: Borsboom et al. (2004, 2009). 6: Lissitz and Samuelsen (2007). 7: Zumbo (2007,

2009))
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It appears, therefore, that in the first half of the twentieth century, test scores were

taken to be signs or predictive devices for some future or alternative behavior.

Describing the concept of validity that arose from these circumstances, Angoff

(1988) writes:

Consistent with other writers at that time, Bingham defined validity in purely operational

terms, as simply the correlation of scores on a test with “some other objective measure of

that which the test is used to measure” (Bingham 1937, p. 214). Guilford defined validity

similarly: “In a very general sense, a test is valid for anything with which it correlates”

(Guilford 1946, p. 429). (p. 20)

This definition of validity implies a particular approach to validation, albeit a

relatively narrow one: correlating test scores with a criterion. These criterion

measures often tended to be predictions of future behaviors or outcomes, such as

performance on the job or in college (Angoff 1988). This gave rise to the notion of

“criterion validity.” As limitations of this narrow approach became clear, an

increasing array of “validities” emerged throughout the 1940s and 1950s, including

a distinction between predictive and concurrent criterion validity as well as content

validity (Angoff 1988; Hubley and Zumbo 1996). These were often considered

different “types” of validity, and were driven primarily by the validation methods

used rather than by a theoretical framework of validity. The articulation of a new

definition of validity, referred to as “construct validity” (Cronbach and Meehl

1955), was a critical point in the history of validity theory.

Although initially introduced as a fourth “type” of validity, construct validity

brought with it a shift in perspective as well. Construct validity was initially

intended to provide guidance for evaluating test score interpretations when no

adequate criterion or content definition was available. Using the philosophical

and scientific principles of logical empiricism (Zumbo 2010), Cronbach and

Meehl (1955) outlined an approach to articulating and testing a proposed nomo-

logical network, of which test scores were one observable result.

Cronbach and Meehl’s (1955) description of construct validity is not easily

distinguished as either a definition of validity or a process of validation.2 Cronbach

and Meehl clearly articulated, for example, how one might go about gathering

evidence during the process of validation. But they also emphasized that, “Con-

struct validity is not to be identified solely by particular investigative procedures,

but by the orientation of the investigator” (Cronbach and Meehl 1955, p. 282).

Along with this came an emphasis that validity and validation were about evaluat-

ing proposed interpretations of test scores, rather than a test itself. This remains a

fundamental tenet of modern validity theory (Sireci 2009). Despite this call for a

holistic framework of scientific inquiry, validity remained a fragmented concept,

and the type of validity one demonstrated was most often a product of the method

used to document validity (Hubley and Zumbo 1996).

2We can note, for example, that they variously refer to both “construct validity” (p. 281) and

“construct validation” (p. 299).
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In an attempt to bring together these various strands of validity and validation,

Messick (1989) provided the following definition of validity: “Validity is an

integrated evaluative judgment of the degree to which empirical evidence and

theoretical rationales support the adequacy and appropriateness of inferences and
actions based on test scores or other modes of assessment” (p. 13, emphasis

original). This is echoed in the definition of validity presented by the AERA,

APA, and NCME (1999) Standards for Educational and Psychological Testing
(henceforth, the Standards), which Messick helped to draft: “Validity refers to the

degree to which evidence and theory support the interpretations of test scores

entailed by proposed uses of tests. . .The process of validation involves accumulat-

ing evidence to provide a sound scientific basis for the proposed score interpreta-

tions” (AERA et al. 1999, p. 9). While this definition of validity does not entail a

single approach to validation, three widely accepted guiding tenets are that,

(a) numerous sources of evidence can contribute to a judgment of validity,

(b) validity is a matter of degree rather than all or none and, (c) one validates

particular uses and interpretations of test scores, rather than a test itself.

In addition to this institutionalized definition of validity, Zumbo (2010) high-

lights four additional concepts of validity that have been proposed recently as

debate surrounding the meaning of validity and validation continues. Embretson

(1983, 2007) presents a view of validity as a “universal and interactive system”

(2007, p. 452). This conception of validity draws heavily on Embretson’s (1983)

own notion of construct representation versus nomothetic span; the former dealing

largely with cognitive processes and modeling, and the latter with observed rela-

tionships between test scores and other variables. This concept of validity places

substantial emphasis on modeling cognitive processes and internal test character-

istics, while also providing a framework for integrating multiple forms of evidence.

Lissitz and Samuelsen (2007), in an explicit departure from modern, unified

approaches to validity, define validity as related solely to internal test characteris-

tics. They write: “Together, we suggest that these essentially internal characteristics

(reliability and content validity) be called the internal validity of the test, and all

other characteristics be considered essentially external matters” (p. 446). Part of

their aim is to outline a concept of validity with more clearly developed and

practical methods of validation. It is clear that their conception is well-suited to

modern methods of content validation, cognitive modeling, and reliability analysis

(p. 445). While they recognize the importance of additional sources of evidence,

they seem to consider these as distinct from a determination of validity.

Borsboom et al. (2004, 2009) have also advocated a radically different definition

of validity. This definition states that: “a test is valid for measuring an attribute if

and only if (a) the attribute exists and (b) variations in the attribute causally produce

variations in the outcomes of the measurement procedure” (p. 1061). This is in stark

contrast to recent descriptions of validity as a property of test scores or inferences,

rather than of tests themselves. Borsboom et al. suggest methods of validation that

include a strong emphasis on stating formal cognitive theories, developing tests

from these theories, and empirically investigating “response behavior” (p. 1068).
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Building upon the construct validity framework (e.g., Cronbach and Meehl

1955; Cronbach 1971; Messick 1989), Zumbo (2007, 2009, 2010) has described

validity as a contextualized and pragmatic form of explanation. In this framework,

validity is an emergent property, one that arises when an inference to the best

explanation for observed test score variation supports proposed inferences and

interpretations. Such a property depends upon the context of measurement as well

as the context of interpretation and explanation. This definition provides a unifying

framework that can integrate numerous modern psychometric and statistical

methods, although it does not give precedence to any particular method. Zumbo

(2007, 2009) has illustrated, for example, that this view provides a theoretical way

to incorporate the context of measurement (such as social psychological aspects)

and increasingly complex data structures (such as measurement heterogeneity and

multi-level structures), as well as the cognitive modeling associated with definitions

described above.

Another influential development in validity theory is the articulation of an

argument-based approach to validation (Cronbach 1988; Kane 1992, 2006, 2013;

Shepard 1993). However, we do not include this in the overview of concepts of

validity because it does not derive from or require a particular definition of validity,

and can instead be used as a tool to support validation efforts guided by different

definitions of validity. As Kane notes, the argument-based approach provides a

“methodology or technology for validation” (Kane 2004, p. 136) rather than a

definition of validity. We should note that Kane developed this method initially

to support the investigation of construct validity as it is described by Messick

(1989) and the Standards, and it is consistent with those views of validity.

Over time the concept of validity has evolved, as have the methods of validation

appropriate for those conceptions. Importantly, we do not believe that definitions of

validity have evolved to a higher or better state; instead they have changed as our

social constructions and worldviews have changed, which may be better described

as evolution through “natural drift” (Varela et al. 1991). As conceptions of validity

grow more expansive, so too do the methods of validation that are entailed.

Recently, some theories have sought to re-orient our primary focus (Embretson

2007; Zumbo 2009), while others have sought to re-orient and narrow our focus

(e.g., Borsboom et al. 2004; Lissitz and Samuelsen 2007). This theoretical history is

one way to explore the concept of validity. Another approach is to ask the empirical

question, how have test validation practices changed over time? Such a question

could study both conceptions of validity and methods of validation. Below we

briefly review previous empirical studies designed to address these questions.

Prior Empirical Studies

Hogan and Agnello (2004) cite Ward et al. (1975) as one of the earliest studies to

document and evaluate reliability and validity evidence as presented in published

measurement research. Although the judges in these early studies considered the
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reliability and validity evidence to be an important part of their evaluations, there is

no specific data about how these qualities impacted their decisions. Since the early

1990s, a number of studies have investigated the reliability and validity evidence

provided in support of both published and unpublished educational and psycholog-

ical measures. Some of these studies looked only at reliability evidence (Hogan

et al. 2000; Willson 1980), while others include evaluations of validity evidence

(Cizek et al. 2008, 2010; Hogan and Agnello 2004; Jonson and Plake 1998; Meier

and Davis 1990; Qualls and Moss 1996; Whittington 1998).3

Three studies addressed the question of whether validity evidence was reported,

without providing detailed information about the nature of such evidence. Meier

and Davis (1990) looked at 3 years’ worth of measures used in articles from the

Journal of Counseling Psychology: 175 articles across 1967, 1977, and 1987. They
found very low rates of reporting validity evidence: evidence based on a secondary

source ranged from 4 % in 1977 to 5 % in 1987; evidence based on the primary

sample ranged from 2 % in 1967 to just 1 % in 1987. They found slightly higher

rates of reporting reliability evidence. Qualls and Moss (1996) compared research

in the 1992 volumes of APA journals with published professional standards,

including the 1985 edition of the Standards. Their sample consisted of 622 studies

using 2,167 measures. Focusing on paper and pencil measures, they found that

47.5 % of the instruments used did not include either reliability or validity evidence.

Approximately 31.7 % of the articles provided validity evidence, with 74.9 % of

these articles providing construct validity evidence (as opposed to either criterion or

content-related evidence). Reliability evidence was reported for 41 % of the

measures, and the majority (90.4 %) were estimates of internal consistency.

A subsequent study of 220 articles from journals listed in Cabell’s found that

94 % of articles included validity evidence to support the measures used

(Whittington 1998). The comparability of this result is unclear, however, because

the coding of validity evidence was much more lenient than in other studies: “For

example, if the author(s) of the article cited the source for a published measure, or

listed the traits measured by each scale in a personality measure, this was treated as

an attempt at reporting validity” (Whittington 1998, p. 28).

These studies suggest that rates of reporting reliability and validity information

have lagged behind expectations, although the situation may be worse for validity

than for reliability. The authors of all three studies emphasize the lack of evidence

reported more than the quality of the evidence. Since 1998, at least five studies have

extended these reviews by studying both the rate and content of the validity

evidence reported.

Jonson and Plake (1998) provide the most detailed account of the specific

validity evidence presented, although their analysis is limited to multiple reviews

3More recently Wolming and Wikström (2010) and Schafer et al. (2009) have also studied

validation practices. These studies are somewhat different in their orientation and fall beyond

the scope of the present study. The conclusions of Wolming and Wikstrom are considered in the

Discussion section.
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of a single measure. The authors were interested in whether professional and

theoretical conceptions of validity had shaped the practice of validation, or vice

versa. To answer this question they documented the validity evidence provided

for multiple editions of a single mathematics test published during the period

1937–1995. They compared this evidence to the conceptions of validity presented

in the different editions of the Standards published during the same period. They

describe their process in four steps:

The first step was to operationalize validity requirements from five periods of validity

history. The second step was to choose an achievement test with editions that spanned that

history of validity. The third step was to obtain reviews of the selected test from theMental
Measurement Yearbooks. . .and then document the type of validity evidence that was

identified in each. The final step was to compare within the respective time periods the

validity evidence presented in the test reviews with the then extant standards of validity

theory. (Jonson and Plake 1998, p. 739)

The authors did not find a clear relationship between the standards and observed

practice; sometimes practice followed previously published standards, and other

times the descriptions in the standards appeared to follow what had already been

implemented in practice. They found a greater emphasis on content validity and

construct validity evidence than on criterion-related validity evidence. The discus-

sion of construct validity increased during the post-1985 Standards time period,

suggesting that validity practice was becoming more theoretical, as Angoff (1988)

claims. They did not find a clear adoption of the increasingly theoretical frame-

works put forth in the concurrent versions of the Standards, however. They

concluded that, “It was found that the test standards do seem to be influential in

forming measurement professionals’ overall concept of validity but are not as

influential in determining the actual validity requirements that should be applied”

(p. 751).

Three more recent studies also document the nature of validity evidence reported

for tests (Cizek et al. 2008, 2010; Hogan and Agnello 2004). Hogan and Agnello

searched the Directory, Volume 7, which reports on 2,078 measures presented in

36 journals from 1991 to 1995, while Cizek et al. used the 16th Mental Measure-
ments Yearbook (MMY), containing information about tests published or revised

from 2003 to 2005. Hogan and Agnello reviewed 696 tests in the Directory, and
classified the types of validity evidence into eight categories. Approximately 55 %

of studies reported some form of validity evidence, with 52.3 % reporting one

source of validity evidence and 2.3 % reporting two sources (none reported more

than two). Of the evidence reported, 92 % comprised correlations with other vari-

ables, while the remaining 8 % was a mix of group contrasts, factor analyses, and

unidentified sources. As in earlier studies, they found higher rates of reporting

reliability evidence, with 94 % of studies reporting an estimate of reliability. They

found little content-related evidence, however, which is at odds with some previous

(e.g. Jonson and Plake 1998) and subsequent (e.g. Cizek et al. 2008) findings.

Cizek et al. (2008) conducted a similar search, although they standardized their

coding scheme by basing it on the sources of evidence listed in the 1999 Standards
and noting whether validity was presented within a modern, unified framework or
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not. The most commonly reported sources of evidence included construct validity

(58 % of measures), concurrent criterion (50 %), and content (48 %). Cizek et al. did

not elaborate on what precisely constitutes “construct validity” evidence in their

study, which is not one of the sources described in the most recent Standards.
Evidence based upon response processes (1.8 %) and consequences (2.5 %) were

presented least frequently. The infrequent reference to modern validity theory and

lack of evidence based on consequences led Cizek et al. (2008) to advocate major

revisions to modern validity theory. In a follow-up study to document the presence

of validity evidence based on test consequences, the authors surveyed a wider range

of sources but found no such examples (Cizek et al. 2010).

In summary, the earliest reviews examined reporting practices at a broad level,

noting whether any validity evidence was presented or not. Subsequent studies have

broadened the scope of their samples, while further systematizing their coding

criteria to record the nature of the evidence reported. Specific findings and pro-

portions vary, but there is evidence to support the assertion of a disconnect between

validity theory and the practice of validation, embodied in the frequency and nature

of validity evidence reported, as well as the framing of that evidence.

Missing from this literature, however, is a review of research practices that are

explicitly positioned as applying and presenting accepted validation methods. In

other words, although it is reasonable to compare the accumulated and reported

evidence described above with concurrent theory, the sources reviewed may not

have been primarily focused on validation. In some cases authors reviewed sub-

stantive research articles that used quantitative measures, while in other cases

authors reviewed yearbooks that synthesized a variety of sources. The present

study documents the nature of validity evidence presented in primary research

studies presented as using current, accepted validation practices in the field of

educational and psychological measurement. Following Cizek et al. (2008), we

used the 1999 Standards to operationalize current validity theory. We used the

“Validity Studies” section published in the journal Educational and Psychological
Measurement and dating back to 1953 (SAGE 1953) to operationalize validation

practices.

Methods

Data Sources and Limitations

To answer the question, “what counts as validity evidence in practice?” we required

a way to operationalize validation practices, as well as a framework for describing

the evidence encountered. We used the “Validity Studies” (VS) section of the

journal Educational and Psychological Measurement to operationalize validation

practices for two reasons. First, studies published in the VS section are peer-

reviewed and focus primarily on technical measurement issues. Hence these studies
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represent explicitly accepted validation practices at the time of their publication,

and provide an additional perspective on validation practices to those described

above. Second, because the VS section was published continuously from 1953

through 2009, it provides a longitudinal data source that can be used to track

changes in validation practices over a substantial period of time.

Despite these clear strengths to using the VS section, there are also some

limitations that should be noted. Research published in a single journal may not

generalize to all educational and psychological research, or to other fields of

research. For example, it may be that the nature of the request for studies influences

the type of research published in this section, so that the studies are not necessarily

representative of all aspects of current validation practice. Second, there may be a

publication bias, whereby the studies that are accepted for publication do not

necessarily represent all validation work being conducted, either because some

work is not accepted for publication or because some work (e.g., by private

companies or government organizations) cannot be published. We assume that

this bias would, if anything, lead published validation studies to overstate the

quality of validation practices. Despite these limitations, we felt this source pro-

vided a unique and worthwhile dataset to investigate.

Systematic Review Methodology

Sample

We used the following systematic procedure to select studies for this review. First,

all articles published in the VS section (and available on-line) from 1960 to 1969

(Volumes 20–29; n¼ 265 studies) and from 2000 to 2009 (Volumes 60–69; n¼ 293

studies) were tabulated in chronological order. The decade 1960–1969 was selected

to represent validation practices after the seminal work on construct validity

(Cronbach and Meehl 1955) had been introduced, but when discussions of different

“types” of validity was still common in the theoretical literature and was reflected in

the APA Standards (Sireci 2009). The decade 2000–2009 was selected to represent
current validation practices. We used a pseudo-random sampling function to select

20 studies from each population. Studies were screened to ensure that they included

primary validity evidence before being included in the final sample. According to

this criteria, one study was eliminated from the 2000 to 2009 sample, as it provided

only meta-analytic reliability data; a 21st random index was used to select a

replacement for this study.

Coding

We coded the validity evidence presented in each study using definitions presented

in the 1999 Standards (AERA et al. 1999), following a similar procedure used in
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earlier studies (e.g., Cizek et al. 2008). The Standards describe five sources of

validity evidence: (a) evidence based on test content, (b) evidence based on

response processes, (c) evidence based on internal structure, (d) evidence based

on relations to other variables, and (e) evidence based on the consequences of

testing. Evidence based on test content may include “logical or empirical analyses”

(AERA et al. 1999) of the adequacy and appropriateness of a test’s content, often

conducted by subject matter experts (Sireci 1998). Evidence based on response

processes includes theoretical and empirical analyses of the processes engaged in

by test-takers, such as think-aloud protocols. Evidence based on a test’s internal

structure includes analyses to evaluate whether the structure underlying test items

or components conforms to theoretical expectations, and may include factor ana-

lytic or item response theory (IRT) modeling. Evidence based on a test score’s

relationship with external variables, such as scores on other tests or subsequent

observed performances, includes the type of predictive/concurrent criterion studies

described above as well as convergent or discriminant correlational evidence.

Evidence based on the consequences of testing involves using data about the

consequences of test use to evaluate the proposed interpretations or decisions

based on test scores. For each study, we coded which (if any) of these five sources

of evidence was reported.

We also coded whether an estimate of test score reliability was presented,

whether a new or previously used measure was being studied, and whether the

authors cited a guiding theoretical framework of validity and validation

(e.g. Messick 1989, the Standards, or another framework from those discussed

above).

Coding was based on our classification of the evidence provided rather than the

classification of the authors (if provided). For example if a study presented a factor

analysis of a single, unidimensional measure as “convergent validity” evidence

(considered relations to other variables in the Standards), it would instead be coded
as evidence based on the internal structure of the test. All relevant evidence was

coded, even if it was not referred to explicitly as “validity” evidence. We only

coded primary evidence gathered and presented in the study, not evidence in prior

studies that were cited.

The studies published from 1960 to 1969 were often short and included results

from a single analysis, such as a regression model. A single reader coded these

studies. The studies published from 2000 to 2009 were longer and more complex,

often presenting multiple sources of validity evidence. To increase the reliability of

our coding results, two independent readers coded each study from 2000 to 2009.

Any disagreements were resolved by consensus to achieve the final coding for each

study. Although only the broad category of evidence is presented here

(e.g. relations to other variables or content-related evidence), the readers also

made note of the particular evidence or analysis presented. The only consistent

source of disagreement revolved around whether an external variable might qualify

as a “criterion,” as opposed to a “convergent” measure. Note, however, that either

classification led to the same result in our coding scheme. It is also worth pointing

out, as discussed above, that the greatest challenge in criterion-related validity
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studies is identifying and measuring an adequate criterion. This disagreement may

reflect that larger challenge. In summary, although the procedure was designed to

yield systematic, reproducible results, there was the possibility for ambiguity in

how to best classify the complex combination of evidence presented. The results

represent the best judgment of the participating researchers, rather than an objective

or absolute truth.

Results

The results are summarized according to the three primary research questions:

(1) What types of validity evidence were reported? (2) Which definitions or

frameworks of validity were used? And (3) How have these changed over time?

To answer the first question, we present descriptive frequencies about the sources of

evidence reported across the two decades. To answer the second question, we

examine whether the authors provided an explicit definition of validity or cited a

guiding theoretical framework such as the most recent edition of the Standards,
Messick’s (1989) overview, or another definition described above. Finally, to

compare how practices may have evolved over time, we compare the findings for

questions 1 and 2 across the two decades studied.

The frequency of reporting each source of evidence is presented in Fig. 6.2 and

Table 6.1 for each decade. The sample of articles in the 1960s had a mean length of

6.25 pages (SD¼ 3.61) while articles in the 2000s had a mean length of 20.3 pages

(SD¼ 4.03). Although not presented, the number of citations per article also

increased substantially, so that at least one page of additional length is due to

increased references.

In the 1960s sample, the majority (85 %) of the tests were pre-established tests

and measures, rather than studies of newly developed tests. All but one study

presented evidence based on a test score’s relationships to other variables (ROV),

and this was the most common source of evidence. The only study not presenting

ROV evidence examined the effect of social desirability response sets. Although it

was difficult to determine at times whether an external variable might constitute a

“criterion” or only a convergent measure, more than half of the studies could be

considered as presenting criterion-related validity evidence. Most often these were

predictive criterion studies evaluating whether test scores could predict later out-

comes such as grade point average. Two studies (10 %) reported evidence based on

response processes of respondents, and one study (5 %) provided evidence based on

the test’s internal structure (excluding estimates of coefficient alpha, which were

coded as reliability evidence). Evidence based on response processes included

analysis of potential social desirability response sets and the impact of time taken

on an examinee’s scores. No studies systematically explored content-related evi-

dence or evidence based on the consequences of test use. Four studies (20 %)

reported an estimate of reliability.
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In the 2000–2009 sample, 12 (60 %) studies evaluated either new or revised

versions of previously published measures. Evidence based on a test’s internal

structure was the most common source of evidence, used in 18 (90 %) of the

studies. The two studies not citing internal structure evidence included a differential

predictive criterion study of a large-scale achievement test and a study evaluating

the internal consistency (reliability) and convergent/discriminant correlations of a

personality inventory across two cultures. The evidence based on internal structure

included factor analyses, item response theory (IRT) analyses, or some combination

of the two. Factor analyses were the most common form of internal structure

evidence. ROV evidence was presented in 16 (80 %) of the studies. Convergent

or discriminant correlations were most frequent, with some evidence comparing

different known groups, and the least emphasis on predictive criterion studies.

Internal structure and ROV evidence sometimes overlapped; for example when

authors conducted tests of measurement invariance, comparing the fit of confirma-

tory factor analysis (CFA) models across different groups.

Exactly half of the studies reported some form of content validity evidence. Impor-

tantly, even though half of the current studies included some sort of content-related

Table 6.1 Percent of studies

reporting each source of

validity evidence by decade

1960–1969 2000–2009

Source of evidence % N % N

Content 0 % (0) 50 % (10)

Response processes 10 % (2) 5 % (1)

Internal structure 10 % (2) 90 % (18)

Relationship to other variables 95 % (19) 80 % (16)

Consequences 0 % (0) 0 % (0)

Reliability 20 % (4) 95 % (19)

New measures 15 % (3) 60 % (12)

Average number of pages (SD) 6.25 (3.6) 20.3 (4.0)
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Fig. 6.2 Percent of studies reporting each source of validity evidence by decade
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evidence, they did not always employ systematic procedures of content validation that

have been advocated by methodologists, such as measures of agreement between

subject matter experts (Sireci 1998). Instead, content-based evidence tended to be a

description of translation procedures or a description of the process used to generate

items based on the construct under study. Therewas little reporting of evidence based on

response processes (only one study, or 5%) and no systematic analysis of consequences.

The study reporting evidence based on response processes developed a new set of tasks

and regressed IRT-based difficulty estimates and response time for each task on relevant

task characteristics to gain insight into how they impacted responses. All but one study

(95 %) included an estimate of reliability, most often Cronbach’s coefficient alpha.

The most noticeable changes across the two decades were in the proportions of

studies reporting evidence based on test content, internal structure, and reliability

estimates. As noted above, the breakdown of evidence used for ROV also changed,

although this category remained prominent across both decades. The shift from

criterion-related evidence to convergent and discriminant evidence is in keeping

with theoretical descriptions of validity. The increase of systematic evidence based

on test content was clear; no studies in the 1960s systematically evaluated test

content, compared to approximately half in the past decade. This may be due in part

to the fact that many tests studied in the 1960s were pre-existing, and content

analyses had already been conducted. The increase in evidence based on internal

structure is noticeable. Nearly every study in the 2000s (90 %) included some form

of this evidence, while only two studies in the 1960s did. In addition, the variety of

evidence for any given study also increased. In the 1960s the average number of

sources was 1.15 (mode¼ 1, median¼ 1) while in the 2000s the average was 2.25

(mode¼ 2, median¼ 2). Finally, it appears that reporting an estimate of reliability

has become an accepted norm given the increase in reporting these estimates (from

20 to 95 %).

No clear theoretical frameworks of validity were provided in the 1960s and few

explicit definitions were provided. The language seemed to imply that validity was

a property of the tests being validated, and there was no reference to theoretical

articles of the period (e.g., earlier editions of the Standards or Cronbach and Meehl

1955). The findings were similar for the most recent decade. Rarely was an explicit

definition of validity given, although it appeared that the language was tending

towards discussing the validity of scores and inferences.

Two articles (10 %) from the 2000s cited a theoretical or guiding framework of

validity: one study referenced the 1999 Standards, and another applied Messick’s

(1995) framework to organize their validity evidence. The study citing the Stan-
dards noted that new validity evidence is required for novel uses or revised versions

of a measure, and investigated a revised version of a measure. The study using

Messick’s framework explicitly gathered and organized evidence based on four of

the six aspects of construct validity described by Messick. These included evidence

based on the substantive, content, generalizability, and external aspects of validity,

but not based on the structural or consequential aspects. Note that these categories

do not correspond directly to the categories described in the Standards. The
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evidence in this study was coded as including evidence based on test content,

internal structure, and ROV.

Discussion

This chapter reviewed multiple concepts of validity from the theoretical literature

and then reviewed current (2000–2009) and past (1960–1969) validation practices

in educational and psychological measurement research. While prior reviews have

documented validation practices, none have focused on studies that were presented

explicitly as validation studies in the technical measurement literature. We found

that the statistical and psychometric complexity of validation practices have

increased over time, but key sources of validity evidence remain under-represented

and theoretical concepts of validity such as those reviewed above are rarely used to

explicitly guide the validation process.

Comparison to Prior Studies

The study by Cizek et al. (2008) was most comparable methodologically to our

review of validity studies in the 2000–2009 decade. Although Cizek et al. coded

internal structure evidence differently, we found similar patterns in the rate of

reporting across other sources of evidence. This included higher rates of reporting

evidence based on ROV and test content, and lower rates of reporting evidence

based on response processes or the consequences of test use.

Results from the Hogan and Agnello (2004) sample from the 1990s appeared

more similar to our sample from the 1960s. This included evidence based primarily

on correlations with other variables, and little evidence based on test content or

internal structure analysis. It is difficult to know what the source of these differ-

ences is, because the time period, sample, and coding scheme differ from those used

here. For example, of the subsample of studies published in EPM that Hogan and

Agnello reviewed, only about 60 % were listed as including any validity evidence,

suggesting that many of the studies may not have been from the Validity Studies

section. Differences could also be due to taking each test as the unit of analysis,

rather than the published study (as done here). Jonson and Plake’s (1998) finding

that content-related evidence was more common than evidence based on ROV was

not seen here in either time period. This pattern of results may provide support for

the assertion that validity evidence is selectively documented based on what is most

readily available (Hubley and Zumbo 1996; Kane 2004), but also could be partic-

ular to the single test studied by Jonson and Plake. Because there were Validity

Studies published in EPM during both of these time periods, a future study

extending the review presented here to those additional time periods could provide

additional insight into these trends and differences.
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Our findings generally support previous assertions of a disconnect between

validity theory and the practice of validation (Hogan and Agnello 2004; Hubley

and Zumbo 1996; Kane 2004; Messick 1988; Shepard 1993; Wolming and

Wikström 2010). This is reflected in both the imbalance of the sources of evidence

presented (with little or no evidence based on response processes or consequences

of test use) and in the lack of explicit reference to theoretical frameworks of validity

theory, including the Standards. As noted above, we cannot necessarily generalize

these trends and explanations to all validation practices. However, the consistency

of the findings here and in prior reviews suggests that these results reflect wider

trends in validation research.

Possible Explanations and Implications

Theorists have proposed different explanations for the lack of reference to validity

theory in practice. Some have proposed, for example, that the current unified theory

of construct validity, as described by Messick (1989) and in the Standards, requires
unattainable or unrealistic goals (Chapelle et al. 2010; Lissitz and Samuelsen 2007;

Moss 2007; Shepard 1993). As a result, “the sense that the task is insurmountable

allows practitioners to think that a little bit of evidence of whatever type will

suffice” (Shepard 1993, p. 429). This explanation is generally consistent with our

findings. An alternative explanation is that the Standards and other descriptions of

current validity theory simply lack practical guidance (Kane 2004, 2006). Hence

there is growing support for following an argument-based approach to validation,

which is intended to bridge this gap by providing a methodology for prioritizing and

evaluating the validity evidence that needs to be collected (Cronbach 1988; Kane

1992, 2006; Shepard 1993; Sireci 2009). In addition, other concepts of validity

intended to be more useful in guiding validation research have appeared and were

described above (e.g., Lissitz and Samuelsen 2007). This explanation is less

consistent with our findings because we did not see uptake of these theories,

although the theories and frameworks may be too recent to show up consistently

in the time period we reviewed.

The shift in types of validity evidence reported could represent either practical or

theoretical changes. Practically, the increased reporting of latent variable analyses

and reliability estimates may partially be due to the wider availability of computa-

tional and statistical resources. Yet the drastic increase in reporting rates also

suggests a subtler theoretical shift may have played a role. In a criterion-related

validity framework, for example, factor analyses do not provide relevant validity

evidence. In a more construct-centered framework, however, factor analyses can

inform us about the theoretical constructs we are studying. Hence the changes may

indicate an implicit acceptance of more theoretical concepts of validity, even if

such frameworks are not explicitly used to guide validation studies (Jonson and

Plake 1998; Wolming and Wikström 2010).
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These explanations do not directly account for the lack of evidence based on

response processes and consequences of test use. Prior authors have suggested the

lack of evidence based on consequences demonstrates that “it is not possible to

include consequences as a logical part of validation” (Cizek et al. 2010, p. 739),

although they do not make analogous claims about response processes. Cizek

et al. argued that evidence of positive or negative consequences of test use, arising

either from proper or improper uses of tests, cannot logically support or refute the

accuracy of a score-based interpretation and hence should be removed as a relevant

aspect of validity. This is a contested claim, and the on-going debate regarding the

proper role of consequences in validity and validation research is too complex to

address in the present chapter (see Cizek et al. 2010; Crocker 1997; Hubley and

Zumbo 2011; Kane 2013; Smith 1998). The controversy and lack of clarity sur-

rounding this source of evidence in the theoretical literature may be another reason

it is not widely studied in practice.

Haertel (2013) proposed a number of potential barriers to the evaluation of

indirect (but often intended) effects of test use that may also apply to the lack of

evidence based on consequences and response processes observed here. For exam-

ple, the required analyses may extend beyond the disciplinary expertise of those

most often conducting validation research, or the time and cost of additional data

collection required for the studies may be prohibitive. Once one has collected

responses to a test, it is more straightforward to compute correlations with other

variables, conduct analyses of test content, or analyze the internal structure of

scores than it would be to gather additional data about response processes or

follow-up information about the consequences of test use.

The results of our review suggest important implications in practice. Messick

(1995), for example, warned that two primary threats to the validity of score

interpretations are construct underrepresentation and construct irrelevant variance.

Systematic study of the response processes used by test takers or the consequences

of test interpretation and use could provide key evidence needed to identify these

potential threats to validity. The lack of evidence based on response processes and

consequences, indicated by results here and in prior reviews, raises concern for

routine interpretations of test scores.

The absence of guiding theories of validity is more troubling than the absence of

any one particular concept of validity. In the absence of a clear guiding theory of

validity, it is difficult to evaluate whether a particular program of validity research

has accomplished its aims. This absence complicates comparisons from findings

across different validity studies because they may not be trying to accomplish the

same goal. It also undermines the statement in the Standards that validity is “the

most fundamental consideration in developing and evaluating tests” (AERA

et al. 1999, p. 9) because it may not be clear what exactly a concern for validity

entails. There are different concepts of validity that might be used to guide

validation research, including those reviewed above. Yet there is still need for

greater clarification regarding specific methods of validation that can be used to

evaluate test scores relative to these concepts of validity. The argument-based

approach to validation provides one framework for structuring validation research,
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but still seems to require a theory of validity that can serve as a guiding aim. Further

developments on both of these fronts seem more important than advocating that a

particular concept of validity be adopted.

We wish to make one final note regarding our discussion of validation practices:

we do not take these findings as shortcomings of the individual studies reviewed.

First, it would be nearly impossible to combine all relevant sources of validity

evidence into any single study. And second, it is likely that in many studies the

researchers were operating within a particular theory of validity, but simply did not

make this explicit. Nonetheless, the patterns indicated across these studies (and

those in prior reviews) does suggest important disconnects between theory and

practice in validity research that may have practical consequences.

Conclusion

Over the past 50 years (1960–2009) concepts of validity have grown increasingly

expansive, and methods of validation have become increasingly complex and

multi-faceted. This paper has traced both histories. Current researchers commonly

include more diverse evidence to support test score interpretations, with notable

increases in factor analytic and content-based evidence. Yet past and present

validation research has continued to leave out validity evidence based on the

response processes of examinees and the consequences of test use. In addition,

although researchers seem to consider more (and more complex) sources of evi-

dence, clear theoretical bases for such practices, such as the concepts of validity

described above, were not explicitly stated. We hope that validity theorists will

continue to push our conceptual understandings of validity forward, while also

attending to the practical implications of validation research. Meanwhile, we also

hope that practitioners will be clear in stating the guiding theory or theories of

validity that motivate validation studies. Others have suggested the value in dis-

seminating exemplary validity studies, possibly with critical commentary, as a

means to progress validation research (Moss 2007; Sireci 2009). The “Validity

Studies” section, with a long history of publishing scholarly work in validation

research could provide one potential outlet for such publications, which could

further both aims. Moving forward on these issues will require substantial efforts

from both validity theorists and applied researchers conducting validation studies,

efforts that we believe are essential.
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The current Standards for Educational and Psychological Testing (Standards;
American Educational Research Association [AERA], American Psychological

Association [APA], and National Council on Measurement in Education [NCME]

1999) state that “validity refers to the degree to which evidence and theory support

the interpretations of test scores entailed by proposed uses of tests” (p. 9).

According to Goodwin and Leech (2003), this view of validity is significantly

different from earlier editions of the Standards (AERA et al. 1985; APA

et al. 1966, 1974; APA 1954), due in large part to the evolution (Shepard 1993)

or metamorphosis (Geisinger 1992) that has taken place in relation to validity

theory over the past 50 years (Jonson and Plake 1998). In spite of this significant

evolution, scholars (e.g., Borsboom et al. 2004; Hubley and Zumbo 1996; Messick

1988) have raised concerns over whether validation practice presented in the

literature is keeping pace with this evolution in validity theory. The aim of the

current study, therefore, was to document current validation practice by examining

evidence presented in articles published from 2000 through 2010 in the Journal of
Educational Psychology. In addition, the study aimed to see whether and how

validation practice has changed over the past 50 years by comparing current

practice with earlier practice reported in articles published from 1950 through 1960.
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The Evolution of Validity Theory

Validity theory has changed greatly from the 1950s until the present. Up to and

during the early 1950s, validity was generally considered under a criterion-based

model of validity (Kane 2001; however, see Rulon 1946). This view commonly

involved correlating a test with an external criterion measure; if the test correlated

highly with the criterion, then it was considered valid (Goodwin and Leech 2003;

Jonson and Plake 1998). During this time, the validity of the test itself was the

primary concern (Goodwin and Leech 2003), and the degree to which a test

measured what it was purported to measure was the key to validity (Kane 2001).

In addition, “test validity was a singular concept” (Jonson and Plake 1998, p. 737).

In 1952, the Technical Recommendations for Psychological Tests and Diagnos-
tic Techniques: A Preliminary Proposal (APA Committee on Test Standards) was

published. It introduced “four categories of validity: predictive validity, status

validity, content validity, and congruent validity” (Sireci 1998, p. 88). By 1954,

when the first version of the Standards (called the Technical Recommendations for
Psychological Tests and Diagnostic Techniques; APA) were published, the names

were changed slightly to “‘types’ or ‘attributes’ of validity” (Sireci 1998, p. 88)

including predictive, concurrent (previously status validity), content, and construct

validity (previously congruent validity). According to Sireci (2009), it was with the

publication of the 1954 Standards that “the concept of ‘construct validity’ was

born” (p. 24). It was, however, in a seminal paper by Cronbach and Meehl (1955)

that this was further elaborated. Indeed, it was in a response to that paper that

Loevinger (1957) was the first to argue that construct validity is the whole of

validity.

Over the decades since the first Standards (APA 1954) were published, many

further changes have taken place. These have included the forgoing of types of
validity in favor of types of evidence under a unitary view of validity (Jonson and

Plake 1998), as well as a change in the view of validity from a property of the test to

a characteristic of the test scores or inferences (Goodwin and Leech 2003). The

current state of validity theory is visible in the current Standards (AERA

et al. 1999), which mention five types of validity evidence. The first is evidence

based on test content, which addresses “the extent to which the content of a measure

represents a specified content domain” (Goodwin and Leech 2003, p. 183). The

second is evidence based on response processes, which examines the processes in

which participants’ engage in order to respond to test questions to understand why

certain responses were given by certain groups (AERA et al. 1999) and to see if they

correspond with the construct being measured (Goodwin and Leech 2003). The

third is evidence based on internal structure, which examines “the degree to which

the relationships among test items and test components conform to the construct on

which the proposed test score interpretations are based” (AERA et al. 1999, p. 13).

The fourth is evidence based on relations to other variables, which analyses the

“relationship of test scores to variables external to the test” (AERA et al. 1999,

p. 13) and refers to traditional criterion-related validity and traditional aspects of
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construct validity such as convergent and discriminant validity (Goodwin and

Leech 2003). The final type is evidence based on testing consequences, which

refers to the intended and unintended consequences that impact validity through

construct-irrelevant variance and construct underrepresentation (AERA et al. 1999;

Hubley and Zumbo 2011).

The Current Study

Despite great changes in validity theory over the past 60 years, questions remain as

to whether validation practice presented in published articles has kept pace with

these changes. The current study, therefore, examined articles published recently in

the Journal of Educational Psychology (JEP) in an attempt to document current

practice. More specifically, validation practice presented in articles published from

2000 through 2010 was examined. The current study also investigated whether and

how validation practice has changed over time. To do that, comparisons were made

between past and current practice to identify the degree to which practice has

(or has not) changed over time. This type of examination is important given changes

to the Standards (e.g., AERA et al. 1999), as well as changes in validity theory

(Sireci 2009; Zumbo 2007) over the past 50 years. To do this, a second time period

was also included in analyses. Validation practice reported in articles published

from 1950 through 1960 was examined in addition to the contemporary articles.

This earlier period was chosen for the comparison because it was a time when long

held beliefs about validity (e.g., the focus on criterion-related validity) were being

actively questioned and the concept of construct validity was first proposed.

In order to conduct the current study, a framework was used that stems from

Cizek et al.’s (2008) study that examined validation practice reported in evaluations

of measures in the 16th Mental Measurements Yearbook (Spies and Plake 2005).

Two overarching research questions guided the current study:

1. What is the nature of current validation practice presented in articles as it

pertains to (a) validity characteristics; (b) different sources of validity evidence;

(c) number of different sources of validity evidence; and (d) justification for and

types of criterion-related predictive, criterion-related concurrent, convergent, or

discriminant variables?

2. To what degree has validation practice changed from articles published in 1950–

1960 to those published more recently?

Data Source

To obtain data for this study, we conducted a search of articles published in JEP

through the online PsycARTICLES database. Issues published between 2000 and

2010, as well as issues published between 1950 and 1960 were included in the
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search. Articles that had the term validity or validation in their abstracts were

included in the initial sample. For 2000–2010, this search returned 30 articles.

Eleven of these articles had very little to do with validity or validation (e.g., it was

mentioned once or twice, but no evidence was provided) or were using a different

meaning of the word (e.g., the validity of drawings compared to real life). This left

19 articles as data for the 2000–2010 time period. For 1950–1960, the search

returned 29 articles. Again, these were examined based on the content and

13 were excluded because they were theoretical articles about validation or they

had very little to do with validity or validation. In total, 35 articles were utilized as

data sources. The appendix contains references to all articles examined in the study.

Methods

The articles were examined for their presentation of validity evidence using a

similar method to that which Cizek et al. (2008) used in their study. This involved

documenting validation practice including the sources of validity evidence pro-

vided in the articles, how validity was characterized, as well as several other

analyses. However, where Cizek et al. examined reviews of educational and

psychological tests in the Mental Measurements Yearbook (Spies and Plake

2005), the current study examined articles on educational and psychological mea-

sures published in JEP. Therefore, in order to best answer the research questions,

certain categories of examination were excluded (e.g., test type), while additional

categories were added (e.g., reference to validity experts, the justification for choice

of comparison variables).

Categories of Examination

The first category examined was validity characteristics. Four indicators were

examined for validity characteristics including whether articles presented a unified

or separated view of validity, made reference to validity as a property of a test or

property of the inferences of a test, made reference to any version of the Standards

(AERA et al. 1985, 1999; APA et al. 1966, 1974; APA 1954), and made reference

to experts and/or seminal validity papers. The second category examined was

sources of validity evidence. Indicators examined in this category were adapted

from the current Standards (AERA et al. 1999) and Cizek et al.’s (2008) study. As

such, seven sources of evidence were examined: evidence based on response

processes, consequence of testing, test content, internal structure, predictive rela-

tions to other variables, concurrent relations to other variables, and construct. Two

of these sources were further refined as per Cizek et al.’s (2008) study. First, we

examined whether internal structure was reported as evidence of reliability, valid-

ity, or as reliability evidence that informs validity. Second, we analyzed four
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components of construct evidence: whether the article mentioned the term construct
validity, undertook factor analysis (FA) or structural equation modelling (SEM) to

explore constructs, mentioned convergent validity, or mentioned discriminant

validity. The third category examined the number of sources of validity evidence

reported in each article. This simply involved counting how many different sources

of evidence each article accurately reported. The final category examined compar-
ison variables, which refer to criterion-related predictive, criterion-related concur-

rent, convergent, and discriminant variables. Two indicators were examined for this

category: whether justification was provided for the choice of comparison variables

and the types of comparison variables used in each article.

Results

The results are organized by category of examination (e.g., validity characteristics,

sources of evidence). The first results reported are for current practice (i.e., articles

published in 2000–2010). Following this, comparisons across the two time periods

are made (i.e., 1950s versus 2000s). It is important to note that the results are based

on accurate validation practice presented in the articles. This means that if articles

claimed to provide a certain source of evidence, but did not follow through

accurately they were not coded in that category. Among the sample, only two

articles fell into this group. Both claimed to provide criterion-related predictive

validity evidence, but did not use a criterion variable and/or did not use one that was

measured in the future. Thus, they were not coded as presenting criterion-related

predictive evidence. In addition to those articles, there were several others that

accurately reported a certain source of validity evidence despite not naming it as

such. In total seven articles from 1950 to 1960 and eight from 2000 to 2010 were

coded as reporting a source of evidence despite not naming it in the article. For

example, Mokhtari and Reichard (2002) developed a new measure called the

Metacognitive Awareness of Reading Strategies Inventory by obtaining expert

opinion from researchers in the field of reading strategies on the “clarity, redun-

dancy, and readability” of the items (p. 251). Thus, although they did not call it

evidence based on test content, it was classified as such given that in the current

Standards (AERA et al. 1999) evidence based on test content can come from

judgments by experts in the area on the relationships between items in the test

and the construct.

Documenting Current Practice

The first aim of this study was to document current practice. In order to do that, the

articles published between 2000 and 2010 were examined for presentation of the

various categories under examination: validity characteristics, sources of validity

evidence, number of sources, and comparison variables. These are discussed in turn

below.
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Validity Characteristics

The first category under examination concerned the characterization of validity

presented in the articles (Research Question 1a). As described above, four indica-

tors were used to assess this category. The first indicator examined whether articles

presented a unitary or separated view of validity. Analyses revealed that the

majority of articles reported multiple types of validity (63 %). Furthermore, 42 %

of articles published at this time mentioned types of validity that are not considered

in the current or previous Standards (e.g., AERA et al. 1999). These types of

validity included face, internal, external, postdictive, ecological, and factorial

validity. For example, d’Ailly (2003) mentioned predictive, concurrent, construct,

as well as ecological validity. Several articles (26 %) referred to construct validity

only and/or other types of validity as a part of construct validity. For example,

“. . .the present study is a construct validity investigation of the [scale] by indepen-

dent researchers to explore the underlying dimensions of reading motivation as

assessed by the [scale]” (Watkins and Coffey 2004, p. 111). We chose to code these

views of validity as unitary given that they refer to the modern view that all

evidence bears upon construct validity (Sireci 2009). However, none of the recently

published articles explicitly reported a unitary view of validity.

The second indicator examined whether articles referred to validity as a property

of the test or as a property of the inferences of the test. The overwhelmingly

majority of articles (95 %) referred to validity as a property of a test, and in some

cases the property of a model (e.g., Janosz et al. 2000). For example, “. . .[these
findings] present compelling evidence for the validity and utility of the [Academic

Entitlement] scale” (Chowning and Campbell 2009, p. 994). Only one article (3 %)

referred to validity as a characteristic of the inferences. This article stated, “con-

struct validity of the interpretation of this difference as a diffusion effect was

supported by comments by both the teachers themselves and by external observers”

(Craven et al. 2001, p. 643).

The final two indicators for this category concerned references made to the

Standards (e.g., AERA et al. 1999) and validity experts. Although the examined

articles featured validation as a main part of their content, not one article made

reference to the current Standards (AERA et al. 1999) or a previous version (e.g.,

AERA et al. 1985). More promising, however, was that six articles (32 %) made

reference to one or more experts.

Sources of Validity Evidence

For the second category, articles were examined for whether they accurately

presented any of the seven different sources of validity evidence: evidence based

on response processes, consequences, internal structure, content, predictive
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relations to other variables (i.e., criterion-related predictive), concurrent relations to

other variables (criterion-related concurrent), and construct (Research Question

1b). The frequency with which the different sources of evidence were presented

in articles published in 2000–2010 is shown in Fig. 7.1. As the figure shows, most

articles reported construct evidence (95 %) and internal structure (89 %). Criterion-

related predictive (32 %), criterion-related concurrent (16 %), and content evidence

(16 %) were also reported in some articles. However, no articles reported evidence

based on response processes or testing consequences.

Characterization of Internal Structure

In addition to coding whether articles reported evidence of internal structure, we

also examined their characterization of internal structure as reliability evidence

only, validity evidence only, or as reliability evidence that informs validity. Of the

articles, most (89 %) reported evidence of internal structure (e.g., Cronbach’s

alphas). In all of these articles, internal structure was reported only as reliability.

For example, “we examined the internal consistency reliability. . . of each of the

factors constituting the given model” (Brockway et al. 2002, p. 215). In other

words, none of the recent articles reported reliability as informing validity.
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Components of Construct Evidence

As described above, four components of construct evidence were also documented:

whether the article mentioned the term construct validity, undertook factor analysis
(FA) or structural equation modelling (SEM) to explore constructs, provided

convergent evidence, or provided discriminant evidence. All except one article

reported at least one component of construct validity. The term, construct validity,
was the most frequently reported component—84 % of articles mentioned construct

validity. This was followed by reports of FA or SEM (68 %), convergent evidence

(42 %) and discriminant evidence (37 %).

Number of Sources

For the third category, accurate reports of validity evidence were examined to

ascertain the number of different sources of validity evidence that each article

reported (Research Question 1c). Over half of the article reported one source of

evidence (63 %); however, two sources (21 %, 4 articles), three sources (11 %,

2 articles), and four sources (5 %, one article) were also reported in several articles.

For the article that reported four sources of evidence (i.e., Brockway et al. 2002),

evidence based on test content, criterion-related predictive, criterion-related con-

current, and construct was provided.

Comparison Variables

Comparison variables were examined based on two indicators: whether articles

provided justification for their choice of comparison variables and the types of

comparison variables that articles used for providing evidence of validity (Research

Question 1d). For the first indicator, we assessed articles on whether they provided

convincing justification, unconvincing justification, or no justification for their

choice of comparison variables. Convincing justification included a description of

why the variable was chosen, whereas unconvincing arguments explained what the

comparison variable was without justifying its choice or providing inaccurate

reasoning for the choice of variable. Although not specifically mentioned in the

current Standards (AERA et al. 1999), the provision of justification is not only good

practice, but also necessary if criterion-related claims are to be upheld and clearly

understood as evidence for validity.

Of the articles, 13 articles made reference to a comparison variable. Among

these, eight provided no justification, two provided a convincing justification, and

three provided an unconvincing justification. For one of the convincing justifica-

tions, Edwards and Schleicher (2004) explained how the variable of interest (tacit

knowledge) had been correlated with the criterion variable (performance) in previ-

ous literature and what steps were needed to provide more criterion-related predic-

tive validity evidence. For the unconvincing justifications, the articles did not
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justify why the variables were chosen. For example, “Correlations between the

newly developed. . . subscales and the published scales were examined for conver-

gent and divergent [sic] validity” (Chowning and Campbell 2009, p. 984).

For the second indicator, we examined the types of comparison variables that

articles used. Convergent (42 %), discriminant (37 %), and criterion-related pre-

dictive (32 %) variables were most frequently reported. In addition, criterion-

related concurrent variables were mentioned by three articles (16 %).

Comparisons with Earlier Practice

The second aim of this study was to compare current practice with earlier practice

in order to understand the degree to which validation practice has changed over

time. Comparisons were made between recent articles and those published around

half a century ago (from 1950 through 1960). Results are described below.

Validity Characteristics

As noted above, four indicators were used to assess validity characteristics.

Table 7.1 shows the results for the four indicators by decade and in total. Before

comparing the results across the two periods, it is important to present the findings

from articles published in the earlier time period. As Table 7.1 shows, 69 % of

articles published in 1950–1960 mentioned validity as a stand-alone concept;

however, this pre-dates the contemporary unitary view of validity and refers to a

singular entity—often a coefficient—that was considered proof of validity before

‘types’ of validity became prominent. For example, “As can be seen from a

comparison of the validity coefficients for the two forms of the scale. . . differences
in validity of the two types of response are negligible” (Neidt and Merrill 1951,

p. 435). Of the other articles from that time period, 19 % mentioned multiple

types of validity. These articles were published in the latter half of the 1950s

and reflect the terminology change towards types of validity that occurred after

the first Standards (APA 1954) were published. The remaining articles were

unclear as to their characterization of validity. In comparing these results with

those from the 2000–2010 articles, we see that the characterization of validity

has changed. Contemporary articles were more likely to report ‘all evidence as

bearing on construct validity’ (from no articles in 1950–1960 to 26 % of articles

in 2000–2010). In addition, many more articles referred to multiple types of

validity (from 19 % of articles in 1950–1960 to 63 % of articles in 2000–2010).

However, no articles from either time period explicitly reported a unitary view

of validity.

For the second indicator (i.e., validity as a property of the test versus a property

of the inferences), almost all articles (94 %) published in 1950–1960 referred to

validity as a property of a test. For example, “the validity of an English
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Examination for Foreign Students was tested against the criterion of final

grades. . .” (Lorge and Diamond 1954, p. 214). The only article that did not refer

to validity as a property of a test was unclear in its characterization and so could not

be coded. Comparing these results with current practice, we see that very little has

changed. Almost all articles in both time periods refer to validity as a property of a

test: 94 % of articles in 1950–1960 and 95 % of articles in 2000–2010.

The final two indicators for this category were concerned with references made

to the Standards (e.g., AERA et al. 1999) and experts. Similar to the findings among

recent articles, no articles published in 1950–1960 made reference to a previous

version of the Standards (e.g., APA 1954). In terms of references made to experts,

results suggest some change in validation practice. Only two articles (13 %)

published in 1950–1960 made reference to one or more experts; however, this

increased to six articles (32 %) published in 2000–2010. Experts cited included

Messick (1995; cited three times), Campbell and Fiske (1959; cited twice), Cook

and Campbell (1979; cited twice), Cronbach (1949; cited once), Cronbach and

Meehl (1955; cited once), and Messick (1989; cited once).

Sources of Validity Evidence

The frequency with which the different sources of evidence were presented within

each time period and in total is shown in Table 7.2. Among articles published in

1950–1960, there were several sources of evidence that were reported with similar

Table 7.1 Characterization of validity

1950–1960 2000–2010 Total

View of validity

Unitary

Explicit statement of a unitary view 0 0 0

All evidence bearing on construct validity 0 5 5

Not unitary

Multiple types mentioned 3 12 15

Only validity mentioned 11 0 11

Unclear 2 2 4

Property of test or inferences

Test 15 18 33

Inferences 0 1 1

Unclear 1 0 1

Reference to test standards

Current version 0 0 0

Previous version 0 0 0

No reference made 16 19 35

Reference to experts

Yes 2 6 8

No 14 13 27
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frequencies. The most frequently reported source of evidence was criterion-related

predictive evidence (63 %). This was followed closely by internal structure (50 %)

and criterion-related concurrent (44 %) sources of evidence. Construct evidence

(13 %) was also reported, although less frequently. In comparing these results with

current practice, we see that there has been an increase in reports of construct

evidence (from 13 % of articles in 1950–1960 to 95 % of articles in 2000–2010) and

internal structure (from 50 % of articles in 1950–1960 to 89 % of articles in 2000–

2010). There was also a decrease in the two types of criterion-related evidence since

the 1950s: from 63 % in 1950–1960 to 32 % in 2000–2010 for criterion-related

predictive evidence and from 44 % in 1950–1960 to 16 % in 2000–2010 for

criterion-related concurrent evidence.

Characterization of Internal Structure

Table 7.3 shows the characterization of internal structure across decades and in

total. From 1950 to 1960, eight (50 %) of the articles provided evidence of internal

structure. Of these, only one article published in 1960 reported reliability as a

component of validity. In that singular case, the authors provided reliability coef-

ficients and explained, “to further explore the question of validity of the need

measures, coefficients of internal consistency of two of these measures were

computed” (Uhlinger and Stephens, 1960, p. 263). All of the remaining articles

that reported internal structure presented it as reliability only (i.e., not as part

of validity). Comparisons across decades reveal that the vast majority of articles

were and still are reporting internal structure as reliability only. However, a greater

proportion of recent articles reported internal structure in any form suggesting

greater uptake of this practice over time (from 50 % of articles in 1950–1960 to

89 % of articles in 2000–2010).

Table 7.3 Characterization

of internal structure
1950–1960 2000–2010 Total

As reliability only 7 17 24

As validity only 0 0 0

As reliability and validity 1 0 1

No evidence 8 2 10

Table 7.2 Sources of

validity evidence accurately

reported

1950–1960 2000–2010 Total

Response processes 0 0 0

Testing consequences 0 0 0

Test content 0 3 3

Internal structure 8 17 25

Criterion-related predictive 10 6 16

Criterion-related concurrent 7 3 10

Construct 2 18 20
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Components of Construct Evidence

Table 7.4 shows the four additional components of construct evidence that we

examined and the frequency with which they were reported within the two time

periods and in total. In 1950–1960, convergent evidence was the only reported

component of construct evidence and it was reported in only two articles (13 %). A

comparison of practice across the decades reveals that a great deal more articles

reported the components of construct evidence in the recent articles and this

includes reports of all four components (e.g., 84 % mentioned construct validity;

see Table 7.4).

Number of Sources

Table 7.5 shows the number of sources reported by decade and in total. In 1950–

1960, most articles reported only one source of evidence (81 %), with the remaining

reporting two sources of evidence (19 %). Comparing these results with recent

articles, we see that most articles still only reported one source of evidence.

However, a greater proportion of recent articles reported multiple sources

suggesting some change in practice over time (from 19 % of articles in 1950–

1960 to 37 % of articles in 2000–2010).

Comparison Variables

We also assessed articles on whether they provided convincing justification, uncon-

vincing justification, or no justification for their choice of comparison variables. All

the articles published in 1950–1960 mentioned at least one comparison variable;

Table 7.4 Components

of construct evidence
1950–1960 2000–2010 Total

Construct validity mentioned 0 16 16

FA or SEM conducted 0 13 13

Convergent 2 8 10

Discriminant 0 7 7

Table 7.5 The number of

different sources of validity

evidence presented in articles

1950–1960 2000–2010 Total

One source 13 12 25

Two sources 3 4 7

Three sources 0 2 2

Four sources 0 1 1
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however, most provided no justification (81 %, 13 articles). Only two articles

provided a convincing justification (13 %). For example,

Despite the limitations of teachers’ grades as statistical variables, we must recognize that

grades are criteria in a very real sense—they are actually the principal evaluation in most

school situations. It is therefore essential that tests intended as predictors be correlated with

grades. (Doppelt and Wesman 1952, p. 210)

In addition, one article (6 %) provided an unconvincing argument by describing the

comparison variable, but not justifying why it was chosen: “Freshman grades in

college, or honor point ratio, were used as the criterion of scholastic achievement”

(Holland 1959, p. 136). Comparing these results with recent articles, we see

practice has only changed slightly with most articles still providing no justification

(81 % of articles in 1950–1960 and 62 % of articles in 2000–2010).

Table 7.6 shows the types of comparison variables that articles reported. In

1950–1960, criterion-related predictive (63 %) and criterion-related concurrent

(44 %) variables were most frequently reported types of variables. Convergent

variables were also reported less frequently (13 %), whereas discriminant variables

were not mentioned in any articles at this time. Comparisons between practice in

the two time periods reveal an increase in reports of convergent (13 % in 1950–

1960 to 42 % in 2000–2010) and discriminant evidence (from none in 1950–1960

to 37 % in 2000–2010) and a decrease in reports of the two types of criterion-

related evidence over time (from 63 % in 1950–1960 to 32 % in 2000–2010

for predictive evidence and from 44 % in 1950–1960 to 16 % in 2000–2010 for

concurrent evidence).

Discussion

The first aim of the current study was to document validation practice reported in

validation articles published in JEP from 2000 to 2010 (Research Question 1). The

results revealed that current practice reflects modern validity theory in several

ways. In particular, most of the recent articles reported construct evidence, which

reflects contemporary ideas about construct evidence being the whole of validity

(Sireci 2009). In addition, most of the articles reported internal structure evidence.

However, the results also revealed several ways in which validation practice did not

reflect the current Standards (e.g., AERA et al. 1999) and modern validation theory

(e.g., Zumbo 2007). For example, most articles referred to multiple types of validity

and explained that validity was a property of a test. Furthermore, no articles

reported evidence based on response processes or the consequences of testing.

Table 7.6 Types of

comparison variables reported
1950–1960 2000–2010 Total

Criterion-related predictive 10 6 16

Criterion-related concurrent 7 3 10

Convergent 2 8 10

Discriminant 0 7 7
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The second aim of the current study was to compare practice across two time

periods to see whether and how validation practice has changed over time

(Research Question 2). Results revealed that the recent articles more regularly

cited relevant experts, and used a wider variety of comparison variables. However,

in several other categories practice was very similar in the two time periods. In

particular, in both time periods the Standards (e.g., AERA et al. 1999) were not

referenced, internal structure was reported as reliability evidence only (not as also

informing validity), only one source of evidence was generally provided, and

justification was rarely provided for comparison variables. From this, we can

conclude that validation practice across the two time periods is similar in many

ways despite the passing of 40–50 years and the publishing of four test standards

(AERA et al. 1985, 1999; APA et al. 1966, 1974) during that time. Three major

findings and their implications are discussed below.

Response Processes and Consequences of Testing

The results revealed that none of the articles published in 2000–2010 reported

evidence of response processes or testing consequences. Given that validation

occurs through a process of accumulation of evidence (AERA et al. 1999), it is

not necessary for articles to include all sources of validity evidence. At the same

time, however, the fact that no articles reported these two sources of evidence

suggests that they may be being ignored. This has important implications.

As described above, evidence based on response processes refers to examina-

tions of participants’ responses and why they chose those responses (AERA

et al. 1999). Response processes are helpful for understanding whether there are

major individual differences in processes for answering questions, why this may

have occurred, and how this may affect the responses (AERA et al. 1999). For

example, evidence based on response processes can reveal differences in interpre-

tations of test questions across different subgroups of participants. This is important

for understanding whether the questions are accurately measuring the construct or

whether some other type of variance is causing differences in scores (e.g., different

meanings among different subcultures). It can also provide understanding of why

this occurs, which can be used to create better instruments that more accurately

capture the construct or knowledge under examination across different subgroups.

Examinations of response processes are also useful for developing definitions of

a construct by revealing understanding about how it is interpreted by participants.

This can also help ensure that participants are interpreting the questions as expected

and, in turn, that their responses reflect the construct or knowledge that the

researcher is attempting to examine. An example of this appeared in Gaderman

et al.’s (2011) research. They examined the response processes of children as they

answered the Satisfaction with Life Scale adapted for Children (Gaderman

et al. 2011). The analyses revealed greater understanding of the construct by
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showing that the children used strategies to answer the questions that were mean-

ingful and theoretically consistent with the literature.

Also important is evidence based on test consequences. As described above,

evidence based on test consequences aims to investigate the intended and

unintended consequences of testing (AERA et al. 1999). As a broad statement,

this type of evidence is important for considering construct irrelevant variance so

that, as Hubley and Zumbo (2011) note, based on construct delineation and

definition intended social and personal consequences and unintended social and

personal side effects emerge. As summed up by Shepard (1997), “consequences are

evaluated in terms of the intended construct meaning” (p. 8). With the domain of

educational psychology in mind, as Hubley and Zumbo (2011) suggest, when the

social consequences and side effects of using an educational psychology measure

are not congruent with our societal values and goals regarding that particular

psychological domain such insights in the validation process may be used to adjust

constructs, theories, and aspects of the measurement process until the desired

congruence between purposes, goals, values, and consequences is accomplished.

For example, consider the construct of self-efficacy, which refers to individuals’

beliefs about their capabilities in a prospective and specific context (Bandura 1982,

1993). When researchers measure this construct, a consequence may be the pro-

motion of self-efficacy as a positive characteristic in educational and developmen-

tal contexts. This may be an intended consequence given that research has

highlighted self-efficacy is important for positive outcomes among individuals

(e.g., greater achievement among students; Caprara et al. 2006). However, it is

important to note that self-efficacy is not necessarily positive at very high levels.

For example, Brenner et al. (2012) examined the development of self-efficacy

for teaching among student teachers as they engaged in their practicum placement

in schools during their teacher education program. Through their analyses, they

described one student teacher who reported consistently high levels of self-efficacy

for teaching despite receiving low ratings of effectiveness by her faculty advisor

(i.e., the faculty member who assessed student teachers’ progress). Moreover,

Brenner et al. explained that the student teachers’ high levels of self-efficacy may

have prevented her from realistically assessing her abilities and putting in the

necessary effort to improve her teaching skills. This example highlights that too

much self-efficacy can, in fact, be a negative such that individuals may not feel the

need to work on improving their own practice. When researchers assess constructs

like self-efficacy, one consequence is that the construct becomes valued and

participants may feel that they need to experience high levels of it. In most cases,

this may be positive. Nevertheless, it is a consequence and should be considered.

When researchers do not consider evidence based on response processes and

testing consequences, the implications potentially include a weaker understanding

of the construct under examination and the promotion of certain outcomes among

participants (that may or may not be positive). Clearly, greater efforts to include

these types of evidence in validation practice are needed.
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Reference to Standards

The second major finding to be discussed refers to references that articles made to

the Standards (e.g., AERA et al. 1999). Considering that a proposal for test

standards was first published in 1952 (APA, Committee on Test Standards) and

that the first set of test standards were created in 1954 (APA), it is understandable

that articles published before and shortly after this time (i.e., between 1950 and

1960) did not cite any test standards. However, all the articles published between

2000 and 2010—when five different versions of the test standards (AERA

et al. 1985; APA et al. 1966, 1974; APA 1954) have been published—did not cite

any version of the Standards. This result highlights a disconnect between validity

theory and contemporary validation practice. If researchers do not cite the Stan-

dards in their publications, then it is questionable as to whether they are consulting

them in their research, which leads to further concerns about the dissemination of

validity theory.

There are two plausible reasons for why this finding occurred. First, it is possible

that researchers are simply not familiar with the current Standards (AERA

et al. 1999). If this is the case, there is a need for efforts that endeavor to increase

the visibility of the current Standards and to educate researchers about how to use

them in their practice. The second reason is that authors may be aware of the current

Standards, but not feel it is necessary to make reference to them. For this possibility,

journals like JEP and their editors may want to raise expectations about what

constitutes accurate validation practice by requiring articles to accurately address

modern validity theory in their validation practice. Clearly, more visibility is

needed to raise general awareness of the Standards. However, expectations must

also be raised to ensure that visibility is followed through with accurate practice.

Validity Characterization

The third key finding prevalent among the recent JEP validation articles was the

presentation of several characteristics of validation practice that do not conform to

modern validity theory. In particular, the view of validity as having multiple types

and the conceptualization of validity as the property of a test highlight that

validation practice has not kept pace with the changes in core aspects of validity

theory. This is particularly concerning given that the unitary view of validity was

first articulated in the 1950s by Loevinger (1957) and first presented in the 1985

Standards (AERA et al.). Furthermore, validity as adhering to inferences rather than

a test was introduced in the 1985 Standards (Goodwin and Leech 2003). In other

words, despite the fact that these aspects of validity theory had been published in

the Standards (AERA et al. 1985, 1999) for 15–25 years when the recent articles

were published, researchers are still using outdated practices.
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As to why this occurred, it is possible that it relates to semantic differences

(Cizek et al. 2008). Cizek and colleagues’ (2008) suggest that despite the different

nomenclature, sources of evidence and types of validitymay actually have the same

underlying meaning for researchers. However, it is also possible that this reflects

confusion about the meaning and nature of validity. Given that both the current

study and other studies (e.g., Cizek et al. 2008) have found the same misconcep-

tions about types of validity and validity as a property of a test, this is an issue that

warrants further consideration and investigation. Furthermore, validity theorists

may want to carefully consider the language they use to explain validity theory in

order to emphasize the importance of specific terminology, as well as the meaning

underlying it. Clearer language and a better understanding of why certain language

is used will likely help to increase the accessibility of the theory for researchers.

Another plausible reason for the prevalence of outdated practice is that

researchers are unaware of how to provide evidence that conforms to modern

validity theory. Instead of referring to the Standards (e.g., AERA et al. 1999),

researchers may refer to existing examples of validation practice in the literature.

When these examples utilize older theory and practices of validation, this creates a

cycle of outdated practice informing more outdated practice. In order to remedy

this, examples that are in line with contemporary validity theory are needed.

As noted above, journals and journal editors may want to raise their expectations

regarding the validation practice that is published in journals. By expecting

researchers to report validation practice that is based in modern validity theory,

more accurate examples will begin to appear in the literature. This will ideally

disrupt the current cycle to create a shift towards better dissemination and practice.

Limitations

There are several limitations to the current study that must be discussed. First, the

study examined 35 articles published in JEP between 1950 and 1960, and 2000 and

2010. Given the small sample, the generalizability of the results is limited to

validation articles published in JEP around these two times. The second limitation

is that we interpreted articles’ provision of validity evidence as the position of the

article, when it may in fact reflect an editorial position. Authors may have been

discouraged from including too much information on validity to ensure the read-

ability of the article, or they may have excluded it from their submissions for fear of

being rejected from publication for being overly psychometric. The nature of our

examination did not allow us to determine the reasons behind authors’ reports of

validation practice. For this reason, rather than referring to the authors we have

referred to the articles, as they, not the author’s perspectives were the data.
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Conclusions

The current study has shown that despite great changes in validity theory and the

Standards (e.g., AERA et al. 1985, 1999) over the past half century, current

validation practice (presented in JEP articles) does not appear to wholly conform

to modern validity theory. This is an issue that was raised by Messick (1988) two

decades ago, and by Borsboom et al. (2004) more recently: “The concept that

validity theorists are concerned with seems strangely divorced from the concept

that working researchers have in mind when posing the question of validity”

(p. 1061). The main conclusion from the current study, therefore, is that more

must be done to help validation practice draw level with validity theory.

Although JEP is not a journal that focuses on psychometrics or psychological

measurement, it is a journal published by the American Psychological Association

(APA), a key author in all versions of the Standards (AERA et al. 1985; APA

et al. 1966, 1974; APA 1954). Despite this, the Standards’ recommendations do not

appear to be required practice in JEP validation articles. Perhaps this reflects the

different demographic of readers of JEP, or as suggested in the limitations above,

the position of an editor. However, it certainly provides an interesting question

regarding the practice of modern validity theory: If the APA, as a key organization

in the creation of the Standards, does not require that authors follow the Standards

in one of their own publications, then is it really surprising that there is such a

disparity between theory and practice across the field? Considering the many

experts who have questioned the gap between theory and practice (e.g., Borsboom

et al. 2004; Hubley and Zumbo 1996; Messick 1988), this is certainly a question

that needs to be addressed. As noted above, we recommend that journals raise their

expectations, especially journals published by the AERA, APA, and NCME, so that

validation articles accurately adhere to modern validity theory. This will not only

provide examples for other researchers, but it will aid in the much-needed dissem-

ination of the modern conceptualization of validity theory so that the gap between

theory and practice is reduced.
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Chapter 8

A Review of Validity Evidence Presented

in the Journal of Sport and Exercise

Psychology (2002–2012): Misconceptions

and Recommendations for Validation

Research

Katie E. Gunnell, Benjamin J.I. Schellenberg, Philip M. Wilson,

Peter R.E. Crocker, Diane E. Mack, and Bruno D. Zumbo

Introduction

Measurement lies at the heart of any quantitative research design in sport and

exercise psychology. The inferences that researchers make from measurement

must therefore be based on the assumption that the instrument used in assessment

produces scores that are both valid and reliable. Score validity is therefore a

foundational aspect for creating, developing and using instruments (American

Educational Research Association [AERA] et al. 1999). Validity is defined as

“the degree to which evidence and theory support the interpretation of test scores

entailed by proposed uses of tests” (AERA et al. 1999, p. 9). Without score validity,

any inference made from an instrument is meaningless (Hubley and Zumbo 1996).

In sport and exercise psychology, researchers rely heavily on the use of instruments

designed to tap various psychological constructs (e.g., anxiety, well-being, moti-

vation). It is essential that scores derived from these instruments demonstrate
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validity evidence such that inferences and conclusions forwarded remain trustwor-

thy. Unfortunately, validation practices by researchers in sport and exercise psy-

chology have been characterized as outdated and in need of improvement (Zhu

2012). For example, it has been speculated that researchers are using outdated

language when referring to score validity, confusing validity terms and incorrectly

labelling evidence of validity (e.g., convergent evidence is reported as concurrent

evidence; Zhu 1998), and/or altogether neglecting validity theory when conducting

validation studies (Gunnell et al., Chap. 10, this volume).

While attempts have been made to encourage stronger validation endeavours

(e.g., Hagger and Chatzisarantis 2009; Zhu 2012), there has been little attempt to

quantify exactly how validation is being conducted in the sport and exercise

psychology literature. Furthermore, review articles that focus on the concept of

validity are sometimes outdated and lack information pertaining to current

advances in validity theory (e.g., Hagger and Chatzisarantis 2009). Therefore, the

purpose of this investigation is to examine how researchers who have published in a

premier journal in the field of sport and exercise psychology have encapsulated

(or omitted) aspects of contemporary validity theory in their validation investiga-

tions. This purpose will be achieved using a systematic review combined with a

narrative commentary. This paper will first briefly outline validity theory and

different validation frameworks. Following this brief overview, the methods,

results, and discussion specific to the systematic review and narrative commentary

will be presented. Finally, recommendations on how to improve the current state of

validation research in sport and exercise psychology will be outlined.

Validity Theory

Validity theory and the process of score validation are as old as testing and

measurement itself (for an accessible review of the history of validity theory, see

Sireci 2009). Validity theory is complex, and not all experts agree on every aspect

outlined. There is, however, a general consensus that (a) validity refers to test scores

and interpretations. That is, an instrument is neither valid nor invalid. Validity is a

property of the scores obtained from an instrument and what we attempt to validate

are the scores from the instrument, not the instrument itself per se (Sireci 2009) and

(b) validation is an ongoing process (Zumbo 2007) whereby it is fallacious to

assume an instrument is valid across all contexts and/or samples. The following

section is designed to provide a brief overview of various validation frameworks

from which researchers can base their validation efforts.

The Standards

The Standards for Educational and Psychological Testing (The Standards; AERA
et al. 1999) is a validity theory and validation manual developed through
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collaborations between the AERA, APA and NCME, and committees made up of

prominent psychometritions and validity theorists such as Cronbach, Meehl, and

Messick. The Standards can be viewed (and used) as a general guideline based on

sound validity theory for evaluating score validity.

The current edition of the Standards lists five sources of validity evidence based
on (a) content, (b) internal structure, (c) relations to other variables, (d) response

processes, and (e) consequences. The Standards encourage researchers to describe

“validity evidence” and denounce the nomenclature of validity ‘types’. This shift

from validity ‘type’ to ‘evidence’ was created in an attempt to help researchers

realize that validity is a unified concept and it is inappropriate to select certain

‘types’ of validity while ignoring others. As a unified concept, all validity evidence

bears on score validity whereby different sources of evidence can illuminate

sources of invalidity. Validity evidence based on content refers to the content of

the construct, including wording, themes, item format, and guidelines for adminis-

tering the instrument (e.g., expert views of item content; Dunn et al. 1999). Validity

evidence based on internal structure refers to the degree to which instrument items

conform to the construct from which the scores are interpreted (e.g., factor analysis,

item interrelationships). Validity evidence based on relations to other variables is
defined as the analysis of relationships among test scores to variables external to the
instrument (e.g., criterion predictive, convergent). Validity evidence based on
response processes concerns the degree to which the scores are actually measuring

the construct versus the responses actually engaged in by the participant (e.g., think

aloud protocols to determine how participants are interpreting and answering the

items). Finally, validity evidence based on consequences of testing concerns the

intended and unintended consequences of test score use that informs validity

decisions (e.g., if the instrument produces biased scores, it may have unintended

consequences for the population it is biased against).

Education and psychology are considered to be the parent academic disciplines

that gave rise to the field to sport and exercise psychology (Zhu 2012). As a

consequence, our knowledge (albeit outdated) relies on theories and information

developed in education and psychology. Therefore, the current paper will utilize the

Standards to address the main study purpose. As noted above, the Standards can be
viewed as an overarching guiding framework for conducting score validation

investigations, yet alternative validity frameworks have been forwarded by psy-

chometricians such as Messick (1995), Kane (2001, 2013), Zumbo (2007), and

Borsboom et al. (2004). A very brief overview of other validity frameworks and

theories will be outlined next. With the exception of work by Borsboom and

colleagues (2004) on validity, Messick, Kane, and Zumbo offer new insights to

understanding score validity that are largely complimentary to the Standards.

Messick’s Progressive Matrix

Messick (1995) advocated a progressive matrix of validity based on construct

validity. At the centre of every validation effort lies construct validity as an
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integrating facet that brings together validity concepts to form a unitary conception

of validity. Messick outlines six aspects of construct validity including: (1) content,

(2) substantive, (3) structural, (4) generalizability, (5) external, and (6) consequen-

tial. The content aspect is similar to that described by the Standards and includes

content relevance and representativeness. The substantive aspect describes the

theoretical rationales used to create and evaluate instruments, and also the pro-

cesses actually engaged in by participants (similar to the Standards response

processes). The structural aspect refers to the scoring structure, and the generaliz-

ability aspect refers to the examination of generalizability of score properties across

populations, settings, or tasks and the boundaries of score meaning. The external

aspect refers to the relationships between variables external to the instrument (e.g.,

convergent and discriminant correlations; similar to the Standards relationships to
other variables). Finally, Messick, a main proponent of consequences as validity

evidence, argues that validity evidence that evaluates the intended and unintended

consequences be assessed. Together, the six aspects of validity evidence constitute

a means of examining central issues related to the unified concept of validity

(Messick 1995). A final contribution Messick made to validity theory was the

progressive matrix. Messick (1995) contends that validity is comprised of two

interrelated facets. The first facet concerns the source of justification of the testing

(evidential or consequential) and the second facets concerns the outcome of testing

(interpretation or use). For more information on the progressive matrix of validity,

please see Messisk or Hubley and Zumbo (1996).

Kane’s Argument Based Approach

Kane explicitly outlines a ‘validity argument’ wherein an argument based on

inferences and uses from instruments is made (Kane 2013). The argument based

approach involves different steps for assembling the validity argument (see Kane

1992, 2001, 2013). All the available evidence is gathered and each validity argu-

ment is only as strong as the weakest link. Kane also highlights the notion of weak

and strong forms of validity. In the weak form, correlations with other variables are

considered as score validity. In the strong form, theoretical rationales are made

explicit and then deliberately challenged. An important part of the argument is

testing competing sources of evidence or interpretations of the scores (Sireci 2009).

Finally, Kane acknowledges that a validity argument can never be absolute, and

researchers must therefore gather as much evidence as possible to make a mean-

ingful argument based on the kind of claim being made (Kane 2013). That is, a

more ambitious claim requires more strong evidence (Kane 2013).

Zumbo’s Draper-Lindley-deFinetti (DLD) Framework

Within the Draper-Lindley-deFinetti (DLD) framework, Zumbo (2007) calls atten-

tion to the assumptions that must be tested to investigate score validity. At the
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forefront is sample homogeneity. Discussed are the implications of sampled and

unsampled respondents and whether they are exchangeable in a target population.

In so doing, the limits or bounds of inferences derived from instruments are

specifically examined. Zumbo lists four forms of inference: (a) initial calibrative

inference in which the inference cannot extend beyond the sample from which the

data were gathered, (b) specific sampling inference where inferences can be

extended to the specific sample from which the data were gathered, (c) specific

domain inference where inferences can be made about what is being measured, and

(d) general measurement inference that permits comparisons across measures and

different samples. In essence, Zumbo’s DLD framework brings attention to the

context, bounds of inferences, and sample heterogeneity.

Borsboom, Mellenbergh, and Heerden’s Construct Validity

Finally, Borsboom advances a theory of validity that stands in direct contrast to

construct validity and a unified theory of validity (Borsboom et al. 2004). Within

the theory espoused by Borsboom and colleagues, validity is conceptualized as a

property of the instrument, and validity lets a researcher know if the instrument is

sensitive to changes in the variable it is predicting (Borsboom et al. 2009). That is, a

test is valid if an attribute exists and that attribute causally predicts variation in an

outcome (Borsboom et al. 2004).

Study Purpose and Research Questions

Although the most recent edition of the Standards was released over 10 years ago,

many researchers in sport and exercise psychology rely on outdated historical

definitions and antiquated conceptualizations of validity (Zhu 2012). A cursory

glance at research in sport and exercise psychology would reveal that many

researchers still conceptualize validity as a property of the instrument (e.g.,

Gucciardi 2011; Hagger and Chatzisarantis 2009). This type of statement assumes

that validity is a stable property of the instrument. This conceptualization is in stark

contrast to the Standards that describe validity as a dynamic property of the scores

derived from the instrument for any given sample under study. Zhu (2012) also

critiqued researchers in sport and exercise psychology for relying too heavily on

evidence of internal structure, a trend noted by Gunnell and colleagues (Chap. 10,

this volume). Furthermore, the current version of the Standards (AERA et al. 1999)

clearly emphasizes the distinction between ‘types’ of validity and types of evidence

for score validity, denouncing the use of “traditional nomenclature (i.e., the use of

the terms content validity or predictive validity” [AERA et al., p. 11]). Rather, the

use of the word ‘evidence’ (e.g., convergent evidence) should be used as part of a

strong validity argument (AERA et al. 1999; Kane 2001) in an effort to avoid the

issue of validity types. Yet many researchers in sport and exercise psychology still
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use terms such as ‘content validity’ and ‘convergent validity’, implying that

different types of validity exist in a manner commensurate with the ‘holy trinity’

that is now considered to be an outdated approach to understanding validity (Zhu).

Overall, it seems reasonable to suggest that research outlining the state of validity

theory and validation practices over a wide time span (i.e., 10 years vs. the 1 year

investigation conducted by Zhu), and validation efforts published in a high impact

journal in the field would be a welcome addition to the sport and exercise psychol-

ogy literature.

The purpose of this investigation is to examine how researchers in sport and

exercise psychology, who publish their validation research in JSEP report validity

information. More specifically, because previous research has documented con-

cerns with regard to how researchers reported validity evidence (Gunnell et al.,

Chap. 10, this volume; Zhu 2012), we were interested in conducting a more

comprehensive and rigorous examination by (a) only including investigations that

indicated score validation was a main study purpose, (b) including all investigations

over the past 10 years, and (c) examining investigations published in the leading

journal devoted to research in sport and exercise psychology (i.e., JSEP, Impact

Factor¼ 2.658). Furthermore, we wanted to determine if validation studies

published in this leading journal adhered to validity theory and validation protocols

advanced by governing bodies such as the Standards. Specific research questions

were as follows:

1. What perspectives or validity framework were researchers basing their valida-

tion investigations on?

2. What sources of validity evidence were researchers reporting in their validation

investigations?

3. How frequently were researchers investigating different aspects of score

validity?

4. Were there any misconceptions about validity theory and validation?

Methods

Sampling

A computerized search was conducted to locate all articles published in JSEP
between 2002 and 2012 (journal volumes 24–34). In total, 405 journal articles

were identified and screened for inclusion/exclusion criteria.
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Inclusion/Exclusion Criteria

Journal articles were included if their title, abstract, or keywords contained any of

the following words: validity, validation, valid. The first author screened all journal

articles for inclusion/exclusion criteria. Of the original 405 articles screened,

58 articles met the inclusion criteria. Articles that met the inclusion criteria were

then coded independently by two authors. Eight articles were removed because they

did not directly evaluate validity evidence (e.g., the abstract contained the word

validity to describe an experimental cue).

Data Collection

A standardized coding scheme was used in order to reduce ambiguity between

coders. The first author and coder had training in validity theory, research methods

and statistics at the doctoral level, and had a publication record in the area of

validation. The second coder was a doctoral student who had completed

coursework relevant to validation including research methods, statistics, and psy-

chological testing. The first author trained the second coder on aspects related to

validity theory and validation. The second coder familiarized himself with validity

theory through select readings (e.g., AERA et al. 1999; Goodwin 2002; Cizek

et al. 2008). The first author coded all journal articles. Prior to the second author

coding all articles, two articles with high complexity were selected to code. The

primary and secondary coder independently coded these two articles and then

discussed the results of the coding to determine the coding scheme’s clarity, discuss

ambiguity, and to familiarize the second coder with the coding process. Once the

coding manual was deemed to be clear, the second coder independently coded all

journal articles. Percent agreement between the first and second coder was above

78 %. When a difference in coding occurred, the two coders discussed the differ-

ence and resolved the discrepancies prior to data analysis. All discrepant coding

was resolved without the need for a third evaluation.

Coding Scheme

A standardized coding scheme was created using definitions based on the Standards
(AERA et al. 1999) and Goodwin’s (2002) review of the Standards.1 Various

aspects of journal articles meeting inclusion criteria were coded such as:

(a) article type (e.g., research, review, position statement, editorial, psychometric

and unsure/not clear), (b) study type (e.g., qualitative, quantitative, mixed methods,

1 The coding scheme is available from the first author upon request.
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unsure/not clear), (c) data analysis (e.g., meta-analysis, systematic review, statisti-

cal analysis, unsure/not clear), (d) if the authors reported validity evidence (yes/no),

and (e) if the article contained multiple studies and/or samples (yes/no). Validity

information coded was based on previous research (Cizek et al. 2008) and the

Standards (AERA et al. 1999) and included (a) if the authors reported reliability

evidence as validity evidence (yes/no), and (b) the validity perspective used (uni-

tary perspective, the Standards, Messick, other, and unsure/not clear). Next, the

evidence of score validity presented in each manuscript was coded based on the

sources outlined by the Standards (evidence based on content, internal structure,

relations to other variables, response processes, and/or consequences). Each of

these five categories was further subdivided to provide a clearer overview of the

information within each study. Evidence based on content was coded as:

(a) content, (b) face, (c) other, (d) unsure/not clear. Evidence based on internal

structure was coded as: (a) factor analysis, (b) item interrelationships,

(c) invariance, (d) other, (e) unsure/not clear. Relations to other variables was

coded as: (a) convergent, (b) divergent, (c) discriminant, (d) criterion predictive,

(e) criterion concurrent, (f) criterion group differences, (g) validity generalizability,

(h) construct validity,2 (i) other and (j) unsure/not clear. Evidence based on

response processes was coded as: (a) analysis of individual responses via interview

with test takers, (b) monitoring changes or development of responses, (c) process

studies, similarities or differences in responses given by members of distinct

groups, judges, or observers or interviewers collect record and interpret data.

Finally, evidence based on consequences was coded as: (a) benefits are tested,

(b) negative consequences are tested, (c) other, (d) unsure/not clear. It is important

to note that validity information was coded based on what the authors of the

investigation reported. For example, if authors reported that they provided evidence

of “concurrent validity” but the results indicated that it was evidence of conver-

gence, the validity information was coded as concurrent validity and a note was

made indicating that the authors mislabelled the type of evidence.

Results

Coded Studies

Out of the 50 studies retained for coding, 37 (74 %) reported evidence from more

than one study or sample. One investigation was qualitative, 34 (68 %) were

quantitative and 15 (30 %) used mixed methods. The majority of the investigations

(n¼ 44, 88 %) were coded as having validation as the primary purpose while six

2 Some authors refer to all validity evidence as construct validity (i.e., a unified perspective).

Construct validity was only coded as ‘construct validity’ under relations to other variables if the

authors described it as a type of evidence bearing on the relationship with other variables.
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investigations were coded as ‘research’, yet reported evidence of validity as com-

plementary analysis.

What Perspective or Validity Framework Were Researchers Basing

Their Validation Investigations On?

The majority of the coded studies presented no evidentiary basis in any validity

theory framework (see Table 8.1). The most common validity theorist cited was

Messick, followed by Cronbach. Only one investigation cited the Standards.

What Sources of Validity EvidenceWere Researchers Reporting in Their

Validation Investigations?

The most frequently reported source of validity evidence was internal structure,

followed by relations to other variables, evidence of content, and response pro-

cesses. None of the coded studies in any publication reported evidence of test

consequences (see Table 8.2).

How Frequently Were Researchers Investigating Different Aspects

of Score Validity?

When researchers were investigating internal structure, all examined factor struc-

ture through exploratory factor analysis, principal components analysis, or confir-

matory factor analysis. Item interrelationships and invariance were examined less

frequently than factor structure (see Table 8.2). One investigation examined a

simplex structure and referred to it as construct validity. When examining evidence

of content, the majority of researchers described their evidence as content with the

term face validity used less often. When researchers were examining relations to

other variables, the most frequently reported aspects were discriminant, convergent,

concurrent, predictive, construct, divergent, group differences, nomological net-

works, or other, with the remaining studies representing the category labelled as

unsure/not clear (see Table 8.2). Only one investigation examined response pro-

cesses, with the investigators using think aloud protocols to examine how partici-

pants were responding to test items.

Table 8.1 Validity

perspectives
Validity perspective Number of studies

Unitary perspective 7

Standards 1

Messick 4

Unsure/not clear 35

Other 3
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Were There AnyMisconceptions About Validity Theory and Validation?

Based on the investigation by Gunnell et al. (Chap. 10, this volume), we suspected

that there would be discrepancies between how the Standards conceptualizes

validity theory and validation compared with how applied researchers

operationalize validation in sport and exercise psychology research. Specifically,

coders recorded instances in which authors described validity as (1) a property of

the test (vs. score or inference), (2) referred to ‘types’ of validity (vs. evidence of

score validity), and (3) how authors examined evidence of convergent, discrimi-

nant, predictive and concurrence. Based on the coder notes, three prominent mis-

conceptions were evident in the coded studies from JSEP.

Misconception 1: Validity as a Property of the Instrument

Authors of the investigations coded made references to validity being a property of

the instrument under scrutiny. For example, statements such as “the SEQ is

proposed as a valid measure of precompetitive emotion. . .” (Jones et al. 2005,

p. 407), or “these findings lend support for the validity of the CMTI as a valid

measure among adolescent cricketers. . .” (Gucciardi 2011, p. 370). Very few

investigators consistently referred to validity as a property of a score, inference or

response (e.g., Lonsdale et al. 2008). Many more used a mixture of language,

Table 8.2 Sources of

validity evidence
Source of evidence Number of studies

Content 18

Content 16

Face 4

Internal structure 46

Factor analysis 46

Item interrelationships 2

Invariance 16

Other: simplex pattern 1

Relations to other variables 39

Convergent 17

Divergent 1

Criterion-predictive 8

Criterion-concurrent 12

Criterion-group differences 2

Generalizations 0

Discriminant 20

Nomological network 4

Construct validity 8

Other 11

Unsure/not clear 2

Response processes 1

Consequences 0
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referring to validity as both a property of the instrument and as a property of the

scores (e.g., Bartholomew et al. 2010; Sebire et al. 2008).

Misconception 2: Validity as a ‘Type’

Most of the investigators used a mixture of language to describe validity; investi-

gators referred to both validity ‘types’ and evidence of validity. For example,

Bartholomew and colleagues (2010) referred to types of “factorial validity”

(p. 193) and described validity as evidence showing “. . .support for the factor

structure of the CCBS” (p. 209). A large portion of investigators exclusively

referred to validity types such as “factorial validity” (Markland and Tobin 2004,

p. 193), “content validity”, “concurrent validity” (Williams and Cumming 2011,

p. 419 and p. 432, respectively). Very few researchers exclusively used language

that is advocated by the Standards (e.g., Myers et al. 2012).

Misconception 3: Incorrect Labels

Many investigators stated that they were examining ‘criterion concurrent validity’

by correlating scores from one instrument with scores of another, theoretically

related instrument (e.g., Jones et al. 2005; Williams and Cumming 2011). This

would be categorized by the Standards as an examination of convergent evidence

unless the other instrument is a criterion measure that assesses the same construct.
A few investigators did examine concurrent evidence correctly (e.g., Freeman

et al. 2011). A separate issue noted while coding articles was that many authors

described ‘discriminant validity’ after obtaining small-to-moderate correlations

between instrument subscales (e.g., Boardley and Kavussanu 2007; Lonsdale

et al. 2008). According to the current edition of the Standards, discriminant

evidence is found using correlations between two instruments that are purported

to measure different constructs, not subscales within one instrument.3 Similarly, a

few researchers noted convergent evidence when results of their factor analysis

indicated that items loaded onto their respective latent factors (e.g., Williams

et al. 2012). Convergent evidence is established using two different instruments

that should theoretically be related (Campbell and Fiske 1959). Finally, many

investigators examined predictive evidence using another criterion measure but

did not include a time lag between assessments.

3We recognize that different researchers have different conceptualizations of discriminant and

convergent evidence (e.g., Brown 2006; Kline 2010). If researchers are going to use alternative

ways of examining convergent and discriminant evidence, they should ensure they cite relevant

sources to support their analysis.
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Discussion

Using a systematic review and narrative commentary, the purpose of this paper was

to examine how researchers conducting validation studies published in JSEP have

presented validity evidence. Results of the systematic review revealed that although

a few researchers cited a validity theory framework, in general, researchers within

the coded studies did not base their efforts on validation guidelines such as those

advocated by the Standards (AERA et al. 1999), Messick (1995), or Kane (2001).

Results also revealed that evidence of internal structure, relationships with other

variables and content evidence were the most common sources of validity evidence

presented in JSEP publications between 2002 and 2012. Validity evidence based on

response processes and consequences has been largely omitted from validation

efforts. Finally, results of this systematic review corroborate Zhu’s (2012) conten-

tion that researchers in sport and exercise psychology conducting validation inves-

tigations published in JSEP are using outdated terminology, or mislabelling sources

of evidence.

Validity Perspectives

Sireci (2009) has suggested that many validation efforts remain unsystematic. This

systematic review substantiated Sireci’s claims and illuminated a troubling trend

whereby researchers conducting validation investigations are generally not basing

their work on validity theory or any validation framework. This finding is consistent

with one other investigation in exercise psychology (Gunnell et al., Chap. 10, this

volume) and a systematic review from psychology (Cizek et al. 2008). Investiga-

tions devoted to examining the psychometric properties of an instrument’s scores

should explicitly outline the theoretical framework of validity utilized such that

their use of validation techniques is justified. It is insufficient to use a hodgepodge

of validity conceptions to piece together evidence of score validity without any

clear framework. Such a fragmented approach to the analysis of score validity may

actually confuse readers and fellow researchers and cloud appraisals of score

validity for a specific instrument or population. By explicitly specifying a validity

framework or validation process, and using standardized definitions (Zhu 2012),

researchers can determine what evidence still needs to be gathered (e.g., response

processes), or where evidence is insufficient (e.g., item interrelationships).

Validity Evidence, a Unified Concept

Zhu (2012) critiqued researchers in sport and exercise psychology for conducting

one-shot validation studies. Coded studies in this investigation should be praised for
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using multiple samples combined with multiple sources of validity evidence in their

investigations. It is promising to know that researchers conducting validation

studies are, with only a few exceptions, using different statistical techniques and

providing more than one source of score validity evidence. Many coded studies

reported up to three sources of validity evidence, with one studying reporting four

(see Morton et al. 2011)!

Notwithstanding the importance of this finding, current validity theory is

regarded as a unified concept (AERA et al. 1999; Messick 1995) and evidence

based on response processes and test consequences have important meaning for

understanding score validity. Only one investigation provided evidence based on

response processes and no investigation provided evidence of consequences. Evi-

dence based on response processes has the potential to inform the degree of fit

between the theoretical construct and the detailed nature of the response the

participant actually engages in when responding (AERA et al. 1999). For example,

examining response processes could shed light on the degree to which social

desirability is affecting the participants’ responses to test items. Morton and

colleagues (2011) employed a prospective think-aloud protocol to understand

how participants interpret and respond to items. Through this process, the

researchers were able to determine which items needed to be reworked, eliminated,

or could be used in their original form. Using response processes can also inform

researchers on how different sub-groups (e.g., sexes, ages, cultures) respond to test

items (AERA et al. 1999).

Evidence based on test consequences has received attention over the last few

decades (cf. Messick 1995). When instruments are developed, they are typically

developed with the intention of being used in a particular way, be it for research or

applied mental skills consulting for sport or exercise. When someone proposes to

use an instrument in a particular way, such as for a screening tool to determine

levels of trait anxiety, the use of this instrument must be justified by showing that

the positive consequences outweigh the negative consequences (Kane 2001). For

example, Myers and colleagues (2012) argued for the need of a referee efficacy

scale because “efficacious referees should be more accurate in their decisions, more

effective in their performance, more committed to their profession, have more

respect from coaches, administrators, . . . than less efficacious referees” (p. 738).

It is entirely conceivable that the referee self-efficacy scale could be used by league

officials when selecting referees to officiate important games (e.g., Super Bowl,

Champions League final, etc.). Building on this example, it would be paramount to

ensure validity evidence based on test consequences since the results of this test

could lead to selection or de-selection of referees for important games.

Misconception 1: Validity of Score vs. Instruments

The distinction between an instrument being valid and a score being valid has

significant implications because it emphasizes that the inferences made about
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scores are bound by place, time and the use of the scores (Zumbo 2007). An

overwhelming number of investigations did not adhere to the guidelines outlined

by the current version of the Standards (AERA et al. 1999) in terms of language

used to describe construct validity and score validation research. Few investigations

reporting validity evidence accurately described it as a characteristic of the score/

inference, and many more used a mix of language. It is important for researchers in

sport and exercise psychology to reframe their language when discussing score

validity such that outdated conceptions are not propagated. Implying that validity is

a property of an instrument implies that future researchers, especially naı̈ve

researchers, can use the instrument beyond the context from which score validity

evidence is available without considering the implications toward score meaning.

For example, if researchers assumed a sport motivation scale developed using

competitive athletes is ‘valid’, another researcher may use this ‘valid’ sport moti-

vation scale to study recreational athletes without realizing the new sample may

represent a source of invalidity that interferes with score interpretations. Thompson

(1992) eloquently described the problem: “this is not just an issue of sloppy

speaking- the problem is that sometimes we unconsciously come to think what

we say or what we hear, so that sloppy speaking does sometimes lead to a more

pernicious outcomes, sloppy thinking and sloppy practice” (p. 436).

Misconception 2: Validity ‘Type’ vs. the Unified View

Recognizing the unified conceptualization of validity and moving away from old

nomenclature, validity is no longer comprised of different ‘types’ but rather,

various sources of evidence bear on score validity. The results of the current

systematic review are consistent with previous research (Cizek et al. 2008; Zhu

2012) and provide evidence that researchers in sport and exercise psychology are

still conceptualizing this portion of the measurement process incorrectly by refer-

ring to validity ‘types’. It is not surprising that this misconception persists, given

that a recent review pertaining to score validity published in this domain stated that

“researchers in sport and exercise should be mindful of five types of validity. . .”
(Hagger and Chatzisarantis 2009, p. 512). Validity theorists have moved away from

the characterization of validity as distinct types because it creates problems with

researchers forming check-list approaches (Hubley and Zumbo 1996), or

interpreting it to mean that once one ‘type’ of validity was ascertained, alternative

‘types’ are not needed It is important that researchers maintain a standardized

language when reporting evidence of score validity because it will prevent mis-

conceptions that validity types represent distinct components of validity. Moreover,

abandoning the validity ‘type’ language will emphasize the unified view of validity

and keep researchers on the path to examining all aspects of score validity.
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Misconception 3: Incorrectly Labelling Evidence of Validity

Based on previous contentions (Zhu 2012), it is not surprising to find that

researchers within the coded investigations used various labels to assess the same

aspect of validity evidence (e.g., using convergent and concurrent validity synon-

ymously). It was, however, promising to note that many investigators used

multitrait-mulitmethod (MTMM; Campbell and Fiske 1959) methods to assess

discriminant and convergent evidence. Campbell and Fiske (1959) were the theo-

rists who coined the term convergent and discriminant validity. In its original

conception, evidence of convergence and discrimination was evaluated through

correlations between scores of different instruments. That is, “convergence between

independent measures of the same trait and discrimination between measures of

different traits” (Campbell and Fiske, p. 104). The current iteration of the Standards
still advocates that discriminant evidence and evidence of convergence be

ascertained through correlations on test scores and scores from other instruments,

not other subscales. While we do acknowledge that different authors describe

convergent and discriminate evidence using different definitions than those advo-

cated by psychometricians (e.g., Brown 2006), we want to stress the importance of

conceptualization, and labelling sources of validity evidence that have been

supported by validity theory and theorists. Using standardized terminology will

help steer sport and exercise psychology researchers into the modern era and likely

result in more rigorous validation studies. At the very least, authors should provide

a reference to support their conceptualization of how validity was assessed.

Future Directions and Recommendations

While select results from the analyses reported in this systematic review are

encouraging, it is evident that future research in sport and exercise psychology

could benefit from the adoption of modern validity theory and validation practices.

We can only speculate on why research in sport and exercise psychology lies far

behind our parent fields (psychology and education). Some theorists acknowledge

that modern approaches to psychometrics are challenging (Cizek et al. 2008; Shep-

ard 1993), or, it is possible that researchers are simply not aware that a rich history

for validity theory exists. In either case, there are solutions and recommendations

that can be forwarded to provide impetus for sport and exercise psychology

researchers to adopt an approach to psychometric investigations that is more

aligned with ‘state-of-the-art’ recommendations. In this final section, we offer

recommendations designed to advance the reporting of validity evidence in line

with current approaches to validity theory for sport and exercise psychology

researchers.
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Further Education

Twenty years ago, Schutz and Gessaroli (1993) asserted that we (namely, sport and

exercise psychology researchers) might not have the training and education

required to understand the complexity of analyses that technology will make

possible. Indeed, Schutz and Gessaroli echoed Tukey’s (1986) sentiments that

given the advances in technology that enable researchers to use complex statistical

analyses, sport and exercise psychology researchers should increase their collabo-

ration with statistical consultants. To this end, Zhu (2012) has called for sport and

exercise psychometricians’ in order to significantly improve the quality of mea-

surement and validation practises in this emerging field. The results of this inves-

tigation indicate that researchers in sport and exercise psychology have yet to adopt

modern validity theory frameworks. In line with Schutz and Gessaroli (1993) and

Zhu (2012), we believe that further education on psychometric evaluation is

necessary in order to bring validation research up to pace in sport and exercise

psychology research. There are numerous publications that deal specifically with

current validity theory or validation frameworks, many cited herein, from which

researchers can design psychometric investigations with greater methodological

rigour. One notable area that should be addressed is the issue of factor analysis. It

appears as though factor analysis has become the modus operandi for examining

score validity in sport and exercise psychology research. It is important that

researchers (a) use factor analysis correctly (see Schutz and Gessaroli 1993 for an

overview) and (b) realize that score validity extends beyond mere examination of

factor structure (Zhu 2012).

Who Is Responsible for Accuracy?

There is no doubt that a researcher who conducts a validation investigation should

be responsible for understanding and correctly applying validity theory. Of course,

whether or not the investigation is publishable will be ascertained through the peer

review process and editorial board stewardship. In particular, the onus falls on

reviewers and journal editors to require evidence of score validity, require current

and accurate terminology when referencing the validity of scores, and require

validation papers that utilize and specify a validity theory or validation framework

that substantiates the basis for their investigations. It is essential that researchers in

sport and exercise psychology adopt more stringent protocols for validation and

score validity such that any (and all) conclusions drawn from the proliferation of

studies within this dynamic field offer greater insights for sport and health pro-

fessionals (Hagger and Chatzisarantis 2009).

152 K.E. Gunnell et al.



What Should Be Reported?

An investigation need not provide each source of evidence for score validity, but

rather, report what is possible and meaningful given the context and sample under

study (AERA et al. 1999). The validity evidence needed for scores of an instrument

will depend on the claims that will be made with the scores (Kane 2013). For

example, if one wishes to use scores from an instrument to make predictions about

future behaviours, then predictive evidence is necessary (Kane 2013). If scores

from the instrument are intended to be used for descriptive purposes only, predic-

tive evidence may be unnecessary. To return to the referee self-efficacy instrument

example, if scores from this instrument were intended to be used by league officials

to select referees, this is a strong claim that requires a robust amount of validity

evidence including (but not limited to) consequences and predictive evidence.

The Standards contend that “a sound validity argument integrates various

strands of evidence into a coherent account of the degree to which existing evidence

and theory support the intended interpretation of test scores for specific use” (p. 17).

If an investigator is altering an instrument, or employing an instrument in a sample/

context that it was not originally intended for, it is the responsibility of that

researcher to report evidence of score validity based on their sample before

addressing the main aim of a given study (e.g., analysis of measurement invariance

across samples as a precursor to examining between-group mean differences).

Investigators should report some form of evidence of score validity for their

instruments. This information, in combination with pre-existing evidence, would

provide the basis for more substantive arguments pertinent to the validity of the

inferences made from the instrument (AERA et al. 1999). Included in this validity

argument may be the need to refine the instrument, the definition of the construct or

other areas needed for further inquiry (AERA et al. 1999). Another important future

direction for research is to conduct validity generalizability studies (Schmidt and

Hunter 1977). Validity generalizability studies are similar to meta-analyses and

should be conducted when there is sufficient data for a particular instrument.

Use a Validity Framework

Researchers who are conducting validation investigations should incorporate a

validity framework into their investigations. By explicitly outlining a validity

framework, researchers will be prevented from simply selecting the ‘type’ of

validity they want to find and highlight what evidence is still needed (e.g., response

processes). Researchers can use one of many validity frameworks outlined in the

introduction; however, using the definitions and the validity framework outlined by

the Standards could be one of the most viable and trustworthy routes to assess score

validity. The Standards were created by committees that were made up of prom-

inent scholars with expertise in measurement and validity theory. Furthermore, the

Standards are advocated by the APA, which is an organization that many journals
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in sport and exercise psychology adhere. If researchers and journal editors were to

adopt conceptualizations of validity advocated within the Standards, research in

sport and exercise psychology would be situated on a strong foundation, and as

such, the credence of statements or conclusions derived from analysis of self-report

instrumentation would likely be more defensible.

Limitations

It is important to acknowledge the results of this investigation cannot be general-

izable to other investigations published in any journal other than JSEP between

2002 and 2012. Furthermore, the results of this investigation are limited to inves-

tigations that listed key words in the abstract and therefore cannot be generalized to

investigations that did providence evidence of score validity but did not indicate it

in their abstract.

Conclusion

Researchers conducting validation investigations within the discipline of sport and

exercise psychology have generally not embraced modern validity theory or vali-

dation guidelines. Specifically, few researchers situated their research in a valida-

tion framework and fewer used language and terminology advocated by

psychometricians. Results did reveal that many investigators provided multiple

sources of validity evidence (e.g., content, internal structure, and relations to

other variables) and used multiple samples to draw conclusions. Researchers who

are interested in conducting validation investigations are encouraged to utilize a

current validation framework that is based on modern validity theory (e.g.,

Messick’s progressive matrix, the Standards). Basing a program of research on

sound theoretical tenets will propel sport and exercise psychology research to the

forefront of scientific inquiry.

References

American Educational Research Association, American Psychological Association, & National

Council on Measurement in Education. (1999). Standards for educational and psychological
testing. Washington, DC: American Educational Research Association.

Bartholomew, K. J., Ntoumanis, N., & Thøgersen-Ntoumani, C. (2010). The controlling interper-

sonal style in a coaching context: Development and initial validation of a psychometric scale.

Journal of Sport & Exercise Psychology, 32, 193–216.
Boardley, I. D., & Kavussanu, M. (2007). Development and validation of the moral disengagement

in sport scale. Journal of Sport & Exercise Psychology, 29, 608–628.

154 K.E. Gunnell et al.



Borsboom, D., Mellenbergh, G. J., & van Heerden, J. (2004). The concept of validity. Psycholog-
ical Review, 111, 1061–1071.

Borsboom, D., Cramer, A. O. J., Kievit, R. A., Scholten, A. Z., & Franic, S. (2009). The end of

construct validity. In R. W. Lissitz (Ed.), The concept of validity: Revisions, new directions and
applications (pp. 135–170). Charlotte: Information Age Publishing.

Brown, A. (2006). Confirmatory factor analysis for applied research. New York: Guilford Press.

Campbell, D. R., & Fiske, D. W. (1959). Convergent and discriminant validation by the multitrait-

multimethod matrix. Psychological Bulletin, 56, 81–105.
Cizek, G. J., Rosenberg, S. L., & Koons, H. H. (2008). Sources of validity evidence for educational

and psychological tests. Educational and Psychological Measurement, 68, 397–410.
Dunn, J. G. H., Bouffard, M., & Rogers, W. T. (1999). Assessing item content-relevance in sport

psychology scale-construction research: Issue and recommendations.Measurement in Physical
Education and Exercise Science, 3, 15–36.

Freeman, P., Coffee, P., & Rees, T. (2011). The PASS-Q: The Perceived Available Support in

Sport Questionnaire. Journal of Sport & Exercise Psychology, 33, 54–74.
Goodwin, L. D. (2002). Changing conceptions of measurement validity: An update on the new

Standards. Journal of Nursing Education, 41, 100–106.
Gucciardi, D. (2011). The relationship between developmental experiences and mental toughness

in adolescent cricketers. Journal of Sport & Exercise Psychology, 33, 370–393.
Hagger, M. S., & Chatzisarantis, N. L. D. (2009). Assumptions in research in sport and exercise

psychology. Psychology of Sport & Exercise, 10, 511–519.
Hubley, A. M., & Zumbo, B. D. (1996). A dialectic on validity: Where we have been and where we

are going. The Journal of General Psychology, 123, 207–215.
Jones, M., Lane, A. M., Bray, S. R., Uphill, M., & Catlin, J. (2005). Development and validation of

the Sport Emotion Questionnaire. Journal of Sport & Exercise Psychology, 27, 407–431.
Kane, M. T. (1992). An argument-based approach to validity. Psychological Bulletin, 112,

527–535.

Kane, M. T. (2001). Current concerns in validity theory. Journal of Educational Measurement, 38,
319–342.

Kane, M. T. (2013). Validating the interpretations and uses of test scores. Journal of Educational
Measurement, 50, 1–73.

Kline, R. B. (2010). Principles and practice of structural equation modeling (3rd ed.). New York:

Guilford Press.

Lonsdale, C., Hodge, K., & Rose, E. A. (2008). The Behavioral Regulation in Sport Questionnaire

(BRSQ): Instrument development and initial validity evidence. Journal of Sport & Exercise
Psychology, 30, 323–355.

Markland, D., & Tobin, V. (2004). A modification to the Behavioural Regulation in Exercise

Questionnaire to include an assessment of amotivation. Journal of Sport & Exercise Psychol-
ogy, 26, 191–196.

Messick, S. (1995). Validity of psychological assessment: Validations of inferences from persons’

responses and performances as scientific inquiry into score meaning. American Psychologist,
50, 741–774.

Morton, K. L., Barling, J., Rhodes, R. E., Mâsse, L. C., Zumbo, B. D., & Beauchamp, M. R.
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Chapter 9

The Edinburgh Postnatal Depression Scale

(EPDS): A Review of the Reported Validity

Evidence

Hillary L. McBride, Rachel M.Wiens, Marvin J. McDonald, Daniel W. Cox,

and Eric K.H. Chan

The perinatal period is characterized by significant changes in a woman’s life. As

her body grows and takes on a new shape, a woman can be filled with excitement,

anticipation, fear, or any mixture of emotions. This occurs as she prepares for

childbirth, copes with her changing identity, body, and relationships, and plans to

meet her child (Lee 1995). Immediately following the birth of her child, the mother

will receive a rush of hormones unlike any she will experience ever again, increas-

ing her ability to breastfeed, form early attachment with her infant, and recover

from the emotional and physical challenges of labour (Grattan 2011; Khajehei and

Doherty 2012). In the time shortly following birth most women experience hor-

monally related mood sensitivity, including tearfulness, anxiety, and depressed

mood, often referred to as the ‘baby blues’ (Bueno 2010). Bueno (2010) found

these normal mood changes often peak between days three and five following birth,

and gradually return to normal.

While this is the case for most women, between 10 and 15 % of most postpartum

women experience a lasting depressed mood, with percentages of as high as 25 % in

women with inadequate social support, low socioeconomic status, a history of or

current mental illness, or women of adolescent age (Cox et al. 1987; Lanzi et al.

2009; Travis et al. 2012). Postpartum depression is defined as clinical depression
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existing with the year following childbirth (Dennis et al. 2012). At least half of

depressed mothers do not recover after the first postpartum year, putting at risk the

wellbeing of their children (Cox et al. 1987). When exposed to maternal depression,

newborns and infants demonstrate significant neurobehavioral dysregularities

(Parcells 2010). Compared to infants of non-depressed mothers, those of mothers

exhibiting depressive symptoms exhibit lower infant growth at 6 months, and may

show behavioural disturbances at 3 years or cognitive defects at 4 years (Cogill et

al. 1986; Travis et al. 2012; Wrate et al. 1985). These findings suggest the

significant negative long-term impact of depression on postpartum mothers and

their infants, and the necessity of appropriate and accurate screening to identify

depression as early as possible during the postnatal period. The purposes of the

present study were to review the validity evidence of the EPDS and examine the

extent to which the reported evidence is in line with the modern view of validity as

stated in the Standards for Educational and Psychological Testing (AERA et al.

1999).

Edinburgh Postnatal Depression Scale

The Edinburgh Postnatal Depression Scale (EPDS) was developed in 1987 by Cox,

Holden, and Sagovsky, who identified existing depression screening scales were

limited in their ability to assess potential depression in women during the postpar-

tum period. For example, the Bedford and Foulds (1978) Anxiety and Depression

Scale lacked validity when assessing pregnant women, as did the Beck Depression

Inventory and the 30-item General Health Questionnaire from Goldberg et al.

(1970). These scales were found to be inadequate when assessing postpartum

women because the somatic symptoms present in an individual with depression

occur naturally in pregnant women due to the physiological changes which occur

following childbirth. In addition, community workers were reluctant to use such

time-consuming questionnaires that appeared to lack face validity. For these rea-

sons, a new scale was needed that would meet these challenges and adequately

identify depression in postpartum women. In addition to being appropriate and

simple to complete, the self-report scale needed to be acceptable to women who do

not regard themselves as unwell. Such a scale must not require health workers to

have any special knowledge or experience in the clinical diagnosis of depression,

while also demonstrating satisfactory reliability and validity. In the development of

the EPDS, three different scales were considered: the Irritability Depression and

Anxiety Scale (IDA), the Hospital Anxiety and Depression Scale (HAD), and the

Anxiety and Depression Scale of Bedford and Foulds (Bedford and Foulds 1978;

Snaith et al. 1978; Zigmond and Snaith 1983). Twenty-one items were selected

from these scales, including several items constructed by Cox et al. (1987), which

were found to be appropriate for the detection of postnatal depression. The items

were tested extensively with mothers of young babies, where 13 items were then

selected as being more likely to detect postnatal depression. Seven items were
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constructed by the researchers, while the other were adapted from the IDA and

HAD. This led to the current and widely accepted version of the EPDS, created in

1987, which uses ten items to screen the test taker for possible depression (Cox and

Holden 2003).

The EPDS is used internationally in routine postnatal care, and also used

antenatally to assess a woman’s likelihood of developing depressive symptoms

following birth (Töreki et al. 2012). The test evaluates symptoms present in the

7 days prior to when the test is taken, and items are rated between zero and three,

ranging from zero (symptom is not present) to three (symptom is severe) (Cox and

Holden 2003). The test can be self-administered and any care provider can be

trained to score and interpret the test, however this is most often done by the

women’s primary maternal care provider shortly following the birth of the baby

during a routine postnatal visit (Segre et al. 2011). It typically takes approximately

5 min to administer and score, and will allow the care provider to make a referral for

the woman to receive psychosocial support, or monitor the woman’s mental health

more closely (Cox and Holden 2003). Each item has a possible value of three

points, where there is a zero value of the normal response, and a value of three for

the extreme and highly symptomatic response. The total possible score on the test is

30. The acceptable cut off points for identifying potential depression range from 9

to 13, depending on the culture, language, and personal history of the participant

(Logsdon et al. 2009; Pallant et al. 2006; Santos et al. 2007).

Reporting of Validity Evidence

A number of studies have revealed the inadequacy in the reporting of validity

evidence in the academic literature. Barry et al. (2013) examined the frequency

with which psychometric properties were reported in health education and behav-

ioral journals. Of the 967 articles published in the seven journals reviewed between

2007 and 2010, an average of 67 % of the articles (between 40 and 93 %) did not

report any validity evidence, while an average of 51 % (between 35 and 80 %) did

not report any reliability evidence. In a review of the articles published in the

Journal of Counseling Psychology, Meier and Davis (1990) found that only

between 5 and 7 % of articles reviewed provided cited or sample reliability

estimates respectively, while only 2 % of papers cited validity estimates or validity

estimates for their samples.

Qualls and Moss (1996) found 47.5 % of instruments being used for assessment

and testing purposes lacked reliability and validity information, where 41 % of

instruments reported reliability information, and 31.7 % reported validity informa-

tion. In 2009, Slaney, Tkatchouk, Gabriel and Maraun reported that of 368 articles

published in 2004, 90.8 and 96.2 % addressed reliability and validity evidence,

respectively. In 2010, Slaney and colleagues examined the frequency of reported

reliability and validity information of measurement-oriented journals compared to a

cross-section of research domains. In this article it was reported that of the
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measurement-oriented journals, 87.6 % addressed reliability and 94.5 % addressed

validity, while the cross-section of research domains addressed 95.8 and 94.4 % of

reliability and validity information, respectively.

According to Messick (1989), validity is “an integrated evaluative judgment of

the degree to which empirical evidence and theoretical rationales support the

adequacy and appropriateness of inferences and actions based on test scores”

(p. 13) and is a fundamental issue in the development and evaluation of the quality

of a psychometric instrument. The AERA, APA, NCME (1999) Standards for
Educational and Psychological Testing indicates five primary sources of validity

evidence based on: (1) test content, (2) internal structure, (3) relationship to other

variables, (4) response processes, and (5) consequences of testing.

Although Messick’s (1989) modern view of validity has been published for over

25 years and has clearly influenced the AERA, APA, and NCME (1999) Standards
for Educational and Psychological Testing, a number of studies examining the

practices of validation in the psychology and education literature have shown that a

number of sources of validity evidence are not presented. For instance, Cizek and

colleagues found only 5 % and 1.7 % of the studies reporting discriminant validity

and test consequences, respectively (Cizek et al. 2008, 2010). Similarly, a review of

clinical assessment in internal medicine found that the reporting of response

processes and consequences was absent (Auewarakul et al. 2005).

As a reminder, the objectives of the present study were to review the validity

evidence of the EPDS and examine the extent to which the reported evidence is in

line with the modern view of validity as stated in the Standards for Educational and
Psychological Testing (AERA et al. 1999).

Method

Database Search

To identify articles useful for assessing the psychometric properties of the EPDS,

articles from 1987 through 2013 were identified through the following databases:

Academic Search Premier, America: History & Life, Biomedical Reference Col-

lection, CINAHL, Communication & Mass Media, eBook Academic Collection

(EBSCOhost), eBook Collection (EBSCOhost), E-Journals, ERIC, Funk &

Wagnalls New World Encyclopedia, GreenFILE, Information Science & Technol-

ogy, MAS Ultra, MEDLINE, Military & Government Collection, MLA Directory,

Primary Search, PsychINFO, PsychBooks, Google Scholar and Sage Publication.

During the primary search for the words “Edinburgh Postnatal Depression Scale”,

4,142 sources were located. In addition to the words “Edinburgh Postnatal Depres-

sion Scale”, we also searched for the words “valid”, “validity”, “validation”

“psychometric”, “reliability”, “postpartum depression”, “postnatal depression”,

and “depressive symptoms”. As a result, 211 sources which appeared to be relevant
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were selected for further review, which included a reading of the abstract by a

member of the research team to determine if the source met criteria for inclusion. Of

the 211 sources selected, 65 articles and 1 book were read in full by at least one

member of the research team to further determine if the article would be appropriate

for inclusion. The remaining articles that were not selected for inclusion in this

study either did not address psychometric properties of the EPDS, or reviewed the

validity and/or reliability evidence for non-postpartum related assessment. For

example, some articles included validity evidence, but only when using the EPDS

for assessing depression in women during menopause. From the thorough reading

of those 65 sources, 57 articles were selected for analysis.

Inclusion Criteria and Coding

In order to be included in this study, the reviewed research had to address psycho-

metric evidence for or against the EPDS. Of the articles reviewed, several were not

written in English, or were validating the use of the EPDS on samples other than

postpartum women (for example, men in the postpartum period, or women

experiencing menopause). No studies were excluded based on publication date;

all studies published since the creation of the scale in 1987 were included.

Each study selected was reviewed by two members of the research team and

assessed for the following criteria: test content (face and content validity), associ-

ations (discriminant, convergent, concurrent and predictive validity), response

processes, internal structure, and consequences. A coding sheet was created to

chart the articles and book included, and which sources of validity and/or reliability

evidence they contained. If a source addressed predictive validity, for example, an

X was marked next to the study in the column listed as ‘predictive validity’, and the

values given in the source for positive and negative predictive value were recorded.

If a source did not include information about the predictive validity of the EPDS,

that space in that column for the identified source was left blank.

Results

Of all studies surveyed, 57 were selected for further analysis. We first present an

overview of the psychometric properties of the EPDS, followed by examining the

extent to which the validity evidence of the EPDS as presented in the academic

literature is in line with the modern view of validity as reflected in the most current

version of the Test Standards.
Upon creation of the EPDS, validity was established through using a sample of

63 women, which showed that the 13 items clearly distinguished depressed and

non-depressed women (Cox et al. 1987). A factor analysis showed that two items

from the irritability subscale of the IDA, as well as one item concerning the
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enjoyment of motherhood, created a separate “non-depression factor” (Cox et al.

1987, p. 783). Irritability was found to be a separate mood from depression and

anxiety and for these reasons the three items were dropped. A validation study was

then conducted on the 10-item scale.

The validation study on the 10-item EPDS was carried out on 84 mothers who

had been evaluated at 6 weeks by visiting health care providers. These care pro-

viders were asked if the mothers were “depressed,” “normal” or were having

“problems” (Cox et al. 1987, p. 783). The scale was used to confirm the diagnosis

of depression in women who were already suspected by their care worker as being

depressed. Mothers were interviewed using Goldberg’s Standardized Psychiatric

Interview in their homes in order to determine if the scale would identify postnatal

depression when administered in a domestic environment (Goldberg et al. 1970).

The scale was then administered and results placed in a sealed envelope so that the

interviewer remained blind to the score. In order to bypass any bias effect caused by

the interviewer regarding participants as being “depressed,” 12 non-depressed

women were included in the sample. The Research Diagnostic Criteria (RDC) of

Spitzer et al. (1975) was used as the criteria for diagnosis of a depressive illness.

Validation of the 10-item EPDS was determined “by comparing EPDS scores with

the RDC clinical diagnosis of depression” (Cox et al. 1987, p. 783).

The threshold score of 12/13 identified all of the 21 women with an RDC

diagnosis of definite “Major Depressive Illness” and two of three women with

probable “Major Depressive Illness” Cox et al. 1987, p. 784; Spitzer et al. 1975).

Four of the 11 women with “Definite Minor Depression” were ‘false positives’

(Cox et al. 1987, p. 784). The sensitivity of the EPDS – proportion of RDC

depressed women who were true positives – was 86 %. The specificity of the

EPDS was found to be 78 % – non-depressed women who were true negatives.

The positive predictive value of EPDS was 73 % – women who were above the

EPDS threshold who met RDC criteria for depression. The failed detection of cases

was reduced to fewer than 10 % with a cut off score of 9/10. Excluding the 12

women who had no previous identified problems increased the sensitivity to 85 %,

the specificity to 77 %, and the positive predictive value to 83 %. The split-half

reliability was found to be 0.88, with a standardized alpha-coefficient of 0.87.

Sensitivity to change in the severity of depression over time was analyzed by

comparing EPDS scores at first interview and at an 11-week follow up interview.

Mothers who were depressed, according to RDC criteria, at both interviews showed

no significant difference, where mothers who were depressed at Interview 1, but not

at Interview 2 showed a significant reduction on EPDS scores. The presence of a

family member influenced EPDS scores; women were found to either exaggerate or

minimize their symptoms. Three women who had a ‘false positive score’ and three

of four who had a ‘false negative’ were not alone when interviewed. The EPDS was

found to be useful in routine work of health workers in assisting to identify

postnatal depression, although it does not substitute a clinical assessment.
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Dimensions of the EPDS

The validity of the EPDS was questioned by Guedeney et al. (2000) when it was

discovered that in a study of 87 postnatal women, three postpartum women who did

in fact have major depression received false negatives on the test. During this

assessment, a score of 10.5 was used as the cut off due to good sensitivity (0.80)

and specificity (0.92). In each of the three women who received false negatives on

the EPDS, somatic symptoms such as psychomotor retardation were present, but

were not detected by the scale as it does not make use of a subscale addressing

somatic symptoms. In these cases, dysphoric mood was displayed through flat

affect, but never sadness as is measured by the scale used. The authors questioned

the anxiety subscale used within the EPDS, and the lack of items addressing

somatic symptoms of depression. This, however, was addressed by Cox et al.

(1987) due to the confusion between the presence of normal somatic changes

which occur postnatally and somatic symptoms occurring due to depression

alone. Guedeney et al. (2000) suggested that this was due to author bias during

the creation of the original EPDS, and that the scale is inadequate for detecting

postpartum depression in women with a predominant profile of psychomotor

retardation.

Reichenheim et al. (2011) agreed that the EPDS lacks a somatic subscale,

however the researchers sought to determine whether the EPDS was one-dimen-

sional, or multidimensional, in order to better understand if the EPDS test items

lacked convergent validity and should be recreated with distinct tiers or subscales,

or if it was appropriate for this scale to remain one-dimensional. Three factors

emerged during the analysis as highly correlated, demonstrating that the model fit to

be reasonably good: anhedonia, anxiety, and depression. The variance explained by

the general factor accounted for 79.2 %, compared to 73.1 % of the variance

accounted for by each three factors together. For this reason, the authors believe

factors assessed with the EPDS should be considered a general factor. In light of the

findings, the original 10 item EPDS appears to be well suited for screening

postpartum depression in clinical practice.

Multidimensionality of the original EPDS was further supported in a study by

Pallant et al. (2006) who determined, using Rasch analysis, a lack of fit to the model

with significant item trait interaction. When two items were removed (items 7 and

8), non-significant item trait interaction occurred creating a fit to the model. The

authors concluded that if the scale was reduced to eight items, it would be more

robust psychometrically, but would need adjusted cut off rates; 7/8 and 9/10 were

suggested. This, however, reduces scale items by 20 %, and decreases the oppor-

tunity to gain more information about symptoms from women taking the test,

potentially decreasing validity.

The EPDS was also found to be a suitable screening tool for adolescent post-

partum mothers (Logsdon et al. 2009). The subscales of anxiety and depression

were detected. The anxiety subscale was a particularly to be a good fit with the

feelings of abandonment, rejection and fear present in young mothers with
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postpartum depression. It was, however, suggested that the adolescents’ scores did

not reach the adult threshold of 12 for detecting postpartum depression in adult

women. This suggested further study is needed to determine which cut off may best

detect postpartum depression in adolescent mothers, or symptomatology of adoles-

cent postpartum depression.

Other Uses for the EPDS

The EPDS has been shown to be valid and reliable when screening for postpartum

depression, however it has also been effective when screening for depression during

pregnancy (Bergink et al. 2011). Further, the EPDS was shown to be helpful for

assessing a woman’s likelihood of developing postpartum depression, and giving

the maternity care provider information about depressive symptoms already occur-

ring. For this reason Bergink et al. (2011) have suggested the EPDS be renamed the

Edinburgh Depression Scale, to be inclusive of the entire perinatal period. In this

study, test-retest correlation coefficients were high (Spearman correlation coeffi-

cient was 0.55–0.63), and concurrent validity was also found to be high when

compared to the Symptom Checklist – 90 items (SCL-90) anxiety and somatization

subscales. The scale also had high internal consistency as assessed by Cronbach’s

alpha (α¼ 0.82–0.84). Cut off values of 10 during the second and third trimester,

and 11 during the first trimester have the best combination of sensitivity, specificity

and positive predictive values.

Validity Evidence of the EPDS and the Test Standards

In the 57 studies included in the present analysis, five (8.8 %) addressed face

validity of the EPDS, and six (10.5 %) discussed content validity of the scale.

When considering the associations of validity, three studies (5.3 %) discussed

discriminant validity, 15 (26.3 %) addressed convergent validity, 27 (47.4 %)

reported on concurrent validity, and 29 (51 %) discussed predictive validity. Only

one study (1.8 %) mentioned response processes, and two studies (3.5 %) men-

tioned test consequences. Sixteen (28.1 %) studies addressed the internal structure

of the EPDS and 30 (52.6 %) mentioned internal consistency.

Content Validity

Only six (10.5 %) of the research studies that were examined addressed the content

validity of the EPDS (Benvenuti et al. 1999; Guedeney et al. 2000; Hanlon et al.

2008; Tesfaye et al. 2009; Vivilaki et al. 2009; Wang et al. 2009). Content validity
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was reported to be adequate in studies where the EPDS was translated into other

languages (Benvenuti et al. 1999; Leonardou et al. 2009). The adequate level of

content validity of the EPDS suggests that the items on the scale depict a thorough

representation of the construct of postnatal depression.

In a study by Benvenuti and colleagues (1999), the EPDS was translated from

English to Italian, where authors assessed each item for cultural equivalence. The

items on the Italian version of the EPDS were found to achieve the same content

validity as the original English version; however authors did not indicate the

method through which they verified content validity.

Another study examining content validity is the article by Guedeney et al. (2000)

which examines three cases of ‘false negatives’. Through an examination of the

literature, the authors address how existing tests assessing or screening for depres-

sion “reflect different emphasis in item content of the questionnaires which, in turn,

reflects different notions of ‘depression’ held by the designers of the instruments”

(p. 110). Guedeney and colleagues identify that the EPDS is designed from the

theory of depression focused on the anhedonic symptoms, as opposed to the

psychomotor retardation. It was for this reason that the EPDS was not able to

identify the participants as potential cases of depression.

In the study by Hanlon et al. (2008), two independent sets of Ethiopian physi-

cians agreed upon the test items, which were then verified by two experienced

Ethiopian psychiatrists who also had extensive experience with community screen-

ing tools. In a comparable study by Tesfaye et al. (2009) for the use of the EPDS in

Ethiopia, a panel of translators, psychiatrists and psychologists assembled to ensure

the content validity of the EPDS, and make changes accordingly. Similarly, the

study of the Greek translation of the EPDS by Vivilaki et al. (2009) used a panel of

midwives to assess the content validity of the EPDS. Unlike other studies, this panel

identified both anxiety and depression as components of the EPDS, which they

believed matched the symptoms of postpartum depression.

In the final study exploring content validity (Wang et al. 2009) the EPDS was

evaluated by a panel of psychiatrists, psychiatric nurses, obstetricians and obstet-

rical nurses with extensive knowledge of the concepts and instruments. The panel

evaluated each item on a Likert scale assessing the applicability of the expression

and content of the item, and the results were then used to calculate the Content

Validity Index (CVI). The final CVI was 0.93, which demonstrated a satisfactory

consensus among the evaluation panel.

Association with Other Variables

Only three articles (5.3 %) addressed discriminant validity (Lau et al. 2010;

Reichenheim et al. 2011; Wang et al. 2009). Fifteen articles (26.3 %) addressed

convergent validity; thus the majority of these studies correlated the EPDS with

other tests that measured postnatal depression in order to establish validity (Berle et

al. 2003; Brouwers et al. 2001; De Bruin et al. 2004; Guedeney and Fermanian
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1998; Hanlon et al. 2008; Lau et al. 2010; Logsdon et al. 2009; Mazhari and

Nakhaee 2007; Montazeri et al. 2007; Phillips et al. 2009; Reichenheim et al.

2011; Small et al. 2007; Vivilaki et al 2009; Wang et al. 2009; Yawn et al. 2009).

The EPDS was correlated with such measures as the General Health Questionnaire

(Shelton and Herrick 2009) and the Self-Report Questionnaire (Santos et al. 2007).

The EPDS was determined to be a valid measure of postnatal depression. Many

research studies also addressed concurrent validity (47.4 %) and predictive validity

(51 %). The concurrent validity of the EPDS was questioned by researchers due to

false negatives and the test’s inability to detect somatic symptoms (Guedeney et al.

2000; Reichenheim et al. 2011). The predictive validity of the EPDS was

established as it was able to distinguish depressed from non-depressed mothers

(Dennis 2004) as well as predict and screen for depression in participants

(Benvenuti et al. 1999; Garcia-Esteve et al. 2003; Santos et al. 2007).

Response Processes

Only one (1.8 %) study addressed response processes associated with the EPDS

(Godderis et al. 2009). The researchers sought to understand both the cognitive

processes influencing participants’ responses to the EPDS, as well as how the

participants understood the individual questions on the EPDS. The cognitive

aspects of survey methodology (CASM) was used to evaluate the responses pro-

cesses of the participants, and the cognitive interviewing focused on how the

participants understood, interpreted, and answered the questions on the EPDS.

The cognitive interviews incorporated probing questions about each item on the

EPDS. The authors provided an example of this technique using item one: “I have

been able to laugh and see the funny side of things”. Through cognitive

interviewing, the researchers used this question to comprehend how the phrase

“the funny side of things” may be interpreted by the participants. Part of the

interviewing involved the participant reading the questions and her answers

aloud. Following this, the interviewer would ask the participant if she had any

additional comments, responses, or questions. The interviewer would then ask the

participant what she thought was meant by the particular phrase that is being tested

(“the funny side of things”), and ask the participant to provide examples. The

researchers asked probing questions for each item on the EPDS, and asked all the

participants about their reactions to completing the scale.

Internal Structure

Sixteen (28.1 %) studies examined the internal structure of the EPDS. Although

there is evidence supporting the multidimensional measurement structure of the

EPDS as described in the Dimensions of the EPDS section of this chapter (Chabrol
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and Teissedre 2004; Kheriabadi et al. 2012; Pallant et al. 2006; Pop et al. 1992;

Reichenheim et al. 2011), some have argued that the instrument’s structure should

be unidimensional. The unidimensionality of the EPDS has also been explored. De

Bruin et al. (2004) examined the factor structure of the EPDS through confirmatory

factor analysis. Although items 1,2,6,7,8,9, and 10 are often seen as indicators of

depressive feelings, while items 3, 4, and 5 are seen as indicators of anxiety, the

researchers determined that “a single common factor underlies responses to the ten

items” (p. 119) and displayed that “the two-factor model is not superior to the one-

factor model” (p. 119). This is similar to the results of a study by Toreki et al.

(2012) who identified three distinct factors. The researchers determined that these

factors were not clinically significant, and neither did they reflect a

multidimensional structure of the EPDS. It appears that there is still conflicting

evidence on the number of dimensions the EPDS possesses.

Consequences

The consequences of the EPDS were only addressed in two (3.5 %) of the research

articles that were examined (Downie et al. 2003; Krantz et al. 2008). This small

number is significant considering the arguments made by the authors of both

studies, which highlighted ethical issues and follow up care provided to women

with high scores.

Krantz and colleagues (2008) suggest that the EPDS does not function well as a

routine screening instrument and therefore increases the likelihood of false negative

or positives. Authors determined that this poses a threat to the ethical principal of

beneficence and autonomy, and can potentially cause more harm than good when

categorizing women incorrectly. It also encourages a dualistic and reductionist

understanding of mental health, which fails to consider the variety of experiences

of health and distress.

Downie and colleagues (2003) had different conclusions, suggesting that the

EPDS was in fact a useful screening tool. However, their study indicated that the

care provider administering the test also influenced test consequences. Women with

high scores had contact with a nurse who had administered the test and was able to

provide follow up care. In some cases, these were women who were unlikely to seek

out additional support, but had it provided to them due to their contact with the

nurse. In other cases, the nurses’ role was more hindering, as they failed to provide

referrals to women who had received high scores. In order for the EPDS to be

effective as a screening tool, care provider follow up and access to services are

essential.
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Discussion

It was determined through the articles reviewed in this study that there is sufficient

evidence to support the validity and reliability of the EPDS as a screening tool for

postnatal depression. In some cases, the EPDS was also supported for other

purposes such as screening for antepartum depression, postpartum depression in

men, and the prediction of postpartum depression. The validity, positive and

negative predictive values, sensitivity, and specificity of the EPDS appears to differ

slightly depending on the sample population, the cut off score selected, the point

during the perinatal period at which the participant had taken the test, the language

of the test, and the participant’s age. Some evidence was shown that participants

taking the test in the presence of the test administrator had different scores than

when they took the test with a family member present. Although the test has been

found suitable for screening for postpartum depression and other types of perinatal

depression, other symptoms not assessed for by the EPDS are useful for assessing

the severity of a woman’s depression. This may be the case if a woman is

experiencing severe somatic symptoms, such as psychomotor retardation: her test

score may be low, but it may have taken 45 min to complete the scale, which

usually takes about 5 min to complete.

Each article included various aspects of the reliability and validity evidence of

the EPDS. Of the 57 included studies, many addressed concurrent validity of the

scale (47.4 %), predictive validity (51 %), and internal consistency (52.6 %). Fewer

studies addressed convergent validity (26.3 %) and internal structures (28.1 %).

There was a paucity of information discussing face validity (8.8 %), content validity

(10.5 %), discriminant validity (5.3 %), response processes (1.8 %) and test

consequences (3.5 %).

Of the 57 studies included in this study for addressing the psychometric prop-

erties of the EPDS, only two of these studies discussed consequences. This is

consistent with the results of Cizek et al. (2010), who found that only 0.7 % of

tests examined addressed consequential validity. From the results of their study, the

researchers concluded that consequential validity reporting is not up to standards of

modern validity theory. Cizek and colleagues further noted that it would be

expected that consequential validity be reported more than it appears to be in test

evaluation, particularly because the notion of consequential validity as evidence in

validity theory has been known for at least two decades.

Only three studies included addressed discriminant validity, and only five and

six studies mentioned face validity and content validity, respectively. According to

the Test Standards, validity must be established by providing multiple examples of

validity evidence rather than using a single method; the lack of studies addressing

the discriminant, face, and content validity may not be adequate to determine the

validity of the EPDS. The studies included also validated varying versions of the

EPDS, on various samples, which may have affected the results in supporting the

validity and reliability of the study. These limitations may be due to the limited
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number of articles retrieved from the data bases during the search, or a lack of

literature for the validation of the EPDS.

Additionally, some studies did not report statistical figures when discussing the

validity evidence for the EPDS. According to the Test Standards (AERA et al.

1999), emphasis on quality of validity evidence is more important than quantity; it

is thus unfortunate that researchers in many of the studies did not provide statistical

evidence when discussing the various types of validity evidence. Reporting specific

statistical results would provide greater clarity and support for validity.

The Test Standards (1999) define validity as “the degree to which evidence and

theory support the interpretation of test scores entailed by proposed uses of tests”

(p. 9). Though the majority of the articles included in the study had adequate

evidence to support the validity of the EPDS, there were many articles that

demonstrated lack of evidence regarding test consequences, face validity, content

validity, and discriminant validity. Response processes and consequences are the

additional sources of validity evidence needed to strengthen the score inferences

(Hubley and Zumbo 2011, 2013; Zumbo 2007, 2009) made from EPDS.
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Chapter 10

Validity Theory and Validity Evidence

for Scores Derived from the Behavioural

Regulation in Exercise Questionnaire

Katie E. Gunnell, Philip M. Wilson, Bruno D. Zumbo, Peter R.E. Crocker,

Diane E. Mack, and Benjamin J.I. Schellenberg

Measurement is a process whereby a construct of interest is conceptually and

operationally defined, and a scale is developed through which numbers are assigned

to cases that imply the degree of that variable (Kline 2005). More simply stated,

measurement answers the questions of ‘why’ and ‘how’ scores are assigned to

variables (Wilson et al. 2011). Measurement is used to assess individuals for the

purpose of research, intervention or feedback, decision-making, and potentially the

creation of policy to enhance public welfare (Zumbo 2009). Because the prepon-

derance of research in exercise psychology relies on the measurement of psycho-

logical or behavioral variables to answer complex questions, it is essential that

scores and interpretations derived from these instruments demonstrate evidence of

validity and reliability (Hagger and Chatzisarantis 2009; Zhu 2012). It is only then

that evidence based on these scores or inferences can be fair, interpretable, relevant,

and have functional worth in terms of social consequences (Messick 1998). Unfor-

tunately, construct validity is all too often overshadowed by other agenda in the
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research process and remains an underappreciated aspect of exercise psychology

research (Hagger and Chatzisarantis 2009).

The purpose of this paper is to examine how researchers who have used the

Behavioural Regulation in Exercise Questionnaire (BREQ; Mullan et al. 1997)

have applied validity theory to their investigations. In the following sections, a brief

overview of the nature of validity is provided along with a synopsis of instrument

development research culminating in the BREQ. The next section presents a

systematic review of validity practices and results using the BREQ. The systematic

review is designed to showcase how aspects of validity theory have been utilized

(or omitted) in the development of a key instrument central to the study of

motivation in exercise settings.

The Standards

The Standards for Educational and Psychological Testing (The Standards; Amer-

ican Educational Research Association [AERA], American Psychological Associ-

ation [APA], and the National Council on Measurement in Education [NCME],

1999) serve as a guide to all researchers and applied practitioners by providing

information about validity theory and validation practices1. Validity is defined as

“the degree to which evidence and theory support the interpretation of test scores

entailed by proposed uses of tests” (AERA et al. 1999 p. 9). Prominent validity

theorists (Kane 2001; Messick 1995) along with the current version of The Stan-
dards (AERA et al. 1999) now recognize that validity refers to the interpretation of

test scores. Furthermore, there does not exist separate ‘types’ of validity. Validity

theorists (Messick 1995) contend that score validation is an ongoing process in

which various sources of evidence facilitate the interpretation and meaning of test

scores (Sireci 2009). The Standards conceptualize validity as a unified concept,

meaning that it is the degree to which all the evidence supports the intended

interpretation of test scores derived from a given sample and context (AERA

et al. 1999; Sireci 2009)2. Finally, score reliability should be included in the

accumulation of validity evidence (AERA et al. 1999) because the assessment of

measurement error helps researchers interpret the data quality from which infer-

ences will be made (Zumbo 2007).

1 In addition to the Standards, there are other validity frameworks from which researchers could

base their validation efforts. For example, Messick (1995) advocated a progressive matrix of

validity based on construct validity. Kane (2001) calls for a program of evaluation that is based on

an argument of score validity. Zumbo (2007) has developed a validity framework that focuses on

sample homogeneity and context of validity. Finally, Borsboom et al. (2004) proposed a concep-

tual framework for validity that opposes the unified view. Researchers are encouraged to read the

original documents for a more in depth understanding of each framework.
2 The Standards were never intended to be a prescription, or cookbook type document in which

researchers can follow (Goodwin 2002). The process of validation is ongoing and as such, is based

on the accumulation of knowledge.
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The current edition of The Standards list five sources of validity evidence based

on (a) content, (b) internal structure, (c) response processes, (d) relations to other

variables, and (e) consequences of test use (see AERA et al. 1999 and Goodwin

2002 for a review). Evidence based on content refers to the wording, themes and

format of items in addition to guidelines for administering the instrument and

scoring protocols (AERA et al. 1999). For example, ‘experts’ can review the

representativeness of BREQ items in relation to the theoretical constructs the

items are intended to assess (AERA et al. 1999). Evidence based on internal

structure represents the extent to which items from an instrument conform to the

hypothesized construct(s) (AERA et al. 1999). For example researchers could

conduct confirmatory or exploratory factor analysis to examine if items comprising

the BREQ support the theoretically-based measurement model. Evidence based on

response processes refers to the extent to which the performances or responses of

participants match the intended interpretation of the construct (Goodwin 2002). For

example a researcher could analyze how individuals respond to BREQ items

through think aloud investigations. Finally, evidence based on consequences of

testing refers to the potential intended and unintended consequences of using a

particular test (AERA et al. 1999). For example, a researcher could conduct a

descriptive study about the degree to which anticipated benefits from testing are

analyzed (Goodwin 2002). An example using the BREQ is provided in the discus-

sion section.

The Standards also make finer distinctions among the five sources of evidence.

For example, evidence based on relations to other variables also includes criterion

concurrent, predictive and discriminant/convergent evidence. Criterion concurrent

evidence is how well scores gathered with one instrument correlate with scores

from another criterion instrument of the same construct administered at the same

time (AERA et al. 1999; Goodwin 2002). Criterion predictive evidence refers to

how well scores from an instrument predict criterion scores at a later date (AERA

et al. 1999). Convergent and discriminant evidence are provided through relation-

ships between instrument scores and other instruments designed to measure similar

(convergent) or different (discriminant) constructs (AERA et al. 1999). Campbell

and Fiske’s (1959) Multitrait-multimethod (MTMM) approach provides an exam-

ination of both convergent and discriminant evidence.

Unfortunately, as Zhu (2012) noted in exercise and sport psychology, there

appears to be a rift between modern validity theory and applied research. Recog-

nizing this disconnect, narrative reviews have called into question validation

practices in exercise and sport psychology research (Haggar and Chatzisarantis

2009; Zhu). Hagger and Chatzisarantis (2009) advocated for greater attention to

select validity practices. More recently, Zhu provided a cogent argument based on

The Standards (AERA et al. 1999) around validity and validation practices in sport

and exercise psychology. Zhu argued that certain validation efforts in our field need

to “catch up” and “improve” (p. 19). More specifically, Zhu critiques authors in

exercise and sport psychology for using outdated nomenclature when referring to

validity ‘types’ and using incorrect labels when describing the evidence reported

(e.g., citing concurrent evidence when the authors actually report convergent
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evidence). To date, no investigation has systematically examined how validity

theory has been applied to the validation of scores from a particular instrument in

exercise or sport psychology. Using previous narrative commentaries as a starting

point, we argue that aspects of validity theory warrant further consideration in order

to advance the quality of validation efforts for scores of the BREQ.

Behavioural Regulation in Exercise Questionnaire: A Brief

Overview

The BREQ is a 15-item instrument designed within the framework of self-

determination theory (SDT; Deci and Ryan 2002) to assess both autonomous and

controlled reasons that motivate exercise participation (Mullan et al. 1997). The

items comprising the BREQ were created initially by modifying items contained

within the Academic Motivation Scale (Vallerand et al. 1992) and the Self-

Regulation Questionnaire for Academic settings (Ryan and Connell 1989)3. Con-

sistent with SDT, the BREQ was designed to measure the following sources of

exercise motivation: (a) external (i.e., motivation emanating from outside the self),

(b) introjected (i.e., self-imposed contingencies such as to avoid negative emotions)

(c) identified (i.e., motivation for personal value or purpose) and (d) Intrinsic
regulations (i.e., doing an activity for its own sake). Markland and Tobin (2004)

subsequently developed the BREQ-2, adding 4 items to assess amotivation (i.e.,

lack of intention to act). In the BREQ and BREQ-2, items designed to assess

integrated regulation for exercise (i.e., value of the activity is congruent with

sense of self) were not included despite the salience of this construct within SDT

(Deci and Ryan 2002). Although integrated regulation is conceptually and theoret-

ically distinct from identified regulation, operationally it is difficult to separate the

concepts (Markland 2010). Recognizing the theoretical and practical implications

of integrated regulation as a motivational resource in exercise, Wilson and col-

leagues (2006) created 4 items to measure integrated regulation designed to fit with
existing BREQ and BREQ-2 items. Stemming from this work, McLachlan

et al. (2011) have also developed 4 alternative integrated items to fit within the

BREQ-2.

The BREQ is a popular instrument in exercise psychology research examining

motivational issues using SDT as a framework. Variations in motives assessed by

the BREQ have been linked to different stages of change (or readiness) for exercise

(Daley and Duda 2006), exercise behavior (Mullan et al. 1997), and select forms of

well-being (McLachlan et al. 2011; Wilson et al. 2006). The popularity of this

instrument is further underscored by the number of language translations BREQ

items have undergone (e.g., Spanish, Greek, Estonian, Persian). Additional lines of

research attest to the instrument’s flexibility given that the initial pool of BREQ

3For a more thorough review of the BREQ please review Mullan et al. (1997), and Wilson (2012).
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items have been adapted for use in different contexts (e.g., physical education

settings; BREQ-PE; Hein and Hagger 2007) and employed in a wide range of

populations across the lifespan spanning from youth to older adults (Hagger

et al. 2009; Markland and Tobin 2004).

Study Purposes and Research Questions

This study extends previous narrative commentary (Hagger and Chatzisarantis

2009; Zhu 2012) by outlining the status of validity theory as applied to research

that has used the BREQ. We examined the following research questions:

1. What perspectives of validity theory have been used in score validation of the

BREQ?

2. What sources of validity evidence have (and have not) been presented?

3. Were the sources of evidence presented consistent with guidelines set forth by

the current version of The Standards (AERA et al. 1999)?

To accomplish these study purposes, we conducted a systematic review of

published research using the BREQ and its variants with an emphasis on evidence

for score validity reported in each study. The BREQ was chosen because it has

received extensive use in various investigations and across cultures, languages and

contexts.

Methods

Sampling

A computerized literature search was conducted to identify all peer reviewed full

journal articles and book chapters that used the BREQ or a form of the BREQ.

Searches were conducted for articles published from 1997 to June of 2012 using

SCOPUS, Academic Search Premier including ERIC, MEDLINE,

PsychARTICLES, PsychINFO, and SPORTDiscus. Title, subject, and abstract

search words included: “behavioural regulation in exercise questionnaire” and

“BREQ”. A citation search for “Markland, Mullan, Ingledew 1997” was also

used in each database. The reference list provided on The Exercise Motivation

Measurement Index website (Markland 2010) was also cross-referenced.
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Inclusion/Exclusion Criteria

All studies were considered, regardless of publication language. Research studies

published in a language other than English were translated to determine if they met

the criteria for inclusion in this study using a translation tool (www.translate.

google.com)4. Theses, dissertations, conference abstracts or presentations were

excluded from the sample. Research studies located using the procedure outlined

above (n¼ 174) were screened to determine if a form of the BREQ (BREQ, BREQ-

2, BREQ-2r [with integrated regulations] and BREQ-PE) was used. Studies were

excluded if they did not report using any form of the BREQ (n¼ 20), the original

BREQ had been modified whereby the author did not describe the modification in

sufficient detail (e.g., the author indicated the research used 7-items from the BREQ

only but did not indicate which items, the author used certain subscales of the

BREQ but dropped items without providing an explanation; n¼ 8), the publication

was a narrative review (n¼ 4), and the manuscript was describing protocols/

intervention guidelines associated with a larger study (n¼ 4).

The primary author coded the remaining studies (n¼ 138) to determine if score

validity evidence was explicitly presented5. The primary author and the sixth author

coded the studies that presented explicit evidence of score validity (n¼ 29), using a

fixed coding scheme to reduce ambiguity in the coding process. The primary coder

had training in validity theory via doctoral level coursework and a publication

history in areas of validation and exercise psychology constructs. The second coder

was a graduate student who had completed undergraduate and graduate coursework

in research methods and statistics, including a course on psychological testing.

Absolute percent agreement between coders was 100 % for all validity categories

coded except validity perspective (97 % agreement), and validity conception (76 %

agreement). Disagreement pertaining to how a variable should be coded between

coders was discussed and resolved prior to data analysis. Investigations that

reported multiple studies within one manuscript were separated and coded inde-

pendently (e.g., Wilson et al. 2006a, b, c).

4 Using a translation tool represents a limitation of the current study. For studies that required

translation, it is possible that the quality of the translation impacted coding and interpretations.

Consequently, caution is warranted when interpreting our results, especially for investigations that

were published in a language other than English.
5We acknowledge that under the unified conception of validity, all research informs the evidence

base informing score validity. Consequently a limitation of this study is that we narrowed our

search to only articles in which the authors explicitly discuss evidence of score validity. Therefore,

the validity evidence presented herein may not represent all validity evidence available for scores

of the BREQ; however, we believe the sampling strategy will allow for stronger conclusions about

the application of validity theory to the BREQ.
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Coding Scheme

Various aspects of each published study were coded prior to subsequent analysis to

address the research questions in this study6. Information coded was based on

conclusions and statements made by the authors of each coded study, regardless

of whether or not the authors made conclusions in line with The Standards (AERA
et al. 1999) about what source of evidence they were presenting. First, basic study

information was coded including (a) sample (e.g., sport/athletes, pre-university

physical education students, exercisers etc.), (b) age (e.g., under 18 years, 18–

49.99 years, or over the age of 50 years; based on the mean age reported), (c) gender

(e.g., mixed males and females, males only, females only), (d) ethnicity (e.g.,

mixed, specific race, not specified), (e) disease status (e.g., non-clinical or clinical),

and (f) sample size. Next, the form of the instrument used was coded (e.g., BREQ,

BREQ-2, BREQ-2r or BREQ-PE) and the language of the instrument was recorded

(e.g., English, Greek). Coded studies were classified as either “psychometric

investigations” or “research using the BREQ”. Validity information was coded

(see Table 10.1) based on a framework extrapolated from the work of Cizek and

colleagues (2008), The Standards (AERA et al. 1999) and Goodwin’s (2002)

review of The Standards.

Data Analysis

First, basic demographic information was summarized to examine how the BREQ

has been used and in what samples. Second, the frequency of studies reporting each

source of validity information (see Tables 10.2, 10.3 and 10.4) was calculated. The

nature of the evidence presented within each coded study was compared against the

validity framework outlined by The Standards (AERA et al. 1999; see Table 5).

Results

Overview of Studies Included in the Review

Of the 138 studies coded, 29 studies explicitly described sources of validity

evidence. Examination of the descriptive statistics indicated that most coded studies

used adults aged 18.00–49.99 years old (n¼ 22) followed by children/youth under

the age of 18.00 (n¼ 6) and adults over the age of 50.00 years (n¼ 1). The majority

of coded studies used a sample of mixed gender (n¼ 28), one study used females

6 Coding form can be obtained from the primary author upon request.
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only, and no study examined males only. Ethnicity was not frequently reported

(n¼ 25) with three studies reporting a mixed ethnicity in their sample and one study

reporting a specific ethnicity. Only one coded study used a clinical sample (obese

adolescents), with the remaining studies using a non-clinical/asymptomatic group

of individuals (i.e., did not report any clinical diagnoses amongst participants).

Table 10.1 Validity information coded

Information coded Coding options

1. Reported estimates of score reliability as

evidence of score validity

(a) Yes

(b) No

2. Validity perspective or validity theory

used by the authors of the investigation

(a) The standards (AERA et al. 1999)

(b) Messick (1995)

(c) Unsure/not clear

3. Conceptualization of validity (a) Characteristic of the test

(b) Characteristics of the test score/inference/

interpretation

(c) Mixed language

(d) Unsure/not clear

4. Sources of validity evidence presented (a) Evidence presented as content was further broken

down into: content, face or unsure/not clear

(b) Evidence based on internal structure was broken

down to: factor analysis, item interrelationships,

invariance tests, other, and unsure/not clear.

Note. Descriptions of simplex patterns were

coded as “other” even if the authors did not

directly refer to it as validity evidence

(c) Relationships to other variables were categorized

into: convergent, divergent, discriminant, crite-

rion predictive, criterion concurrent, criterion

group differences, generalizations, construct and

nomological networks. In corroboration with

Cizek and colleagues (2008) investigation, evi-

dence based on construct validity and nomolog-

ical networks were included in the relations to

other variables section. Although the current

view of validity theory assumes that all evidence

of validity bears on construct validity, it was

coded separately if the authors described it as an

independent source and in relation to another
variable. If authors described results of factor

analysis as ‘construct validity’ it was coded

under internal structure

(d) Response processes were categorized into: anal-

ysis of individual responses by interview and

examining similarities/differences in responses

by distinct groups or investigations in which

researchers collect, record and interpret data

(e) Consequences were categorized into: benefits

associated with test use, negative uses, other and

unsure/not clear
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Finally, sample sizes ranged from 51 to 1,071 in total across coded studies. The

most frequently used version of the instrument was the BREQ-2. English was the

most commonly used language of the instrument (see Table 10.2). Over half the

coded studies were psychometric investigations (n¼ 17) and the remaining (n¼ 12)

were research papers that used the BREQ, yet provided evidence of score validity.

Research Question 1: What Perspectives of Validity Theory
Have Been Used in Score Validation of the BREQ?

Very few of the coded studies using the BREQ cited Messick (see Table 10.3).

Conversely, the majority of the coded studies did not explicitly situate their

Table 10.2 Instrument form

and language
Instrument form Number of studies

BREQ 9

BREQ-2 13

BREQ-2r 5

BREQ-PE 2

Language

English 15

Persian 2

Greek 1

Spanish 4

Estonian 2

Dutch 1

Turkish 1

Romanian 1

Korean 1

Multi-language 1

BREQ Behavioural Regulation in Exercise Questionnaire, BREQ-
2 BREQ+ amotivation scale, BREQ -2r BREQ+ amotivation

and integrated regulation scale, BREQ-PE BREQ that has been

adapted to physical education contexts

Table 10.3 Validity

perspectives
Validity perspective Number of studies

Unitary perspective 0

Standards/Messick 6

Unsure/not clear 23

Conception

Characteristic of the test 18

Characteristic of test score/inference/

interpretation

5

Mixed language 1

Unsure/not clear 5
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research within a validity framework. No researchers cited The Standards. Less
than one-quarter described validity as a characteristic of the test score/interpreta-

tions or inference while over half described validity as a characteristic of the

instrument (see Table 10.3).

Research Question 2: What Sources of Evidence Have
(or Have Not) Been Presented?

The sources of validity evidence reported were based on content, internal structure

and relationships to other variables (see Table 10.4). For internal structure, the

majority of authors reported factor analysis, followed by invariance, and simplex

structures. For relationships with other variables, authors most frequently reported

evidence of discriminant, nomological networks, criterion predictive, criterion

concurrent, convergence, divergence, and construct validity. Evidence based on

response processes and consequences of test scores were not directly examined or

reported in any coded study.

Table 10.4 Sources of

validity evidence
Source of evidence Number of studies

Content 4

Internal structure 27

Factor analysis 22

Item interrelationships 0

Invariance 4

Other: simplex pattern 16

Relations to other variables 13

Convergent 2

Divergent 1

Criterion-predictive 3

Criterion-concurrent 2

Criterion-group differences 0

Generalizations 0

Discriminant 8

Nomological network 4

Construct validity 1

Response processes 0

Consequences 0

Note. Within each of the five sources of validity evidence (i.e.,

content, internal structure, relations to other variables, response

processes, and consequences), one paper may have reported more

than one sub-source of validity evidence (e.g., factor structure,

item interrelationships, invariance, and other). Therefore,

sub-sources of validity evidence (e.g., factor structure, item inter-

relationships, invariance, and other) may not sum to equal the

number of studies reporting that sources of validity evidence

(e.g., internal structure evidence)
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Research Question 3: Were the Sources of Evidence Being
Presented Consistent with Guidelines Set Forth by the Current
Version of The Standards?

When examining evidence of score validity, many investigators of the coded

studies performed factor analysis, test score invariance between groups, examined

a simplex pattern (yet few used procedures advocated by Jöreskog (1970) for

assessing simplex structures), content evidence, convergent, divergent, nomologi-

cal networks and construct evidence in line with the definitions and conceptualiza-

tions offered within The Standards (AERA et al. 1999). Evidence of score validity

was not always examined through methods outlined by The Standards (AERA

et al. 1999). One example is an investigation that confused score validity and

reliability by reporting Cronbach’s (1951) alpha as an estimate of ‘internal valid-

ity’. Criterion predictive, criterion concurrent and discriminant evidence of score

validity were not examined through methods consistent with definitions outlined by

The Standards (AERA).7

Discussion

The overall purpose of this study was to outline the status of validity theory and

evidence with respect to scores of the BREQ. To accomplish this purpose, a

systematic review of studies that had used the BREQ or a form of the BREQ was

analyzed for validity evidence using current frameworks for understanding score

validity (e.g., The Standards; AERA et al. 1999). Consistent with previous specu-

lations (Zhu 2012), results indicated that the majority of researchers using the

BREQ have not embraced guidelines outlined within The Standards. Results of

this systematic review also indicated that validity evidence for scores of the BREQ

appear limited to content, internal structure and relations to other variables.

Researchers using the BREQ have yet to directly examine validity evidence

based on response processes or consequences.

Validity Theory as Applied to the BREQ

Relatively few researchers interpreted or provided explicit evidence of score

validity in each study. Of the 138 studies identified as having used the BREQ,

only 29 directly described validity evidence in their investigations. A common

7A detailed table containing authors’ claims and how they were discrepant from The Standards
can be obtained from the first author upon request.
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trend found while coding articles was that authors would describe the BREQ in

their methods section with statements such as ‘The BREQ was previously vali-

dated’ and provide a citation of authors who had previously examined evidence of

score validity. In fact, this trend has become so pervasive in various literatures that

it appears that questions regarding the validity of scores are all too often taken for

granted (Bagozzi 1981; Hagger and Chatzisarantis 2009). Calling attention to this

quandary, Hagger and Chatzisarantis (2009) note that if the validity of the infer-

ences or scores is not assessed for a particular study (or sample), the findings of the

investigation could be called in to question. Although journal space restrictions may

preclude a full discussion of validity evidence, researchers would do well to at the

very least, provide a sentence or two indicating that they examined some form of

score validity (e.g., through confirmatory factor analysis). One investigation need

not examine all possible sources of validity evidence, but rather report what is

meaningful for their investigation (see Gunnell et al. 2014, Chap. 8).

While many researchers are undoubtedly cognizant that validity is a property of

test scores or inferences, more consistency in the use of language in line with The
Standards (AERA et al. 1999) when reporting study findings is warranted and

justified to advance the field. By describing validity as a characteristic of the test,

it perpetuates the notion that an instrument is either valid (or not) irrespective of

context, sample and use. In turn, researchers may assume they can freely use the

instrument across different contexts, samples, or languages without any concern for

score validity. In addition, researchers should be cognizant that validity ‘types’

(e.g., ‘convergent validity’) are no longer established within the current iteration of

The Standards. There is a subtle distinction between ‘validity types’ and ‘types of

evidence’. Put simply, validity is a unified conception based on the accumulation of

validity evidence, not a checklist approach to find different compartmentalized

validity ‘types’ (Goodwin 2002). Caution should be taken by using the term validity

evidence (e.g., convergent evidence) such that old myths regarding ‘types’ of

validity are dispelled rather than propagated. Researchers must be more conscien-

tious in presenting validity evidence using accurate and standardized terminology

(Zhu 2012) in order to advance the quality of measurement related research.

Researchers have not examined convergent, discriminant, and criterion evidence

through methods advocated within the current version of The Standards (AERA

et al. 1999). Authors who labelled their evidence as criterion ‘concurrent validity’

were often assessing convergent evidence (see Zhu 1998 for a full discussion on the

distinction). In the psychometric and measurement literature, convergent and dis-

criminant evidence are traditionally defined and assessed through correlations with

scores for constructs derived from one or more alternative instruments (Campbell

and Fiske 1959). This approach is advocated within the current version of The
Standards; however, emerging validation techniques based on confirmatory factor

analysis (CFA) have begun to appear in the literature (Kline 2005; Fornell and

Larcker 1981). A large portion of the coded studies analyzed in this review using

the BREQ employed CFA techniques exclusively to assess convergent and dis-

criminant evidence. Discriminant evidence that purports to distinguish latent fac-

tors theorized to represent related subscales of one instrument may be
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misinterpreted to be an examination of internal structure. For example, an evalua-

tion of internal structure could include determining if there is one single factor or

many correlated, yet distinct factors (AERA et al. 1999). This example demon-

strates how The Standards definition of evidence based on internal structure is

similar to how many researchers using the BREQ have examined discriminant

evidence. The Standards are currently in the process of undergoing revision and

we are hopeful for clarity concerning the definition of discriminant evidence. For

now, researchers should take care to select, define, and justify techniques for

assessing score validity that are based on validity theory and supported by experts.

Missing Sources of Validity Evidence for the BREQ

Validation efforts for the BREQ have focused on samples that are somewhat limited

in terms of their breadth and scope. Very few of the coded studies adopted a specific

ethnicity, or used different age groups such as youth or elderly. Furthermore, only

1 coded study used the BREQ in a clinical sample where disease was present. It

would be beneficial for future researchers to examine more diverse and unique

samples (e.g., pregnant women) and report evidence of generalizability for scores

derived from the BREQ in such cohorts. Messick (1995) articulated a cogent

argument concerning the issue of generalizability and setting the boundaries of

score meaning. Zhu (2012) called for researchers to conduct validation studies

across multiple samples to ensure the generalizability of the findings. This repre-

sents an important next step for researchers.

Lending support for Marsh’s (1998) concern that factor analysis may become

viewed as validity itself (Zhu 2012), it seems apparent that researchers using the

BREQ have focused almost exclusively on analyses of internal structure using

factor analytic techniques. Assessments of internal structure, such as through

CFA’s are important and researchers using the BREQ should be commended for

their extensive use of this technique when presenting validity evidence. However,

an overreliance on factor analysis could lead to a relatively limited view of score

validity (Goodwin 2002). Different sources of validity evidence may reveal unique

sources of score validity, as well as expand the cumulative knowledge pertaining to

the nature and possibly function of the focal construct (e.g., exercise motivation). It

is therefore important for researchers to examine alternative sources of validity

evidence beyond merely internal structure (such as response processes and/or social

consequences) where possible in order to build a stronger validity argument.

Evidence based on response processes and consequences of test use as sources of

validity evidence have yet to be forthcoming in research using the BREQ. Validity

evidence of response processes examines if participants were answering items as

intended, or if construct irrelevant factors that confound the interpretation of test

scores were operating during applied testing (Messick 1995). Investigators that seek

to examine response processes (a concept akin to the substantive aspect of validity

described by Messick 1995) could employ interviews with participants to ascertain
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how or why the participant answered the way he/she did to individual test items

(Goodwin 2002). Think-aloud protocols would also serve as a useful source of

evidence pertaining to response processes (Sireci 2009). In the case of the BREQ,

evidence based on response processes could examine if participants were providing

true evaluations of reasons for exercise that motivate participatory behaviour or if

social desirability response bias tendencies are contaminating responses to test

items. This may be particularly important with the BREQ, as participants may

feel pressured to provide responses to certain test items in a manner that is not

consistent with their true feelings or underlying experiences in order to avoid

negative consequences (e.g., being stereotyped or categorized as ‘unmotivated’).

Consequences as a source of validity evidence concern the intended and actual

consequences of test score use (AERA et al. 1999). Messick (1995) advocated that

consequences are related to value implications, score meaning and construct label-

ing. For example, a researcher who has designed an exercise intervention to

increase intrinsic motivation based on existing exercise motivation could adminis-

ter the BREQ in an attempt to classify individuals by their existing type of exercise

motivation. If the scores from the instrument were biased (e.g., against women), it is

possible that scores from the BREQ could incorrectly classify women’s motivation,

and in turn women may receive an intervention that does not match their existing

exercise motivation. Therefore, in this example, the consequence of using scores of

the BREQ to classify motivation can have potentially negative implications towards

providing the correct intervention for women. Researchers using the BREQ should

attempt to gather information on the consequences of score use, especially since

scores from the BREQ could be used in applied testing scenarios or interventions.

Summary

Authors of the studies reviewed should be acknowledged for conducting validation

studies; some have worked within modern validity frameworks, and some have

conducted multi-study investigations or cross-validations to avoid the troublesome

‘one shot’ validity studies that permeate the literature (Zhu 2012). Many

researchers using the BREQ have employed sophisticated data analysis procedures

and examined evidence of score validity beyond the confines of the original

validation efforts for the BREQ and their results generally support the inferences

made from the scores of the BREQ. Notwithstanding these findings, researchers

have generally not embraced contemporary validity theory and validation tech-

niques outlined by The Standards (AERA et al. 1999). As such, further develop-

ment and education regarding validity theory and validation practices are needed in

this dynamic and growing field. Researchers are encouraged to maintain programs

of research based on theoretical associations, and incorporate modern validity

theory and validation procedures into the design and execution of their studies.

Such approaches to research would be well grounded in validity frameworks that

represent contemporary thinking and recommendations for practice within the
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measurement literature (Zhu 2012), and as a consequence, advance the cumulative

knowledge amassed within the field of exercise psychology with greater credence.
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Chapter 11

Synthesis of Validation Practices in Two

Assessment Journals: Psychological
Assessment and the European Journal
of Psychological Assessment

Anita M. Hubley, Sophie Ma Zhu, Ayumi Sasaki, and Anne M. Gadermann

Validity lies at the foundation of measurement and testing, as “without validity, a

test, measure, or observation and any inferences made from it are meaningless”

(Hubley and Zumbo 1996, p. 207). The Standards for Educational and Psycholog-
ical Testing1 (American Educational Research Association (AERA) et al. 1999)

describe validity as “the degree to which evidence and theory support the interpre-

tations of test scores entailed by proposed uses of tests” and validation as a process

that “involves accumulating evidence to provide a sound scientific basis for the

proposed score interpretations” (p. 9). They list five sources of evidence, namely

evidence based on (a) test content, (b) response processes, (c) internal structure,

(d) relations to other variables, and (e) consequences of testing. Though the

fundamental importance of validity and validation is widely acknowledged, and

the importance of investigating and reporting relevant evidence when using mea-

surement instruments is strongly advocated by influential sources (e.g., AERA

et al. 1999; Wilkinson and The APA Task Force on Statistical Inference 1999),

previous test validation synthesis studies that examined the reporting practices of

validity evidence of instrument developers and users indicate that the information

provided in published articles is often insufficient and lacking (e.g., Cizek

et al. 2008; Hogan and Agnello 2004; Qualls and Moss 1996).

Although numerous studies have examined validation practices in published

research, there are no clearly agreed upon methods for conducting such test

validation syntheses. Many systematic reviews of applied validation research

focus on all articles, or a random or systematic selection of articles, that have
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been published in an area or topic (with a variety of criteria for inclusion) within a

specified time frame and review and summarize specific findings often with respect

to a particular measure or group of measures (e.g., methods and quality of factor

analysis used with the SF-36; de Vet et al. 2005; sensitivity and specificity rates of

the Reliable Digit Span; Schroeder et al. 2012; analysis and reporting of predictive

validity in violence risk assessment measures; Singh et al. 2013; reliability and

criterion-related validity results for physical activity questionnaires; Helmerhorst

et al. 2012). Other reviews focus on all articles that have been published in an area

or topic (with a variety of criteria for inclusion) and conduct meta-analyses (e.g., of

the validity of individual Rorschach variables; Mihura et al. 2013; of the validity of

activity monitors; Van Remoortel et al. 2012; of predictive validity of prodromal

criteria in schizophrenia; Chuma and Mahadun 2011).

Most test validation syntheses have focused on the frequency, aswell as the type, of

reliability and validity evidence reported for measurement instruments (e.g., Barry

et al. 2014; Cizek et al. 2008; Hogan and Agnello 2004; Jonson and Plake 1998;

Slaney et al. 2009, 2010; Qualls andMoss 1996). Articles included in these validation

syntheses were typically empirical or research articles published in various psychol-

ogy and health journals as well as entries from other sources, such as APA’sDirectory
of Unpublished Experimental Mental Measures or the Mental Measurements Year-
book.A review of these syntheses indicate that (a) the frequency of reporting reliabil-

ity and validity evidence seems to have increased generally over time (although this

may vary by journal or field of study), (b) internal consistency estimates of reliability

(usually Cronbach’s alpha) are reported far more frequently than test-retest reliability

estimates, (c) validity evidence is often not reported for all measures in a study,

(d) some forms of validity evidence (e.g., evidence related to content, convergent

evidence, factor structure) tend to be reported most often (although which ones seems

to vary by journal or field of study), (e) validity evidence such as developmental

changes, effect of experimental variables, response processes, and consequences of

testing is rarely reported, (f) the amount of validity evidence provided in any given

study or article tends to be limited and typically is poorly reported, (g) sample

characteristics are often not taken into account when reporting reliability and validity

evidence based on previous research, and (h) there is a continuing disconnection

between validity theory, available test standards, and validation practice.

We were interested in further examining validation practices in two premier

assessment journals by explicitly focusing on articles that provide validation

evidence. Specifically, the objective of our study was to conduct a research syn-

thesis of validation practices in the two assessment journals, Psychological Assess-
ment (PA) and the European Journal of Psychological Assessment (EJPA). PA,
published by APA, has a focus on empirical research on measurement and evalu-

ation in the area of clinical psychology. As highlighted by Green et al. (2011) “as

the premier assessment journal for APA, PA should be an exemplar of good

psychometric reporting practices for all APA journals in which psychological

measures are used” (p. 657). EJPA, a journal of the European Association of

Psychological Assessment, publishes manuscripts from all domains of psycholog-

ical assessment, with a focus on studies that report on the development of new

measures or the advancement of existing ones.
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Both journals have an international readership, but there may be differences in

the emphases of studies published, with one journal being housed in North America

and the other one in Europe. Furthermore, given that the foci of the two journals are

slightly different, with PA highlighting clinical psychology and EJPA covering

psychology more broadly, different constructs may be included in publications,

which may influence the sources of validity evidence reported as well as the specific

types of evidence and validation approaches used.

In the present study, we randomly selected 50 articles published in 2011 or 2012

in the journals PA and EJPA to examine and provide a comparison of recent

validation practices and the presentation of such information in these two premier

psychological assessment journals. Our focus was on reporting information about

the sources of validity evidence as described in The Standards (AERA et al. 1999)

that were included in studies in these articles and not on assessing the quality of the

validity evidence provided.

Method

Article Sampling

The title and abstracts of articles from each of 2 years (2011, 2012) of the journals

PA and EJPA were previewed to determine if they were eligible for inclusion in the

study. Articles were deemed eligible if they appeared to provide validation evi-

dence, as described in The Standards (AERA et al. 1999), for one or more

measures. Across the years 2011 and 2012, PA and EJPA published a total of

199 and 81 articles, respectively. Of these, 139 PA articles and 60 EJPA articles

were deemed eligible for the study. We randomly selected 25 % of the eligible

articles for each journal; this resulted in a sample of 35 PA articles and 15 EJPA
articles.2 Once coding began, two articles were subsequently deemed ineligible

from PA and two other articles were randomly selected to replace them. If an article

consisted of more than one study, the studies were coded separately; this resulted in

39 PA studies and 18 EJPA studies being coded.

Coding

To provide some context for the validity evidence, we coded for translation/

adaptation methods used, if relevant, and reliability of scores on the measure of

interest. Translation/adaptation methods were included because a significant

2A reference list of the 50 articles randomly selected from PA and EJPA may be requested from

the first author.
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number of validation articles involved the use of translated/adapted measures and

the documentation of procedures used in translation/adaptation may inform the

validity evidence obtained. We examined whether translation/adaptation guidelines

were cited, the methodology used, whether the qualifications of the translators were

provided, and whether pilot tests were conducted. Reliability was examined

because it serves as a necessary, although not sufficient, condition for validity

and is relevant to the interpretation of certain validity evidence. We only examined

reliability estimates based on the data collected in the study as this is what is most

relevant to validation (Hubley and Zumbo 2013; Vacha-Haase et al. 2002) and

coded for the types of reliability estimate (e.g., internal consistency, test-retest,

item-total correlation, inter-rater) provided.

Next, we coded for the five sources of validity evidence described in The
Standards (AERA et al. 1999): (1) test content, (2) response processes, (3) internal

structure, (4) relations to other variables, and (5) consequences of testing. These

different sources are described in more detail below.

Evidence based on test content. Test content refers to “the themes, wording, and

format of the items, tasks, or questions on a test, as well as the guidelines for

procedures regarding administration and scoring” (AERA et al. 1999, p. 11).

Evidence based on test content may be obtained during test development or later.

Typically, such evidence relates to the generation of test items based on a literature

review, prior existing measures of the construct, clinical/research experience of the

author, feedback from subject matter experts (SMEs), or feedback from the target

population (i.e., experiential experts (EEs)), and the examination or rating of

elements of the measure by SMEs, EEs, or some other group.

Evidence based on response processes. As noted by The Standards (AERA

et al. 1999), “Theoretical and empirical analyses of the response processes of test

takers can provide evidence concerning the fit between the construct and the

detailed nature of performance or response actually engaged in by examinees”

(p. 12). An examination of response processes is not limited to the respondents; if a

measure relies on observers, scorers, or judges to evaluate respondents’ perfor-

mance, the psychological or cognitive processes used by these individuals should

be examined to determine if it is consistent with the intended interpretation of

scores. Thus, attention was paid to evidence collected in studies that involved things

such as probing responses to items (e.g., think-aloud protocols, cognitive

interviewing), documenting or recording responses to items, recording the time

needed to complete the measure of interest, and post-test questionnaires or

interviews.

Evidence based on internal structure. The Standards (AERA et al. 1999) iden-

tified evidence based on internal structure as “the degree to which the relationships

among test items and test components conform to the construct on which the

proposed test score interpretations are based” (AERA et al. 1999, p. 13). That is,

theory or the conceptual framework for a measure may suggest that a single

dimension or multiple dimensions should be present and that the latter might

involve independent, related, or hierarchical dimensions. We identified the type

of analysis conducted (e.g., exploratory factor analysis (EFA) – including principal
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component analysis, confirmatory factor analysis (CFA), measurement invariance –

including structural equation modeling, differential item functioning, and other

approaches).

Evidence based on relations to other variables. This is a very broad area of

evidence that includes an examination of (a) the relationship of scores on the

measure of interest to scores obtained on measures of the same or similar (conver-

gent) constructs and different (discriminant) constructs, (b) the relationship of

scores on the measure of interest to scores on a criterion or criteria (test-criterion

relationships), and (c) group differences based on theory or evidence that such a

difference should be present or not. Validity generalization studies are also included

under this source of validity evidence. In each case, one is determining the degree to

which a given interpretation of scores on the measure of interest is supported by

obtained results. Generally, a criterion refers to an outcome that is of primary

interest wherein the measure of interest may be viewed as a short-cut to obtaining

the information provided by a criterion because the latter is normally too expensive

or time-consuming to obtain. This validation approach is different from an exam-

ination of the relationship between a predictor variable and an outcome variable

that may be seen in other types of research studies. Thus, studies in which the

researchers were interested in whether scores on a measure of interest of one

construct predict behavior or performance of an entirely different construct were

not included in this synthesis, even if they self-identified as validation studies. We

also recorded the terms that researchers used to describe the validation process

(e.g., convergent validity, concurrent validity) and whether these appeared to be

used correctly.

Evidence based on consequences of testing. The consequences (i.e., intended

social consequences and unintended side effects; Hubley and Zumbo 2011, 2013)

of legitimate test score interpretation are “relevant to validity when it can be traced

to a source of invalidity such as construct underrepresentation or construct-

irrelevant components” (AERA et al. 1999, p. 16). Moreover, when claims are

made about the benefits of testing that extend beyond the direct interpretation of test

scores (e.g., use of scores from a measure will result in reduced health costs),

evidence is also needed. To assist in identifying evidence based on the conse-

quences of testing, we looked for the use of words such as “consequences”,

“consequential validity”, “effects of”, “impact of”, “implications”, and “clinical

implications”.

We only coded evidence based on primary data used in a study; we did not code

evidence cited from prior studies in the literature. We also coded evidence as it fit

the above sources of validity (or types of evidence within a source) rather than as

the authors might have identified the evidence. That is, if authors claimed to provide

‘criterion evidence’ but it fit the definition of ‘convergent evidence’, we coded it as

convergent evidence. Finally, all relevant evidence was coded if it met the defini-

tions above, even if the authors did not identify it explicitly as validity evidence.
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Results

As noted earlier, we examined 39 studies (35 articles) in PA and 18 studies

(15 articles) in EJPA. Both samples of articles included authors from a wide

range of countries (PA¼17; EJPA¼14), although only six countries were in

common between the two journals. Articles tended to be multi-authored (PA: 2–
12 authors, M¼4.89, SD¼2.34; EJPA: 1–10 authors, M¼3.87, SD¼2.53), with

most papers having authors from one or two countries (PA: M¼1.40, SD¼0.78;

EJPA: M¼1.40, SD¼0.51).

In terms of the randomly selected sample of articles,3 studies from PA were

predominantly about English-language measures (74.4 %), followed by measures in

German (7.7 %), French (5.1 %), and then other languages. The English-language

studies were primarily with U.S. samples (75.8 %) but also came from the U.K.,

Australia, and Canada. Studies from EJPA were more mixed, with German-

language measures leading (22.2 %), followed by measures in English (16.7 %),

Spanish (16.7 %), Portuguese (11.1 %), and then other languages. The small

number of studies that used English-language measures in EJPA was either col-

lected in the U.S. or online. The samples used in PA studies were mostly college/

university students (25.6 %), clinical or clinical/nonclinical mixed samples

(20.5 %), inmates (15.4 %), or from the general community (15.4 %), with the

rest consisting of specific samples (e.g., teachers, doctors, soldiers) (35.9 %). The

samples used in EJPA studies were mostly college/university students (38.9 %) or

from the general community (22.2 %), with the rest consisting of specific samples

(50.0 %). Finally, in examining the kinds of measures used, studies from PA used

predominantly clinical (e.g., depression, eating disorders; 48.7 %), forensic (e.g.,

violence risk appraisal, psychopathy; 23.1 %), or personality measures (7.7 %)

whereas studies from EJPA used predominantly personality (e.g., sensation seek-

ing, self-esteem; 38.9 %), clinical (27.8 %), positive psychology (e.g., well-being,

character strengths; 11.1 %), or educational (e.g., schoolwork engagement; 11.1 %)

measures.

Use of Translation

As seen in Table 11.1, the samples from the two journals differed in terms of the use

of translation. The EJPA sample included a larger number of new translations (half

of the studies) followed by use of previously translated measures and non-English

measures with no translation (both 20.0 %) whereas the PA sample tended to

include English measures with no translation (67.6 % of the studies) followed by

3 Percentages in this section do not sum to 100 % as some studies may have included multiple

language versions of a measure, used more than one sample, or collected data from more than one

country.
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use of previously translated measures (14.0 %). Both journals reported use of

measures that were administered in a variety of languages.

Of the three studies using newly translated measures in PA, only two studies

(66.7 %) cited translation guidelines. Two studies (66.7 %) used forward and

backward translation and one (33.3 %) used forward translation only. Generally,

two individuals were involved in the translation process. Only two of the articles

(66.7 %) provided any information about the translators’ qualifications and that was

limited to whether they were native or bilingual speakers. In EJPA, only three

(30.0 %) of the ten studies using newly translated measures cited translation

guidelines. Five studies (50.0 %) used forward and backward translation, one

(10.0 %) used forward translation only, and four studies (40.0 %) provided no

information about the translation process. Generally, multiple individuals were

involved in the translation process. Only six articles (60.0 %) provided any infor-

mation about the translators’ qualifications and that was primarily limited to

whether they were native or bilingual speakers. A pilot study was conducted in

only one study (10.0 %), but very little information was provided.

Reliability

Reliability evidence was reported in similar percentages of studies from PA
(89.7 %, 35 out of 39 studies) and EJPA (88.9 %, 16 out of 18 studies). Table 11.2

shows the frequency and percentage of different types of reliability evidence

reported in the studies from each journal. Internal consistency was, in each case,

by far the most commonly reported type of evidence, with Cronbach’s alpha

reported the vast majority of times (PA: 28 out of 31 studies, 90.3 %; EJPA:
15 out of 15 studies; 100 %). Studies in each journal reported, on average, 1.5

types of evidence. Two or more kinds of reliability evidence were presented in

28.2 % of cases (11 out of 39 studies) in PA and in 38.9 % of studies (7 out of

18 studies) in EJPA. Test-retest reliability correlations were the second most

commonly reported evidence for PA whereas item-total correlations were the

second most commonly reported evidence for EJPA.

Sources of Validity Evidence

Table 11.3 shows the frequency and percentage of studies in PA and EJPA
providing each of the broad sources of validity evidence as outlined in The
Standards. PA and EJPA studies were similar in their emphasis on internal structure

(73.2 %) and relations to other variables (76.8 %) evidence, although a notably

higher percentage of EJPA studies (83.3 %) provided internal structure evidence

than did PA studies (68.4 %). Little to no evidence related to test content, response

processes, or consequences of testing was found in the sample of studies examined
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here. Thus, we will examine internal structure and relations to other variables

evidence in more detail.

Internal Structure. Table 11.4 shows the frequency and percentage of studies in

PA and EJPA providing each of three types of internal structure evidence (i.e., EFA

approaches, CFA approaches, and measurement invariance approaches). For both

journals, CFA was presented most frequently (68.3 %), followed by EFA (48.8 %)

and measurement invariance (39.0 %), but there were notable differences between

the journals. In PA, 57.7 % of studies reported two or more types of internal

structure evidence whereas only 26.7 % of EJPA studies did so. As a result, studies

in PA reported a higher percentage of each type of evidence relative to studies in

EJPA.
Relations to Other Variables. Table 11.5 shows the frequency and percentage

of studies in PA and EJPA providing each of a variety of relations to other

variables evidence. For both journals, convergent evidence was, by far, the most

frequently reported evidence in studies at 83.7 %. Again, there were some notable

differences between the journals. For studies in PA, the second most commonly

reported evidence was incremental evidence at 41.4 %, followed by discriminant

and criterion-related evidence; for studies in EJPA, the second most commonly

reported evidence was criterion-related evidence at 21.4 %, followed by discrim-

inant evidence. In PA, 65.5 % of studies reported two or more types of relations to

other variables evidence whereas only 21.4 % of EJPA studies did so. Moreover,

24.1 % of PA studies reported three or more types of relations to other variables

evidence whereas only 14.3 % of EJPA studies did so. Consequently, studies in

PA reported a higher percentage of each type of evidence relative to studies in

EJPA.

Table 11.4 Types of internal structure evidence across Psychological Assessment and European
Journal of Psychological Assessment studies

Journal

Relevant

articles

Types of internal structure evidencea

Number of internal

structure typesEFA CFA

Measurement

invariance

PA 26 14 (53.8 %) 19 (73.1 %) 12 (46.2 %) M¼1.73 (SD¼0.72)

EJPA 15 6 (40.0 %) 9 (60.0 %) 4 (26.7 %) M¼1.27 (SD¼0.46)

Totals 41 20 (48.8 %) 28 (68.3 %) 16 (39.0 %) M¼1.56 (SD¼0.67)

PA Psychological Assessment, EJPA European Journal of Psychological Assessment, EFA explor-

atory factor analytic approaches, CFA confirmatory factor analytic approaches
aSumming the frequencies and percentages will not equal the total number of relevant studies and

100 %, respectively, because some studies include more than one type of internal structure

evidence
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Discussion

In this validation synthesis, we aimed to examine and provide a comparison of

recent validation practices and the presentation of such information in the journals

PA and EJPA based on a random selection of 50 articles published in 2011 or 2012.

When examining our findings and comparing them to previous studies examining

reliability or validation practices, it is important to remember that we selected:

(a) two journals that would be considered premier journals in the areas of assess-

ment, measurement, and validation, and (b) articles that appeared to provide

validation evidence rather than simply empirical or research articles.

There are some notable similarities and differences between the samples of

studies from PA and EJPA. Both samples of articles included authors from a

wide range of countries, tended to be multi-authored, and tended to include authors

from one or two countries. While authors in both journals came from a wide range

of countries, only six countries were in common between the two journals. Studies

from PA were predominantly about English-language measures used with mostly

U.S. samples. The language of measures and nationalities of samples reported on in

EJPA were mixed, with more being German, English, Spanish, and Portuguese.

Studies in both journals relied heavily on college/university student and community

samples but studies in PA also focused on clinical or clinical/nonclinical mixed

samples and inmate samples. Studies in both journals tended to examine clinical

measures, but EJPA also tended to focus on personality measures whereas PA
studies tended to focus on forensic measures, which were not examined in any of

the EJPA studies.

Translation/Adaptation

The samples from the two journals differed in terms of the use of translation/

adaptation with the EJPA sample including a larger number of new or previously

translated measures whereas the PA sample tended to include more English mea-

sures with no translation. Relatively few studies cited translation guidelines,

although a greater percentage of articles in the PA sample did so. In some cases,

citation of translation guidelines seemed to take the place of describing the trans-

lation/adaptation procedures used in a study, which leaves the reader uncertain

about exactly what procedures were used. Generally, multiple individuals were

involved in the translation process but only about two-thirds of articles provided

any information about the translators’ qualifications and that was primarily limited

to whether they were native or bilingual speakers. Most studies used forward and

backward translation, with far fewer studies using forward translation only; nota-

bly, however, 40 % of the studies in EJPA provided no information about the

translation process. In addition, use of a pilot study was reported in only one study

and very little information was provided. Our findings are more positive than those
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of Whittington (1998), who found that only 17 % of articles described how the

measure was developed or adapted and only 15 % reported whether it was piloted

before final use. Nonetheless, it is clear that more attention needs to be paid to the

translation or adaptation procedures used with measures and more detail needs to be

provided when reporting those procedures. Specifically, authors need to clearly

state whether measures used in their research are original measures in that lan-

guage, have been previously translated or have been translated for the current study.

Previously translated measures should be appropriately cited. Translation or adap-

tation methods used for measures in a current study need to be clearly presented

with detailed information about the procedures used, the qualifications of trans-

lators, the use of guidelines, and details about any pilot work conducted or feedback

obtained.

Reliability

Reliability evidence was reported in similarly high percentages of studies from PA
(87.7 %) and EJPA (88.9 %). These percentages are notably higher than has been

reported in other recently published studies. For example, Barry et al. (2014) found

that only 42.3 % of their articles reported reliability estimates based on their own

samples’ responses in seven prominent journals that they considered representative

of health education and health behavior. Green et al. (2011) examined reliability

reporting practices in a sample of empirical articles using self-report measures from

the 1989, 1996, and 2005 volumes of PA but found only 10–28 % of researchers

reported reliability estimates based on their own samples’ responses. Vacha-Haase

et al. (2002) found that, in a meta-analysis of reliability generalization studies, few

empirical studies (24.4 %) report reliability estimates based on the samples’ scores.

Similarly low percentages are reported by Vacha-Haase et al. (1999), Thompson

and Snyder (1998), Qualls and Moss (1996), Meier and Davis (1990), and Willson

(1980). Closer is Slaney et al.’s (2009) finding that 72.8 % of articles reported

reliability estimates generated from sample responses in their study of empirical

articles from four journals (which included PA) in 2004. Overall, our higher

percentages likely reflect the journals and types of articles we selected; that is, we

chose two journals that focus on assessment and measurement and we selected

among articles that conducted validation work.

In terms of the reliability evidence provided, internal consistency was, by far, the

most commonly reported type of evidence, appearing in 88.6 % of such studies in

PA (90.3 % using Cronbach’s alpha) and 93.8 % of such studies in EJPA (100 %

using Cronbach’s alpha). The second most common reliability estimates was test-

retest reliability coefficients, which were found in 20.0 % of the reliability studies in

PA and 12.5 % of these studies in EJPA. Our percentages of internal consistency
reliability estimates are somewhat higher than percentages reported by others. For

example, Barry et al. (2014) reported that the most frequent types of reliability

estimates in their study were internal consistency estimates (74.2 %, with 88.6 %
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being Cronbach’s alpha). Hogan et al. (2000), in an examination of a sample of

entries from one volume of the Directory of Unpublished Experimental Mental
Measures covering tests appearing in journals from 1991 to 1995, found that

approximately 77 % of entries reported internal consistency estimates (with approx-

imately 86.5 % using Cronbach’s alpha). Our percentages of studies reporting test-

retest reliability coefficients are roughly in line with others as Barry et al. (2014)

reported that 15.3 % of reliability estimates were test-retest reliability coefficients.

Likewise, Hogan et al. (2000) found that 19 % of entries reported test-retest

reliability coefficients. All other types of reliability estimates (e.g., inter-rater,

parallel forms, test information function) are reported rarely, if at all, in both our

analysis and in other studies.

Two or more kinds of reliability evidence were presented in 28.2 % of studies in

PA and in 38.9 % of studies in EJPA. These percentages are much higher than those

reported in previous literature. Multiple types of reliability evidence were provided

in only 8.8 % of articles in Qualls and Moss (1996) and in less than 20 % of tests in

Hogan et al. (2000). Together, internal consistency and test-retest reliability evi-

dence appeared in only 5 % of studies in Barry et al. (2014). Test-retest reliability

correlations were the second most commonly reported evidence for PA whereas

item-total correlations were the second most commonly reported evidence for EJPA
in our study.

Overall and like previous research, we found that there tends to be a lack of

consideration of the language, sample/subsamples, and conditions under which

measures are collected when relying on reliability evidence despite the fact that it

is well known in the measurement field that reliability is a characteristic of the

scores on a measure obtained from a sample or subsamples (Crocker and Algina

1986; Green et al. 2011; Helms et al. 2006; Traub 1994; Vacha-Haase et al. 2000;

Whittington 1998; Willson 1980). Researchers need to pay more explicit attention

to the sample providing evidence related to reliability of scores and validity of

inferences before relying on that evidence for their own purposes.

Appropriate reliability estimates should be reported for the scores obtained for

each measure used in a study and greater attention needs to be paid to estimates or

information besides Cronbach’s alpha. Estimates used in a study should be clearly

identified (e.g., as Cronbach’s alpha – not just internal consistency, inter-rater

reliability using Cohen’s kappa). When measures are comprised of multiple sub-

scales, reliability estimates should be reported for the scores obtained on each

subscale. Moreover, when different subgroups or samples (e.g., men/women,

clinical/non-clinical groups, different ethnic/racial/nationality groups) are exam-

ined in a study or different language versions of measures are used, reliability

estimates should be reported for scores obtained from measures for each subgroup/

sample or language version.
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Sources of Validity Evidence

Many validation synthesis studies have found that few studies provide validity

evidence to support the inferences made from the measures used in their research

(Barry et al. 2014; Hogan and Agnello 2004; Qualls and Moss 1996; Slaney

et al. 2009, 2010; Whittington 1998). For example, Qualls and Moss (1996)

reported that validity information was provided for only 31.7 % of measures

examined (with over one-third of this evidence based on previous research) in

their study of articles published in 14 APA journals in 1992 and Barry et al. (2014)

found that only 26 % of articles published between 2007 and 2010 in seven journals

in the area of health education and health behavior reported validity evidence. Even

Hogan and Agnello (2004) reported that only 54.6 % of their sample of entries from

APA’s Directory of Unpublished Experimental Mental Measures, covering tests

appearing in journals from 1991 to 1995, reported some type of validity evidence.

Slaney et al. (2009), however, reported that validity evidence was generated from

the study sample in 92.4 % of articles appearing in the journals Educational and
Psychological Measurement, Psychological Assessment, Journal of Personality
Assessment, and Personality and Individual Differences in 2004 but these are all

journals that focus on measurement, assessment, and validation issues. Likewise, in

our study, we focused on articles that provided validity evidence, so nearly all of the

studies provided validity evidence and any exceptions were reliability-only studies

from multi-study papers.

Similar to some previous research (Barry et al. 2014; Cizek et al. 2008, 2010;

Hogan and Agnello 2004; Qualls and Moss 1996; Slaney et al. 2009), our sample of

studies from PA and EJPA show that internal structure and relations to other

variables sources of validity evidence are strongly favored, with little to no evi-

dence presented related to test content, response processes, or consequences of

testing. There was some evidence that the emphasis might differ from journal to

journal given that a higher percentage of EJPA studies provided internal structure

evidence relative to PA studies. The fact that these journals focused more on

clinical, forensic, or personality tests might explain the dearth of validation evi-

dence related to content in this sample of studies. Cizek et al. (2008) found that

evidence related to test content tended to be presented more frequently in achieve-

ment, developmental, and motor skills tests and less frequently in personality/

psychological, attitude, and vocational tests and Whittington (1998) found content

validity was reported for 45 % of measures in educational research. One consider-

ation that arises with the sources of response processes or consequences of testing is

that, relative to the other sources of validity evidence, there is less clear and

accepted practice about how to obtain such evidence or present it. This makes

such evidence harder to locate in the literature. Moreover, some potential sources of

response processes seem to blur with evidence that might be presented as part of test

content.

We subsequently examined the kinds of evidence that were presented under

internal structure and relations to other variables sources of validity evidence.
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In terms of evidence related to internal structure, CFA was presented most fre-

quently (68 %), followed by EFA (49 %) and measurement invariance (39 %). We

are not aware of previous literature that has examined the types of internal structure

evidence examined. In this volume’s chapter by Chinni and Hubley, which exam-

ined validation practices with the Satisfaction with Life Scale from 1985 to 2012,

about 85 % of studies examined internal structure, with 59 % using CFA and only

31 % using EFA.

With respect to relations to other variables evidence, convergent evidence is, by

far, the most frequently reported at 84 % in both PA and EJPA. Generally, criterion-
related and discriminant evidence were the next most commonly reported kinds of

evidence but it is noteworthy that 41 % of PA studies also reported incremental

evidence (whether they used this exact term or not). For example, a researcher

might indicate finding that scores on a measure predict criterion scores beyond that

provided by other variables which supports the utility of a measure or supports

validity. While this type of evidence might have been subsumed under criterion-

related evidence in some previous validation synthesis articles, we coded for it

separately and found that it was the second most commonly reported evidence in

our sample of PA studies but was rarely reported (<10 %) in our sample of EJPA
studies.

Few studies appear to have examined the frequency of reporting multiple types

of relations to other variables evidence. In PA, 65.5 % of studies reported two or

more types of relations to other variables evidence whereas only 21.4 % of EJPA
studies did so. These percentages are much higher than those reported in the

literature, which tend to be about 5 % or less (Hogan and Agnello 2004; Qualls

and Moss 1996).

There are a number of issues that arise when examining relations with other

variable evidence. One issue has to do with the high frequency of convergent

evidence but relatively low inclusion of discriminant evidence. While it is not

surprising that convergent evidence is presented more frequently than discriminant

evidence, it is disappointing. When conducting a study using convergent measures,

it is important to: (a) include discriminant measures for comparison, and (b) specify

in advance the expected relative magnitude of coefficients from, or the rank order

of, each of the convergent and discriminant measures. As Hubley and Zumbo

(2013) noted, it is useful to think of convergent and discriminant measures as

being on a continuum wherein correlations between theoretically similar measures

(i.e., convergent validity) should be ‘relatively high’ while correlations between

theoretically dissimilar measures (i.e., discriminant validity) should be ‘relatively

low’. This permits the researcher to better interpret the obtained validity

coefficients.

In many cases, there appears to be little or no intention to include discriminant

measures in a study, but low correlations found between scores on the measure of

interest and other measures are subsequently described as ‘discriminant’ in discus-

sion sections. The researcher should not be presenting a table of validity coeffi-

cients and then label evidence as convergent or discriminant based simply on the

significance, direction, or magnitude of the obtained coefficients. There is also a
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tendency for researchers to focus on supporting evidence and ignore evidence (such

as low convergent coefficients) that does not support the intended inferences. This

is most evident when a table of correlations among variables is presented but only

some correlations are discussed. The researcher should explain exactly why specific

convergent and discriminant measures are being selected and specify, in advance,

the evidence that is needed to support validity claims about the intended inferences

from measures. Otherwise, how will the researcher (and reader) be able to judge the

degree to which the evidence supports (or not) the intended inferences?

Another issue is that while the terms ‘concurrent’ and ‘predictive’ have been

associated with criterion-related evidence in theoretical writings in validity and

validation, these terms (and especially ‘concurrent’) are frequently used with

convergent evidence. Moreover, if convergent evidence is examined using regres-

sion techniques, the term ‘predictive’ may be used even if the variables are

collected at the same point in time. Another problem is that the phrase ‘predictive

validity’ may be used but does not always refer to validity evidence per se but

sometimes simply to the use of statistical prediction. But this also raises questions

about what qualifies as a ‘criterion’ in criterion-related evidence. There are many

cases in which the evidence being presented should be treated as convergent

evidence rather than criterion-related evidence. An example of this would be

examining the correlation between scores on two depression screens; even if one

screen might be considered a ‘gold standard’ in the field, it is better conceptualized

as a convergent measure than as a criterion. There are also cases, however, in which

one needs to decide whether the so-called criterion is truly an outcome variable as

envisioned in validation work or whether it is simply a dependent variable in a

research study. Essentially, how closely related to the construct represented by the

measure of interest does the so-called criterion need to be? One needs to consider

whether the ability of scores on the measure of interest to explain or predict an

outcome/dependent variable (i.e., so-called criterion) contributes to our understand-

ing of the inference being made from scores on the measure of interest. In some

cases, researchers attempt to do too much in one study and try to both provide

validity evidence (i.e., conduct a validation study) and determine the contribution

of a predictor to the dependent variable (i.e., conduct a research study).

Yet another issue is that researchers do not seem to have a handle on how to

examine or present known-groups validity evidence. In known-groups validation,

the researcher needs to present theoretical and/or empirical evidence of a known

difference among the groups on the construct of interest. Consequently, if a

significant difference is then shown to exist among the groups, then evidence is

present to support the intended inference from the scores on that measure. At the

same time, if such a difference is not found, then the researcher must acknowledge

that the evidence does not support the intended inference. It is crucial then to select

one’s groups carefully. Even when researchers intend to provide known-groups

evidence, their interpretation and reporting of this evidence tends to be weak. That

is, there is a tendency for evidence that supports the intended inference to be

identified as supporting validity but evidence that does not is simply discussed

descriptively. At the same time, researchers too often seem to confuse exploring
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possible group differences (e.g., sex differences) with known-groups validity

evidence.

In many cases, researchers appear to have far more evidence at hand than they

actually present. This is particularly the case for discriminant evidence and for

known-groups evidence. In the case of discriminant evidence, for example,

researchers may not always consider that not all subscales on measures used in

the study would be expected to be correlated and thus miss the opportunity to

provide discriminant evidence and, at the same time, strengthen their presentation

of convergent evidence. In the case of known-groups evidence, researchers some-

times simply explore group differences in their studies without recognizing that a

well-known difference could be presented as known-groups evidence.

Finally, known-groups evidence is sometimes described as discriminant evi-

dence with the idea that the measure can be used to discriminate group membership.

This may be dependent on the field of study as Hubley (2014) has pointed out that

this mislabeling of discriminant validity evidence is extremely common in the

quality of life literature. On the one hand, it is tempting to argue that the use of

terms to describe different types of relations with other variables evidence is an

unnecessary distraction given that they all qualify as validity evidence. This is

certainly true when one focuses on the degree to which there is a preponderance of

evidence to support the intended inferences from scores on the measure of interest.

On the other hand, the correct identification of these types of evidence is important

if we are to learn more about the types of evidence that are favored in validation

work, understand where gaps in such evidence exist, and provide better education

about how such evidence might be presented and interpreted.

Limitations

It is important to recognize the limitations that might exist in a validation synthesis

study. The small number of studies (25 %) sampled from PA and EJPA in this study

may not fully represent validation practices conducted by all studies reported within

these journals or by studies within the field as a whole. In addition, in coding

validation procedures we were constrained by the clarity, and quality, of the

information reported in studies and, at times, we were required to use our best

judgment to evaluate the presence of certain types of evidence. Nonetheless, our

findings do seem to be fairly consistent with the findings of previous validation

synthesis research. It is also worth noting that our results, like those in other

validation syntheses, may not strictly reflect what researchers know or do with

respect to validation practices but reflect other factors such as editorial policies or

restrictions (e.g., page length) or reviewer recommendations.
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Health and Medicine



Chapter 12

Reporting of Measurement Validity

in Articles Published in Quality of Life
Research

Eric K.H. Chan, Bruno D. Zumbo, Michelle Y. Chen, Wen Zhang,

Ira Darmawanti, and Olievia P. Mulyana

Health is not just the absence of disease, but “a state of complete physical, mental,

and social well-being” (World Health Organization 1948). This definition suggests

the importance of including the concept of well-being and quality of life (QoL) in

assessing health. QoL in health is a broad, multidimensional concept that encom-

passes “general health, physical functioning, physical symptoms and toxicity,

emotional functioning, cognitive functioning, role functioning, social well-being

and functioning, sexual functioning and existential issues” (Fayers and Machin

2007, p. 4). Of late QoL has received increased attention in health research,

practice, and policy.

Researchers, practitioners, and clinicians have increasingly recognized the

importance of the assessment of QoL and it has become an important adjunct to

traditional biomedical measures to assess or evaluate the burden of disease. For

instance, individuals who suffer from chronic diseases have multifaceted

healthcare-related needs and the diseases often affect the individuals’ functioning

and quality of life. These functioning and quality of life issues cannot be assessed

via traditional biomedical methods. Psychometric instruments which enable these

individuals to report their functioning and quality of life issues can allow

researchers, clinicians, and policy makers to more effectively assess, monitor, and

address the functioning and quality of life issues. Research has demonstrated that

QoL information can improve collaboration between different disciplines in the

health care system, improve health care plans, and improve communication

between health care providers and patients (Detmar et al. 2002; Greenhalgh and
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Meadows 1999; Marshall et al. 2006; Velikova et al. 2004). It is therefore imper-

ative to ensure the quality of psychometric QoL instruments.

In the area of health research there are two broad classes of measurement:

psychometric and econometric. The former typically involves self-reports of health

status, functioning, quality of life, symptoms, side effects, experience, and satis-

faction, whereas the latter involves self-reports framed within an economic utility

methodology (the utility approach to measurement is derived from decision-making

theory and is common in health economics studies/evaluations.). Our focus is on the

psychometric approach.

In the development and evaluation of a psychometric instrument, validity is a

fundamental issue (AERA et al. 1999; Kane 2006; Messick 1989). The importance

of validity is also reflected in policy documents, recommendations, and guidelines

by a number of health organizations, such as the United States Food and Drug

Administration (Patient-Reported Outcome Measures: Use in Medical Product
Development to Support Labeling Claims, published in 2009), the European Med-

icines Agency (Reflection Paper on the Regulatory Guidance for the Use of Health-
Related Quality of Life [HRQL] Measures in the Evaluation of Medicinal Products,
published in 2005), the Scientific Advisory Committee of the Medical Outcomes

Trust (2002), and the joint Pharmaceutical Research and Manufacturers of America

Health Outcomes Committee (PhRMA HOC) and the Division of Drug, Marketing,

Advertising, and Communications of the FDA (DDMAC FDA) (Santanello

et al. 2002). Task forces have also been established to develop guidelines on the

best practices in the reporting of psychometric properties (including validity) of

QoL instruments in clinical trials (Brundage et al. 2013; Calvert et al. 2013).

The theories of validity and methods for validation have become more advanced,

expansive, and complex over the course of the last three decades. In addition to the

traditional sources of validity such as content, relations to other variables (e.g.,

discriminant, and convergent validity), and internal structure, the contemporary

view of validity contends that evidence based on response processes and conse-

quences are emerging as important sources of validity evidence (AERA et al. 1999;

Messick 1989; Hubley and Zumbo 2011). There is agreement among validity

theorists that the integration and accumulation of validity evidence from various

sources is needed to support the validity of the interpretation and inferences made

from the scores arising from psychometric instruments (AERA et al. 1999; Kane

2006; Messick 1989; Zumbo 2007, 2009).

The purpose of the present study was to review the reporting of validity evidence

in papers published in Quality of Life Research, with an aim towards investigating

and improving the validation practices of health related QoL instruments. While the

investigation of the reporting of validity evidence and validation practices have

been conducted in education and psychology (e.g., Cizek et al. 2008, 2010), little is

known in the area of QoL in health research. Examining the reporting characteris-

tics is a useful strategy to investigate how a psychometric validation study in the

area of QoL in health is designed.

Quality of Life Research is the official journal of the International Society for

Quality of Life Research (ISOQOL). This scholarly society, and its official research
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journal, was selected because, ISOQOL is internationally recognized as the author-

ity for health-related quality of life research. With members from over 40 countries,

ISOQOL is committed to high quality research on the measurement of health-

related quality of life. Its mission is to advance the scientific study of health-related

quality of life to enhance health care quality, identify effective health interventions,

and improve people’s health. We believe the papers published in that journal are

authoritative resources for shaping research and serve as a fruitful ground from

which to investigate psychometric validation practices in QoL in health research.

Our focus was not to evaluate the quality of the psychometric instruments, but

rather on informing validation practices. The following research question was

addressed: What sources of validity evidences are reported in the validation of

psychometric instruments published in the journal?

Methods

We conducted a systematic search using the official website of the journal in

February 2013. We used the following keywords, “development” OR “measure-

ment” OR “psychometric” OR “psychometrics” OR “valid” OR “validation” OR

“validity”, to search for articles. The search resulted in 2,416 articles in total.

Retrieving and reviewing all validity and validation articles published in the journal

since its inception would be ideal. However, due to the large number of articles and

our limited resources, our team chose to only include and review papers published

in the journal in 2012 and those that were in press at the time of our search (our

search results included papers that were online first), with an explicit focus on

papers with the term “valid”, “validity”, or “validation” in the title. This approach,

in our opinion, allows us to see the very recent practice of validation in this journal

and is a useful strategy to capture articles that are explicitly stated as validity and

validation papers. A total of 34 articles were included and were coded. We chose to

include only empirical validation studies and excluded opinion and editorial arti-

cles, reviews, systematic reviews, and meta-analyses, theoretical papers, and arti-

cles on guidelines, statistical data simulations, and methodological

recommendations. We also excluded preference-based, utility, and related studies

because these studies come from an econometric tradition of how one develops and

“validates” instruments, and hence the language and framework are different from

the psychometric approach (Kopec and Willison 2003; Richardson and Zumbo

2000). Conference abstracts were also excluded. The present review was therefore

delimited to studies using the psychometric approach to validation.

We developed a coding sheet for the coding of the characteristics and validity

evidence presented in each of the 34 selected papers published in this journal.

Following the framework of validity stated in the most current version of the

Standards for Educational and Psychological Testing available at the time of the

conduct of this study (AERA et al. 1999) and building from previous research (e.g.,

Cizek et al. 2008, 2010), the following sources of validity evidence were coded:
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face, content, construct, predictive, concurrent, convergent, discriminant, response

processes, consequences, reliability, and other. The coding was based on what the

authors of the articles reported and the procedures involved. For instance, if an

author in the article explicitly reported “content validity”, content validity was

coded. If “think-aloud” process was presented in the paper to investigate people’s

responses yet the evidence was not explicitly stated as “response processes”, it was

still coded as response process evidence. In a similar vein, if factor analytic results

were presented but were not explicitly called internal structure evidence in the

paper, we still coded them as internal structure evidence. Four of the authors of the

present study completed the coding of the validity evidence reported in the

34 papers published and in press in 2012 in this journal. To ascertain consistency

in the coding, we randomly selected six articles (from the 34) and they were coding

by all four individuals. The remaining 28 articles were equality divided therefore

each of the four individuals coded seven of the 28 articles. In other words, each of

the four individuals coded 13 (seven unique and six common) articles. In terms of

the agreement among raters, disagreement occurred in 9 of the 60 multiple ratings

(i.e., 6 articles for the 10 sources of validity that were coded); and within each case

only one rater disagreed with the other three. There were no disagreements among

the raters for the face, predictive, discriminant, consequences, and response process

codes – in all others there was one rater who disagreed with the other three for only

one or two of the articles in each coding category. Overall, we consider this a high

consistency among our four raters. In terms the final coding for reporting validation

practices, any disagreements in the coding results were reviewed and inconsis-

tencies were resolved by the first author. During the coding stage, we found that one

article was on the content validity methodology (Magasi et al. 2012) and the article

was excluded. Therefore, the total number of articles included in the present study

was 33.

Results and Conclusions

Reporting of Validity Evidence

The results of the present study showed that researchers conducting validation

studies are not relying on only one sources of validity evidence in the exclusion

of all other sources. As shown in Table 12.1, the number of sources of validity

evidence reported per study ranged from zero to five, with a mode of two. Two

studies reported zero sources of validity evidence (the authors did not refer to any

source of validity evidence) yet it presented itself as a validation study. As

presented in Table 12.2, internal structure, reported in over half of the papers,

was the most frequently reported source of evidence to support the measurement

structure and the consistency of the items of a QoL instrument. Slightly over half of

the studies reported convergent validity or construct validity evidence. Of the

220 E.K.H. Chan et al.



19 studies that reported construct validity evidence, ten employed correlations to

examine the association between instruments or variables that are of theoretical or

clinical relevance, eight employed factor analysis, item response theory or Rasch

modeling, two presented convergent and discriminant validity evidence (but

presented the results as construct validity evidence), two employed multi-trait

multi-method (MTMM) technique, and one conducted analysis of group differ-

ences. Discriminant validity, which serves as a baseline to compare convergent

validity, was reported in about 40 % of the papers. About a quarter of the papers

reported concurrent validity evidence. Four studies reported evidence on content

validity. Examples of the methods employed in the content validation studies

included cognitive interview, content analysis of patient responses, and face to

face interviews. Predictive validity evidence was reported in only one (1 [3.0 %])

study. Response processes and consequences, which are emerging as an important

source of validity evidence, were not reported in any of the 33 studies (see

Table 12.2). Other reported validity sources included criterion, known-group, and

internal/external validity.

In this study, we reviewed the validity evidence reported in papers published in

Quality of Life Research, the official journal of ISOQOL. Our purpose is not to

critique individual papers but rather use the papers published in the journal as a

“data source” to document the prevalence of validation practices. The results

revealed that the sources of validity evidence reported in the journal vary, and

authors are not focusing on one source of validity evidence at the exclusion of all

Table 12.1 Frequency of

number of validity sources

reported

Number of sources Frequency Percent

0 2 6.1

1 0 0

2 12 36.4

3 11 33.3

4 5 15.2

5 3 9.1

Total 33 100

Table 12.2 Sources of

validity reporteda
Source of validity Number Percent

Internal structure 20 60.6

Construct 19 57.6

Convergent 19 57.6

Discriminant 14 42.4

Concurrent 8 24.2

Content 4 12.1

Predictive 1 3.0

Response processes 0 0

Face 0 0

Consequences 0 0
aA paper can report more than one source of validity
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others. Similar to the findings of Value in Health (chapter 15 of this book), another

journal that publishes QoL research in health, evidence of internal consistency was

the most widely reported source of validity evidence in Quality of Life Research.
Other commonly reported sources of validity include those involving convergent

and construct.

No evidence based on response processes or consequences are reported in our

sample of papers, although these two sources are important in the process of

validation (Hubley and Zumbo 2011, 2013; Messick 1989, 1995; Zumbo 2007,

2009). Neglecting these two important sources of validity evidence could affect the

quality of QoL research in health which in turn may affect the quality of healthcare

provided to people.

Response processes refer to the cognitive or thinking processes involved when

an individual responds to items on a QoL instrument. The purpose is to investigate

how and why people respond to items on QoL instruments the way they

do. Although the importance of examining this substantive aspect of validity has

been stressed (AERA et al. 1999; Messick 1989, 1995) and is emerging as central to

validity claims (Hubley and Zumbo 2011, 2013; Messick 1995; Zumbo 2007,

2009), we found that this source of validity evidence was not present in any of

the 33 papers published in Quality of Life Research.
Response processes also concerns the influence individual characteristics have

on their response to QoL items. For example, when asked about emotional func-

tioning, it is important that people are reasoning about their emotional functioning

and their responses should not be influenced by characteristics such as social

desirable responding or stigma associated with poor emotional functioning. These

issues may lead to invalid QoL assessment results.

Although the examination of consequences is emerging as central to validity

claims (Hubley and Zumbo 2011, 2013; Messick 1995; Zumbo 2007, 2009),

consequences were not reported in any of the 33 papers we reviewed in this

study. Consequences include both positive and negative consequences of the

intended use of test scores (AERA et al. 1999; Hubley and Zumbo 2011, 2013;

Messick 1989). First, intended use is the claims or decisions we want to make based

on the scores on a QoL instrument and is part of the entire validation activities.

Issues such as construct underrepresentation and irrelevant variance can negatively

influence the intended use of a QoL instrument. For instance, research in mental

health has shown that males tend to have lower scores (i.e., better mental health)

than females. However, differential item functioning (DIF) research has demon-

strated gender DIF, suggesting that males are less likely to endorse certain mental

health items when the level of mental health between the two genders are controlled

for. This lack of invariance may shed light on why males tend to appear to have

better mental health and may weaken the intended interpretation of the difference in

mental health scores between males and females. Such findings may also affect the

validity of QoL assessment in health.

The misuse of test scores is also a central concern although not a source of

invalidity, per se (Hubley and Zumbo 2011, 2013). That is, misuse, in and of itself,

does not invalidate the appropriate use of an instrument. An example of misuse is in

the diagnosis of clinical depression. A diagnosis of clinical depression cannot be
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made based on the scores arising from screening instruments; additional clinical

evaluation is needed (Maurer 2012; Pignone et al. 2002; Sharp and Lipsky 2002).

As the intended use of screening instruments is to identify individuals who may
have clinical depression and to identify those who may require additional mental

health evaluation, but not to make official diagnosis. Making a diagnosis of

depression based solely on the scores on a depression screening instrument is an

example of misuse. Such a misuse may result in over- or under-diagnosis of clinical

depression. This may have negative consequences on epidemiological findings,

diagnostic decisions, and even insurance coverage. A misuse of the depression

screening instrument as a clinical diagnostic tool does not invalidate it as a screen

instrument – rather it just invalidates it as a diagnostic tool.

The issue of consequences in validity is mentioned in task force reports by some

health care associations. For instance, this issue is included in the Ad Hoc Task

Force Report on the incorporation of patient perspective into drug development and

communication (Acquadro et al. 2003) by the International Society for Pharmacoe-

conomics and Outcomes Research Patient Reported Outcomes Harmonization

Group. Although the term consequence was not stated in the report explicitly, the

report stated that the inclusion of QoL assessment in clinical studies should be made

with the intended claims in mind. This suggests that the issue of consequences need

to be considered when using psychometric QoL instruments in clinical research.

Our findings that consequences were not reported in any of the 33 papers we

reviewed in this study suggests that more effort is needed to promote the inclusion

of consequences of appropriate use of an instrument in validation activities in QoL

in health, and not just the misuse of a measure. The formation of task forces and

development of best practices and reporting guidelines may be helpful in promoting

the inclusion of consequences in validation practices in QoL research in health.

It is important to note that we are not suggesting that researchers conducting

validation work are required to have all five sources of validity evidence in all

cases. Instead, the use of the instrument and the patient population should drive the

sources of validity evidence needed to support the score interpretation. Our review

of the 33 articles published in Quality of Life Research shows that it is not common

for validation researchers to use the Test Standards, or theoretical frameworks by

Messick or Kane to guide their validation practices. At present, the lack or theo-

retical framework to guide validation practices makes validation activities seem

like “stamp collecting” in which a few sources (sometimes only a single source) of

validity are collected to support the validity of score interpretation. This is in

contrast with the currently accepted view in validity theory that an integrated

evidential basis is needed to support validity claims.

It is also interesting to note that only a very small percentage (3.0 %) of the

articles we reviewed in this study reported predictive validity evidence. It seems

reasonable for future research in QoL to place more emphasis on the investigation

of predictive validity. Such effort has the potential to increase the value of including

QoL assessment in health research and care. Our findings also suggest that

researchers investigating the predictive values of QoL in health may not be using

the psychometric language (e.g., predictive validity). In cancer research, for
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instance, QoL predicts survival (e.g., Efficace et al. 2006; Karvonen-Gutierrez

et al. 2008; Maione et al. 2005; Montazeri 2009), but the term predictive validity

is not commonly used. It seems reasonable for future research in QoL to place more

emphasis on the investigation of predictive validity. Such effort has the potential to

increase the value of including QoL assessment in health research and care.

Researchers conducting research syntheses should be mindful that the search

terms used to identify relevant studies could impact the quality of the synthesis.

For example, if the search term “predictive validity” is used, the results may

exclude studies in which predictive validity was indeed examined, yet the authors

examined it using a different term.

The present study has limitations. First, we focused on examining the 33 articles

published in Quality of Life Research in 2012. Given the relatively limited focus,

the results may not be generalizable to all of the validation studies published in the

journal. As mentioned, although it would be ideal to review all validity and

validation articles published in the journal since the inception of the journal, due

to the large number of articles and our limited resources, our focus on articles

published very recently would still give us a good understanding of the validity

evidence reported and validation practices in the area of QoL in health. Second, just

because the authors did not report all sources of validity evidence does not mean no

such evidence have been done or that authors are not aware of the other sources of

validity, such as consequences and response processes. The design of the present

study did not allow us to examine the reasons behind the reporting of the validity

evidence in papers published in Quality of Life Research. Future research is needed
to investigate this issue.
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Chapter 13

Validity Evidence for a Perceived Social

Support Measure in a Population Health

Context

Daniel W. Cox and Jess J. Owen

Measurement validity refers to the extent to which the meaning or interpretation

that is attributed to a score is accurate (Messick 1995). Further, validity evidence is

tied to the specific purpose(s) of score interpretation (American Educational

Research Association American Psychological Association and National Council

on Measurement in Education 1999). For this reason, when scores are used for

purposes other than what they were originally intended, validity evidence for this

new purpose is necessary to empirically and theoretically support score interpreta-

tions. If validity evidence is absent, inaccurate interpretations may be made.

It is best to think of validation as a process rather than a goal; it is iterative

(Messick 1995). Validity should be evaluated for every new purpose/interpretation

of a score. Notably, this includes “across persons or population groups and across

settings or contexts” (Messick 1995, p. 741). Thus, it is important that the gener-

alizability of samples be considered when evaluating validity evidence. For exam-

ple, when describing validity evidence of a score on a perceived social support

measure, to write that ‘concurrent criterion validity was demonstrated in a sample

of adult men and women,’ has different implications than writing that ‘concurrent

criterion validity was demonstrated in a sample of 18- to 23-year-old Israeli men

and women actively serving in the Israeli Army.’ It is likely that the age, ethnicity,

and occupation/context of the sample influence the score’s meaning. Thus, the

score on a measure may have different meaning in a sample of 70- to 79-year-old

widowers recruited from a physical rehabilitation center in Beijing compared with a

sample of gifted second-grade boys and girls residing in rural Pennsylvania.

Contrarily, it may have the same meaning across these groups; by assessing validity

between populations and contexts, score generalizability is being empirically

evaluated.
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Population Health Research

Population health researchers study the role of health determinants (i.e., risk and

protective factors) on health outcomes (Kindig and Stoddart 2003). There is

substantial latitude when defining health determinants, health outcomes, and

populations, which depends on the research questions being asked. Further, they

study the relation of these variables, both within and between populations. Notably,

population health research differs from traditional individual-differences psycho-

logical or educational research insofar as the focus is on understanding populations

rather than persons.1 Thus, we would expect validation practices to reflect this

difference – the populations’ score validity is of interest rather than the persons’.

To evaluate populations, population health researchers apply sophisticated sam-

pling methods so their samples represent populations of interest. Thus, their con-

clusions can apply to entire populations without assessing every person within a

population. For example, Statistics Canada’s Canadian Community Health Survey

(CCHS) is an ongoing survey of health-related practices in Canada (Statistics

Canada 2011). To attain a representative sample of the country’s residents; prov-

inces, territories, and health regions (i.e., provincial subdivisions) are sampled

based on the number of people residing in those areas. Using this method, a

representative sample is attained – the sample of 65,000 participants is represen-

tative of the 35,000,000 people in the national population. To further facilitate

accurate representativeness, each participant is given a weight (i.e., the number of

people within the total population that person represents). Using sampling weights

allows researchers to ask population-level research questions without sampling the

entire population. Thus, research questions can be asked of the entire population,

‘Among all Canadians, does perceived social support influence their likelihood of

seeking professional mental health treatment?,’ or subpopulations, ‘Among

Aboriginal adolescent males living in British Columbia, does perceived social

support influence their likelihood of seeking professional mental health treatment?.’

While there is variation in population health sampling methods, this example

illustrates the context in which measurement validity can be evaluated by popula-

tion health researchers.

The Medical Outcomes Study-Social Support

Survey (MOS-SS)

The MOS-SS is a 19-item self-report measure of perceived social support

(Sherbourne and Stewart 1991). It was developed to measure different functions

(i.e., functional aspects) of perceived social support. These functions were based on

1 The authors note that the boundaries of these fields are not concrete as findings from psycho-

logical and educational research may apply to populations.
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reviewing the literature and identifying functions regarded as most important in

empirically-based models of social support. This resulted in the generation of

50 items, and following a variety of empirical item-reduction techniques, was

reduced to 19 items representing four functions of perceived social support:

(a) emotional/informational (e.g., having people to talk to about problems and get

advice from), (b) tangible (e.g., having people who give material aid),

(c) affectionate (e.g., having people who give love and affection), and

(d) positive social interaction (e.g., having people to spend time with). Respondents

indicate how often each of the support functions is available to them from 1 (none of
the time) to 5 (all of the time). Items within each function can be summed for a

subscale score and all of the items can be summed for an overall index of perceived

social support.

The MOS-SS was developed in the context of evaluating both process and

outcome variables in a longitudinal study of patients with chronic medical condi-

tions (Sherbourne and Stewart 1991). Specifically, the study was designed to

examine how physicians’ practices and different health care systems influenced

patients’ outcomes. Thus, original validity evidence was examined with 2,987

patients who were part of the Medical Outcome Study. Since, the measure has

been adopted by population health researchers and used in several large-scale

population health surveys (Statistics Canada 2011).

Study Purpose

The purpose of the present study was to evaluate the validity evidence for the

MOS-SS. Specifically, we were interested in if validity evidence reflected the use of

the MOS-SS in population health research rather than individual differences

research. We had three major research questions: (a) What were the characteristics

of the samples in which validity was evaluated? (b) Were samples representative of

populations? and (c) What sources of validity evidence have been evaluated?

Methods

Sampling

We conducted a systematic literature review of peer-reviewed journal articles that

evaluated the validity of MOS-SS scores. We used PsycINFO, MEDLINE, and

ERIC and searched for keywords in the title and abstract. Search words were “MOS

social support,” “Medical Outcomes Study Social Support,” and “valid*”. This

resulted in 69 peer-reviewed articles that were then screened to determine if they

evaluated the validity of the MOS-SS. From the 69 articles, we concluded that
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20 explicitly evaluated the validity of the MOS-SS. From these 20, 4 were removed

– 2 because they were not in English and published in journals that we could not

attain and 2 because the authors used the MOS-SS to examine the validity of other

measures and did not examine the validity of the MOS-SS – resulting in 16 peer-

reviewed journal articles. One article consisted of three samples and validity was

examined separately in each (Moser et al. 2012), so we coded it as three separate

studies. Thus, we coded a total of 18 studies.

Coding

All articles were reviewed by the two authors and coded via a structured coding

form (see Table 13.1). The first author had doctoral-level course work in the area of

psychometrics and had published in the area; the second author was a graduate

student with undergraduate and graduate level course work in psychometrics,

psychological testing, research methods, and statistics. Determinations about the

types of validity evaluated were made by the current authors in-line with The
Standards (AERA and APA 1999). Thus, if a study’s authors stated that they

evaluated one type of validity, yet in the description of their methods the type of

validity they evaluated — according to The Standards — was a different type, we

coded consistent with The Standards. Because most articles presented more than

one type of validity evidence, those that did were counted in each appropriate

category (i.e., more than once). Particular emphasis was given to identifying the

populations that samples were drawn from and if those samples were representative

of those populations – issues particularly important in population health research.

Coding was done independently by each author, who met and discussed discrep-

ancies so that 100 % agreement on all variables was reached.

Results

Overview of Studies Coded

Of the 18 studies coded, the majority evaluated the 19-item MOS-SS (66.7 %),

followed by the 8-item Modified MOS-SS (mMOS-SS) (16.7 %), and the 12-item

(5.6 %), 4-item (5.6 %), and Computer Mediated MOS-SS (5.6 %). Most of the

investigations were psychometric (94.4 %) with one (5.6 %) being in the context of

a research study. Further, none (0 %) of the authors indicated that their validity

perspective came from The Standards or from Messick’s work.
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Table 13.1 Coding form

Information coded Coding options (if applicable)

Age

Sex

Ethnicity

Sample size

Form

Language of form

Type of investigation (a) Psychometric

(b) Research

Validity perspective/theory used

by the study’s authors

(a) The Standards

(b) Messick

(c) Unsure/not clear

Representative of population (a) Yes

(b) No

Authors stated they evaluated con-

tent validity

(a) Yes

(b) No

Factor analysis (a) Yes

(b) No

Item interrelationships (a) Yes

(b) No

Invariance (a) Yes

(b) No

Mokken scaling (a) Yes

(b) No

Simplex pattern (a) Yes

(b) No

Convergent (a) Yes

(b) No

Criterion predictive (a) Yes

(b) No

Criterion concurrent (a) Yes

(b) No

Generalizations (a) Yes

(b) No

Discriminant (a) Yes

(b) No

Known group (a) Yes

(b) No

Nomological networks (a) Yes

(b) No

Construct (a) Yes

(b) No

Response processes (a) Analysis of individual responses by interview

(b) Examining similarities/differences in responses by dis-

tinct groups or investigations in which researchers collect,

record, and interpret data

(c) No

(continued)
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Research Question 1: What Were the Characteristics
of the Samples in Which Validity Was Evaluated?

A full breakdown of the populations sampled is presented in Table 13.2. Of the

18 studies reviewed, the majority evaluated adult samples (66.7 %), followed by

older adults (27.8 %), and young adults (5.6 %). Further, validity was evaluated in

either mixed sex (66.7 %) or female (33.3 %) samples, no studies (0 %) evaluated

MOS-SS validity in solely male samples. Multiple validity studies were conducted

in the U.S. (38.9 %) and China/Taiwan (22.2 %), while several countries had one

validity study (i.e., Portugal, Italy, Hong Kong, Malaysia, Canada, Brazil, and

South Africa). Further, validity studies with the MOS-SS translated into several

languages were conducted. Languages included English (50 %), Chinese (dialect

not specified) (27.8 %), Portuguese (5.6 %), Brazilian Portuguese (5.6 %), French

(5.6 %), Italian (5.6 %), and Malay (5.6 %). Regarding race/ethnicity, few studies

evaluated validity evidence in specific races/ethnicities (11.1 %); most (88.9 %)

omitted race/ethnicity from their inclusion/exclusion criteria. The majority of the

studies were conducted with clinical populations (77.8 %), most of them included

heart disease patients (27.8 %) or breast cancer survivors (16.7 %), while the

minority (22.2 %) were conducted among nonclinical populations.

Research Question 2: Were Samples Representative
of Populations?

Of the studies coded, only one (5.6 %) evaluated the validity of MOS-SS scores in a

representative sample (Robitaille et al. 2011) (see Table 13.2). That study was

conducted among a representative sample of older adult Canadians, using the

English and French translations of the measure.

Table 13.1 (continued)

Information coded Coding options (if applicable)

Consequences (a) Benefits associated with test use

(b) Negative uses

(c) Other

(d) Unsure/not clear

(e) No
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Research Question 3: What Sources of Validity Evidence
Have Been Evaluated?

For a full description of the types of validity evidence presented in the reviewed

articles, see Table 13.3. For internal structures, the types of validity evidence

reported included factor analysis (94.4 %), item interrelationships (11.1 %), invari-

ance (5.6 %), and Mokken scaling (5.6 %). Regarding relations to other variables,

the most common was criterion-concurrent (83.3 %), discriminant (27.8 %),

criterion-group differences (16.7 %), and convergent (11.1 %). Further, 33.3 %

reported content validity. No authors (0 %) reported criterion-predictive validity,

response processes, or consequences.

Discussion

The purpose of the present study was to evaluate validation practices and validity

evidence for the MOS-SS. To do this, we systematically reviewed the validity

research on the measure. The MOS-SS was originally designed for research on

patient reported outcomes and has since been adopted by population health

researchers. Below, we discuss the validation practices reviewed and their strengths

Table 13.3 Frequencies of

validity evidence sources
Source of evidence Number of studies

Content 6

Internal structure

Factor analysis 17

Item interrelationships 2

Invariance 1

Mokken scaling 1

Other: Simplex pattern 0

Relations to other variables

Convergent 2

Criterion-predictive 0

Criterion-concurrent 15

Criterion-group differences 3

Generalizations 0

Discriminant 5

Nomological network 0

Construct validity 14

Response processes 0

Consequences 0

Note. Several studies reported more than one category of validity

evidence; therefore, they were counted in each appropriate cate-

gory (i.e., more than once)
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and limitations in the context of population health research. Further, we offer

suggestions for future directions in population health validation practices.

Evaluating Validity Within and Between Populations

One of the strengths of the validity evidence for the MOS-SS is that validity was

evaluated among several international populations and in several different lan-

guages. Further, a variety of clinical samples and several non-clinical samples

were used in the validity studies as well as mixed gender and solely female samples.

While validity evidence for the MOS-SS was examined in several different

populations, only one study directly evaluated the measure’s factor structure

between populations (Robitaille et al. 2011). In their study, the authors used

measurement invariance to examine if the MOS-SS had a uniform factor structure

for English and French speaking Canadians who completed the measure in their

primary language. By using measurement invariance (i.e., measurement equiva-

lence), researchers assess measures’ validity between populations of interest by

examining if the internal structure of the measure is the same in different

populations (Vandenberg and Lance 2000). If it is not the same, the measure is

considered biased (Brown 2006).

For many researchers, evaluating measurement invariance is difficult because it

requires large samples from each population of interest to make between population

conclusions. In the context of population health research, large sample sizes are

common. Thus, for many population health researchers, samples are well suited for

evaluating measurement invariance and are a practical way to evaluate validity

between populations of interest. While measurement invariance is used to evaluate

the consistency of a measure’s internal structure between populations, structural

consistency does not imply that each scale is measuring the same construct in each

population. Thus, other evaluations of validity are necessary to determine if validity

is equivalent between populations. That being said, we believe that evaluating

measurement invariance is an important step for population health researchers

examining measurement validity across populations of interest.

Multilevel Validity Evidence

Methodologists have argued that group-based (e.g., aggregate- or population-level)

inferences require group-based validity (Zumbo and Forer 2011). Most of the

history of the social and health sciences is made-up of individual-based inferences;

thus, validity is almost exclusively conceptualized within an individual-differences

paradigm. However, interest in population-level research questions and advances in

research methods have facilitated multilevel validity evaluation. A common exam-

ple of a multilevel context comes from education – students (level one) are nested

within classrooms (level two), classrooms are nested within schools (level three),
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and schools are nested within districts (level four). An inference at the student level

– wealthier students score better on standardized achievement tests – has different

implications than a similar inference at the district level – wealthier districts score

better on standardized achievement tests. Further, we cannot assume that measures

of socioeconomic status or academic achievement are equivalently valid at the

individual and the district level. This framework is analogous in population health –

for example, persons (level one) are nested within neighborhoods (level two),

neighborhoods are nested within health regions (level three), health regions are

nested within provinces (level four), and provinces are nested within countries

(level five). Similar to the education example above, an inference at the person level

– people with greater social support are less likely to have major depressive

disorder – has different implications than a similar inference at the provincial

level – provinces with greater social support have lower rates of major depressive

disorder. Also, assuming measures of social support and major depressive disorder

are equally valid at the person and provincial level is an assumption that requires

empirical examination. None of the MOS-SS validation studies applied multilevel

analysis. While it is beyond the scope of this chapter to fully explicate the theory

and proposed methods of multilevel validity analysis (see Forer and Zumbo 2011;

Zumbo and Forer 2011), we hope this brief discussion of the problem encourages

population health researchers to consider multilevel conceptualizations and ana-

lyses, which we believe will improve the validity of population health measures,

results, and inferences.

Representativeness of Samples

Validity evidence for the MOS-SS has been evaluated in nine countries on five

continents. Presently, only one study examined the MOS-SS in a sample represen-

tative of a population – English and French speaking, older adult, Canadians

(Robitaille et al. 2011). While validity studies were conducted in several countries,

none used representative samples of the country’s population. Nor did they examine

representative samples of subpopulations within those countries. Therefore, while

findings from these studies are encouraging, regarding MOS-SS score validity

across populations, they fall short of assessing validity at a population level.

Relations to Other Variables

We found that more studies (i.e., 15) evaluated criterion-concurrent validity than

any other type of validity via relations to other variables. A foundational goal of

population health research is to evaluate predictors (i.e., health determinants, risk or

protective factors) of health outcomes (Kindig and Stoddart 2003). The term

predictor implies causality – social support causes, at least partially, the health
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outcome under investigation. Thus, even if research is cross-sectional, temporality

is presumed. Interestingly, there were no studies of criterion-predictive validity –

the validity evidence that most directly evaluates if a score predicts, over time, a

theoretically expected criterion (i.e., outcome). Demonstrating predictive validity

would add credibility to the argument that a predictor is causing a certain outcome,

and argument central to population health research.

Conclusion

As noted above, validity is dependent upon context, which includes the populations

of interest and purposes of score interpretation (Messick 1995). In population

health, measures are used to evaluate health determinants and outcomes within

and between populations. Thus, we encourage population health researchers to

evaluate validity in the context of the populations they are investigating – evaluat-

ing validity in entire populations as well as within and between subpopulations. As

an example, let us say researchers are interested in evaluating the validity of the

MOS-SS in the U.S. population. First, they would examine validity in the context of

a representative sample of the U.S. population. Next, they would identify sub-

populations of interest to investigate validity both between and within those

populations. We recognize that this is a potential rabbit hole insofar as there are

an almost limitless number of subpopulations. Thus, we encourage researchers to

consider (a) what subpopulations are of most interest to them and (b) what sub-

populations would past research and theory indicate may differentially respond on

the measure(s) of interest. For example, in some populations, religious affiliation

may greatly vary and influence the construct of interest. Thus, validity evidence

within and between religions should be evaluated. However, within other

populations, religious affiliation or lack thereof is relatively homogeneous. Thus,

how religious affiliation impacts the validity of the measure’s score is of little

interest or value. To further illustrate our thinking, we have presented a figure that

depicts how population health researchers could divide populations and subpopu-

lations in which to investigate validity (see Fig. 13.1). While this may seem

daunting, we want to reiterate that the purpose of population health research is to

evaluate the relation of health determinants and health outcomes between and

within populations. Therefore, if validity evidence is not evaluated in different

populations, both null and significant findings in population health research may not

be valid.
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Chapter 14

Medical Outcomes Study Short Form-36

(SF-36) and the World Health Organization

Quality of Life (WHOQoL) Assessment:

Reporting of Psychometric Validity Evidence

Eric K.H. Chan, Bruno D. Zumbo, Wen Zhang, Michelle Y. Chen,

Ira Darmawanti, and Olievia P. Mulyana

Psychometric patient-reported outcome (PRO) instruments are increasingly used to

accompany traditional biomedical measures to evaluate health outcomes. In the

guidelines Patient-Reported Outcome Measures: Use in Medical Product Devel-
opment to Support Labeling Claims by the Food and Drug Administration (FDA

2009), PRO is defined as “any report of the status of a patient’s health condition that

comes directly from the patient, without interpretation of the patient’s response by a

clinician or anyone else” (p. 2). Most PRO instruments are multidimensional and

assess various domains of health status and quality of life, such as general health,

well-being, physical, emotional, cognitive, social, and sexual functioning, as well

as symptoms, side effects, and toxicity (Fayers and Machin 2007). PRO instruments

help researchers, clinicians, and policy makers understand from a patient’s points of

view whether medical and healthcare interventions are effective. The FDA now

takes PRO data into consideration in the appraisal of health technologies. Task

forces and guidelines on the reporting of validity evidence for psychometric PRO

instruments in clinical trials have also been established (Brundage et al. 2013;

Calvert et al. 2013).

According to the Patient-Reported Outcome and Quality of Life Instruments

Database (PROQoLID), over 700 PRO instruments exist. Validity is a fundamental

issue in the evaluation and development of psychometric PRO instruments. The

theories of validity and methods for validation have become more advanced,

expansive, and complex during the past few decades. In a seminal paper on the
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unitary view of validity by Messick (1989), validity is defined as “an integrated

evaluative judgment of the degree to which empirical evidence and theoretical

rationales support the adequacy and appropriateness of inferences and actions based

on test scores” (p. 13). This definition suggests that there is no singular source of

evidence sufficient to support a validity claim. Messick’s work is highly influential

and his view is reflected in the most current edition of the Standards for Educa-
tional and Psychological Testing (AERA et al. 1999), which suggests that five

sources of validity evidence are needed to support PRO score inferences. The five

sources include (1) test content, (2) internal structure (the extent to which items

relate to each other and represent the construct of interest), (3) associations with

other variables (e.g., convergent, discriminant, concurrent, and predictive validity),

(4) response processes (the cognitive processes involved in item responses), and

(5) consequences (intended use and misuse).

Although Messick’s (1989) view of validity has been published for over

20 years, it does not appear to have been adopted in the empirical literature and

hence certain sources of validity evidence are neglected in current validation

practices. For example, in a study of an internal medicine student assessment

system, the reporting of response processes and consequences were not present

(Auewarakul et al. 2005). Similar results were obtained in studies in education and

psychology (Cizek et al. 2008, 2010).

The purpose of the present study was to examine the validity evidence reported

in the academic literature for the Medical Outcomes Study Short Form-36 (SF-36)

and the World Health Organization Quality of Life (WHOQoL) Assessment, two

widely used PRO instruments for assessing generic health status and quality of life

in health (as opposed to disease-specific instruments which focus on a particular

disease conditions). Our focus was not on the quality appraisal of the two instru-

ments, but rather on informing and improving the validation practices of the two

instruments and to examine the extent to which the validation practices of the two

instruments align with the contemporary validity perspectives. The following

research question was addressed: What sources of validity evidence are reported

for the SF-36 and WHOQoL?

SF-36

Developed by John Ware and his colleagues (1993, 1994), the SF-36 is a 36-item

self-report instrument developed in the 1980s to assess generic health status in

individuals aged 14 or older primarily for research and population health monitor-

ing purposes. The 36 items cover eight domains scaled from 0 to 100, with higher

values indicating better health status. The eight domains include: physical function

(PF), role physical (RP), bodily pain (BP), general health (GH), vitality (VI), social

functioning (SF), role emotional (RE), and mental health (MH). The eight domains

form two higher-ordered clusters, namely (1) general physical health and (2) general

mental health. The PF, RP, BP, and GH domains form the general physical health
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cluster and the MH, RE, SF, and VT domains form the general mental health

cluster. For reporting purposes, each domain is transformed into standard scores,

with a mean of 50 and standard deviation of 10. The instrument can be self-

administered, computer-administered, or administered by a trained interviewer in

person or via telephone. It takes between 5 and 10 min to complete.

The SF-36 scores possess internal consistency and test-retest reliability evi-

dence, as well as content, concurrent, criterion, construct, predictive validity, and

internal structure (factor analysis) evidence (Ware et al. 1993, 1994). The instru-

ment has been included in general population health surveys in many countries, as

well as patients of different age groups with different diseases (Ware et al. 1995).

The SF-36 has been translated into a number of languages and is widely used

globally.

World Health Organization Quality of Life Assessment

The WHOQoL Assessment project began in 1991 at the Division of Mental Health

of the World Health Organization (WHO). The WHO defines quality of life as

individuals’ perception of their position in life in the context of the culture and

value systems they live in and in relation to their goals, expectations, standards, and

concerns (The WHOQoL Group 1994). This definition suggests that quality of life

is a broad concept, and can be affected by an individual’s physical health, psycho-

logical state, personal beliefs, social relationships and their relationship to salient

features of their environment in a complex way. The focus of the WHOQoL is on

individuals’ views of their own well-being, which differs from many medical

assessments obtained by health workers’ examinations and laboratory tests. It not

only inquires about the functioning of patients across a range of areas but also how

satisfied the patients are with their functioning and with effects of treatment.

The items of the WHOQoL were written based on the statements made by

patients of a wide range of diseases, healthy people, and health professionals in

different cultures. The WHOQoL covers 6 broad domains of quality of life, and

24 facets (see Table 14.1). Four items are included for each facet, as well as four

general items covering subjective overall quality of life and health, producing a

total of 100 items in the assessment. All items are rated on a five-point scale.

The core WHOQoL instrument assesses quality of life in a variety of situations and

populations. In addition, modules are being developed to allow more detailed

assessments of specific populations (e.g. cancer patients, refugees, elderly, and

those with life-threatening diseases, such as HIV/AIDS). The WHOQoL is also

found to be cross-culturally valid and sensitive. The WHOQoL is now available

in over 20 different languages and continues to be translated into additional

languages.
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Methods

Database Search

We conducted a systematic search in January 2013 on PubMed, PsycINFO, Cinahl,

and Embase. For the SF-36, the following search keywords were used: “SF-36”

AND “development” OR “measurement” OR “psychometric” OR “psychometrics”

OR “reliable” OR “reliability” OR “valid” OR “validation” OR “validity”. For the

WHOQoL, the following keywords were used: “World Health Organization Qual-

ity of Life Assessment” OR “WHOQOL-100” OR “WHOQOL-BREF” AND

“development” OR “measurement” OR “psychometric” OR “psychometrics” OR

“reliable” OR “reliability” OR “valid” OR “validation” OR “validity”. The

searches were limited to TITLE for both the SF-36 andWHOQOL. After duplicates

were removed the search resulted in 764 articles in total for the SF-36 and

384 articles in total for the WHOQoL.

Table 14.1 The structure of the WHOQOL

Domains Facets incorporated within domains

Overall quality of life and general health

(A) Physical health Energy and fatigue

Pain and discomfort

Sleep and rest

(B) Psychological Bodily image and appearance

Negative feelings

Positive feelings

Self-esteem

Thinking, learning, memory and concentration

(C) Level of independence Mobility

Activities of daily living

Dependence on medicinal substances and medical aids

Work capacity

(D) Social relations Personal relationships

Social support

Sexual activity

(E) Environment Financial resources

Freedom, physical safety and security

Health and social care: accessibility and quality

Home environment

Opportunities for acquiring new information and skills

Participation in and opportunities for recreation/leisure

Physical environment (pollution/noise/traffic/climate)

Transport

(F) Spirituality/Religion/Personal beliefs Religion/Spirituality/Personal beliefs (Single facet)
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Screening

To be included in this review, each study must (1) explicitly state that validity is the

focus/objective and (2) be empirical studies. We excluded (1) opinion papers and

editorials, (2) reviews, systematic reviews, and meta-analyses, (3) guidelines, task

force papers, recommendations, and statistical applications, (4) conference pro-

ceedings/abstracts, and (5) utility, econometric, preference-based, and other

non-validation studies. The present review was delimited to including studies

using the psychometric approach to validation, because studies using the economic

or utility approach come from a different tradition of how one develops and

“validates” instruments, and the language and framework are different from the

psychometric approach (Kopec and Willison 2003; Richardson and Zumbo 2000).

Although retrieving and reviewing all validity and validation articles on the

SF-36 and would be ideal, due to the large number of articles and our limited

resources, our team chose to randomly select and include 30 empirical articles

(15 each of the SF-36 and WHOQoL) in the present study.

Coding

A coding form was developed to record the characteristics and validity evidence

presented in each of the 30 selected SF-36 and WHOQoL articles. Following the

modern validity framework as stated in the most current version of the Standards
for Educational and Psychological Testing (AERA et al. 1999) and building from

previous published studies (e.g., Cizek et al. 2008, 2010), our team coded the

following sources of validity evidence: face, content, construct, predictive, concur-

rent, convergent, discriminant, response processes, consequences, and other. Our

coding was based on what the authors of the articles reported and the methodolog-

ical procedures employed. For instance, if “discriminant validity” is explicitly

stated in an article, discriminant validity was coded. If the “think-aloud” procedure

was employed to investigate people’s responses yet the evidence was not explicitly

stated as “response processes”, it was still coded as response process evidence.

Similarly, if factor analytic results were reported but were not explicitly stated as

internal structure evidence in the paper, we still coded them as internal structure

evidence.

In this study, four of the authors completed the coding. We randomly selected

three SF-36 and three WHOQoL articles (from the 30) and the six articles were

coded by all four individuals. The remaining 24 articles were equally divided,

therefore, each of the four individuals individually coded six (three SF-36 and

three WHOQOL) of the 24 articles. In total, each of the four individuals coded

12 (six unique [three SF-36 and three WHOQOL] and six common [three SF-36

and three WHOQOL]) articles.
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In terms of the agreement among raters we report the details for the SF-36

because the WHOQOL findings were very similar. Disagreement among the four

raters occurred in 5 of the 30 multiple ratings (i.e., 3 articles for the 10 sources of

validity that were coded); and for the content, predictive and convergent evidence

codes only one rater disagreed with the other three. Internal structure was a bit more

complicated because two raters disagreed on two of the articles which reported

unconventional psychometric methods of internal structure. There was no disagree-

ment among the raters for the face, construct, concurrent, discriminant, conse-

quences, and response process codes. Overall, we consider this a high consistency

among our four raters. In terms of the final coding for reporting validation practices,

any disagreements in the coding results were reviewed and inconsistencies were

resolved by the first author.

Results

SF-36

Our findings show that a broad perspective on the possible sources of validity

evidence is reported in the published literature for the SF-36. Researchers

conducting validation studies to support the SF-36 score inferences are not relying

on only one sources of validity evidence at the exclusion of all other sources. As

shown in Table 14.2, the number of sources of validity evidence reported per study

ranged from 0 to 5, with a mode of one. Two studies reported zero source of validity

yet presented themselves as validation studies, and one study reported five sources

of validity evidence.

As seen in Table 14.3, internal structure and construct validity, each reported in

close to half of the papers included in the present study, were the most frequently

reported sources of validity evidence to support the interpretation of the SF-36

scores. Examples of the reported statistical methods to examine construct validity

evidence included factor analysis, correlations with other instruments, convergent

and discriminant evidence, and analysis of group differences.

About one third of the studies reported convergent validity evidence. Discrim-

inant validity, which serves as a baseline to compare convergent validity, was

reported in one fifth of the papers. About 13 % of the papers reported concurrent

validity evidence. One study presented predictive validity evidence. No study

reported evidence on face validity, content validity, or response processes. Conse-

quences, which are emerging as an important source of validity evidence, were also

not reported in any of the 15 SF-36 studies included in the present analysis (see

Table 14.3).
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WHOQoL

Similar to the SF-36 results, a broad perspective on the possible sources of validity

evidence is reported for the WHOQoL. Researchers conducting validation studies to

support theWHOQoL score inferences are not relying on only one sources of validity

evidence in the exclusion of all other sources. As shown in Table 14.4, the number of

sources of validity evidence reported per study ranged from 0 to 5, with a mode of

four. Three studies that presented themselves as validation studies had zero source of

validity evidence and two studies reported five sources of validity evidence. From

Table 14.5 one can see that discriminant validity was found to be the most frequently

reported source of evidence, reported in two thirds of the papers.

Table 14.2 Frequency of

number of validity sources

reported for SF-36

Number of sources Frequency Percent

0 5 33.3

1 3 20.0

2 3 20.0

3 2 13.3

4 1 6.7

5 1 6.7

Total 15 100

Table 14.3 Sources of validity reported for SF-36a

Source of validity Number of papers (n¼ 15) Percent of papers

Construct 7 46.7

Internal structure 7 46.7

Convergent 5 33.3

Discriminant 3 20.0

Concurrent 2 13.3

Predictive 1 6.7

Content 0 0

Face 0 0

Response processes 0 0

Consequences 0 0
aA paper can report more than one source of validity

Table 14.4 Frequency of

number of validity sources

reported for WHOQoL

Number of sources Frequency Percent

0 3 20.0

1 1 6.7

2 1 6.7

3 3 20.0

4 6 40.0

5 1 6.7

Total 15 100
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Over half of the studies reported internal structure or construct validity evidence.

Confirmatory factor analysis, correlations, and convergent and discriminant evi-

dence were the reported analytic methods to investigate construct validity of the

WHOQoL scores. Convergent validity was reported in nearly half of the papers.

About a quarter of the papers reported content validity evidence. Examples of

methods to examine content validity included the use of (1) proportion of substan-

tive agreement and substantive validity coefficient, (2) item-domain correlation,

and (3) factor analysis which these authors considered as a statistical method for

examining content validity. Concurrent and predictive validity evidence were not

commonly reported (each was only reported in one [6.7 %] of the studies). Face

validity evidence was never reported. Response processes and consequences, which

are emerging as an important source of validity evidence, were not reported in any

of the 15 studies (see Table 14.5).

Discussion

Validity theories and validation methodology have grown extensively during the past

several decades. Examining the reporting of validity evidence published in academic

journals is a good way to understand the current practices of validation and to

generate recommendations to advance the field of validity theory and validation

practices. The purpose of this study was to review the reporting of validity evidence

for the SF-36 and WHOQoL, two widely used psychometric PRO instruments.

Our results revealed that the sources of validity evidence reported for the SF-36

and WHOQoL vary and hence researchers are not focusing on one source of

validity evidence at the exclusion of all others to support the score interpretation

of the two instruments. Internal structure and construct validity were the two most

widely reported sources of evidence for both the SF-36 and WHOQoL. The other

two commonly reported sources of validity for the two instruments were convergent

and discriminant.

Table 14.5 Sources of validity reported for WHOQoLa

Source of validity Number of papers (n¼ 15) Percent of papers

Discriminant 10 66.7

Internal structure 9 60.0

Construct 8 53.3

Convergent 7 46.7

Content 4 26.7

Predictive 1 6.7

Concurrent 1 6.7

Face 0 0

Response processes 0 0

Consequences 0 0
aA paper can report more than one source of validity
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Although all sources of validity need not be used in every case of validation, the

sources of validity evidence should depend on the purpose of the instrument and the

particular population for which it is intended to be used. It is interesting to note that

response processes and consequences are never reported in our samples for the

SF-36 and WHOQoL. These two sources are important in the process of validation

and as proponents of their inclusion note, failing to include these two important

sources of validity evidence to support the score interpretation of the SF-36 and

WHOQoL could affect the quality of PRO research and may in turn influence the

quality of healthcare that patients receive (Hubley and Zumbo 2011, 2013; Messick

1989, 1995; Zumbo 2007, 2009).

A few points are noteworthy regarding response processes and consequences. In

the investigation of response processes, the focus is on the cognitive or thinking

processes involved when patients respond to items on a PRO instrument. As Zumbo

(2009) notes, having an understanding of how and why individuals respond to items

the way that they do goes a long way to understanding what one is measuring with

an instrument. Response processes also concerns the influence individual charac-

teristics have on their responses to PRO items. For example, when asked about

social role functioning, it is important that people are reasoning about their social

role functioning and their responses should not be influenced by characteristics such

as social norm or social expectations. Our findings reveal that this source of validity

evidence was rarely reported for the SF-36 and WHOQoL. Given the importance of

examining the substantive aspect of validity has been stressed (AERA et al. 1999;

Messick 1989, 1995) and is emerging as central to validity claims (Hubley and

Zumbo 2011, 2013; Messick 1995; Zumbo 2007, 2009), more research is needed to

investigate the response processes involved in responding to the items on the SF-36

and WHOQoL.

Consequences, which include both positive and negative consequences of

intended use of PRO scores, are also emerging as central to validity claims

(AERA et al. 1999; Hubley and Zumbo 2011, 2013; Messick 1989, 1995; Zumbo

2007, 2009). However consequences were not reported in any of the 30 papers on

the validity of the SF-36 and WHOQoL. First, intended use is the claims or

decisions we want to make based on the scores on a PRO instrument and is part

of the entire validation activities. Issues such as construct underrepresentation and

irrelevant variance can negatively influence the intended use of a PRO instrument.

As Messick highlights in the context of general measurement theory, the misuse of

PRO scores does not invalidate their appropriate use. That is, consequences are not

about misuse but rather the correct use of an instrument. This is a subtle but

important point more fully explicated in Hubley and Zumbo (2011).

Several limitations of this study need to be discussed. First, the present study is

limited by the random selection of a small number of validity papers on the SF-36

and WHOQoL. Although it would be ideal to include all studies, due to our limited

resources we were unable to do so and our results may not be generalizable to all of

the validation studies conducted on the two instruments. Full systematic reviews are

needed in the future.
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Second, our findings do not imply that researchers are not aware of sources of

validity such as response processes and consequences, nor do our findings point to

the fact that researchers conducting validation research only focus on a limited

number of validity sources. It is possible that researchers conducting validation

research to support the score interpretation of the SF-36 and WHOQoL did in fact

follow the modern view of validity and investigate all sources of validity evidence

(including response processes and consequence) but due to reasons such as limited

journal space, decided not to report all sources of validity evidence in their papers.

The design of the present study did not allow us to examine this issue.

In conclusion, the findings of the present study reveal that the modern view of

validity is not reflected in the validation practices to support the score interpreta-

tions of the SF-36 and WHOQoL. Perhaps explicit recommendations need to be

outlined to ensure the reporting of validity evidence for PRO instruments covers the

different sources of validity to support valid score interpretations and healthcare

decision making.
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Chapter 15

Reporting of Validity Evidence in the Field

of Health Care: A Focus on Papers Published

in Value in Health

Eric K.H. Chan, Bruno D. Zumbo, Ira Darmawanti,

and Olievia P. Mulyana

Health care research is, in broad terms, meant to guide policy and decision makers

in considering alternative treatments, evaluating treatment effectiveness, health

services evaluation, and health care resource allocation. Psychometric instruments

based on self-report, or ratings by others, are increasingly used in health care to

compliment pharmacoeconomics and outcomes research. For instance, more

emphases have been placed on the use of patient-reported outcomes (PRO), and

particularly health-related quality of life and wellbeing, because patient perspec-

tives are unique, are central components in diagnosis and treatment, and can

complement traditional biomedical indicators of disease status and treatment effec-

tiveness (Acquadro et al. 2003). Other areas in health care research, such as the

assessment of physician psychological attributes (Hojat 2007; Hojat et al. 2001) and

clinical competency (Auewarakul et al. 2005) also utilize psychometric instru-

ments. Therefore, the use of psychometric instruments has far-reaching conse-

quences in health care.

Validity is pivotally important in the development and evaluation of psycho-

metric instruments (AERA et al. 1999; Messick 1989), including instruments used

in health care. For instance, in the recently published industry guidance titled

“Patient-Reported Outcome Measures: Use in Medical Product Development to

Support Labeling Claims” (US Food and Drug Administration 2009), the Food and

Drug Administration (FDA) discussed validity issues. Other groups such as the

Scientific Advisory Committee of the Medical Outcomes Trust (2002) and the joint
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Committee (PhRMA HOC) and the Division of Drug, Marketing, Advertising, and

Communications of the FDA (DDMAC FDA) (Santanello et al. 2002) have also

published articles discussing the importance of validity for psychometric instru-

ments in health care.

Validity theory and validation methods have become more complex and expan-

sive over the past several decades. There is an agreement among validity experts

that the accumulation and integration of evidence from different sources is needed

to support the validity of the interpretation and inferences made from the scores

arising from these measures (AERA et al. 1999; Kane 2006; Messick 1989; Zumbo

2007, 2009). The contemporary view of validity contends that in addition to the

traditional sources of validity such as content, relations to other variables (e.g.,

discriminant, and convergent validity), and internal structure, evidence based on

response processes (cognitive processes during item responding or during rating)

and consequences (the intended use and misuse) are important sources of validity

evidence that should be included in validating psychometric instruments (AERA

et al. 1999; Messick 1989, 1995; Hubley and Zumbo 2011).

A good way to investigate how a psychometric validation study is designed is by

examining the reporting characteristics. For instance, although not studies of

psychometric validation practices, studies have investigated the reporting of meth-

odological and statistical details in randomized controlled trials (Chan and Altman

2005) and systematic reviews (Moher et al. 2007). With respect to psychometric

validity, studies examining the reporting of validity evidence in the psychology and

education literature have shown that a number of sources of validity evidence are

not presented, with only 1.8 % and 2.5 % of the studies reporting response processes

and consequences respectively (Cizek et al. 2008, 2010). Similarly, a review of

clinical assessment in internal medicine has found that the reporting of response

processes and consequences were absent (Auewarakul et al. 2005).

With an aim towards investigating the validity evidence and refining and

improving the practice of psychometric validation in health care, the purpose of

the present study was to investigate the reporting of validity evidence in papers

published in Value in Health, the official journal of the International Society for

Pharmacoeconomics and Outcomes Research (ISPOR). This scholarly society, and

its official research journal, was selected because, as noted in the society’s mission

statement, ISPOR is recognized globally as the authority for outcomes research and

its use in health care decisions towards improved health. As such, the papers

published in that journal are authoritative resources for shaping health care prac-

tices and research and serve as a fruitful ground from which to investigate psycho-

metric validation practices in health care. Our research question was: What sources

of validity evidences are reported in the validation of psychometric instruments

published in the journal? Our focus was on informing validation practice, not on

evaluating the quality of the psychometric instruments.

258 E.K.H. Chan et al.



Methods

A systematic search using the official website of the journal was conducted in

December 2010. We searched for papers published since the journal’s inception

(January 1998) to December 2010. We searched both the titles and abstracts.

Keywords used in the search included “development OR measurement OR psycho-
metric OR psychometrics OR valid OR validation OR validity.” To be included in

this review, each study must (1) be empirical psychometric studies and (2) be

published between January 1998 and December 2010. We excluded (1) opinion

papers and editorials, (2) reviews, systematic reviews, and meta-analyses,

(3) guidelines, task force papers, recommendations, and statistical applications,

(4) conference proceedings/abstracts, and (5) utility, econometric, preference-

based, and other non-validation studies. We decided to exclude utility,

preference-based, and related studies because these studies come from a different

tradition of how one develops and “validates” instruments, and the language and

framework are not the same as the psychometric approach (Kopec and Willison

2003; Richardson and Zumbo 2000). The present review was delimited to including

studies using the psychometric approach to validation.

A coding sheet was developed to record the characteristics and validity evidence

presented in each study. Building from earlier research (Cizek et al. 2008, 2010),

variables included in our coding sheet were publication year and sources of validity

evidence including face, content, construct, predictive, concurrent, convergent,

discriminant, response processes, consequences, reliability, and other. We coded

the sources of validity based on what the author(s) stated. For instance, if an author

presented the correlation coefficient between two psychometric instruments but did

not refer to, for example, criterion-related validity evidence, no validity evidence

was coded. In other words, no subjective judgments were made as to the presence or

the quality of the validity evidence. Each included article was double-coded

independently by two of the authors, with an agreement of 88.1 %. Disagreements

in the coding were discussed until consensus was reached.

Results and Conclusions

Search Process

Our search resulted in 347 abstracts and 126 titles. After initial screening (titles and

abstracts), a total of 113 were retrieved and inclusion and exclusion applied. A final

total of 68 papers were included in the present review. Of the instruments published

in the journal, PRO measures accounted for the highest numbers. Others included

an instrument designed for the evaluation of PRO measures (Valderas et al. 2008)

and one that measures communications between physician and pharmacist from a
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physician’s perspective (Zillich et al. 2005). Figure 15.1 presents the flowchart of

the search process.

Descriptive Characteristics

Overall, there is an upward trend in the number of validity papers in the journal

since its inception (see Table 15.1). When the journal began its publication in 1998,

no study on validity was published. Less than 10 % of the validity studies were

published between 1999 and 2004. Beginning in 2005, a higher number of validity

studies were published each year, with a peak in 2009. Compared to 2009, there was

a decrease in the number of validity studies in 2010.

Fig. 15.1 Search process flowchart
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Reporting of Validity Evidence

Our findings revealed that the reporting of the sources of validity evidence in papers

published in this journal varied. Researchers are not relying on only one source of

validity evidence at the exclusion of all others and hence representing a broad

perspective on the possible sources of validity evidence. As presented in Table 15.2,

the number of sources of validity evidence reported per study ranged from zero to

six, with a mode of four. A few studies had zero sources of evidence because the

authors did not refer to any source of validity evidence although the papers were

situated as validation studies. Internal consistency reliability was the most fre-

quently reported source of evidence to support the consistency of the items and

internal structure of an instrument, reported in over two thirds the papers. Half of

the studies reported construct validity. Discriminant validity, which can serve as a

baseline to compare convergent validity, is reported in one third of the papers.

Similarly, one third of the papers reported evidence on convergent validity. There

seems to be some confusion with the terminology in validity between discriminant

and divergent validity, with a few of the studies using and reporting the term

divergent validity as discriminant validity.

Table 15.1 Year of

publication
Year Frequency Percent

1998 0 0

1999 1 1.5

2000 1 1.5

2001 1 1.5

2002 2 2.9

2004 1 1.5

2005 8 11.8

2006 6 8.8

2007 4 5.9

2008 15 22.1

2009 18 26.5

2010 11 16.2

Total 68 100

Table 15.2 Frequency of

number of validity sources

reported

Number of sources Frequency Percent

0 6 8.8

1 11 16.2

2 10 14.7

3 14 20.6

4 17 25.0

5 7 10.3

6 3 4.4

Total 68 100
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A quarter of the studies reported evidence on content validity. Evidence on

“known-group validity”, a term commonly used in the medical literature, was also

reported in slightly over a fifth of the studies. Fourteen studies reported criterion

validity evidence (13 of which reported only concurrent and the remaining one only

reported predictive) and slightly over 10 % of the studies reported evidence on face

validity. Evidence on predictive validity was only reported in one study. Response

processes and consequences, which are important validity evidence, were also

rarely reported (see Table 15.3).

Discussion

The purpose of this study was to review the reporting of validity evidence in papers

published in Value in Health, with an eye towards informing future practice in

health care. Authors of validity papers published in the journal are not focusing on

one source of validity evidence at the exclusion of all other sources. Internal

consistency and content type of validity was the most widely reported in the journal.

Other commonly reported sources of validity include convergent and discriminant

(including some articles referring it to divergent validity). Although the importance

of response processes and consequences in validation have been well documented

(Hubley and Zumbo 2011, 2013; Messick 1989, 1995; Zumbo 2007, 2009),

these two sources are rarely presented in papers published in Value in Health.
The absence of these two important sources of validity evidence could affect the

medical care provided to patients.

Response processes were rarely reported. Although it is important to look at the

substantive aspect of validity (AERA et al. 1999; Messick 1989, 1995), only about

4 % of the papers reported evidence related to response processes. Response processes

are the thinking or cognitive processes involved when a patient responds to items on a

health measure or when some performs a rating. In other words, the purpose is to

investigate how and why people respond to questions or items the way they do. This

sort of validity evidence is emerging as central to claims of psychometric validity

(Hubley and Zumbo 2011, 2013; Messick 1995; Zumbo 2007, 2009).

Table 15.3 Sources of

validity reporteda
Source of validity Number Percent

Internal consistency reliability 47 69.1

Construct 34 50.0

Convergent 23 33.8

Discriminant 23 33.8

Content 17 25.0

Known-Group 14 20.6

Criterion (concurrent or predictive) 14 20.6

Face 9 13.2

Response processes 3 4.4

Consequences 2 2.9
aA paper can report more than one source of validity
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Only two (2.9 %) papers mentioned consequences, commenting on the conse-

quences and intended use of the instruments very briefly. Consequences in validity

refer to the (1) intended use of measure scores and (2) misuse of measure scores

(AERA et al. 1999; Hubley and Zumbo 2011, 2013; Messick 1989). Intended use

concerns the decisions or claims one intends to make based on the scores on a

psychometric instrument. It is part of the entire validation process and the intended

use of an instrument can be influenced or weakened by issues such as construct

underrepresentation or irrelevant variance. In depression for instance, males are

consistently found have lower scores (i.e., less depressed) than their female coun-

terparts. However, in a differential item functioning (DIF; Zumbo 1999) study on

the Center for Epidemiologic Studies – Depression Scale (CES-D; Radloff 1977),

several items were found to have gender DIF (Gelin and Zumbo 2003). Specifically,

males were less likely to endorse several of the items (such as the item on “crying

spells”), resulting in lower score among males. The lack of invariance in the

depression scores between males and females may weaken the intended interpre-

tation of the scores by confounding the interpretation with gender stereotypes and

may have negative consequences on epidemiology findings, diagnostic decisions,

and even insurance coverage.

Of equal importance in the concept of consequences is the issue of misuse of

measure scores (Hubley and Zumbo 2011, 2013). For instance, clinicians cannot

diagnose depression based on screening results. To give a diagnosis, additional

clinical evaluation is needed (Maurer 2012; Pignone et al. 2002; Sharp and Lipsky

2002). Because the intended use of screening is not to make diagnosis, making a

diagnosis of depression based solely on the scores on a depression screening

instrument is an example of misuse. Such a misuse may result in over- or under-

diagnosis of the disorder.

Although not explicitly using the term consequences, the International Society

for Pharmacoeconomics and Outcomes Research Patient Reported Outcomes Har-

monization Group alluded to the issue of consequences in the Ad Hoc Task Force

Report on the incorporation of patient perspective into drug development and

communication (Acquadro et al. 2003). The report states that “decisions about

the incorporation of a PRO strategy into a clinical trial should be made with the

research design and intended claim in mind” (p. 527). Questions such as the claim

that one is hoping to achieve and the psychometric instruments employed to address

the claim need to be taken into consideration. Our findings that consequences were

rarely reported suggest that more communication is needed to promote the inclu-

sion of consequences in validation practice.

If inferences and decisions made are not based on scores from instruments with

strong psychometric properties, it may lead researchers and medical practitioners to

make incorrect decisions. It may also negatively influence the medical diagnoses,

treatment interventions, and even the approval of drugs in the market, which in turn

may hurt the quality of life of our patients. Just because the authors of a validity

study claim that they have validated an instrument and have concluded that the

instrument is “valid” does not guarantee that the evidence is adequate to support the

inferences made from the scores. Readers and practitioners should always have a

critical mind.
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The formation of the PRO Content Validity Good Research Task Force (Patrick

et al. 2011a, b) to develop good research practices in content validation is encour-

aging. Perhaps the formation of task forces and making available agreed upon and

endorsed best practices and reporting guidelines on other sources of validity

evidence (such as response processes and consequences) maybe promising

approaches to improving the practice of psychometric validation in health care.
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Chapter 16

Validation Practices of the Objective

Structured Clinical Examination (OSCE)

Tavinder K. Ark, Neelam Ark, and Bruno D. Zumbo

Introduction

Objective structured clinical examinations (OSCEs) have been used for over a

decade in the assessment of medical students and residents. The OSCE is an

assessment designed to evaluate the clinical and interpersonal skills of examinees

(Harden et al. 1975) because these skills are not measurable through typical written

examinations. An OSCE consists of several different short clinical scenarios in

which an examine must interact with a standardized patient (SP) exhibiting a chief

complaint (such as chest pain).

An OSCE can be a high stakes examination (e.g., licensure exam) or simply used

to provide examinees with feedback. There has been some confusion in the liter-

ature regarding the measurement validity of the use and interpretation of OSCE

scores. Many articles have simply stated that the validity of the OSCE has been well

established, referencing less than a handful of articles. Upon closer examination,

these referenced articles have not necessarily provided what we would consider

validity evidence in the use and interpretation or OSCE scores. In fact, these articles

go on to cite other articles that have validated the OSCE. This circular reference

perpetuates the claim that the OSCE is valid and has been validated. However, in all

its decades of use, only a handful of articles have directly attempted to provide

validity evidence for the use and interpretation of the OSCE scores.

Part of this perpetuation of the ‘validity claim’ comes from the misinterpretation

of what constitutes validity evidence. Validity theory has undergone many changes

in the last two decades, and many of those changes have yet to be incorporated and

utilized in the validation of assessment tools in medical education. For instance,

researchers still use face validity as a type of validity evidence; however, it no
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longer is considered a type of evidence in contemporary validity theory. Further-

more, researchers use reliability as the whole of validity evidence, where they claim

the OSCE is valid based upon reliability evidence. The researchers of these studies

typically rely upon only one source of validity evidence (e.g., discriminant valid-

ity); however, a complex assessment such as an OSCE, with its varied uses in

different populations, necessitates more than one source of validity evidence and a

more elaborated validity argument.

Although it is not often discussed in the field, medical educators should care

about validity for many reasons. First and foremost validity can be used to build a

legally defensible position for high stakes examinations. There are many public

cases where examinees taking high stakes tests have questioned the validity of their

test scores. For instance, there have been many cultural and minority discrimination

lawsuits in testing. In medical education, many exams, such as the OSCE, are used

to pass and fail students and more importantly license physicians to practice

medicine. Having validity evidence already established will help build a defensible

position for the use and interpretation of test scores for high stakes examinations in

medical education.

There were two inter-related purposes for this chapter. First, the current validity

evidence and validation practices used for the OSCE need to be re-examined within

a contemporary framework of validity. Second, evidence regarding the validity of

the inferences from and uses of OSCE scores needs to be re-established in a

systematic way using the most current validity standards. With these two purposes

in mind, this chapter will compare and contrast the extent to which the reported

validity in these papers conforms to modern day validity theory based on the

Standards for educational and psychological testing (The Standards) (APA

et al. 1999). Only research articles that clearly position themselves as providing

validity evidence will be summarized and investigated in this chapter. This com-

parison will provide valuable insight and direction for future validation work on the

OSCE and the thinking of medical educators on validity in general.

Objective Structured Clinical Examinations

The OSCE is an assessment tool designed to evaluate the clinical and interpersonal

skill of medical students, residents and soon to be practicing physicians (Harden

et al. 1975). An OSCE is a short clinical scenario in which an examinee interacts

with a SP as if they are a real patient. An examinee rotates through a series of OSCE

stations (up to 20 cases) and they must attend each station. Each station consists of a

medical case where the examinee must deal with a chief complaint such as chest

pain. Furthermore, in each case, the examinee has 10 to 15-min to interview and

counsel the SP regarding a medical condition or complaint. The OSCE cases are

designed to assess the examinee’s ability to (a) communicate effectively with the

patient (communication skills), (b) gather an accurate history from the patient
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(history gathering skills), and (c) perform a focused physical examination on the

patient (physical examination skills) (Lawson 2006).

OSCEs are widely used by medical schools and certification organizations not

only to track the progress of students and residents, but also to make pass or fail

decisions. Therefore, it is not only important that OSCEs are reliable, but that the

use and interpretation of test scores are valid.

Sources of Validity Evidence

According to Messick (1989) and the Standards (APA et al. 1999), validity refers to

the degree to which evidence and theory supports the interpretation of test scores as

outlined by the proposed use of a test about individuals from a given sample and

context. Validation refers to the ongoing process of accumulating evidence to

support the proposed interpretation and use of test scores. A measure, per se, is

not validated, but rather the proposed interpretation and use of test scores one

makes from a measure are validated. The inferences one makes from a test scores is

bound by the context, the population and the use of the test scores.

The proposed interpretation of test scores is not the same as the intended use of

test scores and both need to be explicitly articulated and stated before the validation

process can begin. The interpretation of test scores refers to the construct the test is

intended to measure. The intended use of the test scores implies different interpre-

tation of the test scores. This is why the interpretation of the test scores is entailed

by the proposed use of the scores, and why both need to be explicitly stated. In the

validation process the degree and accumulation of evidence needs to support the

interpretation of the tests scores as well as the intended use of test scores. Validation

also involves examining the ways in which possible distortions to the interpretation

and use of test scores may arise. This may involve providing further evidence for

the proposed interpretation and intended use of the test scores.

The dominant current conceptualization is that construct validity is the whole of

validity and that validity is a unitary concept that utilizes multiple sources of

evidence to support the proposed interpretation and intended use of test scores.

Construct validity refers to the degree to which the observed scores measures the

underlying theoretical constructs those observations are meant to capture. Two

major threats to construct validity that must be considered are (a) construct under-

representation and (b) construct irrelevant variance. Construct underrepresentation

refers to instances when a test does not capture all or important aspects of the

construct being measured (Sireci 2009). It also includes narrowed meaning of test

scores. For instances, the OSCE may be missing some vital skills or competencies

required for practicing medicine such as cross-cultural competency (this refers to

the ability of individuals to interact and communicate with individuals of different

cultural backgrounds). Construct irrelevant variance refers to instances when the

tests scores are affected by other extraneous variables other than the construct being

measured. This also includes instances when the test scores may be influenced
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systematically by other components that are not part of the construct (Sireci 2009).

For instance, the OSCE could be capturing additional constructs such as language

comprehension, which is not the primary focus of the OSCE. Therefore it is

important to ensure the evidence of the test content adequately represents, instan-

tiates, and is relevant to the construct being measured.

The Standards (APA et al. 1999) outline five distinct sources of validity evi-

dence to support the proposed interpretation and use of their assessment tools. The

five sources of evidence are: content, response processes, internal structure, rela-

tionships to other variables, and consequences. Each one of these sources of validity

evidence will be defined and discussed in the context of medical education,

specifically using the OSCE.

Evidence based on content is similar to traditional content validity (Sireci 2009).

Evidence based on content involves the use of subject matter experts to review, rate

and deliberate the inclusion of test items. Part of this process involves the various

experts discussing how the content domain should be represented and the relevance

of the items in capturing the content domain and the test specifications. More

complex analyses can be used such as evaluating the link between the content in

the curriculum to the content of the test (APA et al. 1999).

Evidence based on response processes refers to the extent to which processes

(cognitive or behavioral) are consistent with the intended interpretation of test

scores. In other words, it is the degree of fit between the construct and the activity

the examinees engage in (APA et al. 1999; Messick 1995). For instances, using

think-a-loud protocols may provide information regarding the reasoning processes

used by examinees when solving an item on a test. If the examinees reasoning

process matches the way in which developers expected the item to be answered,

then this provides evidence for response processes.

Evidence based on internal structure refers to the degree to which test items and

the sub-components conform to the construct on which test scores interpretations

are based (APA et al. 1999; Sireci 2009). This involves using statistical analyses of

item, sub-scores, and sub-scales to investigate the dimensionality of the latent

variable that is being measured. There are a number of statistical procedures that

can capture such information such as Confirmatory and Exploratory Factor Anal-

ysis (CFA and EFA), multidimensional scaling, Classical Test Theory (CTT) and

Generalizability Theory (GT). It is important to realize that CTT is not the only

statistical technique available to investigate the internal structure of items on an

assessment.

Evidence based on relationships to other variables examines the degree to which

relationships between the test scores and other variables are consistent with the

construct underlying the proposed test interpretations (APA et al. 1999). The

relationship to other variables can be broken down further into convergent, dis-

criminant, test-criterion and validity generalization depending on what variables

are related to the test score. Convergent evidence refers to the relationship between

test scores and variables intended to measure similar constructs (APA et al. 1999).

Discriminant validity not only refers to relationships between test scores and vari-

ables intended to measure different constructs, it also refers to evidence when the
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test scores differ significantly across groups as it is expected or hypothesized

(i.e. level of expertise, or experimental condition versus the control) (APA

et al. 1999). Evidence based on test-criterion refers to the relationship between

the test-score and a relevant criterion measure – this criterion measure is of primary

interest. This may include predictive studies if the test score is being used to predict

a criterion score. Validity generalization evidence refers to instances were the test

score is being used to predict the same or a similar criterion in a different context

(APA et al. 1999).

Finally, the evidence based on the consequences of testing refers to the evalu-

ation of intended and unintended interpretation and use of test scores (APA

et al. 1999; Hubley and Zumbo 2011). The evidence based on consequences is

not the same as test misuse. Misuse refers to consequences of unsound interpreta-

tion; procedural errors and illegitimate uses of test scores (Messick 1998).

The Standards (APA et al. 1999) provide not only definitions of the five sources

of validity evidence, but guidance as to what type of validity evidence is needed to

validate the interpretation of test scores. Outlining and defining the sources of

validity evidence will help in understanding the evidence and perspective that

authors adopt and report when analyzing the validity studies on the OSCE.

Research Questions

The aim of this study is to examine the validation practices and validity evidence

that has been reported in regards to the inferences from and use of OSCE test scores.

Two inter-related research questions guided our study.

1. What is being reported as validity or validation evidence on the OSCE test

scores?

2. To what extent do these studies reflect and conform to contemporary validity

theory perspectives according to the Standards (APA et al. 1999) and Messick

(1989)?

The answer to these questions will provide valuable guidance and inform future

validity studies of the OSCE.

Methods

Search Strategy and Study Selection

The PubMed database from January 1966 to June 2013 was used to search for

articles examining the validity or validation of the OSCE. Pubmed was used

because it is one of the most common and widely used free online databases

16 Review of the Validity Evidence for the OSCE 271



available. It accesses articles from the MEDLINE database and is operated by the

United States National Library of Medicine (NLM) at the National Institute of

Health (NIH). It is one of the primary databases used by health care professionals,

medical educators and researchers in the medical field.

Peer reviewed studies were included in the data analysis if they were

(a) primarily interested in investigating the validity or validation of the OSCE,

and (b) were explicitly presenting their findings as validity. This was achieved by

searching for articles that had the term ‘validity’ or ‘validation’ in the title of the

article, and either the term ‘OSCE’ or ‘objective structured clinical examination’ in

the title or abstract. Only articles that met this criterion were included in this study.

Furthermore, only articles that examined the validity or validation of the OSCE in

the health care fields (such as medicine, dentistry, or nursing) were included in the

data analysis. All of the articles were scrutinized to ensure the OSCE assessment

was from the health care field, and that the primary interest was validity or

validation of the OSCE.

Data Collection and Analysis

A similar strategy to Cizek et al. (2008, 2010) was used to extract, code and

characterize validity evidence in the selected articles. Some modifications were

made to Cizek et al.’s (2008, 2010) coding scheme so that additional information

relevant to validity and validation of the OSCE scores could be coded. For instance,

Cizek et al. (2008, 2010) coded whether the internal structure was reported as

validity evidence, reliability evidence or as reliability evidence bearing on validity.

Additional categories were added to Cizek et al.’s (2008, 2010) such as whether

authors of the selected article reported internal structure as validity when it is

reliability, or reliability evidence as validity.

All variables were coded dichotomously as being present or not. The following

validity evidence was coded:

(a) Validity Perspective. Articles were reviewed for whether the authors of the

selected articles provided a unitary validity perspective, cited contemporary

validity references (e.g., the AERA Standards or articles by Messick, Cronbach

and Meehl, Zumbo, or Kane), and referred to validity as a characteristic of the

test or as the characteristics of the inferences/scores, or both. If no clear validity

perspective was provided or it could not be ascertained from the article, the

article was coded as ‘unclear or not present’ in providing a validity perspective.

(b) Sources of Validity evidence. Each article was analyzed and coded for the

sources of validity evidence based on the Standards (APA et al. 1999). Evi-

dence was coded as any of the following: test content, response processes,

internal structure, relationship to other variables (convergent, discriminant,

test-criterion, and validity generalization) and the consequences of testing.

For ease of coding, the relationship to other variables category was subdivided
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into its traditional forms of criterion-related evidence for validity such as

predictive, concurrent and divergent validity. Face and construct validity

were also included to help code what was reported by the authors of the selected

articles. Internal structure was coded in two ways. First, internal structure was

coded in terms of how it was presented, which was as follows: validity evidence

only, reliability evidence only, as reliability and validity evidence, as validity

when it should be reliability, or as reliability when it should be validity. Second,

internal structure was coded as being present if some sort of statistical analysis

was provided to determine if the items on the test were measuring the appro-

priate construct.

(c) Types of reliability presented. Each article was analyzed and coded for the type

of evidence the authors provided as reliability. Reliability evidence was coded

as internal consistency, parallel forms, test-retest, and as intra/inter-rater or –

station reliability.

(d) Validity references. Articles were examined and coded for whether or not a

contemporary validity article was referenced. If an author outside of the

contemporary view of validity was cited and used to provide a validity frame-

work, it was documented and reported separately.

Two rounds of coding occurred. In the first round, validity perspective, sources

of validity evidence, types of reliability presented and validity reference was

reported as the author presented it in the article. In the second round of coding,

the sources of validity evidence were reanalyzed and re-coded using the Standards
(APA et al. 1999). Therefore, the way in which the authors of the selected article

reported validity may not coincide with how the Standards (APA et al. 1999) would

classify or report the same validity evidence.

The purpose, use and interpretation of test scores can vary across medical

programs and examinees. As a result, additional information regarding the infer-

ences, skills measured, medical domains assessed and examinees was analyzed and

coded. This information will provide valuable insight into understanding under

what context, participants, and medical domains the validity results of these papers

can be generalized to. In addition, this information provides a context in under-

standing how and why the authors of the selected papers validated and reported

validity the way in which they did. The coding was qualitatively driven based on the

information provided in the article. The additional information analyzed and coded

from the selected articles were as follows:

(a) Use or inferences being made from the OSCE. The purpose of the OSCE or

inferences made from OSCE test scores were coded. This provides important

information regarding whether the authors of the selected article validated their

reported use and interpretation of the OSCE test scores.

(b) Skills measured by the OSCE. Articles either listed a specific skill, such as

performing a particular physical examination procedure, while others listed

more generic skills, such as clinical competence. Articles were coded as either

presenting a generic or a set of specific skills that the OSCE measured.
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(c) Medical domains assessed by the OSCE. Each article was coded for what

medical domains the cases or stations were measuring. Some OSCEs used a

wide variety of cases including a wide variety of cases, such as general internal

medicine, psychiatric and surgical cases. Other OSCEs consisted of entirely one

medical domain, such as surgical cases. The selected articles were coded based

on the information the authors provided regarding the medical domains

assessed by the OSCE cases.

(d) Participants. Each article was coded for the types of participants (e.g., under-

graduate, resident or practicing physician) that were used in the validation of

the OSCE test scores. This provides information regarding what populations the

validity results can be generalized to.

The reliability of the coding was examined for all selected articles. The agree-

ment between the first author and an independent rater was very high, with

judgments for sources of validity reaching 93 % for exact agreement on the selected

articles – the agreement was 91 % for the first round examining what authors

reported and 94 % in the second round of coding using the Standards (APA

et al. 1999). Any discrepancies in coding between the first author and an indepen-

dent rater were discussed until a consensus were reached on how the article should

be coded.

Results

Study Selection and Search Strategy

A total of 34 articles were found that contained ‘validity’ in the title and the term

‘OSCE’ or ‘objective structured clinical examination’ in the title or abstract. Of

these 34 articles, a total of 16 articles were excluded from the analysis. That is, three

articles were excluded because of access issues – the original articles could not be

obtained and the abstracts lacked the detail to analyze and accurately code the

validity evidence. An additional nine articles were excluded because the OSCE was

being used to validate another assessment tool via correlations or were completely

unrelated to the validity of the OSCE. Three more articles were excluded because

the OSCE was used to assess areas outside the medical domain such as audiology,

physical therapy or midwifery. In addition, the Hodges (2003) paper was excluded

because it was a conceptual paper regarding the validity of the OSCE. Therefore, a

total of 18 articles were included from this initial search.

In another search, a total of nine articles were found that contained the term

‘validation’ in the title and the term ‘OSCE’ or ‘objective structured clinical

examination’ in the title or abstract. Of these articles, only four were used in the

analysis because the remaining five articles did not examine explicitly examine the

validation of the OSCE. That is, three articles were interested in using the OSCE as

a gold standard to validate another assessment tool, one article could not be
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obtained due to access issues, and one article examined the validation of a

simulation OSCE.

Therefore, the first search resulted in 18 and the second search an additional 4 for

a total of 22 articles that were included, analyzed and coded for the validity

evidence regarding the OSCE.

Data Collection and Analysis

Each study was coded for the perspective of validity presented, sources of validity

evidence, types of reliability evidence and cited validity references. Table 16.1

summarizes the medical domains that are being assessed by the OSCE. The articles

mostly examined OSCE scores from undergraduate medical students (54.5 %),

followed by residents (36.4 %) and then practicing physicians (13.6 %).1 This

suggests most OSCE are designed for undergraduate medical students and resi-

dents, but not practicing physicians. The OSCEs represented a breadth of medial

domains including very specialized areas (e.g., surgery, psychiatry and musculo-

skeletal systems). However, for the most part, the OSCEs in these selected articles

consisted of a wide variety of cases (63.6 %). This suggests not one area of

medicine has a plethora of studies on the validity of the OSCE and it adds to the

breadth of validity analysis. Most of the selected articles reported using the OSCE

to assess or grade medical students/residents (31.8 %), certify physicians (22.7 %),

aid in the research and development of the OSCE cases (18.2 %) and assess,

evaluate, measure competency and skills of the participants who take them

(18.2 %). Only two articles did not specify the inferences that are being made

from the OSCE (9.1 %). With respect to the skills assessed, 63.6 % of the selected

articles listed the specific skills the OSCE captured, such as performing a specific

physical examination skill, while 36.4 % of the articles generically stated the OSCE

measured clinical competence, skills or performance.

Table 16.1 Summary of the domains assessed by the OSCE

Medical domains assess n % of articles

Endocrine 1 4.5

Variety of cases (internal medicine, clinical rotation) 14 63.6

Psychiatry 2 9.1

Musculoskeletal 1 4.5

Surgery 1 4.5

Dentistry 2 9.1

Ophthalmoscopy 1 4.5

1Numbers do not add up to 100 % because some articles used both resident and undergraduate

medical students.
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To answer the first research question, each article was analyzed and coded based

on what authors reported as validity/validation evidence and the validity perspec-

tive they provided on the OSCE. To assess the validity perspective provided by

authors, three markers were used. The first marker examined whether the authors of

the article presented a unitary perspective of validity over the different ‘types’ of

validity (Sireci 2009; Cizek et al. 2008, 2010). The second marker examined

whether the authors of the article referenced the Standards (APA et al. 1999) or

papers published by Messick on validity. The last marker examined whether the

authors of the articles presented validity evidence as a characteristic of the test,

inferences, both or was unclear. Some authors oscillated between validity being a

property of the test and a property of the score inferences. In these particular

instances, the article was classified as the authors reporting validity as a character-

istic of the test and inferences.

Table 16.2 summarizes the validity perspective reported by the authors of the

selected articles. In general, the modern view of validity is not discussed or reported

by the authors of the selected articles in validating the OSCE scores. Only two

articles (Auewarakul et al. 2005; Varkey et al. 2008) explicitly stated and were

guided by the unitary view of validity. In particular, the Auewarakul et al. (2005)

article cited Messick (1989) and the Standards. Most of the articles used language

to imply validation involved providing “a type” or “types of” validity evidence and

presented their results as such.

With respect to the conception of validity, many of the authors of the selected

articles referred to validity as a characteristic of both the OSCE and the OSCE

scores or inferences. Furthermore, validity was more commonly referred to as a

characteristic of the OSCE scores and inferences, than a characteristic of the OSCE

scores or inferences in the selected articles. Most of the authors did not give a clear

perspective regarding their conception of validity. This lack of specification and

confusion between whether validity is a characteristic of the OSCE or the OSCE

scores suggests that there may be confusion surrounding the conception of validity.

To examine the second research question, the validity evidence in the

selected articles was coded using the five sources of validity evidence listed in

the Standards (APA et al. 1999). These sources included evidence based on test

content, response processes, internal structure, relationships to other variables and

consequences of testing. Many of the authors of the selected articles reported

Table 16.2 Summary of validity perspective markers

Validity perspective markers n % of articles

Unitary perspective stated 2 9.1

Standards (APA et al. 1999) or Messick (1989) cited 2 9.1

Conception of validity

As a characteristic of the test 3 13.6

As a characteristic of the test score or inferences 5 22.7

Both 4 18.2

Unclear/neither 9 40.9
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validity evidence that existed in the previous views of validity theory such as face

and construct validity, which no longer exist in the Standards (APA et al. 1999) or

modern day thinking of validity. However, for the sake of accuracy, these catego-

ries were included to accurately code what authors were reporting as validity

evidence on the OSCE. Furthermore, certain categories in the Standards (APA

et al. 1999) were further subdivided to include previous views of validity. The

evidence based on the relationships to other variables was subdivided into criterion-

related predictive and concurrent evidence. Therefore, the final categories used to

analyze the articles based on what was reported by the authors were as follows:

(a) face validity, (b) content validity, (c) response processes, (d) internal structure,

(e) criterion-related predictive validity, (f) criterion-related concurrent validity,

(g) relationship to other variables, (h) consequences of testing, and (i) construct

validity.

The sources of validity evidence reported by the authors in the articles are

summarized in Table 16.3. The most frequently reported source of validity evi-

dence on the OSCE was construct, followed by content and criterion-related

concurrent validity. The remaining sources of validity evidence were reported

less frequently, which included face validity, criterion-related predictive validity,

response processes, and consequences. The one study that reported relationship to

other variables used the Standards (1999) in guiding the validation of the OSCE;

however this article did not specify the relationship of the variable that the OSCE

was being correlated to. Reliability evidence was mostly reported as reliability

evidence. There were eight articles where reliability was reported as validity and

one article where validity was reported as reliability. In the cases where reliability

was reported as validity, the evidence based on the internal structure was confused

as validity. All of the internal structure evidence provided by the authors of the

selected articles provided reliability values (e.g., inter-rater, internal consistency)

Table 16.3 Summary of sources of validity evidence reported

Types of validity evidence based on author reporting n % of articles

Face 6 27.3

Content 9 40.9

Construct 13 59.1

Response processes 2 9.1

Relationships to other variables 1 4.5

Consequences 2 9.1

Criterion-related

Predictive 5 22.7

Concurrent 9 40.9

Internal structure presented

As reliability (only) 10 45.5

As reliability and validity 6 27.3

As validity (only) 0 0.0

As validity, when it is reliability 8 36.4

As reliability when it is validity 1 4.5
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derived from classical test theory or G-theory except for one article. One article

used confirmatory factor analysis to provide the internal structure of the OSCE.

With respect to the actual validity evidence provided, 17 of the 22 articles

reported the OSCE to be valid based on whatever sources of validity evidence the

authors provided. Three of these articles stated that more validity evidence was still

required in the validation of the OSCE. One article reported negative findings and

five had mixed or neutral feelings regarding the validity of the OSCE. Of the studies

that reported positive, negative and mixed/neutral findings, 6 of the articles explic-

itly stated further work on the validation of the OSCE is needed before the OSCE

scores can be used to make inferences regarding the examinees.

The data summarized in Tables 16.2 and 16.3 suggest that there may be a

mismatch between the reported evidence and the Standards (APA et al. 1999).

Therefore, in order to further explore the second research question, each of the

selected articles sources of validity evidence were reanalyzed and recoded based on

the definitions of validity evidence from the Standards (APA et al. 1999). The

validity evidence based on the Standards (APA et al. 1999) includes test content,

response processes, internal structure, relationships to other variables and conse-

quences of testing. The category, ‘relationships to other variables’ was subdivided

into the categories provided in the standards, which are: (a) convergent validity,

(b) discriminant validity, (c) test-criterion validity, and (d) validity generalization.

Under the current Standards (APA et al. 1999) anything classed as construct

validity that examined the group differences (such as the difference in OSCE scores

between 1st year residents to 4th residents) was classed as discriminant validity.

Criterion-related predictive and concurrent validity were reclassified into either

convergent, test-criterion, validity generalization categories based on what was

being correlated to the OSCE scores. Face validity was removed from this analysis

because it is not in the current Standards (APA et al. 1999).

Table 16.4 summarizes the sources of validity based on the Standards (APA

et al. 1999). A significant source of validity evidence regarding the OSCE was

discriminant, convergent and internal structure validity. The remaining sources of

validity was reported far less and included content, validity generalization, test-

criterion, response processes and consequences.

Figure 16.1 presents the differences between what authors’ reported as validity

evidence to how the same evidence could be classified using the Standards (APA

Table 16.4 Summary of

sources of validity evidence

using the Standards (APA

et al. 1999)

Types of validity evidence n % of articles

Content 5 22.7

Response processes 2 9.1

Consequences 1 4.5

Relationship to other variables

Convergent 10 45.5

Discriminant 12 54.5

Test-criterion 3 13.6

Validity generalization 5 22.7

Internal structure 9 40.9
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et al. 1999). Two notable differences were found. First, there was a significant

decrease in the articles reporting content validity compared to what the Standards
(APA et al. 1999) and Sireci (1998) would describe as content validity. More than

half the authors reported content validity; however, after close examination only

22.7 % were providing content validity as described by the Standards. The second
notable difference is the increase in the number of articles reporting convergent

validity based on the Standards (APA et al. 1999). Just less than half the articles

reported convergent validity evidence based on the Standards (APA et al. 1999),

whereas 40.9 % of the authors were reporting some form of criterion-related

evidence based on Table 16.3. That being said, based on the Standards (APA

et al. 1999), over 90 % of the articles (n¼ 20) provided some form of evidence

based on the relationships to other variables as a source of validity evidence.

Likewise, 90 % of the papers (n¼ 20) reported some form of criterion-related

concurrent, predictive or construct validity when adding up the values from

Table 16.3. Therefore, the numbers are not so different from what is reported as

criterion-related and construct validity evidence by the authors of these papers to

what would be classified as relationship to variables and its sub-categories based on

the Standards (APA et al. 1999). In essence, it is a relabeling of validity evidence to

match up with contemporary validity theories.

Table 16.5 summarizes the types of reliability evidence provided by authors of

the selected articles. Ninety-six percent of the articles presented some form of

Fig. 16.1 The differences between what authors’ reported as validity evidence to how the same

evidence would be classified using the Standards (APA et al. 1999)
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reliability data regarding the OSCE. Most articles reported inter-rater or –station

reliability and internal consistency of items. In many of the cases a coefficient alpha

was reported for internal consistency, but it was not clear if the internal consistency

of items was done across all items on a checklist, cases or sub-domains, and then

averaged across to provide one value for internal consistency. No test-retest or

parallel forms reliability was conducted. Six of the 22 selected articles conducted

G-theory. However, for at least three of the articles it was unclear how the

G-coefficients were derived – for example, information regarding which factors

were included as fixed or random were not provided. Only one article provided

variance components for each of the sources of variance in the analysis. Surpris-

ingly, four of the articles did not specify what type of reliability indexes they

conducted or quoted previous studies that had shown the OSCE to have reliability.

Lastly, seven of the 22 articles (31.8 %) cited validity articles, which included

Messick’s (1989) seminal chapter on validity, the Standards (APA et al. 1999),

Kane’s (1982) paper on the validity of licensure exams, and Anastasi’s (1982) book

on psychological testing. Another article that was cited with respect to validity was

Downing (2003). Downing’s (2003) article does an excellent job of summarizing

Cronbach and Meehl’s (1955), Messick’s (1989) and the Standards (APA

et al. 1999) in the context of medical education. Moreover, Downing’s (2003)

article also used the OSCE as an example to frame how validity studies can be

conducted in medical education.

Discussion

Based on the sources of validity evidence provided, many of the articles claimed the

OSCE to be a valid and reliable tool. Fifty-five percent of the articles provided some

sort of definitions of validity and the various “types” that they reported in their

paper for validating the OSCE. By doing this, the authors of these selected paper

provided the readers with a framework of validity theory they were working from.

However, the remaining 45 % of articles did not provide a definition of validity and

for the “types” of validity evidence they provided in their articles. This often can

cause confusion in how the authors classified the sources of validity evidence they

Table 16.5 Summary of reliability evidence reported

Types of reliability evidence N % of articles

Inter-rater/station 9 40.9

Test-retest 0 0.0

Internal consistency 9 40.9

Parallel forms 0 0.0

G-theory 6 27.3

Unspecified 4 18.2

Total number of articles reporting some form of reliability 21 95.5

280 T.K. Ark et al.



provided on the OSCE because the reader did not always know what validity

framework the authors were using.

The discussion section will be divided into three parts. The first section is a

critique of validity evidence provided by the authors. This section will also examine

how the confusion in the definitions of validity evidence may lead to the inaccurate

representation of validity and validation of the OSCE. The second section will

discuss the issues surrounding the reporting of reliability. In particular, this section

will discuss how reliability is not enough to prove the internal structure of the

OSCE and that reliability should not be confused ‘as’ validity evidence, but

considered a piece of evidence in the argument for validating the OSCE. The

final section will provide future direction for validity studies on the OSCE in

medical education.

Critique of the Reported Validity Evidence

Content Validity

Just less than half the articles reported content validity. Using the definitions and

methods outlined by the Standards (APA et al. 1999) and Sireci’s (1998), half of

these articles did not provide adequate information regarding how they evaluated

the content in their OSCEs. That is, after closer examinations of what authors

reported as validity evidence in their articles, more than half of the articles were

actually not accurately reporting content validity. No description was provided in

terms of who the experts were, how a consensus was achieved and what types of

judgments or feedback was given by the experts on the content of the OSCE.

In some articles, experts and OSCE examinees were asked if they felt the OSCE

represented and captured the courses and the objectives of the curriculum using

surveys or oral feedback. This was considered evidence for content validity. Other

examples provided by authors as content validity, when it is not based on the

Standards (APA et al. 1999) and Sireci’s (1998), are if experts or participants felt

(a) the clinical cases in the OSCE were believable, (b) seen frequent in practice,

(c) the duration of the case is adequate, (d) the SP portrayal of the case was

accurate, and (e) the cases in an OSCE assessed the skills required to practice

medicine. A lot of these judgments were based on expert or participants opinions,

but very little analysis was provided as to how the content of the OSCE measured

the skills or competency they expected the OSCE to capture. Much of the content

evidence provided by authors was evidence for quality control than evidence for

content. A huge caveat is that most of disqualified articles simply lacked reporting

the methods they adopted in assessing the content validity of the OSCE. That is, the

OSCE in the selected articles may have undergone more rigorous analysis of

content validity; however, based on the evidence the authors reported in the articles,

one cannot accurately discern if this was the case.
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Based on the Standards (APA et al. 1999), test content refers to the themes,

wording, format, questions and tasks as well as scoring. According to Sireci (1998),

content validity refers to the extent to which a test measures the content domain it

purposes to measure. To provide evidence for the test content, developers must

show the items and tasks on the test are representative of the targeted content

domain. Combining this definition with the Standards (APA et al. 1999), content

validity can be seen as examining the relationship between the content and the

construct that is being measured by the OSCE. This can be achieved by defining the

medical domains or construct that the OSCE is measuring, followed by assessing

the extent to which the OSCE cases match the definitions and the items on the

checklist that are relevant to assess the medical domains. Experts can be used;

however, information needs to be provided in terms of (a) who the experts are,

(b) how they were selected, and (c) what type of information the experts provide in

the selection of items and construction of the OSCE content.

Of the articles that provided evidence for test content, these articles utilized

experts to create a grid listing the medical content domains against the skills needed

for each domain. This grid was then aligned with the learning outcomes of the

curriculum. In order to ensure the OSCE captured the relevant content and con-

structs, the content domains (e.g., hearth attack) are plotted along one axis, with

skills plotted against the next (e.g., patient education). Each OSCE station is

mapped back onto this grid to ensure that the OSCE covers every domain and skills

the participants are expected to know. In other cases, evidence for the test content

was established using experts to compare the content and skills assessed in an

OSCE with the curriculum objectives in a very similar manner. Although neither of

these methods are perfect, it was the closest examples of content validity based on

what the Standards (APA et al. 1999) and Sireci (1998) would classify as evidence

towards test content.

Face Validity

Face validity is not included as a source of validity evidence by contemporary

validity theorists and the Standards (APA et al. 1999). Six articles explicitly

reported face validity, with 4 of the articles published after 2005, while 2 were

published before 1991. Considering that the Standards were published in 1999, it is
still surprising to observe researchers report face validity as a source of validity

evidence. Face validity examines if the assessment tool ‘looks’ or ‘feels’ as if it

assess what it is supposed to measure (Anastasi 1986). For instance, a math test can

be said to have face validity if the test looks like it has math problems on

it. Likewise, an OSCE is said to have face validity because it looks like it is

measuring physician skills and that it resembles a real life patient-physician

encounter.

The use of face validity brings up a debate regarding fidelity. Fidelity and face

validity are not to be confused with one another. Fidelity refers to ‘exactness.’

However, in simulation studies, fidelity refers to the degree to which a model or
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simulation reproduces the behavior of a real world object or person, or condition

(Weller et al. 2003). Therefore, fidelity is a measure of realism or similarity in terms

of mimicking a real life situation. This is very different from face validity, which

examines whether a measure “feels like” or “looks like” it is measuring what it is

suppose to measure. Fidelity examines exactness or similarity between two situa-

tions in hopes to evoke similar behaviors as a real life situation.

Part of the challenge to both face and content validity is that experts or those who

are invested (e.g., experts who work at the medical school or OSCE participants) in

the development of the OSCE are selected. As a result, they can indirectly provide a

biased opinion in terms of the OSCE content being representative of the curriculum

objectives or the skills they want the OSCE to assess. These individuals are invested

in the OSCE. As a result, experts should be included from a broad range of

backgrounds, including ones that are not involved in the development or writing

of OSCE cases, to provide unbiased and accurate feedback regarding the test

content.

Criterion-Related Convergent Validity

Articles reporting criterion-related convergent validity correlated the OSCE scores

to various assessment tools. In general, the articles reported correlations ranging

from as low as 0.19 to as high as 0.68. The OSCE scores were correlated with

(a) various types of clinical skills exams, such as the mini-CEX, bedside examina-

tions, and other types of OSCEs, (b) certification scores or final-year grades,

(c) other test scores, such as knowledge or problem solving scores, (d) global

ratings to sub-domains on the checklist of the OSCE, and (e) patient ratings. The

wide variety of assessment tools that the OSCE scores were correlated to suggests a

lack of a gold standard or criterion in the field. It also illustrates the lack of

consensus of what the gold standard or criterion should be to compare or validate

the OSCE scores. This may be attributed to the fact that the OSCE is used for a wide

variety of reasons, various purposes and can measure different constructs. As a

result, a gold standard cannot be used to validate the OSCE since its purpose, use

and the constructs it measures can vary drastically. In addition, the articles did not

make an argument as to why they correlated the OSCE scores to a particular

measure. In some cases, the construct measured in the OSCE and the correlated

assessment tool were not the same, and yet the authors still reported the correlation

as convergent or concurrent validity.

The purpose, use and interpretation of OSCE scores and even the reported

constructs it measures vary from medical school to medical school. Each medical

school and licensure exam boards have created their own silos of OSCE assessment,

with different scoring rubrics, constructs and feedback. This poses a challenge in

interpreting and understanding the results published as validity studies on the

OSCE. This also means each school may have to validate the inferences and uses

of their own OSCE and cannot generalize the findings published by other authors

unless the OSCEs are similar if not identical.
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Construct Validity

The majority of papers (n¼ 13) that reported construct validity defined it as the

degree to which assessments can discriminate between different groups. In these

studies the authors provide evidence for construct validity by comparing the

differences in OSCE performance by participants in different years or levels of

training (i.e., comparing interns to 3rd year residents). The reason authors believe

this to be construct validity is because the OSCE is designed to measure clinical

competence and skills, and if this is true one would expect those with more

advanced training to perform significantly better than those with very little training.

However, this type of thinking fails to take into account construct irrelevance

and construct under-representation. The OSCE could be measuring additional

constructs, such as cultural sensitivity, that explain for the variance observed in

the OSCE scores. For example, an examinee may not be able to effectively

communicate with the SP with a different cultural background. As a result, the

examinee performs poorly because they could not take the SP’s history accurately

because of a communication barrier. Also, the OSCE cases may not fully represent

or capture all aspects of the construct that is being measured either. Capturing the

skills necessary to practice medicine is complex and multifaceted. It is hard to

represent a full spectrum of all the skills and competencies needed to practice

medicine. Therefore, it is a big assumption to assume the OSCE can assess every

single construct, competency or skill needed to practice medicine.

The Problem of Reliability in Understanding Validity

Reliability is defined as the degree to which test scores are free from measurement

error (Arnold 1996), In measuring a construct two sources of variance are exam-

ined: systematic and unsystematic. Systematic variance represents variability that is

due to real differences; however, unsystematic variance is unintended and is unique

to the measurement or sample (Hoyt and Melby 1999). For example, systematic

variance would be the examinee’s communication scores on the OSCE, while SP

bias or examinee fatigue would be examples of unsystematic variation. Determin-

ing the reliability of a measure is a fundamental way to reflect the amount of error

(systematic and random) in a measurement. The reason why researchers are often

worried about error is that it leads to the attenuation of the observed score (Hoyt and

Melby 1999). This attenuation of the observed score leads to underestimations of

the true relation between the construct that is being measured, and the tool designed

to capture it.

Every article except for one reported some form of reliability evidence.

Most articles provided inter-rater or inter-station reliability and internal consis-

tency. Only six of the articles that reported reliability evidence interpreted this

information to provide reliability and validity evidence. Eight of the articles
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explicitly confused reliability for validity evidence, instead of stating reliability is a

part of the validity argument. Perhaps some of the confusion is the result of the

definitions, or lack thereof, of validity and reliability.

The remaining articles indirectly implied that reliability is the most important

aspect to justifying the use of the OSCE – if the OSCE could be shown to reliably

discriminate between participants, then the authors claimed the OSCE was a

reliable tool and should continue to be used. Finally, other statistical analyses

than coefficient alpha, such as factor analysis, need to be explored to investigate

whether the items are measuring the same underlying variable – i.e., the dimen-

sionality of the items or tasks.

The Future of Validity and Validation Studies Regarding
the OSCE

It is noteworthy that there are two articles – Auewarakul et al. (2005) and Varkey

et al. (2008) – that used the current Standards (APA et al. 1999) to inform their

validity studies. Both of these articles provided a unitary perspective of validity and

discussed five sources of validity evidence listed in the Standards (APA

et al. 1999). The study by Auewarakul et al. (2005) sought specific sources of

validity evidence to support or refute the proposed interpretation of OSCE scores.

The only source of evidence they were unable to provide was consequential

evidence because the authors felt the impact of the OSCE on each individual

could not be determined. With respect to validity evidence, the authors provided

information on the internal structure, responses processes and relationship to other

variables.

In contrast, Varkey et al. (2008) provided evidence for each of the five sources of

validity evidence including consequences. Specifically, the authors of this article

provided content, response processes, internal structure, consequences, and dis-

criminant validity with respect to relationships to other variables. Furthermore this

study was conducted explicitly as a pilot study to determine the psychometric and

validity of an OSCE used to assess the competencies of problem solving and system

based practices. Both the Auewarakul et al. (2005) and Varkey et al. (2008) pro-

vided adequate evidence in the first step to validating the OSCE.

Both of these articles were explicit in stating their perspective on validity was a

unitary one. In addition, the authors of these articles explicitly stated the purpose of

their study was to provide validity evidence regarding the inferences and uses of the

OSCE scores, not the OSCE itself. Medical education has much to learn from these

two articles in terms of validity and validation, and this is true beyond just

validating the OSCE. These two studies are good examples of how valuable it is

to incorporate validity theory and the Standards (APA et al. 1999). In addition, it

also provided a common definition and understanding regarding the various sources
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of validity evidence (i.e., discriminant and test content validity). Articles like these

will help move the field forward.

One of the limitations of this chapter is that only articles that explicitly presented

themselves as validity or validation of the OSCE were analyzed. The purpose for

creating such a tight exclusion criterion was to examine articles that were explicitly

presenting their results as validity evidence for the OSCE and could not be confused

as anything else. In doing this, it may have resulted in the exclusion of articles that

examined the validity of the OSCE even though it may have not been the authors

main focus or they may not have presented their findings as such.

The larger issues at hand is that many of the articles have differing ways in which

the OSCE is being used, what inferences are being made from the OSCE scores, and

what constructs the OSCE scores capture. Many papers were trying to validate the

OSCE more generically, and to be used in a wide variety of contexts and reasons.

The only thing the field seems to agree upon is that the OSCE is supposed to

measure clinical competencies and skills. If the specific constructs are listed as

to what the OSCE is capturing, the constructs are rarely defined, leaving the reader

to assume what certain constructs means such as professionalism. Furthermore, the

use and interpretation of the OSCE scores varies across institutions, states and

countries. Even the constructs vary in terms of what the OSCE is capturing. This is

very important as the inferences are validated, not the OSCE itself. As a result, the

OSCE needs to be validated for each way it is being used and cannot be generically

validated. Therefore, it is imperative that the inferences that are being made from

the OSCE are explicitly stated to help ensure the validation argument matches the

inferences and use of the OSCE scores. This also limits the generalizability of

OSCE validity evidence. Even though other authors have proved their use and

interpretation of the OSCE scores is valid, it does not imply that the OSCE in

general is a valid tool.
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Chapter 17

(Mis)Alignment of Medical Education

Validation Research with Contemporary

Validity Theory: The Mini-CEX as an

Example

Debra (Dallie) Sandilands and Bruno D. Zumbo

Like all educational assessments, assessments of medical students, residents and

practicing physicians must be supported by research evidence of their validity for

the purposes for which they are used. Evidence for validity is the foundation upon

which meaningful and defensible interpretations of assessment results are based.

The strongest evidence to support defensible use of an assessment is derived from

the alignment of its validation research with contemporary validity theory as

described in the Standards for Educational and Psychological Testing (the “Stan-
dards”, AERA et al. 1999). The Standards provide criteria for the evaluation of all

educational and psychological tests, testing practices and the effects of test use, as

well as guidelines for test developers and users about sound and ethical use of tests.

Sireci and Parker (2006) reviewed court cases involving disputes about educational

tests and found that typically it is issues of test validity that are challenged in court,

and that testing practices that are closely aligned with the Standards are more likely

to withstand legal challenge. Thus in high stakes testing environments such as

assessment in medical education it seems particularly important to ensure that

validation efforts are aligned with contemporary validity theory as expressed in

the Standards.
Research in other areas such as psychology and general education has found that

studies are not providing validity information aligned with contemporary validity

theory and that some sources of validity evidence are not being investigated or

reported (Cizek et al. 2008, 2010; Hogan and Agnello 2004). Therefore the purpose
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of this research was to investigate the extent to which studies in medical education

are aligned with contemporary validity theory, using the Mini-Clinical Evaluation

Exercise (Mini-CEX) (Norcini and Blank 1995) as an example. We investigated

studies about the Mini-CEX because it is one of the most extensively used and

studied assessment tools in medical education (Kogan et al. 2009). It has been used

for more than two decades to evaluate the workplace performance of medical

students, residents and physicians. Mini-CEX assessment results may have signif-

icant implications for individuals, for the educational programs that train them, and

for society that relies on them to provide adequate medical care. Although there is a

great deal of research that investigates the Mini-CEX, to date there has been no

thorough review of the extent to which the body of Mini-CEX validation research

meets the recommendations and criteria set out in the Standards or the extent to

which the Standards’ recommended sources of validity evidence are being reported

regarding the Mini-CEX.

We conducted a systematic review of Mini-CEX studies to reveal potential gaps

or limitations which may guide future Mini-CEX validation research. Specifically,

our research questions were:

1. To what extent are validation studies of the Mini-CEX consistent with key

aspects of contemporary validity theory as outlined in the Standards?; and
2. To what extent have the recommended sources of validity evidence outlined in

the Standards been reported regarding the Mini-CEX?

It is important to note at the outset that the purpose of this study was not to evaluate

the Mini-CEX or the overall quality of the research about the Mini-CEX, nor was

our goal to ascertain the degree to which Mini-CEX research supports its use.

Rather we were interested in gaining an understanding about how well the research

is aligned with current validity theory.

In the following introductory sections we provide an overview of the Mini-CEX

and of contemporary validity theory as outlined in the Standards.

The Mini-CEX

The Mini-CEX is a direct observation assessment tool originally developed by the

American Board of Internal Medicine (ABIM) to assess the clinical skills of

internal medicine residents in medical encounters with patients in a broad range

of situations and locations (i.e. inpatient, outpatient, or emergency room settings). It

was specifically designed to cover the skills most often required by residents in real

patient encounters such as medical interviewing, physical examinations, decision-

making, counseling, and clinical judgment or reasoning. The Mini-CEX is admin-

istered in two parts. First, a faculty member observes a resident while the resident

conducts a focused history and physical examination on a patient, and provides a

diagnosis and treatment plan. Next, immediately after the patient encounter, the

faculty member gives the resident formative feedback both verbally and in writing
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on a Mini-CEX rating form. The Mini-CEX rating form is said to be aligned with

six (US) Accreditation Council for Graduate Medical Education (ACGME) general

competencies, each of which is rated on a scale from 1 to 9. There is one additional

rating for “overall clinical competence”. Ratings of 1 through 3 reflect unsatisfac-

tory performance, 4 through 6 are satisfactory (but 4 is defined as “marginal”), and

7 through 9 are superior. Each Mini-CEX takes 10–20 min to complete (ABIM

2009).

Since its inception in 1995, the Mini-CEX has been adopted for a variety of

assessment purposes and is now not only used in the US but also in other countries

such as Canada, the United Kingdom, Australia and Argentina. It has been

suggested that the Mini-CEX may be the “only evaluation method used by many

residency programs to directly observe clinical skills” (Holmboe et al. 2003,

p. 826). The Mini-CEX is also used to assess residents in other specialties and

its use has extended to other examinee groups such as undergraduate medical

students (Dewi and Achmad 2010; Hill and Kendall 2007; Hill et al. 2009;

Kogan et al. 2003; Lie et al. 2010; Ney et al. 2009), practicing doctors (Sidhu

et al. 2009), and international medical graduates (Nair et al. 2008). In addition to

being recommended by ABIM and ACGME, its use is also recommended by other

regulators and governing bodies. As examples, the Postgraduate Medical Education

and Training Board in the United Kingdom recommends the use of the Mini-CEX

for assessment in the postgraduate setting (Hill et al. 2009), the Mini-CEX is

mandatory during dermatology specialist training in the UK (Cohen et al. 2009),

and the Australian Medical Council has introduced the Mini-CEX as a workplace

assessment tool for some international medical graduates (Nair et al. 2008). In

addition to providing formative feedback to guide further education and training,

the Mini-CEX has been used for summative purposes to make educational decisions

about medical students (Hill et al. 2009) and residents (Weller et al. 2009).

Systematic Reviews of the Mini-CEX

Two studies have used systematic reviews to investigate validity evidence for direct

observation assessment methods including the Mini-CEX. Kogan et al. (2009)

identified 55 tools used for direct observation and assessment and investigated

evidence of their validity and outcomes. They concluded that the Mini-CEX is

one of few tools that has been thoroughly evaluated and that it has the strongest

validity evidence of the 55 assessment tools they investigated. However Pelgrim

et al. (2010) also studied multiple direct observation tools and concluded that

although the validity of the Mini-CEX is supported by correlations with other

assessment instruments, additional types of validity evidence are lacking.

A third systematic review conducted by Hawkins et al. (2010) focussed specif-

ically on the Mini-CEX and analyzed validity evidence within the framework of a

validity argument (Kane 1992). Hawkins et al. (2010) found that there are relatively

few studies of the Mini-CEX, the studies that do exist have variable designs that
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present conflicting results, and it is “difficult to separate problems with the method

from gaps and limitations in the research conducted to date.” (p. 1495)

These three systematic reviews present conflicting views of the state of Mini-

CEX validity research and evidence. Taken together, they raise questions about the

degree and types of validity evidence that may support use of Mini-CEX scores and

they highlight the need to examine potential gaps and limitations in the Mini-CEX

validation research. As we noted, one way of doing this is to examine the degree to

which the body of Mini-CEX validation research is aligned with contemporary

validity theory.

Contemporary Validity Theory

The Standards (AERA et al. 1999) define validity as follows:

Validity refers to the degree to which evidence and theory support the interpretations of test

scores entailed by proposed uses of tests. Validity is, therefore, the most fundamental

consideration in developing and evaluating tests. The process of validation involves

accumulating evidence to provide a sound scientific basis for the proposed score interpre-

tations. It is the interpretations of test scores required by proposed uses that are evaluated,

not the test itself. When test scores are used or interpreted in more than one way, each

intended interpretation must be validated.

Validation logically begins with an explicit statement of the proposed interpretation of

test scores, along with a rationale for the relevance of the interpretation to the proposed use.

The proposed interpretation refers to the construct or concepts the test is intended to

measure. (p. 9)

Two aspects of the current view of validity require particular emphasis for the

purposes of this paper. First, evidence for validity ought to be of highest priority to

test developers, users and researchers because validity is the most fundamental
consideration in developing and evaluating tests. In the contemporary view of

validity other evidence such as reliability evidence contributes to validity and is

necessary but insufficient for defensible use of test scores. Therefore validity

evidence is required in addition to evidence for other characteristics such as

reliability, feasibility or utility (the latter two being often reported in medical

education literature).

Second, since validity pertains to interpretations and uses of test scores and not

to tests themselves, validation efforts should be focussed on the proposed interpre-

tations and uses of test scores and should begin by clearly specifying what the

interpretations and uses are. In a contemporary view validation efforts consist of

two inter-related arguments: an interpretive argument and a validity argument

(Cronbach 1988; Hubley and Zumbo 1996; Kane 1992, 2001, 2013; Messick

1989). The interpretative argument specifies the proposed interpretations and

intended uses of the test or assessment scores by identifying inferences and

assumptions that flow from them, while the validity argument systematically

evaluates the interpretive argument. When a particular assessment or test is used
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in more than one setting for more than one application, the inferences and assump-

tions may change and the evidence required to support them may change. None-

theless, validation will involve the specification (the interpretive argument) and

evaluation (the validity argument) of the proposed interpretations and uses of the

scores. Thus, claims about validity of test interpretations and uses are claims that

the interpretive argument, the inferences and the assumptions are logical and

plausible in the application in which the scores are being used (Kane 2006, 2013).

As set out in the Standards, specifying the interpretation begins with adequately
defining the construct being measured. A construct is a broad term for the concept

or characteristic a test is designed to measure, and the purpose of a test is to make

inferences from test scores to unobservable constructs such as knowledge, ability,

aptitude or competence. All tests should be construct-referenced because the

interpretation of the construct is the foundation for the score-based inferences

that arise from test use (Messick 1989). Test use and validation must proceed by

clearly and thoroughly defining the construct being measured. Simply naming or

labelling the construct is insufficient because the same name or label can be applied

to different constructs – a common name does not automatically imply a common

construct (Reckase 1998). As an example, the construct of “clinical competence”

takes on different meanings when used by different parties or in different settings.

Attempts to validate assessments of clinical competence should begin with a clear

understanding of what is meant by clinical competence in the setting in which the

assessment instrument will be used. Once the construct and proposed interpretation

and inferences have been identified, evaluation through the use of a validity

argument proceeds by developing empirical evidence, examining relevant litera-

ture, and/or conducting logical analyses.

Sources of Validity Evidence

The contemporary view of validity and validation requires validity evidence to be

integrated from multiple sources to develop the validity argument that supports

intended uses and interpretations of scores and to rule out threats to validity

(Messick 1989, 1994). The Standards outline five sources of validity evidence

that should be investigated for these purposes.

Evidence Based on Test Content

Evidence for validity can be found by analyzing the relationship between the test

content and the construct intended to be measured. Sireci (1998) noted that content

validity involves four commonly-accepted elements: domain definition (the con-

ceptual and operational definitions of the construct); domain representation (match

between a test and the domain definition); domain relevance (relevance of items to

the content domain); and appropriate test construction procedures. Evidence based
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on test content can be sought through logical or empirical analyses, including the

use of subject matter experts to examine the theoretical relationship between the

construct and the test content, write test items, and review item specifications, test

blueprints and documentation.

Evidence Based on Response Processes

“Response processes” refers to the detailed characteristics of performance or

response actually engaged in by examinees or examiners during the assessment

event. Evidence based on response processes provides information about the fit

between the construct and the cognitive processes engaged in during a test. For

example, in a test of clinical reasoning, evidence would be required to determine

whether examinees are actually using clinical reasoning skills (as opposed to

perhaps following a memorized pattern of response). Evidence based on response

processes can be gathered by questioning test-takers or examiners about their

strategies or responses through the use of surveys, interviews, or think-aloud pro-

cedures and expert review (Miller and Linn 2000).

Evidence Based on Internal Structure

Internal structure refers to relationships between items or parts of a test. Informa-

tion about a test’s internal structure can reveal how closely the test conforms to the

construct of interest. For example, if a test is intended to measure a unidimensional

construct, then evidence of structural unidimensionality would support the rela-

tionship between the test and the construct, or if the construct is thought to be

composed of several components, then multidimensionality in the test’s internal

structure would support that. Methods of gathering evidence based on internal

structure include examining the factor structure of the data through confirmatory

factor analysis, and conducting differential item functioning analyses to determine

whether test items may behave differently for subgroups of examinees.

Evidence Based on Relations to Other Variables

Evidence based on relationships with other variables provides information about

the extent to which the relationships are consistent with the intended construct.

Convergent validity evidence is gathered by examining relationships between the

test scores and other measures that are intended to assess theoretically-similar

constructs, whereas discriminant validity evidence is drawn by examining relation-

ships with measures intended to assess theoretically-different constructs. According

to the Standards, group membership variables are relevant if the theory underlying

the test use suggests that group differences should be present. For example, studies

that show that scores are higher for more experienced examinees than for less
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experienced examinees (or for instructed versus non-instructed examinees) provide

convergent validity evidence because there is a theoretical basis for expecting score

differences between the groups. Test-criterion validity evidence examines how

accurately test scores predict a criterion performance where the criterion variable

is an attribute or outcome of interest. A concurrent test-criterion study collects data

from the predictor and criterion measures at approximately the same time, whereas

in a predictive test-criterion study the criterion scores are obtained after the

predictor scores. Validity generalization evidence refers to the degree to which

evidence of validity based on test-criterion relations can be generalized to a new

situation, for example through the use of meta-analysis. Evidence based on rela-

tions to other variables can be assessed through experimental and correlational

studies, or through a multitrait-multimethod matrix approach (Campbell and Fiske

1959).

Evidence Based on Consequences of Testing

Although there is debate on this topic, evidence about the intended and unintended

consequences of test use is currently required by the Standards. Therefore it is

important to investigate whether intended consequences are occurring as antici-

pated, or whether unintended consequences may be occurring. For example, when a

claim is made that a formative assessment has a positive impact on learning (such as

the case of the Mini-CEX where a critical component of the assessment is the

provision of feedback to examinees for the purpose of improving their perfor-

mance), the validation process should question whether the positive impact is

being realized.

There has been some deliberation in the literature as to whether all types of

validity evidence are required for all types of assessments. The current position

expressed in the Standards is that some sources of evidence will be especially

important to evaluate in a given case, yet strong evidence from one source does not

diminish the need for evidence from other sources. Therefore evidence from all five

sources should be found within the body of Mini-CEX research, although they may

be found to varying degrees.

Method

We conducted a search for English language literature published between January

1995 (the year in which the Mini-CEX was first introduced) and December 31, 2012

in Academic Search Complete, CINAHL, Education Research Complete, ERIC,

MEDLINE, and PsychINFO. The search terms used were “Mini-Clinical Evalua-

tion Exercise” or “Mini-CEX” and “valid*” (to capture valid, validity and valida-

tion) in all text. From this initial search we removed duplicates and excluded

publications if they: (1) were not primary research, or were summaries, reviews,
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interpretations or critiques of prior research; (2) did not investigate aspects of the

Mini-CEX (for example, articles whose main purpose was to investigate other

assessment tools but also mentioned the Mini-CEX); or (3) were editorials, letters

to the editor, or conference abstracts. In addition, we examined the references in

review articles to ensure the search was as comprehensive as possible.

To determine whether the main intent of each study was to present validity

evidence (i.e., is the study a validity study of the Mini-CEX?), we coded whether

any of the words “valid”, “validity” or “validation” appeared in the title, abstract or

key words and descriptors pertaining to the study. If they did we coded the study as

a “validity study” and if not we coded the study as a “non-validity study”.

To address the first research question regarding the extent to which the validity

studies present views of validity that align with the contemporary view of validity

theory, we coded whether each validity study: (1) presented a definition of validity

similar to the Standards; (2) made reference to either the Standards or to contem-

porary validity theorists (such as those that would be taught in an introductory

validity course); (3) identified and defined the construct being assessed;

(4) presented a view of validity as a characteristic of Mini-CEX scores and

inferences rather than as a characteristic of the Mini-CEX; (5) described the use

of the Mini-CEX (for example, described the population being assessed in terms of

their level of education and specialty where appropriate, the setting in which the

assessment was taking place and whether the Mini-CEX scores were intended to

provide formative or summative assessment information); and (6) described the

intended interpretation and inferences to be drawn from Mini-CEX assessment

results.

To address the second research question about the extent to which the

recommended sources of validity evidence outlined in the Standards has been

reported regarding the Mini-CEX, we coded the sources or types of validity

evidence reported in the validity studies. To allow a comparison between the

validity perspective taken in the studies and the validity perspective of the Stan-
dards and to investigate whether the sources of validity evidence being reported

were aligned with sources of validity evidence in the Standards we re-coded

the type of evidence reported in the studies as it would be reported according to

the Standards framework. In addition, if validity evidence was presented in the

non-validity studies we coded it also according to the Standards framework. This

allowed us to fully address our second research question and determine the extent to

which all recommended sources of validity evidence have been reported in all

published studies of the Mini-CEX regardless of whether the studies were presented

as validity studies of the Mini-CEX or not.

For both validity and non-validity studies we coded other measurement charac-

teristics that were reported such as reliability, feasibility, utility and acceptability.

Further, we coded the types of reliability evidence reported (including alternate

forms, test-retest, internal consistency, scorer consistency, G-theory reproducibil-

ity, standard errors of measurement, or item response theory test information

function).
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All coding was carried out by the first author. In order to investigate accuracy of

the coding procedure we calculated inter-rater reliability. Another researcher famil-

iar with medical education research and contemporary validity theory coded 6 -

randomly-selected studies. First, we explained the purpose of this study and

reviewed the coding sheet with her. She then coded the studies independently and

without knowledge of the first author’s coding results.

Results

After excluding articles that did not meet the inclusion criteria as set out above,

43 articles were included in this study. A list of the included studies is attached as

Appendix. Thirteen of the 43 included studies appeared to be positioned as Mini-

CEX validity studies and they comprise the validity studies group. That is, 13 stud-

ies investigated the properties of the Mini-CEX and used the word “valid”, “valid-

ity”, or “validation” in the title, abstract or key words/descriptors pertaining to the

study. The remaining 30 studies comprise the non-validity studies group.

Figure 17.1 shows the distribution of all included studies according to the year

they were published. The first validity study of the Mini-CEX was published in

2002, 7 years after its inception. The majority of validity and non-validity studies

have been published since 2006.
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Validity Studies’ Alignment with Contemporary Validity
Theory

The results of coding the 13 validity studies to determine their alignment with

contemporary validity theory are summarized as follows.

None of the validity studies presented a definition of validity similar to the

Standards although one defined “construct validity”. None of the validity studies

made reference to the Standards or to validity theorists directly, although one

validity study cited an article that summarizes the Standards and the contemporary

view of validity theory. Two validity studies provided limited (one or two

sentences) definitions of the construct intended to be assessed and one study

provided a reference to documentation where the construct was defined. Ten of

the validity studies did not define the construct being assessed. Twelve of the

13 validity studies named a construct: 3 were reported as “competence”, 4 as

“clinical skills” and 5 as “clinical competence”. Most validity studies named the

skills that were assessed (such as history taking or physical examination) however

none referred to any theoretical relationship between the skills assessed and the

construct. Five validity studies clearly characterized validity as a property of the

test, 5 as a property of scores or inferences, and 5 were unclear.

Figure 17.2 shows the uses of theMini-CEX reported in the validity studies broken

down by educational level, medical specialty, and assessment type. This figure reveals

that for the most part the settings in which the Mini-CEX has been studied have been

reported in the validity studies. As can be expected from the history of theMini-CEX,

most validity studies have investigated its use in internal medicine residencies as a

form of formative assessment, although validity evidence has also been gathered for

other uses and in other settings. Please note that some studies reported more than one

use therefore the totals add up to more than the number of studies.

We also coded whether each validity study described how the Mini-CEX scores

were to be interpreted and the inferences to be drawn from them in the particular

setting of the study. No validity study specifically described the interpretation and
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inferences that were to be drawn from the Mini-CEX scores in the particular setting

of the study. Although a few studies touched on the issue, in most studies it was

implicit that simply stating whether the assessment was formative or summative

was sufficient to deduce whatever inferences were to be drawn.

Sources of Validity Evidence Reported in the Validity Studies

Figure 17.3 shows the sources of validity evidence as reported in the validity

studies, and contrasts how the sources of validity evidence were presented in the

validity studies with how the same evidence would be framed within the Standards
framework.

Three of the 13 validity studies presented validity evidence similarly to the

Standards; however, as can be seen in Fig. 17.3, there are considerable differences

between study perspectives and Standards’ perspectives as to sources of validity

evidence in the remaining studies. Of the 9 studies that presented unspecified

sources of validity evidence (i.e. evidence was referred to simply as “validity”),

4 presented evidence based on convergent relations to other variables, 4 presented

test content validity evidence, 1 presented response process validity evidence,

1 presented test criterion evidence, and 2 presented evidence related to conse-

quences of testing. In addition, 2 studies that presented construct validity evidence

and 2 that presented criterion evidence were recoded as presenting evidence based

on convergent relations to other variables. None of the validity studies presented

evidence related to discriminant relations with other variables or validity general-

ization. Please note that the total number of sources of validity evidence presented

is greater than the total number of validity studies because some studies presented

more than one type of validity evidence.
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Other Types of Evidence Reported in the Validity Studies

Of the validity studies that presented reliability evidence, five presented internal

consistency evidence, three presented scorer consistency evidence, five presented

generalizability theory reproducibility evidence, and two presented standard error

of measurement (SEM). In addition, five of the validity studies presented feasibility

evidence, four presented evidence of examinee satisfaction and four presented

evidence of examiner satisfaction.

Types of Evidence Presented in the Non-validity Studies

Types of evidence presented in the 30 non-validity studies are shown in Fig. 17.4

which also contrasts how evidence was presented in the non-validity studies with

how the same evidence would be framed according to the Standards. Most (22) of

the non-validity studies reported reliability evidence and many also reported feasi-

bility, examinee satisfaction, and examiner satisfaction. Twenty-five of the

non-validity studies reported a variety of other properties of the Mini-CEX.
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Examples of terms used to describe other properties were utility, accuracy, psy-

chometric characteristics, use, acceptability, and influence on feedback. Since most

studies reported more than one type of evidence the total number is greater than 30.

As in the case of the validity studies, the evidence presented for the non-validity

studies would be classified differently when viewed from the perspective of the

Standards. For the most part, reliability evidence has been framed in the studies

similarly to the way it would be framed according to the Standards as evidenced by
the similar patterns for reliability in Fig. 17.4. However, also shown in Fig. 17.4, a

considerable amount of validity evidence was presented in the non-validity studies

yet was not identified in the studies as validity evidence. For example, one study

investigated the Mini-CEX in terms of its educational impact, the factors that

influence examiner scoring decisions, and its effects on the relationship between

examiner and examinee (amongst other things). According to the Standards these
types of investigations provide information about validity such as evidence related

to response processes and consequences of testing. The main types of validity

evidence presented in the non-validity studies were validity evidence based on

test content, response processes, convergent relations to other variables, and con-

sequences of testing.

To What Extent Have the Recommended Sources of Validity
Evidence Outlined in the Standards Been Reported Regarding
the Mini-CEX?

Figure 17.5 shows all sources of validity evidence stemming from the 43 validity

and non-validity studies combined, categorized as per the Standards. This figure
reveals that the combined Mini-CEX research efforts (when conceptualized aligned

with contemporary validity theory) have focussed predominantly on validity evi-

dence based on test content, response processes, convergent relations to other

variables, and consequences of testing. To date, the body of Mini-CEX validation

research does not provide evidence based on discriminant relations to other vari-

ables or validity generalization.

Inter-rater Agreement on Coding of the Studies

Six randomly selected studies were rated by an independent rater to investigate

accuracy of the coding procedure used by the first author of the study. The

independent rater and first author were in agreement on 381 of the 438 total data

points on the coding sheets for the 6 studies, representing 87 % inter-rater agree-

ment. Differences were discussed and reviewed until agreement was reached.
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Discussion and Conclusions

This study is the first study to examine the extent to which research that investigates

validity evidence for the Mini-CEX conforms to contemporary validity theory and

meets the recommendations and criteria set out in the Standards for Educational
and Psychological Testing (AERA et al. 1999). It is not the intent of this research to

assess or comment on the quality of the research reviewed, rather to understand and

report on the validity perspective taken in the body of literature regarding Mini-

CEX and to determine which sources of validity evidence have been investigated.

The results provide interesting findings about the manner in which validity is

conceptualized and presented in the Mini-CEX literature and point to gaps and

limitations in the research.

This study provides evidence that the body of validity research of the Mini-CEX

is not fully aligned with contemporary validity theory because it does not place

emphasis on the proposed interpretations and uses of test scores and on the

theoretical relationship between the test and the construct being assessed. As stated

in the Standards, validation efforts should begin with a clear definition of the

proposed interpretation of scores which refers to the construct intended to be

measured, together with a rationale that connects the interpretation to the proposed

use of the scores. Results of the current study indicate that these first steps in the

validation process for the Mini-CEX have not yet been taken: most of the validity

studies investigated in this research do not provide a definition of the construct

being assessed or a theoretical rationale to guide the interpretation of Mini-CEX

scores.
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Although most of the validity studies adequately provide contextual information

about their local use of the Mini-CEX (such as the education level of the examinees,

the setting in which the Mini-CEX was administered and the medical specialty that

was being assessed), there was very little information about how the scores were

intended to be interpreted and used. Although a few studies touched on the issue, in

most studies it was implicit that simply stating whether the assessment was forma-

tive or summative was sufficient to deduce the inferences to be drawn. For example,

one study reported that the Mini-CEX evaluations did not contribute to final grades

of the examinees but the actual interpretations and uses of the assessments were not

stated. The findings of this study confirm those of Hawkins et al. (2010) who noted

that a lack of attention in the Mini-CEX validation literature to Mini-CEX use and

score interpretations is a concern.

Of the studies that were presented as validity studies, none provided a definition

of validity and many framed validity evidence differently than it would have been if

it were aligned with the Standards. Only five of the validity studies characterized

validity as a property of test scores or inferences. The remaining validity studies

were either unclear in their position or explicitly referred to validity as a property of

the Mini-CEX. For example, phrases such as “the Mini-CEX has construct validity”

or “the validity of the Mini-CEX” were frequently observed in the studies. As early

as the 1974 edition of the Standards it was considered incorrect to use the unqual-

ified phrase “the validity of the test” (Sireci 2009) yet the results of this study point

to evidence that this terminology and characterization of validity still exists in the

body of research about the Mini-CEX.

This study also provides evidence about which sources of validity evidence have

been reported in the Mini-CEX literature. Most studies to date have focussed on

evidence based on convergent relations to other variables, test content, and conse-

quences of testing. Few have focussed on response processes, internal structure, and

test-criterion, and no studies have investigated validity evidence based on discrim-

inant relations to other variables or validity generalization. Much of the validity

evidence has arisen from studies that were not presented as having validity as their

major focus and some validity evidence has been presented using other terminology

such as feasibility, utility or acceptability with no connection being made to validity

or validity theory. These findings support those of Pelgrim et al. (2010) who

reported that few sources of validity evidence have been addressed in Mini-CEX

research. They also support the findings of Hawkins et al. (2010) who found gaps

and limitations in Mini-CEX validation research.

One way in which the Mini-CEX validation research is aligned with contempo-

rary validity theory is that it is an ongoing endeavour with much research activity

over the last 5 years. This practice is aligned with the Standards which set out that

validation is a continual process and that as new uses of an assessment tool arise

(as they have in the case of the Mini-CEX), research should continue to investigate

sources of validity evidence associated with new use.
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Implications of Findings and Suggestions for Future

Research

The findings that sources of validity evidence are conceptualized differently in the

published Mini-CEX validation literature than in the Standards and that many of

the published studies presented validity evidence outside of a validity framework

have implications for researchers and for journal editors. Future research could

focus on enhancing researcher awareness and rectifying misunderstandings about

what to report as validity evidence and how to report it. Journal editors may

consider setting clear inclusion and exclusion guidelines and strengthening the

peer review process for studies that investigate psychometric properties of assess-

ments such as the Mini-CEX. Further, we found that not all studies that present

validity evidence have any form of the word “valid” in their title, abstract, key

words or descriptors thus making it difficult for future researchers to find the

validation research that does exist. Researchers and journal editors may address

this shortcoming to ensure that all future validation research will be readily

accessible through typical search strategies and thus play an important role in

disseminating key validity information.

The results of this study also have implications for Mini-CEX users such as

medical education programs and governing bodies that set policy that recommends

or mandates its use. They should be aware of the gaps in the research and degree of

alignment or lack of alignment with the Standards and carefully consider the extent
to which the existing literature supports their recommendations or the inferences to

be drawn from their particular use of Mini-CEX thus ensuring that their recom-

mendations and uses are defensible. As noted in the introduction, validation

research that is closely aligned with the Standards most strongly supports defensi-

ble use and interpretations of test scores (Sireci and Parker 2006).

Perhaps the most important implications from this research derive from the

finding that to date Mini-CEX validation research neither provides a theoretical
rationale for score interpretation and use based on a clearly-understood construct

nor clearly elucidates the inferences to be drawn from Mini-CEX use. This finding

leads us to conclude that the body of Mini-CEX validation research as a whole

currently represents a “weak program” of validation research (Cronbach 1988), that

is, one that presents validity evidence without reference to theoretical underpin-

nings and often relies on data that is easily or readily available as opposed to data

that is relevant (Kane 2001). Further, as noted by Kane, as early as the 1970s there

was concern about the ease with which opportunistic validity evidence could be

presented without stating a proposed interpretation or evaluating the reasonableness

of the interpretation. In other words, the two key elements of the validation process

(a clearly-stated interpretive argument and a validity argument which evaluates it)

are deficient in a weak program of validation. A strong theory-driven program of

research which will assure scientific and disciplined enquiry (Zumbo 2009) requires

multiple strands of evidence some based on statistical analyses and some based on

theory (Sireci 2009).
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When a field or area of research is inhibited by the absence of well-defined

theory about the construct a strong program of validity research will be difficult to

achieve. It is important to note that work is being done which will help to develop

theory about the construct being assessed by the Mini-CEX. For example, our study

revealed research that provided validity evidence based on response processes

which is theory-building research (see, as examples, Kogan et al. 2011, 2012;

Weller et al. 2009). However, such research is being conducted outside of a

contemporary validity theory framework. Indeed, our study revealed that a great

deal of validity evidence related to the Mini-CEX has been presented in studies that

fail to make any connection whatsoever to validity. A lack of connection from the

research to validity or validity theory weakens or undermines the ability to develop

a sound validity argument.

Kane (2001) draws distinctions between performance assessments of observable

attributes and those of theoretical constructs and notes that clearly defined observ-

able attributes might be validated with relatively simple interpretive arguments and

clear validation strategies without reference to underlying theories about what is

being assessed. However, the extent to which the intended interpretations general-

ize or go beyond the observations being made determines the strength of validity

argument required: in the case of the Mini-CEX, if the intended interpretation

extends from observed scores to more general conclusions about competence,

then a strong program of validity research should be required. If not, a weaker

program based on readily-available data may suffice. Regardless of whether the

Mini-CEX is construed as assessing a theoretical construct or an observable attri-

bute, future validation research may be directed at defining what is being assessed,

building the theoretical rationale for score interpretation and clarifying the infer-

ences to be drawn from Mini-CEX use thereby contributing to a stronger body of

Mini-CEX validation research than currently exists.
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Chapter 18

Validation Practices in the Social, Behavioral,

and Health Sciences: A Synthesis of Syntheses

Juliette Lyons-Thomas, Yan Liu, and Bruno D. Zumbo

In the first half of the twentieth century, educational and psychological researchers

were aware of the importance of validity, though engaged in a variety of

non-uniform methods to attain and name it (Anastasi 1986). In 1954, the Technical
Recommendations for Psychological Tests and Diagnostic Techniques was

published jointly by the American Psychological Association, the American Edu-

cational Research Association, and the National Council on Measurement in Edu-

cation, and thus began the effort to standardize the view of validity and the guidance

for validation practice in general. Since then, researchers have expanded and

refined the definition of validity, and continue to do so to date. Although content,

construct, and criterion-related validity had dominated as the “trinity” view of

validity, Hubley and Zumbo (1996) point out that a more unitary view has gained

popularity with construct validity taking the center stage. The Standards for
Educational and Psychological Testing (AERA et al. 1999) represents the current

guidance on validity and validation practices. The Standards list five sources of

validity evidence based on: content, internal structure, relationships to other vari-

ables, response processes, and consequences.1 Of those five types of sources,
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evidence related to consequences, has been particularly controversial among edu-

cational assessment researchers (Moss 1998; Nichols and Williams 2009), with

some even questioning its place in validity (Cizek et al. 2008, 2010). To be more

precise, nearly all of the contributors to this debate agree that consequences are

relevant for assessment, in a broad sense. The disagreement seems to be around

whether consequences are relevant for validation, or just generally relevant to

test use.

Although the Standards for Educational and Psychological Testing has been

published in 1999 and the validity issues have been discussed in many fields and

journals in the past decade, there still remain a lot of concerns and questions about

whether and to what extent the current validation practice adopted in the published

journal papers has followed the Standards. To provide a window into this issue, the

previous 15 chapters collected in this volume have synthesized validity evidence

and validation practice, which either present the current validation practice or

reflect the change of validation practice over time. The present chapter is meant

to summarize the shared findings as well as the differences found across the

15 validity synthesis chapters. An attempt is made to provide insight into where

the research on validity presently stands, how it has changed from its inception, and

where it is heading across a broad range of disciplines and journals in the educa-

tional, psychosocial, and health sciences domains. In terms of our meta-synthesis,

emphasis is placed on the improvement and the benefits that validation-oriented

research has for these domains of inquiry and the importance of engaging in it to

appropriately use educational and psychological tests and measures and interpret

test scores.

Data Sources and Methodology

In order to accomplish the objective set forth above, the 15 synthesis chapters from

this book were compared to one another based on the information that was collected

about validation practices. A common element of all of the chapters was that each

examined validity evidence according to the Standards (AERA et al. 1999). That is,

each chapter provided a numerical summary for the five sources of validity evi-

dence based on: (a) content, (b) response processes, (c) internal structure,

(d) associations with other variables, and (e) consequences. In addition, each

chapter included other validity evidence relevant to their research area. For

instance, some papers included a count of articles that provided face validity

evidence, though other papers did not consider face validity, either because it was

not regarded as part of validity evidence by the Standards or because it was not

relevant to their purposes.

It should also be noted that despite the common theme of examining validation

evidence, the system of determining which information to include varied from

paper to paper. While some chapters tallied validity evidence based on how it

was reported, others reported validity evidence based on the authors’ own
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evaluation, that is, the judgment by the authors on the validity evidence that should

have been reported. For instance, a main argument from Chap. 17, (Sandilands and

Zumbo), is that there is misrepresentation from many studies that purport to present

validity evidence in the area of medical education. Therefore, the authors chose to

report both validity evidence as it was presented in the research articles, as well as

validity evidence as the authors thought it should have been reported.

Another dissimilarity among the chapters is that there was variation across

domain and temporal period. Papers focused on validation practices in different

areas, such as education, counseling, health, well-being, medical education, or

psychology. Furthermore, some authors focused on particular instruments, while

others directed their synthesis on individual journals, and two chapters even

focused on specific journals within two different time periods to compare if and

how validation practices have changed with the evolving concept of validity.

Additionally, many but not all chapters noted whether papers cited or integrated

validity theory or framework in their validation practices (e.g., AERA et al. 1999;

Kane 2006; Messick 1989). Given both the unique and overlapping characteristics

of the chapters, this meta-synthesis did not solely focus on numerical analysis, but

also compared and contrasted the features of the synthesis chapters in a qualitative

way to describe overall trends in validity research.

Major Findings from All Synthesis Chapters

The 15 synthesis chapters provide rich information about the current validation

practice across a variety of disciplines and from different journals. Our review here

will only focuses on the validity view adopted in the validation practice, the

misconceptions frequently occurred, and most popular validity evidence as well

as the most neglected validity evidence.

One of the findings was the wide acknowledgement of the importance of validity

and an increase in the number of researchers trying to empirically ground the

usefulness and appropriateness of the conclusions derived from the scores of the

instruments. However, despite the wide-ranging acknowledgement of the impor-

tance of validity, references to the Standards is practically non-existent. Further-

more, many validation studies are still firmly grounded in early twentieth century

conceptions that view validity as a property of the test, without acknowledging the

importance of building a validity argument to support the inferences of test scores.

There appears to be minimal evidence of recognition of the modern/unitary view of

validity. With respect to the field of study that appears to be most in line with

contemporary views of validity and validation practices, it may come as no surprise

that the measurement focused journal Educational and Psychological Measurement
was found to be the most current.

There were also some misconceptions found with respect to the types of evi-

dence that are presented when attempting to make a validity argument. We found

that although validity evidence based on relationships and comparisons with other
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variables was widely reported, there seems to be some confusion across disciplines

with regard to terminology and the nature of the evidence. For instance, there were

misunderstandings between discriminant versus discriminative evidence and

criterion-related validity evidence was sometimes presented as predictive validity

evidence.

An interesting finding from the chapters has to do with evidence related to

internal structure and its apparent increase over time. Both Collie and Zumbo

(Chap. 7) and Shear and Zumbo (Chap. 6), which compared validity evidence in

the 1950s and 1960s, respectively, to validity evidence in the 2000s, found that the

number of journal papers that included internal structure evidence dramatically

increased over time. While the other chapters only looked at more recent validation

studies, the findings from those papers appear to support the high use of internal

structure. Out of all of the categories of validity that was coded, internal structure

had the highest rate. For instance, two out of the three syntheses from the Chan

et al. chapter (Chap. 5) Validity Evidence and Validation Practices in Counseling:

Major Journals, Mattering Instruments, and the Kuder Occupational Interest Survey

(KOIS), found that evidence based on internal structure was presented in almost all

(95.2 %) of the papers that were coded.

Finally, an important finding from compiling the results of the chapters is that

two sources of validity evidence appear to be used rarely, if at all, across all fields.

Table 18.1 displays the percentage of articles that presented evidence based on

response processes and consequences for each synthesis chapter. It showed that

validity evidence based on response processes and evidence based on consequences

has been virtually ignored in the validation of scales, most studies showing zero

percentage of reporting these two sources of evidence. From a temporal perspec-

tive, these two sources of validity evidence have remained overlooked in practice,

despite the evolution of validity theory and the intense discussion of these types of

evidence. The Sandilands and Zumbo synthesis (Chap. 17), which found the highest

amount of evidence related to consequences, also reported that most of the studies

did not position themselves as validity papers. As described earlier, evidence based

on consequences is controversial. However, the complete lack of acknowledgement

across disciplines suggests that current conceptions of validity have not yet perme-

ated practice.

Discussion

The 15 syntheses chapters demonstrate that a number of patterns are present in

current validation research across a variety of areas. Despite the changing face of

validity, validation research appears to remain stagnant in the early theoretical

validity framework, with the exception of the increase in evidence based on internal

structure. One possible cause for this is that, between the midcentury and present

day, methods of collecting evidence based on internal structure have become

increasingly accessible and even required by many journals. Technology and
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Table 18.1 Percentage of articles that include evidence based on response processes and

consequences

Chapter

Focus of review,

journal/measure

Response

processes Consequences

Chapter 3, “Reporting of Measurement Validity

in Articles Published in Social Indicators
Research: An International and
Interdisciplinary Journal for Quality-of-Life
Measurement”

Journal 9.5 % 0 %

Chapter 4, “A Research Synthesis of Validation

Practices Used to Evaluate the Satisfaction

with Life Scale (SWLS)”

Measure 4.3 % 0 %

Chapter 5, “Validation Practices in Counseling:

Major Journals, Mattering Instruments, and

the Kuder Occupational Interest Survey

(KOIS)” (Study 1)

Journal 0 % 0 %

Chapter 5, “Validation Practices in Counseling:

Major Journals, Mattering Instruments, and

the Kuder Occupational Interest Survey

(KOIS)” (Study 2)

Measure 0 % 0 %

Chapter 5, “Validation Practices in Counseling:

Major Journals, Mattering Instruments, and

the Kuder Occupational Interest Survey

(KOIS)” (Study 3)

Measure 0 % 0 %

Chapter 6, “What Counts as Evidence: A Review

of Validity Studies in Educational and
Psychological Measurement”

Journal 5 % 0 %

Chapter 7, “Validity Evidence in the Journal
of Educational Psychology: Documenting

Current Practice and a Comparison with

Earlier Practice”

Journal 0 % 0 %

Chapter 8, “A Review of Validity Evidence

Presented in the Journal of Sport and Exercise
Psychology (2002–2012): Misconceptions and

Recommendations for Validation Research”

Journal 2 % 0 %

Chapter 9, “The Edinburgh Postnatal Depression

Scale (EPDS): A Review of the Reported

Validity Evidence”

Measure 1.8 % 3.5 %

Chapter 10, “Validity Theory and Validity

Evidence for Scores Derived from the

Behavioural Regulation in Exercise

Questionnaire”

Measure 0 % 0 %

Chapter 11, “Synthesis of Validation Practices

in Two Assessment Journals: Psychological
Assessment and the European Journal of
Psychological Assessment”

Journal 1.8 % 0 %

Chapter 12, “Reporting of Measurement Validity

in Articles Published in Quality of Life
Research”

Journal 0 % 0 %%

(continued)
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user-friendly software programs have become ubiquitous with research, and the

ease with which one can perform a factor analysis or item analysis has transitioned

from an arduous process to “point and click”.

Perhaps the most important finding from this review is that two particular

sources of validity evidence are largely ignored across disciplines, despite their

addition as important sources of validity evidence in the Standards: response

processes and consequences. Despite these findings, and the inclination to assume

that one or both of these two sources of evidence do not belong in validation

research, it may be prudent for future investigations to examine the underlying

reasons behind this lack of evidence. One possible explanation behind the lack of

evidence related to response processes is that data collection of such evidence is

time consuming. Using a practice such as think aloud protocols to understand

cognitive processes requires one-on-one interview sessions, transcribing, coding,

and then finally analyses. Meanwhile, an aversion to addressing consequences may

simply reflect the current climate of measurement research. In this area, evidence

related to consequences is hotly debated, and at times discouraged. For this reason,

it could conceivably be avoided by some researchers. In any case, one future

direction of research lies in understanding researchers’ conceptual understanding

of validity, how these two sources of evidence fit with validity research, and a

deeper investigation of the methodology of investigating this type of evidence.

Table 18.1 (continued)

Chapter

Focus of review,

journal/measure

Response

processes Consequences

Chapter 13, “Validity Evidence for a Perceived

Social Support Measure in a Population

Health Context”

Measure 0 % 0 %

Chapter 14, “Medical Outcomes Study Short

Form-36 (SF-36) and the World Health

Organization Quality of Life (WHOQoL)

Assessment: Reporting of Psychometric

Validity Evidence”

Measure 0 % 0 %

Chapter 15, “Reporting of Validity Evidence in

the Field of Health Care: A Focus on Papers

Published in Value in Health”

Journal 4.4 % 2.9 %

Chapter 16, “Validation Practices of the

Objective Structured Clinical Examination

(OSCE)”

Measure 9.1 % 4.5 %

Chapter 17, “(Mis)Alignment of Medical

Education Validation Research with

Contemporary Validity Theory:

The Mini-CEX as an Example”

Measure 7.7 % 15.4 %
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Chapter 19

Reflections on Validation Practices

in the Social, Behavioral, and Health Sciences

Bruno D. Zumbo and Eric K.H. Chan

The volume is a high watermark for the field of assessment, testing, and measure-

ment because, to the best of our knowledge, it is the first such project wherein such a

wide variety of validation studies across the social, behavioral, and health sciences

were closely examined to document validation practices. Papers published in

psychology, education, epidemiology, kinesiology, medical education, educational

psychology, quality of life and well-being, counseling, and patient-reported out-

comes were included in this volume. The 15 research syntheses of practices provide

a detailed study of the genre of validation writing – its focus, style, orientation, and

structure. Of course, like all studies of published writing and genre, the papers

reflect not only what the authors chose to emphasize (and how they chose to do so)

but it also reflects what editors and reviewers are requiring, as well as allowing, as

validation evidence.

It is important to keep in mind that in the course of conducting the syntheses

some of our chapters are focused on what the validation researchers said they

reported whereas others re-categorized and scrutinized what the validation

researchers reported in their study. Therefore, some chapter authors reported what

the validation researchers claimed to be doing whereas others scrutinized what the

validation researchers claimed and, where necessary, re-categorized the validity

evidence in their analysis. Readers need to keep this distinction in mind.
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Reflections on Current Practices

Before turning to more broad remarks, let us begin with very narrowly focused

remarks about validation practices that stood out to us as salient. Overall, the most

common sources of validity evidence that are reported are ‘construct validity’ and

‘relations to other variables’. Two points are noteworthy about this. First, there is no

universal understanding, or claim, of what constitutes ‘construct validity’ evidence.

The most common form of construct validity evidence is a statistical investigation

of the internal structure of the measure via some form of dimensional analysis such

as factor analysis. This operationalization of construct validity has persisted since

the 1960s with the only significant change being how the factor analyses are

conducted. Contemporary methods of studying the internal structure include con-

firmatory factor analysis and periodically item response theory. A second point is in

regard to examining relations with other variables. Hubley and colleagues

(Chap. 11) provide a detailed critique in their closing section of their chapter;

however, the most salient observation for us is the high frequency of convergent

evidence across all of the chapters but relatively low inclusion rates of discriminant

evidence. As Hubley and Zumbo (2013) noted, it is useful to think of convergent

and discriminant measures as being on a continuum wherein correlations between

theoretically similar measures (i.e., convergent validity) should be ‘relatively high’

while correlations between theoretically dissimilar measures (i.e., discriminant

validity) should be ‘relatively low’. This permits the researcher to better interpret

the obtained validity coefficients. Therefore, when conducting a study using con-

vergent measures, it is important to include discriminant measures for comparison,

and to pre-specify the expected relative magnitude of coefficients from, or the rank

order of, each of the convergent and discriminant measures. Likewise, it is unclear

in contemporary practice what qualifies as a ‘criterion’ in criterion-related evi-

dence. In the early parts of the last century, when tests were akin to predictive

devices of behaviors, the criterion was far clearer. As Hubley and her colleagues

note, in contemporary practice there are many cases in which the evidence being

presented should be treated as convergent evidence rather than criterion-related

evidence.

On a more general note, we found that the validation practices had a feel of

being, in best light, opportunistic to, in much worse light, somewhat haphazard. Our

own experiences as reviewers is that validation studies sometimes read as if the

primary study was about a substantive area of research and that the authors have

ancillary data that could serve as a source for validity evidence.1 One can see now

why we used the term “haphazard”. The term haphazard is meant to suggest that

some of the validation studies are characterized by a lack of order or planning and

1 This remark about haphazard validation practices excludes the studies of professional testing

organizations, testing and assessment divisions in government agencies, and test publishers. In the

last 10 years we have observed a marked increase and interest in systematic validation plans at

testing agencies and institutions.
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somewhat determined by chance inclusion of some criterion variable; which

explains the concern described above about the practice of investigating the relation

to other variables. This feel of being “haphazard” or “opportunistic” validation

studies could reflect funding and granting agency priorities, biases and proclivities

of tenure and promotion committees and academic awards committees, as well as

graduate training. Simply put, and in our experience, researchers are discouraged

from extensive validation work either via funding priorities, editorial policies at

journals, and/or academic review committees.

Our second general observation from the 15 research syntheses is that, by and

large, validation studies are not guided by any theoretical orientation, validity

perspectives or, if you will, validity theory. This is problematic because the activity

becomes very piecemeal and unfocused. As Shear and Zumbo (Chap. 6) note, some

validity theorists have stated that the current unified theory of construct validity, as

described by Messick (1989) and in the Standards, requires unattainable or unre-

alistic goals (Chapelle et al. 2010; Lissitz and Samuelsen 2007; Moss 2007;

Shepard 1993). As a result, as Shepard (1993, p. 429) states, “the sense that the

task is insurmountable allows practitioners to think that a little bit of evidence of

whatever type will suffice” (Shepard 1993, p. 429).

An alternative explanation is that the Standards and other descriptions of current
validity theories simply lack practical guidance (Kane 2004, 2006). In this light,

Chan and his colleagues (Chap. 5) call for reporting guidelines with a set of

recommended items that authors should report for their validation studies. Several

potential guidelines and standards are reviewed by Chan (Chap. 2). Having

accepted and endorsed reporting guidelines on validity would allow the standard-

ization of information reported in validation studies and improve the quality of the

peer review process. Likewise, Chan reminds us of the important distinction

between standards and guidelines and that ironically the Standards, which are

endorsed by the American Psychological Association (APA), appear to only meet

APA’s own description of guidelines. Chan and colleagues (Chap. 5) note that if

reporting guidelines for validation studies are established, they need to be adopted

by researchers, journal editors, journal reviewers, and the broader academic com-

munity. The use of accepted reporting guidelines is associated with better quality

academic publications (Cobo et al. 2011). Journal editors play an important role in

the peer review process, they are therefore in the best position to promote the use of

guidelines for the reporting of validity evidence. Finally, more concerted efforts are

needed to expand the graduate curriculum to include courses or seminars in

contemporary validity theories and practices.

In a philosophic sense the field of validity and validation is at a “pre-scientific”

(a la the philosopher Thomas Kuhn) stage of development because there is not yet

widely agreed upon exemplars of good validation practice. This is not to suggest

that good work is not going on; but rather that it has not reached the stage of being

an exemplar to guide others’ validation practices. Kane’s wonderfully elaborated

“argument-based approach” has a lot of good advice but has seemed to evolve in to

a way to “think about” validation practice rather than a series of exemplars for

practice. To be fair, there is no evidence that with his argument-based approach
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Kane set out to provide the Kuhnian exemplars that would necessitate a paradigm

shift. Ours is just an observation that there may have been a (yet to be resolved)

missed opportunity. In fact, to highlight this point of a lack of exemplars further, it

is well-known that after the publication of the 1999 Standards a group was

convened to do precisely this task: find exemplars and share them widely alongside

the Standards. This group, all leading experts, however, could not agree on what

constituted an exemplar validation that could be modeled by others. It is for this

reason alone that we consider validation at a Kuhnian pre-scientific stage.

Our recommendation is that validation studies (and, ideally test developers or

adaptors of tests to different languages, cultures, or contexts) need to have an

explicit “validation plan” and the plan needs to be guided by some conceptual or

theoretic orientation; much like practicing researchers would on a day-to-day basis.

We have our own leanings to having explanation of score variation as a regulative

ideal and the inclusion of consequences in an expanded model of validation

(Hubley and Zumbo 2011, 2013; Zumbo 2007, 2009; Zumbo and Forer 2011;

Forer and Zumbo 2011) but frankly any orientation or guidance would be adequate

because it will be a guiding feature of the validation study. Although Zumbo (2007,

2009) has argued that a theory of validity is important when measurement special-

ists and psychometricians are developing methods for validation; in the practice of

validation which “theory” or “theories” of validation one chooses to use is less

important than the fact that a theory is needed. There are many to choose from:

Cronbach-Kane argument based approach (Kane 2013), Embretson’s (1983, 2007)

approach, Zumbo’s approach, or others. In fact, the basic elements of the Standards
could be used to create a validation plan. For example, for the last 20 years the first

author (Zumbo) has been presenting validation methods in his graduate courses by

creating a table wherein the columns are the five sources of validity evidence from

the Standards and the rows are the various purposes and uses of the test or measure.

Along with an initial discussion of the uses of the test or measure, and a consider-

ation of construct irrelevant variance and construct under-representation, this sim-

ple grid forces validation planning to consider a structured form of validity

evidence.

In summary, as Shear and Zumbo (Chap. 6) note, the absence of guiding theories

of validity is more troubling than the absence of any one particular concept of

validity. In the absence of a clear guiding theory of validity, it is difficult to evaluate

whether a particular program of validity research has accomplished its aims. In its

essence, this absence undermines the statement in the Standards that validity is “the
most fundamental consideration in developing and evaluating tests” (AERA

et al. 1999, p. 9) because it may not be clear what exactly a concern for validity

entails.
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What Are Consistently Under-Represented in Validation

Practices: Response Processes and Consequences

We wish to close our remarks with some reflections on what is consistently under-

represented in validation practices: a concern for response processes and conse-

quences. Several of the chapter authors spoke to explanations for why these two

sources of validity evidence are under-represented (see, for example, Shear and

Zumbo, Chap. 6; Hubley et al., Chap. 11; Chinni and Hubley, Chap. 4) so we will

not tread over that well worn path again. Instead, we wish to highlight that this

under-representation is a truly considerable missed opportunity. First, it is impor-

tant to expand the evidential basis of validity to include qualitative and mixed

methods evidence. Second, methods like think aloud processes or cognitive inter-

views are useful in unpacking how test takers, or anyone taking an assessment or

measure, are responding. A paper that may be useful as an exemplar would be the

extensive study by Gadermann et al. (2011). Likewise, an important program of

research is being conducted by José-Luis Padilla and his colleagues on cognitive

interviews (for example, Castillo-Dı́az and Padilla 2013). In our opinion this sort of

evidence, either cognitive interviews or talk aloud processes, suits well with

Zumbo’s explanatory view of validity, but it also fits well with Messick’s ‘substan-

tive’ evidence.

In terms of consequences, we would like to highlight the Hubley-Zumbo unified

framework of validity and validation (Hubley and Zumbo 2011, 2013) as depicted

in Fig. 19.1.

To read and apply the framework, one would start at the far left of the figure with

theories that define the variable of interest and also explicitly articulate its proposed

uses (and ideally what it should not be used for). One then moves from left to right

with a clear eye for when the loops double-back in the process. As Hubley and

Zumbo state, their framework is consistent with Zumbo’s (2009) view of validation

as an integrative cognitive judgement involving a form of contextualized and

pragmatic view of explanation – wherein explanation serves as a regulative ideal.

Furthermore, their framework pays greater attention to the roles of values and

theory at each step of validation, types of evidence included in construct validation

(see the large dashed circle at the center of the framework in Fig. 19.1), and the role

of intended consequences and unintended side-effects (concepts that they more

fully introduce and explicate in their paper). Unlike Messick, the leading protago-

nist for the role of consequences in assessment and validation, the Hubley-Zumbo

framework shows that from test score meaning and inference emerge both intended

social and personal consequences as well as unintended social and personal side

effects of legitimate test use. And importantly consequences and side effects of

legitimate test use may also influence test score meaning, inferences, and decisions,

which make them relevant to the validation process. Finally, in Fig. 19.1 the fact

that some of the arrows loop back in the framework is particularly important such

that consequences and side effects of legitimate test use can affect the articulation

of the construct. Likewise, we can see that the role of values is pervasive throughout
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the framework and are related to theory/theories (broadly defined), the construct,

construct validation choices, and decisions. We propose that the Hubley-Zumbo

framework can guide the role and purpose of consequences in validation practice.

Although it may, at first blush, be seen as a radical departure from current validation

theory and practices it embodies, for the most part, contemporary thinking in the

field.
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