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IIPENACIIOBUE

Oxoso 30 ser nHaszan seuuam B cBer npe Kuurum — “Russian-English Dictio-
nary of the Mathematical Sciences” (A.J.Lohwater, AMS, Providence, Rhode Is-
land, 1961) u “Anrao-pycckmii cioBapbh MaTeMaTHYECKHX TEpMUHOB” (HOf penakuned
I1. C. Anekcannposa # ap., AJI, Mocksa, 1962). 310 6bL1 COBMECTHEIR POEKT AMe-
pukanckoro Matematudeckoro O6mectsa u Akagemun Hayk CCCP. IlouTu onHoBpe-
merHo noseuics “Russian—English Mathematical Dictionary” (L. M. Milne-Thomson,
University of Wisconsin Press, Madison, 1961). C Tex mop ciioBapeil Takoro copTa
noYTH He BhIXommwJo. (3mech cllenyeT, mpaBia, yHOMSHYTH ellle IBYXTOMHEIA 4eTH-
pexsisikoBeIit Worterbuch Mathematik, G. Eisenreich, R. Sube, Verlag Harri Deutsch,
Thun-Frankfurt a.M., 1982.) Onnako MaTeMaTH4YecKas TEPMHHOJOTHS Bce BpeMms
pa3BHBaJach, U TeNephb 5TH 3aMedaTelbHble YHHBEpCAJbHBIE MaTEMaTHYECKHE CJOBA-
PH yXe He MOT'YT YAOBJETBOPHTD NOTPeOHOCTE! CNENAAJACTOB B PA3IHYHBIX 00IacTAX
MaTeMaTHKH. OCOOEHHO 3TO OTHOCHTCS K HOBHIM H GHICTPO Pa3BHBAIONIAMCSA Pa3fieiaM
MaTeMaTHKH. TeopHs BepOSTHOCTEN BMECTe ¢ MATEMaTHYECKOM CTATHCTHKOM, KOMOH-
HaTOPHKOM M MX MHOTOYHCIEHHBIMH NPUJIOXEHHIMH 06pa3yioT, HECOMHEHHO, OMUH U3
Hauboliee BaXHLIX TaKUX Pa3fedos. B 3Tol o61acTu cyIecTBYIOT TQILKO ABa CHENHa-
JMM3MPOBAHHBIX CIOBAPs, CO3NaHHbIe BO BTopoi nojosute 60-x rogos: Russian—English
Dictionary and Reader in the Cybernetical Sciences (S. Kotz, Academic Press, New
York-London, 1966); Russian—English and English-Russian Glossary of Statistical
Terms (S. Kotz, Edinburgh, Oliver and Boyd, 1971).

Co3naHre HACTOSIINETO CJIOBaps Havadoch B 1986 r., xorma obcyXoajcs CIOBHHK
bynyue# sHuuKIonenuud “BepositHocTs 1 Marematuyeckas Cratuctuka’. Unes npu-
BOLUTE BCJE] 3a PYCCKMMHM TEPMHHAMM — 3aroJIOBKaMH CTaTell UX aHTJIMHACKHE SKBU-
BaJeHTHl Obla onobpena, u B. M. BuTonkos, 3arenyiomuit MaTeMaTH4ecKoH pemak-
el u3naTedabcTBa “CoBeTcKas SHIMKJIONENRA  , MPENJOXHI aBTOPY 3aHAThCA 3TOR
yacThio npoexTa. [oszxke 6BNO pemieHo, YTo CTOUT AO0GABUTE B KOHIUE SHIMKJIONEAUY
COOTBETCTBYIOMIMHA aHTJIO-PYCCKUH CIOBaph.

Ha »To#t cTanuu paboTH cTalo ACHO, YTO OLIIO OBl BeChbMa MOJE3HO BHITYCTHTDL
TaKoil cJI0Bapb OTAEILHEIM H3AaHneM. KpoMe TOTo, OH J0dXeH GBIA OBITEL CYIIEeCTBEH-
HO JIOTOJIHEH, MOCKOJILKY OXBaTHIBAEMBIM SHIMKJIONEIHEH MaTepHaJ OB B CHIY pana
OpH4YEH orpanuded. Bosabimas 4yacTh n006aBlIeHHEIX TEPMHHOB OTHOCHTCS K KOMOHHA-
TOPHKE ¥ CTATHUCTHKE.

3a pocjefHME HECATHJICTHA TEOPHsA BEPOATHOCTEH, MaTeMaTHUecKasd CTaTUCTH-
Ka M KOMOMHATOpPHKAa NPEBPATWIHCh B AEACTBUTEJILHO OOIIMpHe#dmyw obnacThs co-
BpeMEHHOH MaTeMaTHKH, H Telephb, MOXAJYHd, HUKTO YXe He MOXET OXBaTHTL BCIO



vi NPEOJUCJIOBHUE

ee TepMuHOJOTHIO. [l03TOMY COBETHI M 3aMeYaHHs MOMX Kouler (GOJBLLIMHCTBO K3
HEX paboraer B Maremaruyeckom mucTuTyTe ¥M. B. A. CTekioBa U B MockoBckoM
yHUBepcuTeTe) OBIIM [JA MEHS OYeHb eHHBIMH. 51 xoTea bl BHIpa3suTh TeNepb MHO-
UM JHIIaM CBOIO TPHU3HATENLHOCTEL 33 MX IOMOIIL, OKa3aHHYIO MHE OpH cocTaBJe-
HHY CJOBaps. Bcex MX Ha3BaTh 3lech HeBo3MOXHO. OmHako s XoTes Obl yIOMIHYTH
B. 1. Xoxaosa n3 “Teopnn BepoATHOCTEH M ee IPUMEHEHHH' , KOTODHIA MOMAEpXad
MeHsI Ha 3aKJIOYMTEJbHOM CTalud paboTH.

Mu nageemcd, yro Ciaopaphb OyleT NoJjie3eH BCeM TeM, KTO MMeET HeJO C JIATe-
paTypoil Kak Ha pyCCKOM, Tak M Ha aHTJIMACKOM A3BIKaX B OOJAcTH TEOPHH BEPOAT-
HOCTeH, MaTEMaTHYECKON CTATHCTHKHA ¥ KOMOMHATOPHKH.

HecMoTps Ha Bce HallM OPEeJOCTOPOXKHOCTH H NMPOBEPKH, BCE-TaKH €CTh HEHY-
JieBas BEPOSITHOCTH IIPHCYTCTBUS OITHOOK M oned4aToK. ABTOp OymeT HmpH3HATENeH
NOJIL30BATENAM CIOBAps 3a BCe HX 3aMeYaHHs ¥ NPENJOXEHUS, HANPaBICHHLIE B H3-
nateabctio TBII no aapecy: Poccus, 117966 Mocksa I'CII-1, ya. BaBuiosa, 42.

Jamevanve. Pom pycckHX cymIeCTBUTENLHBIX yKa3aH, KaK NPaBUJIO, TOJBKO HPH
OTCYTCTBHY NPUJIATAaTEJLHBIX, YbM OKOHYAHUS SCHO YKa3HBaJM GBI Ha PON HTHX CY-
[ECTBUTENBHEIX. [/ 3TOro HCHOJB3YIOTCS OOBIYHbIE COKPAIeHHS:

(m) — masculine, My¥*ckoit pox,
(f) — feminine, xenckuii pox,
(n) — neuter, cpennuit pox.
Beiony B CiioBape IpHMHAT aMEpUKAaHCKHAN CTaHAAPT aHTJIHACKOTO IPABONMCaHH.

K. BopoBkos



PREFACE

About 30 years ago, two companion volumes appeared, namely “Russian—English
Dictionary of the Mathematical Sciences” (A.J. Lohwater, AMS, Providence, Rhode
Island, 1961}, and “English~Russian Dictionary of Mathematical Terms” (P.S. Ale-
xandrov et. al., eds., IL, Moscow, 1962). It was a joint project of the American
Mathematical Society and the Soviet Academy of Sciences. Simultaneously, “Russian-
English Mathematical Dictionary” by L. M. Milne-Thomson was published (University
of Wisconsin Press, Madison, 1961). Since then no new dictionaries of this kind have
appeared. (We should still mention here two volumes of the four-language Worterbuch
Mathematik by G.Eisenreich and R.Sube, Verlag Harri Deutsch, Thun—-Frankfurt
a. M., 1982. Unfortunately the use of this very good dictionary is somewhat compli-
cated because of its structure.} However, the terminology of mathematics has been
growing all the time, and now these remarkable all-purpose mathematical dictionar-
ies cannot meet all the needs of specialists in different fields of mathematics. This
especially applies to new and rapidly developing areas of mathematics. Probability
theory together with mathematical statistics, combinatorics, and their numerous ap-
plications undoubtedly form cne of the most significant such areas. In this area, only
two specialized dictionaries compiled in the second half of the 1960’s existed until
now: Russian—English Dictionary and Reader in the Cybernetical Sciences (S. Kotz,
Academic Press, New York-London, 1966); Russian—English and English-Russian
Glossary of Statistical Terms (S. Kotz, Edinburgh, Oliver and Boyd, 1971).

The Dictionary originated in 1986, when the word-list of the future “Encyclopedia
in Probability and Mathematical Statistics” was discussed. The idea of having English
translations accompany the Russian entries of the Encyclopedia was approved, and
V.1. Bityuzkov, the Head of the Mathematical Department of the Soviet Encyclopedia
Publishing House, suggested that the author work on this part of the project. Later
it was decided that adding the corresponding English-Russian dictionary at the end
of the Encyclopedia was a worthy undertaking.

At that stage, 1t became clear that it would be very useful to publish the Dictio-
nary as a separate edition. Moreover, it would have to be significantly enlarged, since
the scope of the Encyclopedia was somewhat restricted. Most of the added terms are
from combinatorics and statistics.

The fields of probability theory, mathematical statistics, and combinatorics have
become a vast area of modern mathematics during the last decades, and now it
seems that no single person could encompass all the terminology. So, the advice
and comments of my colleagues, most of whom are from the Steklov Mathematical

vil
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Institute and the Moscow University, were invaluable for me. I would like to thank
many people for the help gave me during the compilation of the Dictionary. All cannot
be named here. 1 would, however, like to mention here V. 1. Khokhlov of the “Theory
of Probability and its Applications,” who encouraged me to complete the Dictionary.

We hope that the Dictionary will be useful to all who work with both the
English- and Russian-language literature in the fields of probability theory, math-
ematical statistics, and combinatorics.

In spite of all our precautions and checking, there is still a nonzero probability
of the presence of some mistakes and misprints. The author will be grateful for any
comments and suggestions from the users of the Dictionary, addressed to TVP Science
Publishers, Vavilov st. 42, 117966 Moscow GSP-1, Russia.

Note. As a rule, the gender of the Russian nouns is indicated only in the absence
of adjectives, whose endings would clearly indicate the gender of the nouns. The usual
abbreviations

(m) — masculine,
(f) — feminine,
(n) — neuter

are used for this purpose.
Throughout the Dictionary, American English spelling is given.

K. Borovkov
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A

aGesepa rpynma Abelian group

aGesieBa TeopeMa Abelian theorem

a6CcoJIOTHAA HENPEePhLIBHOCTH Mep ab-
solute continuity of measures

abcosoTHasA gacToTa absolute frequen-
cy

a6coJrroTHaA mIKaJia absolute scale

a6GCOJIIOTHO HENpEePBIBHOE pacrpene-
seHme absolutely continuous distribution

abCoJIIOTHOE OTKJOHeHHMe absolute de-
viation

abCcoJIIOTHOE
Mapxkosa
Markov chain

alCcOJIIOTHRIM MOoMeHT absolute moment

aGCOJIIOTHHIM IICeBAOMOMEHT absclute
pseudomoment

a6cTpakTHad 3progHyeckasd TeopeMa
abstract ergodic theorem

aBTOKOBapHannoHHadA (GyHKnua auto-
covariance function

aBToKoBapwanusa (f)  autocovariance:
¢ysxuna (f) vacTHOR aBTOKOBapHAaUHH
partial antocovariance function

aBToKOppesorpamma (f) autocorrelo-
gram

aBTOKOPpeJAlUoOHHAA YHKIHUA auto-
correlation function

aprokoppensuus (f)  autocorrelation:
dynxuns (f) 4YacTHOH aBTOKODpeIILHH
partial autocorrelation function

apTOMAT (m) automaton: aBTOHOMHBIH
BEPOITHOCTHHIH ~  autonomous prob-
abilistic automaton; BeposTHOCTHEIH ~
probabilistic automaton; xoHeuHEIH Bepo-
ATHOocTHEIA ~ finite probabilistic automa-
ton; cayyadnetd ~ stochastic automa-
ton; cocrosHne (n) aBToMaTa automaton
state; cYeTHBIH BepOATHOCTHHIH ~ count-
able probabilistic automaton

aBTOMOAEJIBHOE pacupenejeHue self-
similar distribution

aBTOMOREJBHOCTE (f) self-similarity

aBTOMORENBHBIN Opefes] pacrupepele-
Bua scaling limit of a distribution

aABTOMOMAEJNBLHEIH IIpefes CJAYYaifHOro
nonas scaling limit of a random field

aBTOMOAeNbLHBEIA mpouecc self-similar
process

aBroMopdum3M (m) automorphism: ~
Bbepryanun Bernoulli automorphism; ~
Mapxosa Markov automorphism; ~ mo
Monyao Hyap automorphism mod 0; ~
npocrpancTsa ¢ mepol automorphism of
a measure space

aBTOHOMHOe paizbueHHe

pacipefejyiecHHe [ellH
absolute distribution of a

autonomous

partition

ABTOHOMHBIA BEPOATHOCTHRIA aBTO-
MaT autonomous probabilistic automa-
ton

aBTOperpeccHoHHaA CIeKTpaJbHaf
omeHKa autoregressive spectral estima-
tor

aBToperpeccus (f) autoregression: mopo-
ropeli npomgecc aproperpeccHd threshold
autoregressive process; mponecc (m) aBTo-
perpeccHu autoregressive process;
npouecc (m) aBTOperpecCHH — HPOHHTe-
rPHPOBAHHOIO CKOJB3ALEr0 CPEAHEro au-
toregressive — integrated moving average
process; npomecc (m) HeJHHEHAHOH aBTOpe-
rpeccun nonlinear autoregressive process

ajanTHBHaiA OEeHKa adaptive estimator

aganTHBHaA Oponeaypa adaptive pro-
cedure

ajganTHBHOe oneHuBaHme adaptive esti-
mation

axanTWBHLIA MeTon adaptive method

ANaNITWBHHM YIpaBJAeMBIH cJygdad-
HBIM IpOHEecte ¢ AUCKPETHHIM Bpe-
MmeHeM adaptive controlled discrete-time
random process

aJANTHPOBAHHLIA CJOyYaWHBIR Mpo-
mecc adapted random process

aagUTHBHAA Mogesb additive model

agguTUBHaA ¢yHkuma additive func-
tion: ~ mHoxects additive set function

apmuTUBHOCTS (f) additivity

agXATHBHLIE 3afaYd TEOPHH YHCeJ
additive problems of number theory

anqUTUBHLIA additive

AXUTHUBHEIN ¢yHxnuoHas  additive
functional: ~ nmrerparproro THna addi-
tive functional of integral type; ~ oT BuHe-
posckoro nponecca additive functional of
Wiener process; ~ 0T MapKoBCKOIO Ipo-
necca additive functional of a Markov pro-
cess

aKCHMOMATHYECKAs KBAaHTOBAjA TEOPHA
noJss axiomatic quantum field theory

AKTHBHasA NepeMeHHax active variable

aKTHBHBIM 3KCIEPDHMEHT active experi-
ment

anre6pa (f) algebra: ~ xBasuaoKadBHBEIX
HabalomaeMbrx algebra of quasi-local ob-
servables; ~ MuoxecTs algebra of sets; ~
Habaogaembrx algebra of observables; ~
cobeiTn# algebra of events; ~ Yp6ann-
ka Urbanik algebra; ~ nnannapudecknx
mHoxecTs algebra of cylinders; 6openep-
ckas ~ Borel algebra; wopmupopannas
6ynesa ~ standardized Boolean algebra;
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cenapabeabHas o-~ separable o-algebra;
croxacTHyeckas JHHeHHas ~  stochas-
tic linear algebra; gmamHapuyeckaa o-~
cylindrical o-algebra; o- ~ o-algebra

anreGpamdeckuit algebraic

anreGpanueckKoe AeKOAMpOBaHHe alge-
braic decoding

anre6panuyeckoe cJaydalHoe ypabHe-
HHe algebraic random equation

anroputMm (m) algorithm: ~ apanra-
unr adaptation algorithm; ~ BeTBed H
rpanuy branch-and-bound algorithm; ~
TI'apcua—-Yoxca Garcia—Wachs algorithm;
~ “manpHero cocena” farthest neighbor
algorithm; ~ JleBuacona Levinson algo-
rithm; ~ MapmpyTusanuy routing algo-
rithm; ~ “pasmenss u Baactsyd” divide-
and-conquer algorithm; ~ ®ano Fano al-
gorithm; ~ ®opcadita Forsythe algorithm;
6bicTprtii ~ fast algorithm; nepevncan-
TedbHbIA ~ enumeration algorithm; no-
JHHOMHMAJLHEIE ~ polynomial algorithm;
crek- ~ stack-algorithm; Tounerii ~ ex-
act algorithm; ycrofunsmii ~ stable al-
gorithm; sspucTHyeckni ~ heuristic al-
gorithm

aJIToOpHTMHYecKas 3HTponus algorith-
mic entropy

anaomerpus (f) allometry

anxMa3sHeIA oprpad adamant digraph

ansTepHaTHBa (f) alternative: xonTary-
aJbHBle aabTepHaTHBHN contiguous alter-
natives

aNbTepHATHBHaA THNoTe3a alternative

aJIbTEPHUDYIOIiad MaTpHIa alternat-
ing matrix

ansda-norenumuana (m) alpha-potential

anbda-dpaxTopHBIA aHanu3 alpha-factor
analysis

ansda-sxcieccusHas dbyHknus alpha-
excessive function

anbda-anpo (n) NoTeHUMaNoB potential
alpha-kernel

AMILIMTYOHAA MOXYJIALIAS
modulation

aMILINTYOHO-4aCTOTHAS XapakKTepH-
ctuka amplitude frequency response

aMILTHTYAHO-MOLYJMPOBAHHOE rapMo-
HudecKoe kojgeGaaue amplitude-modu-
lated harmonic oscillation

aMIIUTYAHO-MOAYJIMPOBAHHBIN  HM-
nyJbCHEH mponecc amplitude-modu-
lated pulse process

AMINUTYAHO-MOLYJIUPOBAHHEIR CJIYy-
YaWHmZ npouecc amplitude-modulated
random process

ananm3 (m) analysis: aancpa-paxTOpHEIH
~ alpha-factor analysis; ~ 6amsocrei
proximity analysis; ~ BhIXXHBaEMOCTH Sur-
vival analysis; ~ rJaBHEIX KOMHOHEHT
principal component analysis; ~ u3o6pa-

amplitude

xeHHA image analysis; ~ KaHOHHYECKHX
KkoppeaAnuHd canonical correlation analy-
sis; ~ octaTkoB residual analysis; ~ npen-
nmouyreHnid preference analysis; ~ cmepr-
nocTy mortality analysis; ZHCKpHMHHART-
Heti ~  discriminant analysis; amcrepca-
oHHLIA ~ analysis of variance; kJaacTep-
Hbuli ~ cluster analysis; koBapHalUHOHHBIH
~ analysis of covariance; koM6HRaTODHEIH
~ combinatorial analysis; xommonenT-
HEIE ~ component analysis; koHpHry-
PanHOHHBIH YacTOTHHIE ~ configuration
frequency analysis, CFA; kongaiosnTHEIA
~ confluent analysis; xoppeagusonntri
~ correlation analysis; kocurop- ~ cosi-
nor analysis; gorat ~ logit analysis; mHo-
roMepHeri ~ multivariate analysis; MHo-
FOMEpHBIH JHCNEepCHOHHBIH ~ multivari-
ate analysis of variance, MANOVA; mHo-
roMepHEIH CTaTHCTHYeckHi ~ multivari-
ate statistical analysis; memapamerpuue-
CKHH OHCKDHMHHAHTHEIH ~ nonparamet-
ric discriminant analysis; HemapamerTpH-
yeckHH perpeccHoHHRIH ~ nonparamet-
ric regression analysis; o6LIHA CTaTHCTH-
vecknd ~ G-analysis; nogTeepxnatolni
~ nannbix confirmatory data analysis; no-
caenopaTenbHbIA ~ sequential analysis;
Da3BeNOYHbIH CTATHCTHIECKHH ~ NaHHBIX
exploratory data analysis; perpeccHoHHBIH
~ regression analysis; cnexTpaabHLIH ~
spectral analysis; craTHCTHYeCKHHE ~ sta-
tistical analysis; ¢akTopHnii ~ factor
analysis; yncaeHHeIA ~ numerical anal-
ysis

aHAJUTHYECKAd XapaKTePHCTHIECKaA
dyukoma analytic characteristic func-
tion

aHHBJIHHT (m) annealing

aHcaM6ab (m) ensemble: ~ Burnepa
Wigner ensemble; 6oasmoid kaHoHHYe-
cknii ~ grand canonical ensemble; Maunri
kaHoHHYeckHH ~ small canonical ensem-
ble

aHTHKJIHKA (f) anticlique

AHTHKOMMY TATHBHOE
anticommutative relation

aHTHEMAaTpOHnA (m) antimatroid

aHTHNOZAJbHOEe NOKPHITHe antipodal
covering

AHTHUIONANBHEIA rpad antipodal graph

AHTHCHMMETPHYECKOEe HOPOCTPAHCTBO
®oka antisymmetric Fock space

AaHTHUTEeTHYHasd mepeMeHHasd antithetic
variate

aHTHdEeppOMarHuTHai MogeJab antifer-
romagnetic model

apTunens (f) antichain

anocTepHoOpHas BePOATHOCTE posterior
probability, a posteriori probability

anocTepHOpPHaA ILIOTHOCTH posterior

COOTHOILIIEHHE
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density

anocTepHOPHOe pacapefesieHUe poste-
rior distribution

anocTepHOPHOE cpefHee posterior mean

anoCTePUOPHBIA PHUCK posterior risk

annpoxcumanus (f) approximation: 6e-
Ta~ beta approximation; ramma~ gam-
ma approximation; KoHeYHOPa3HOCTHAA ~
finite difference approximation; kowegso-
Ppa3HOCTHag ~ CTOXacTHYeckoro AHpge-
pengnaabHoro ypapuenus finite difference
approximation to a stochastic differential
equation; auHeHHas ~ linear approxima-
tion; HopmaasHas ~ mnormal approxima-
tion; npounenypa (f) croxacrtuyeckod am-
npokcumanui Po66utica—Monpo Robbins—
Monro stochastic approximation proce-
dure; npoueaypa cToxacTHYeCKOH amapok-
camaunn Kupepa—Boargopuua Kiefer—
Wolfowitz procedure of stochastic approx-
imation; paBHomMepHag ~ uniform approx-
imation; cToxacTHYeckas ~ stochastic
approximation; ¢uuiepopckas ~ Fisher
approximation

AaNpPHOPHAA BEPOATHOCTL prior proba-
bility, a priori probability

anpuopHai wHbopMal|a prior informa-
tion, a priori information

ANPHOPHAA ILJIOTHOCTH prior density

anpHOPHOE pacnpeneJieHue prior distri-
bution

anpuopHoe pacupegesenue I xepdbpu-
ca Jeffreys prior distribution

aPHOPHKIA pHUCK prior risk

apu¢MeTHKa (f) BEPOATHOCTHHIX pac-
npeneaenuin arithmetics of probability
distributions

apudMeTHdeckas IIPOrpeccus
metic progression

apudbMeTHdeckas byHkumsa arithmetic
function

apHdMeTHIECKOE MOCJINPOBAHHE CJIIY-
ya#HEIX nponeccos arithmetic simula-
tion of random processes

apudpMeTHUIECKOe cpeaHee
mean

apkcuHyc (m) arcsine: 3akoH apkCHHY-
ca arcsine law; pacnpenenense apkcHHycCa
arcsine distribution

APIICC-mponece (m) (mponecc as-
TOpEerpeccus — MPOHMHTEr PMPOBaH~
HOro cKoJb3slnero cpemmero) ARI-
MA process (autoregressive — integrated
moving average process)

APCC-uponecc (m) (mpoumecc cme-
IIaHHOM aBTOPErpeccuy — CKOJb3s-
mero cpexHero) ARMA process (au-
toregressive moving average process)

ACMMMeTPHYHOe ILIOCKOe pa3fueHue
skew plane partition

ACMMMETPUYHBIX KAaHAJ

arth-

arithmetic

asymmetric

channel
acuMMeTpHA (f) asymmetry: ~ pacnpe-
neaeans skewness of a distribution
ACHMIITOTHYIECKAA JOIIY CTAMOCTE KPH-
Tepus asymptotic admissibility of a test
ACHMITOTHYECKaA HOPMAJBHOCTH
asymptotic normality
ACHMNTOTHYECKas OTHOCHTEJIbHAL 3¢-
dbeKTHUBHOCTS asymptotic relative effi-
ciency, ARE
ACMMIITOTHIECKAdA IJOTHOCTh MHOXEe-
cTBa asymptotic density of a set
acMMNTOTHYEeCKas nmpeHeGperaeMocTh
asymptotic negligibility
acHMIOTOTHYECKas
asymptotic stability

YCTOUYUBOCTD

aCHMOTOTHYecKas ¢opMyJaga asymp-
totic formula
ACHMIITOTHYECKAR 3¢PeXTHBHOCTH

asymptotic efficiency
ACHMITOTHYIECKH GEHECOBCKAL OLIEHKA
asymptotically Bayes estimator
ACHMMIITOTHYECKH GeecOBCKHY KpHUTe-
pHit asymptotically Bayes test
ACHMNTOTHYECKHM MHHHMAKCHAA OIIeH-
Ka asymptotically minimax estimator
ACMMIOTOTHYECKH MUHHMMAKCHBIA KPH-
Tepu# asymptotically minimax test
ACHMOTOTHYECKH Hau(oJiee MOIMHBIH
KpuTepH# asymptotically most power-
ful test
ACHMITOTHYECKH HamboJiee MOIIHEIN
HecMelIeHHHH KPHUTEePHM asymptoti-
cally most powerful unbiased test
ACHMIOTOTHYECKH HECMEIeHHas OIeH-
ka asymptotically unbiased estimator
ACHMIOTOTHYECKH HeCMEIIeHHHH KpH-
Tepu#l asymptotically unbiased test
aCHMITOTHYECKHM HOPMAJILHAA O[eHKAa
asymptotically normal estimator
ACHMITOTHYECKH HOPMaJbHOE Mpe-
o6pa3zoBaHMe asymptotic normal trans-
form
ACHMIITOTHYECKH ONTUMAJBHEIH® KPH-
Tepuit asymptotically optimal test
ACHMIITOTHIECKH IIMPCOHOBCKOE IIpe-
ob6pa3oBanne asymptotic Pearson trans-
form
ACHMIITOTHYECKH PaBHOMEPHO HauGo-
Jiee MOLITHBIN KPATEpH# asymptotical-
ly uniformly most powerful test
ACHMIOTOTHYECKH PaBHOMEPHOE pac-
npenesieHne asymptotically uniform dis-
tribution
acUMITOTHYeCKH 3ddeKTHBHaA OlleH-
ka asymptotically efficient estimator
ACMMIOTOTHYECKHH AedeKT KpHUTepHiA
asymptotic deficiency of a test
ACHMOTOTHYECKMH MeTof asymptotic
method

ACHMITOTHYECKHM ILIaH asymptotic
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design

ACHMIITOTHYECKOE PA3JIOKEeHHE asymp-
totic expansion

ACHMHXPDOHHEIA XKaHaJ
channel

aCCOIMMPOBAHHEIM CIIEKTD associated
spectrum

aTMocdepHas TYpOYJIEHTHOCTH atmo-
spheric turbulence

aToMm (m) atom

aToMHYeckas Mepa atomic measure

aToMHYeckoe pacIpefesieHHe atomic
distribution

aTrTpakTop (m) attractor: croxacrHye-
cknii ~ stochastic attractor; cTpaHHBIH
~ strange attractor

aboduunrn affine: ~ weiin affine shape

axpoMaTdAdeckoe UMCJ0  achromatic
number

anuKJIudecKuil oprpad acyclic digraph

b

Gasuc (m) basis (pl. bases): moansi cTo-
xacTHYeckH#i ~ complete stochastic basis;
cToxacTHyeckui ~ stochastic basis

Gaut (m) byte

6aHAXOBO IIPOCTPAHCTBO Banach space:
~ xoruma p Banach space of cotype p;
~ co csosicteom PIP Banach space with
PIP (Pettis Integral Property); ~ co
colicteom CasonoBa Banach space with
Sazonov property; ~ Tana p Banach space
of type p; ~ ycroliunBoro Tana p Banach
space of stable type p

GapunesaTp (m) barycenter:
barycenter of a measure

6apoKJIMHHaA CTPYKTypa
structure

GapOKJMHHOCTE baroclinity

6apoTpomHas CTPYKTypa
structure

GesrpaHMuHad gJeauMocTh infinite divis-
ibility

6e3rpaHUYHO AeJMMoe pacIpegeeHne
infinitely divisible distribution

6e3rpaHuvIHO AEJMMOE CJIYyYJaiHOe MHO-
xkecTBo infinitely divisible random set

Ge3rpaHHYHO OeJMMEIH CcOydJaidlHeIN
npouecc infinitely divisible random pro-
cess

6e3rPaHUTHO NEeJTMMBIN TOYEeIHEIN IIPO-
mecc infinitely divisible point process

GespasnuyHasa gotfa indifference part

Ge3pasanmyHas 30Ha indifference zone

GesycJsioBHas BepOATHOCTHL  uncondi-
tional/absolute probability

GesycaoBHOe pacupeaeneHue uncondi-
tional/absolute distribution

asynchronous

~ Mephl

baroclinic

barotropic

GellecoBcKkad oneHka Bayes estimator

GeiliecoBcKas perpeccHs Bayes regres-
sion

GellecoBckasd pemaomas GYHKIUL
Bayes decision function

GeilecoBckas crpaTterusa Bayes policy/
strategy

GelecoBCcKui KpuTepui Bayes test

GemecoBCKUH noaxon Bayes approach

GeliecoBckuit TpUHIHUN Bayes principle

GeilecoOBCKUHM pHck Bayesian risk

GellecoBCKOe  pelnamiiee IIPaBUIIC
Bayes decision rule

Genprit myMm white noise: ~ B komey-
HOH Hoxoce 4actoT white noise in a fi-
nite bandwidth; rayccosckmi ~ Gaus-
sian white noise; guckpeTHeri ~ discrete
white noise; apo6ueri ~ fractional white
noise

GepHyJUINEeBCKasd chaydailHas BeJAYH-
ua Bernoulli random variable

GeCKOHeYHRM JIJATMHCKHY KBaapaT in-
finite Latin square

GeckpIOKoBas packpacka hook-free col-
oring

GecnnyakoBas Mepa bundleless measure

Geta-annpoxcumanus (f) beta approxi-
mation

GeTa-pacupepesenne (n) beta distribu-
tion

Geta-pyHkmus (f) beta function

GUeKTHBHEBIH bijective

O6ukoMIakT (m) bicompact

6UIMHEHHAS MOJeJIh BPeMeHHOro paaa
bilinear time series model

GuimHelinas ¢opma bilinear form

6mapaph (m) Dbilliards: ~ Cruas Sinai
billiards

6uMopgasibHOe pacnpegeneHde bimodal
distribution

GHUHapHAas IOCJIe0BATEAbHOCTE/CTPO-
xa bit string

GuHapHOe AepeBo Moucka binary search
tree

GuHapHOe oTHolleHMe binary relation

GHHAPHEIM BeTBALINICA Opoliecc bina-
ry branching process

OGMHapHBIN IOMCK binary search

6uHOMHaJIbHaiA BEIGOpka binomial sam-
ple

CUHOMHAJNBHAL CcJy9IaliHajd BeJIMUUHA
binomial random variable

GHHOMMAJIbHOE IIepeuncaeHue binomial
enumeration

OGMHOMHAJILHOE pacmpefejicHHe bino-
mial distribution

6HHOMMAJIbHREIE HCIILITAHUA binomial
trials

GHMHOMMAJIBHLIN K03dduumenT binomi-
al coefficient

6uoMeTpHKa (f) biometrics



6unyadHapubli rpad biplanar graph

6unnockocts (f) biplane

6umnoJssapusyemMblt rpad  bipolarizable
graph

6unpedHKCHOEe MHOXeCTBO biprefix set

6ucnekTp (m) bispectrum

GHCIEK TPaJIbHAA IJIOTHOCTE bispectral
density

GHCIIeKTPAIBHAL DYyHKIIHA
function

6uT (m) bit (binary digit)

ounukJmaecki rpad bicyclic graph

bispectral

OHIMKJIMIECKHUH MaTpoupg Dbicircular
matroid

6JaronNpHUATHOEe COORITHE favorable
event

Giiarococtosxue (n) welfare
GaMXaMInTHE OOGIIMHM HIpenoK nearest

mutual ancestor

Gapxaimai cocel nearest neighbor

6nunskue runoresbl close hypotheses

Gau3opykas cTpaTerms myopic strategy

6atox (m) block: reomesuuecknii ~ geode-
tic block; oproronaasusie 6aokxn orthogo-
nal blocks; ~-cxema block design

Gaoxupymoniee MHOXKecTBO blocking set

6yoKoBas wactora block frequency

GJyokoBoe gaekogmpoBaHme block decod-
ing

6aroxoBREI# Ko block code

GiyouHas cTPYKTYpa block structure

6nouHBIf naH block design

6auyxnanue (n) walk: ~ DBepaya-
au Bernoulli random walk; BeTBaiueeca
caydaidroe ~ branching random walk;
BO3BpaTHOE cJay4yaiHoe ~  recurrent/
persistent random walk; rpansvnas sana-
ya qa4 caydaiforo 6ayxaanaa boundary
problem for a random walk; rpassyneii
(byHKOHOHAT OT CAYYaHHOro GIyXKIaHHA
boundary functional of a random walk;
negext (m) cayuadnoro 6ayxaarns de-
fect of a random walk; mapkosckoe ciay-
yaiHoe ~ Markov random walk; muoro-
MepHoe cayuadsoe ~ multidimensional
random walk; memockok (m) cayuaHHoro
6ayxnanusa defect of a random walk; ne-
orpaHH4YeHHoe caydadsoe ~ unbounded
random walk; HempeprIBHOe cpepxy (cHH-
3y) caydaiHoe ~ continuous from above
(below) random walk; nepeckox (m) cay-
yaiHoro 6ayxaaHus excessfovershoot of
a random walk; caywarnoe ~ random
walk; cayualinoe ~ 6e3 camonepeceyeHHH
self-avoiding random walk; cayyaiinoe ~ B
cayyaiinon cpene random walk in random
environment, RWRE, RWIRE; cayuvaiinoe
~ Ha rpynne random walk on a group; skc-
necc (m) cayvainoro ~ excess/overshoot
of a random walk

Go3zoHHas cucTeMma boson system
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6030HHOE IIPOCTPAHCTBO boson space

GokoBas dacToTa side frequency

Gosibiiasg Harpyska heavy traffic

GoJbiiine YKJIOHeHHs large deviations

Gonbilioli KaHOHMYECKHMH aHcaMGJIb
grand canonical ensemble

Gopenenckas anreGpa Borel algebra

GopeJsesckai Mepa Borel measure

GopesnieBckas Monxesib Borel model

Gopenesckas dyaxnus Borel function

GOpeneBCKUM KPUTepHil/3aKOH HYJIs-
enquHUIB! Borel zero-one law

6opesieBcKoe MHOXeCTBO Borel set

GopeaeBckoe moJie Borel field

6pocaHHe MOHeTHI coin tossing

GpOYHOBCKas 3KCKypcHs Brownian ex-
cursion

GPOYHOBCKMH JiMCT /IpocThIHA Brown-
ian sheet

6pOyHOBCKHM MocT Brownian bridge

GpOyHOBCKOe ABHXKeHHe Brownian mo-
tion: apo6Hoe ~ fractional Brownian mo-
tion; kBaHTOBOE ~ quantum Brownian
motion; mEoroMeproe ~ multidimension-
al Brownian motion

GyneBa Monmesib Boolean model

6yTcTpen (m) bootstrap

6yTeuika (f) Kaetaa Klein bottle

6uicTpoe npeotpasosanue Pypre fast
Fourier transform

OplcTpHIM anropuTm fast algorithm

B

BaJICHTHOCTE (f) valence

BapHaLHOHHOE HepaBeHCTBO variation-
al inequality

BapHANMOHHKR IIPHHIIUIT
principle

BapHMaLMOHHHMY pag set of order statis-
tics

Bapuanusa (f) variation: ~ Mepsi vari-
ation of a measure; kBajgpaTH4yecKad ~
mapTHHraaa quadratic variation of a mar-
tingale; komeuywas ~  finite variation;
orpanx4eHHas ~ bounded variation; moa-
Hasg ~ total variation; cxomuMocTs no Ba-
PHAIHK convergence in variation

Beaymas ¢yaknms leading function: ~
ToyeuHoro npoyecca leading function of a
point process

BekTOp {m) vector: ~ Bepuyann Bernoul-
li vector; ~ angdpysnn diffusion vector; ~
omnbok vector of errors; ~ panros vector
of ranks; ~ cnmoca drift vector; ~ cpen-
Hux vector of means; AOMHHHDYIOLUHHA ~
dominating vector; koH@HIYpaluHs BekTo-
poB vector configuration; co6cTBeHHBIH ~
eigenvector

variational
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BEKTOpHai Mepa vector measure

BEKTOPHEIR KPHTEPHH vector test

BEKTOPHEIN mapaMeTP vector parameter

pesquuauHa (f) variable (mepemenmnas),
value (3HadeHue): GHHOMHAAbHAA CIyYaH-
Has ~ binomial random variable; rayc-
coBckas caydannas ~  Gaussian ran-
dom variable; anckpernas cayvadnaz ~
discrete random variable; xaxoHmueckas
~ canonical variable; xomnaekcras Hop-
ManbHas ciydadHaa ~ complex normal
random variable; koppernpoBaHHbIe BedH-
yunet correlated variables; wesapHcHMEIe
cayvadnne peawyHHbl independent ran-
dom variables; Hopmaasnas cayvaHHas ~
normal random variable; mopmMupoBaHHas
cayyaitas ~ normed random variable;
HEepeCcTAHOBOUHBIE CAYYaHHEIE BEJHYHHLI
exchangeable random variables; mpons-
Bopawas (yHKHHA CAy4aHHOR BeaHIHHBI
generating function of a random variable;
cayyaiHas ~ random variable; cxomu-
MOCTb CJAY9YaRHBIX BEJHYHH CONVErgence
of random variables; yceuennas cayyvah-
Hag ~ truncated random variable

BEpPOATHOE OTKJIOHEHHe probable error,
semi-interquartile range

BEPOATHOCTH GOJBIIUX YKJIOHCHHH
large deviations probabilities

BEpPOATHOCTHAaA Mepa probability mea-
sure

BEpOSTHOCTHas MeTpuka probabilistic
metric

BEPOATHOCTHAA HOPMAJNBHax GyMara
probability normal paper

BEPOJATHOCTHAA IPOM3BogAMad dbyHK-
uus probability generating function

BEPOATHOCTHAA TeopHMA Ymces proba-
bilistic number theory

BEPOJATHOCTHAA XapaKTepu3amus prob-
abilistic characterization

BEPOATHOCTHOE KONWPOBaHHE
bilistic/stochastic coding/encoding

BEPOATHOCTHOE HMPOCTPAHCTBO proba-
bility space

BEPOJITHOCTHOE paclpefelieHue prob-
ability distribution

BEPOATHOCTHRIN aBTOMaT probabilistic
automaton

BepOATHOCTH (f) probability: amocrep-
opHag ~ posterior probability; ampaop-
Has ~ prior probability; 6esycaosnas ~
unconditional/absolute probability; sepo-
ATHOCTH GoabmHx yKJAOHEHHH large devi-
ations probabilities; ~ 6ezoTkasno# pabo-
1ot probability of breakdown-free/failure-
free operation; ~ BrIpoxxaennsa extinction
probability; ~ a0xHO# Tpesorn probabil-
ity of false alarm; ~ omn6ounoro nexonH-
poBanua probability of error decoding; ~
omu6oyHOH Kaaccupukauun probability of

proba-

misclassification; ~ nmoraowenns absorp-
tion probability; ~ cBazmocTH probability
of connectedness; nopepurensnas ~ confi-
dence probability; #arerpas (m) Beposr-
HocTH probability integral; xaaccmueckoe
onpeneaenne BepoaTHOCTH classical defini-
tion of probability; xpuTnueckas ~ crit-
ical probability; mexommyTaTHBHAZ Teo-
PpHa BeposTHOCTEH noncoramutative prob-
ability theory; orpannyennocTs 1o Bepo-
ataoctH boundedness in probability; ox-
HollaroBas ~ pepexoga one-step transi-
tion probability; mepexonnas ~ transition
probability; mrotHocTs (f) BepoaTHOCTH
BrIxoza exit density; nuaorsocTs (f) Bepo-
atHocTH probability density; maorHocTs
{f) pacmpenenenns BeposTHOCTel Pproba-
bility density; pacnpeneaenne (n) sepo-
aTHocTed probability distribution; pery-
JaspHad ycaoBHai ~ regular conditional
probability; cy6rexTnBHa®x ~ subjective
probability; cxonumocTs (f) mo BeposTHO-
cTH convergence in probability; ycroBras
~ conditional probability; ycrofursocts
{f) mo BeposaTHocTH stability in probabil-
ity; ¢puHaarHas ~ final probability; ¢pop-
myaa (f) moaxoi BeposTHOCTH total prob-
ability formula; unaunapudeckas ~ weak
distribution; wacroTHas HHTepnperauus
BepoaTHocTH frequency interpretation of
probability; saemenraprnas ~ elementary
probability

BEDXHUH rPAHNIHEIN GYHKIMOHAJ up-
per boundary functional

BepXHAA rpaHp upper bound

BEepXHAA AOBEPUTeJbHAA IPaHMIA up-
per confidence limit/bound

BEepPXHAA NOCJAeAOBATENLHOCTHL upper
sequence

BepxHAs GyHKIUs upper function

BepXHAA HOeHa Hrpbl upper value of a
game

BepuHa (f) vertex (pl. vertices): koHue-
Bas ~ end vertex; crenens (f) BepluHusr
vertex degree

BEPUIMHHO-TPAH3UTUBHHNA rpad ver-
tex-transitive graph

Bec (m) weight

BecoBax MaTpHia weight matrix

BecoBas dyHKmms weight function

BerBJeHHe (n) branching

BeTBAmMEeecs cJaydaliHoe OGiayxIaHWe
branching random walk

BeTBillleecs cJaydaiiHoe moJie branch-
ing random field

BeTBAMIHicA AuddY3UOHHEI IpoIece
diffusion branching process

BeTBAmIMACA uponecc branching pro-
cess: ~ B cay4vaHHo# cpeae branching pro-
cess in random enviroment; ~ ¢ B3aHMo-
nedcTBHeM dacThy branching process with



interaction of particles; ~ ¢ 3aBHCHMO-
cThio oT Bo3pacta age-dependent branch-
ing process; ~ ¢ uMMHrpannei branching
process with immigration; ~ ¢ KkOHeYHBEIM
YHCJIOM THIOB 4YacTHO branching process
with finite number of particle types; ~ ¢
murpan#eif branching process with migra-
tion

B3aMMHas KBaApaTHYECKas XapakKTe-
pucruka mutual quadratic characteris-
tic, mutual variation

B3aMMHad KOBApPHALMOHHAA OGYHKITAA
cross-covariance function

B3aMMHajd KOpPeJANHOHHasA GYyHKIMA
cross-correlation function

B3aMMHAA HE3aBUCHMOCTH mutual inde-
pendence

B3aUMHAA CHEKTPAJbHAfA IJIOTHOCTH
cross-spectral density

B3aXMHO HECOBMECTHBIE COGHITHA Mmu-
tually exclusive events

B3aMMHO TIepeceKalollnecsa ceMelcTBa
cross intersecting families

B3aMMHO YPABHOBEHICHHLIE CXEMBI mu-
tually balanced designs

B3aMMHBIA KOBapHAIIMOHHBLIN oOIepa-
TOP cross covariance operator

B3aMMHEIM CIIEKTP Cross spectrum

B3aMMHBIM (DAa30BHIM CHOEKTP
phase spectrum

B3auMopefcTBHe (n) interaction: ~ ¢pak-
Topos interaction of factors

p3pemuBaHue (n) weighing/weighting:
naad (m) p3BelIHBaHHA Weighing strate-
gy/design

BuHepOBckas Mepa Wiener measure

BHHepPOBCKasd cocucka Wiener sausage

BHHepoBcKui uHTerpaa Wiener integral

BuHepoBcKHMHE npormece Wiener process

BHHEDPOBCKHYM ¢(GYHKIIMOHAN Wiener
functional

BHHepOBcKoe 1oJe Wiener field

BHpPHAJBLHOE pa3JjioxeHue virial expan-
sion

BMPTYANBHOE BpeMs OXUAaHMA virtual
waiting time

BHUXDPb (m) vorticity: moTeHUMaNbHBIA ~
potential vorticity

Bioxenue (n) embedding

BJIOXKeHHas nens Mapkosa
Markov chain

BJIOXKEHHEIN BETBALMMUCS IIPOLECC em-
bedded branching process

BJIOXKEHHBIH mJaH nested design

BJIOXKeHHHIA mponece embedded process

BHeIlTHee MATHUTHOe ToJe  external
magnetic field

BHEIUHEIJIaHAPHEIA Trpad outerplanar
graph

BHEUIHAA Mepa outer measure

BRYTpHUGJOUHas uHPopMaNUsa

Cross

embedded

intra-

B3adMMHAaA e BpallkHHE 9

block information

BorayTas GyHKOuUA concave function

Bo3BpaTHas o Xappucy uens Mapxko-
Ba Harris recurrent Markov chain

BOosBpaTHasi uens Mapkosa recurrent/
persistent Markov chain

BO3BpAaTHOE CJiydailHOe OJyXaaHue
recurrent /persistent random walk

BO3BPAaTHOE COCTOAHHE recurrent/per-
sistent state

BO3BPATHHIA MapKOBCKHH mIpomecc re-
current /persistent Markov process

Bo3MymeHHe (n) perturbation: cayva#-
Hoe ~ random perturbation

BO3PAcTAaIONMH CJIydYaWHEIHM IIpoNecc
increasing random process

BOJIHOBas MeXaHHMKa wave mechanics

BOJIHOBOE YpPaBHEHHe wave equation

BOCHIponsBonAullee AApo reproducing
kernel: ruar6eproBo NMpocTpaHCTBO BOC-
nponssonsilero aapa reproducing kernel
Hilbert space

BOCCTaHABJIMBaeMas CHCTeMa repairable
system

BOCCTaHOBJeHMe (n) renewal: HHTe-
rpafibHas TeopeMa BOCCTRHOBJIECHHA inte-
gral renewal theorem; uaTepBas BoccTa-
HoBaeHus renewal interval; JokaacHas Te-
opeMa BoccTanopaenus local renewal the-
orem; MapKOBCKHH NPOHECC BOCCTAHOBJE-
mus Markov renewal process; mepa (f)
BOCCTaHOBIEHHA renewal measure; HexH-
HeHHad TeopHa BoccTaHopjaeHHs nonlinear
renewal theory: ocHoBHas Teopema Boc-
cranopjenni key renewal theorem; npo-
gecc (m) BoccraHoBieHHs renewal pro-
cess; TeopeMa (f) BoccTaHOBJEHHA TEnew-
al theorem; rTeopus (f) BoccranoBaeHHA
renewal theory; ypasHense (n) BoccTa-
HoBaeHns renewal equation; gysxuns (f)
BoccTanoBaenns renewal function

BILACHIBAEMEBIA MHOTOIPDAHHMK inscrib-
able polytope

BIIOJIHE agQHTHBHas Mepa completely
additive measure

BIHOJIHE aAAWTUBHaA GYHKOUSA MHO-
xects completely additive set function

BHOJIHE M3MepHUMasd MPOoeKnus npoiec-
ca well measurable projection of a pro-
cess, optional projection of a process

BOOJIHE U3MEePUMEIH nponece well mea-
surable process, optional process

BIIOJIHEe OGYCJIOBJeHHad MaTpHEOa well
conditioned matrix

BIOJIHE TIOJIOKH TeJbHOE 0ToGpaXeHue
completely positive mapping

BHOJIHE Pa3PHIBHBIH GYyHKUWOHAN to-
tally discontinuous functional

Bpamenmne (n) GAKTOPHHX OCeH To-
tation of factorial axes: kocoyroapnoe ~
oblique rotation of factorial axes; oproro-
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HaabHOe ~ orthogonal rotation of facto-
rial axes

BpeMeHHA AUCKpeTH3anmus time dis-
cretization

BPEMEHHAS XapaKTepUCTUKa GUILTDA
time response of a filter

BpeMeHHOe OoKHO time window

BpeMeHHGe cpegHee 3HAaYCHHE
average value

BpeMeHHOH pajg time series

BpeMs (n) time: BHpTyalbHOE ~ OXH-
Aanua  virtual waiting time; ~ ox#H-
gaHHs waiting time; ~ gocTHxeHns/
IpOXOXJeHHA passage time; ~ 06CHYXH-
BaHMA service time; ~ HepPBOro HOCTH-
wenud/npoxoxpaenns first passage time;
~ npebnBanys sojourn/occupation time;
~ -CeJEKTHBHOE 3aTyXaHHe time-selective
fading; xBanTOBanHe (n) Bo BpemeHH
time-quantization; JgokaanHoe ~ local
time; Moment (m) Bpemens time; ofpa-
wenne (n) Bpemenn time reversal; cayvas-
Had 3amena peMeHH random time change;
cpeaHee ~ 6e30TKasHOH paboTH mean
time to failure; cpeanee ~ Bo3BpallieHHA
mean/expected recurrence time; cpenee
~ jgo noraoujeHna expected absorption
time; cpeaHee oCcTAaTOYHOE ~ XH3HH IMean
residual life time

Bcex perpeccud Meton all possible re-
gressions method

BCOOMOraTeNbHas CTATHCTHKA auxil-
iary statistic

Bxox (m) input

BXOXHOM MOTOK input, input/arrival flow/
stream: ~ Ilazsma Palm input; ~ ¢ orpa-
HHYEHHBIM MOCHEeAeHCTBHEM Tecurrent in-
put; HecTamHOHADHbLIH ~ nonstationary
input

BXOZHOM CHTHaJ input signal

BXOOALIMK IIOTOK input, input/arrival
flow/stream

BeIGopka (f) sample: 6GumoMHaabHas ~
binomial sample; 3arpassennas ~ con-
taminated sample; kBasupasmMax BLIGODKH
sample quasirange; obyvalouias ~ train-
ing sample; o6vem (m) BeiGopxn sample
size; IOBTOpHOE HCHOJAL30BAHHE BHIGODKH
sample reuse; npeacTaBHTendbHasx ~ Yep-
resentative sample; pasmax (m) BoiGop-
xu sample range; paccenBanne (n) BrI6op-
ki dispersion of a sample, sample varia-
tion, sample dispersion; paccroennas ~
stratified sample; cayvarinas 6ecnoprop-
Has ~ random sample without replace-
ment; cpefHee OTHOCHTENLHOE OTKJOHE-
nue Brr6opkn sample coefficient of vari-
ation; yceuyennas ~ trimmed/truncated
sample; nenaypupopannas ~ censored/
trimmed sample

BBIGOPOYHAA NpoHexypa (BEIGopka (f))

time-

sampling: ~ 6e3s BosBpalenus sampling
without replacement; aByxcrynenyaras ~
two-stage sampling; o6paTHas ~ inverse
sampling

BEIOOpPOYHAA IOHUCIIepcHsA
ance

BHIGOPOIHAA eJUHHNIA sample unit

BEIGOPOTHAaf KBAaHTHJL sample quantile

BEIGOpOYHas KBapTHJBL sample quartile

BLIGOpPOYHAN KOBapHaAIMOHHa#d (PyHK-
mus sample covariance function

sample vari-

BRIGOpOYHas kKoBapumanmsa sample co-
variance

BEIGOpOYHas XoppeJorpamMma sample
correlogram

BBRIGOpOYHAA KOPPeNAIHOHHas GyHK-
nua sample correlation function

BEIGOpOUHaA MeAmaHa sample median

BEIGOPOYHAA HENPEPHBHOCTH sample
continuity

BEIGOpOYHAs HIpoBepkxa sampling inspec-
tion

BEIGOpOUHAas npouenypa (BeIGopka (f))
sampling

BHIGOpOUYHas Touka sample point

BuIGOpOouYHad pyuxnusa sample function

BRIGOPOYHAs XapaKTepMcTHKa sample
characteristic

BEIGOpOYHaA wacToTa sample frequency

BEIGOpPOYHOE o6csieIoOBaAHUE Survey sam-
pling, sample survey

BRIGOpDOYHOE IIPOCTPaHCTBO  sample
space
BEIGOpOYHOe pacipeneseHHe sample

distribution
BHIGOpOIHOE cpegHee sample mean
BRIGOPDOYHEIE TJABHEIE KOMIIOHEHTEI
sample principal components
BEIGOPOYHEIN KO3 (PHUIUEHT acHMMe-
Tpun sample coefficient of skewness
BEIGOPOYHHIE K03PpIHLIUEHT KOoppess-
uuu sample correlation coefficient
BEIGOPOIHEIH k03ddUnueHT perpec-
cum sample regression coefficient
BRIGODOYHEIH K03dOHIUEHT 3KcIecca
sample coefficient of excess
BHIGOPOYHEIN MeToA sampling method
BEIGOPOYHEIN MOMEHT sample moment
BHIGOPOYHEIHA miaH sampling plan
BRIOpocC (m) outlier (Belgensiomeecs Ha-
6mioneHHe), excursion (caydaiiHoro npo-
uecca)
BHIITYKJIaf 060JI0UKa convex hull
BRINyKJIaa dyHKus convex function
BHEIIYKJBIH rpad convex graph
BEIpOoXAeHHe (n) extinction, degenera-
tion: BepOATHOCTH BHIDEXIACHHA extinc-
tion probability; ~ BeTBsainerocs nponecca
extinction of a branching process
BBEIpOXOeHHasA Mepa degenerate measure
BREIpOX/eHHOe pacupepgejenue degen-
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erate distribution
BLICOKOTEMIIEPATY PHOE
high temperature expansion
pricoTa (f) height: sectanunas ~ ladder
height
BRLIXOQHOM CHTHaJ output, output signal
BerueT (m) residue: kBaApaTHUHBIA ~
quadratic residue
BA3KOCTH (f) viscosity

r

ras (m) gas: maeanpHuld ~ ideal gas; cBo-
6onubid ~ free gas

rajgJauHOBEIM rpad hallian graph

raMHJbTOHOB IIyTk Hamiltonian path

raMuiasToHOB UKJa Hamiltonian cycle

raMUABLTOHOBa cTpaTerus Hamiltonian
strategy

raMMa-annpoxcamanus (f) gamma ap-
proximation

raMMa-IponeHTHasd HapaGoTKa gamma-
percentile operating time to failure

raMma-pacnpefiesesme (n) gamma dis-
tribution

raMMa-pyHKnus (f) gamma function

rapMOHHA3YyeMad KOpPeJSAnNUOHHAT PyH-
knoua harmonizable correlation function

rapMoOHH3yeMoe cJaydaiHoe moJie har-
monizable random field

TaPMOHM3YEMBIH CJYIAHHBINA IIPoOIecc
harmonizable random process

pa3JjioXXKeHue

TapMOHHMYeCKAd HHTEPIOJANUA har-
monic interpolation
rapMoHnuYeckKas ¢yHKOus  harmonic

function

rapMoHHYecKoe ycpenHeHue harmonic
averaging

rayccoBCKasd OHHAMWYeCKas cHCTeMa
Gaussian dynamical system

rayccoBckas KoBapHanus Gaussian co-
variance

rayccoBckas Mepa (Gaussian measure

rayccoBCKas CJydaifHas BeJUIHHA
Gaussian random variable

TayccOBCKasf CJaydYa¥iHags MaTpHOa
Gaussian random matrix

rayccoBCKas cCJaydadHas (QyHKIUS

Gaussian random function
rayccoBckaid I[MJMHIPHYECKas Mepa
(Gaussian cylindrical measure
raycCcoOBCKHH OeJBIi IUyM
white noise
rayccoBcKHH 3akoH (Gaussian law
rayccoBcku¥ kanay Gausslan channel
TayCCOBCKHM MapKOBCKHU IIpoIecc
Gaussian Markov process
rayccoBckui npoiecce Gaussian process
rayccoBckui ceMuMapTuHraa Gaus-

Gaussian

sian semimartingale

raycCcOBCKMIH  cJyYadHEIR
Gaussian random element

TaycCOBCKHMH CTAIHMOHApHHIN Opolecc
Gaussian stationary process

rayccosckoe pacrpegnesieHue Gaussian
distribution

rayccoBCKOe CcJIydJadHoe MHOXeCTBO
Gaussian random set

rayccosckoe coctrosHue Gaussian state

reHepaJibHasi COBOKYIHOCTB  general
population

reHepaTop (m) generator: KCHrpy3HTHBIH
~ (cayuadnbix 4nces) congruential gener-
ator; ~ /OaTydK CAyYadHKIX YHCEN gener-
ator of random numbers

redepaums (f) 3Byka TypGyJeHTHO-
cTei0 turbulent sound generation

reHeTHka (f) genetics: momyJaAUHOHHAA ~
population genetics

reoxesdIeckui 610K geodetic block

reoMeTprIecKuu rpad geometric graph

reoMeTpHYecKHi mpolecc geometric
process

reoMeTprYeckoe pacupejeiieHHe geo-
metric distribution

reocTpodpuIeckKas
geostrophic turbulence

reodpusmtieckas TYpPOYJeHTHOCTBH geo-
physical turbulence

reTepockeSacTHYECKas perpeccus het-
eroscedastic regression

rUG6GCOBCKOE CJAYyYailHOe IIoJIe
random field

THAPOAMHAMUYIECKHUH IpefesIbHEIH e~
pexonx propagation of chaos

THAPOMAarHATHAA TYPOYJeHTHOCTH hy-
dromagnetic turbulence

ruagpomexaHuxa (f)
CTATHCTHYECKAA ~
chanics

runbepToBa cJaydadHas (DyHKIHA
Hilbert random function

runep (m) hyper

runepGosnydeckas dyHxuus hyperbolic
function

rUIepreoMeTpPHYIECKOe pacIpefesieHue
hypergeometric distribution

runeprpad (m) hypergraph: npanucas-
Heri ~ attributed hypergraph

THIePrpeKko-JaTHHCKUM XBaXpaT hy-
per-Greek-Latin square

THIePrpeKo-JaTHHCKUN Ky
Greek-Latin cube

runeprpynmna (f) hypergroup

runepkoroTs (m) hyperclaw

runepxy6 (m) hypercube

runeposan {m) hyperoval

runepmiockocTs (f) hyperplane

runomop¢usM (m) hypomorphism

runoTesa (f) hypothesis (pl. hypotheses):

SJIEMCHT

TypOyJeHTHOCTE

Gibbs

hydromechanics:
statistical hydrome-

hyper-
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aabTepHaTHBHas ~ alternative; 6auskue
runotesnr close hypotheses; ~ nmono6us
Koamoroposa Kolmogorov’s similarity hy-
pothesis; asycroponnss ~ two-sided hy-
pothesis; xBanTOBad TEOpPHA NPOBEPKH TH-
nmores quantum hypotheses testing theo-
1y; aHHeHHad ~ linear hypothesis; He-
napaMeTpHYECKad HPOBEPKA FHIOTES NON-
parametric hypotheses testing; nymesas ~
null hypothesis; ochosnas ~ null hypoth-
esis; mocaeaoBaTeAbHAd HPOBEPKA FHIOTE3
sequential hypotheses testing; nposepkxa
(f) runoressr hypothesis testing; mposep-
xa (f) rumoTessr NPOTHB albTEPHATHBEI
testing of a hypothesis against an alter-
native; nposepxa (f) craTucTHueckol ru-
notesnr hypothesis testing, testing of sta-
tistical hypothesis; npocras ~ simple hy-
pothesis; céamxatotpecs runoresn close
hypotheses; caoxnas ~ composite hy-
pothesis; craTHcTHYeckas ~ statistical
hypothesis

rucrorpamMa (f) histogram

rJaBHas KOMIIOHEHTa principal compo-
nent

rJIaBHBIM OBOMHHK principal alias

TJAAaBHEIA 3¢pdexT dakTopa main effect
of a factor

rJaBHBIHA KOPEHBb principal root

raanxas Mepa smooth measure

raagkocTs (f) smoothness

rHe370 (n) nest

rHe3goBaA cHcTeMa nested system

roJiocoBaHHe (n) voting: mapagokc rojo-
coBanHd voting paradox

TOMOCKeOacTHYecKas perpeccas ho-
moscedastic regression

romockegacTHIHOCTE (f) homoscedas-
ticity

TOPH30HT (m) Mogeaun horizon of a model

rpaMmaTuka (f) NDpepmecTBoBaHHA
precedence grammar

rparuna (f) boundary, bound, lim-
it:  BepXHAA HOOBEPHTCJAbLHAA ~ up-
per confidence limit/bound; ~-pxon en-
trance boundary; ~ -Berxom exit bound-
ary; ~ Mapruaa Martin boundary; ~
Yepuopa Chernoff boundary; ~ maor-
Ho# /cipepuueckoif ynaxoBku sphere pack-
ing bound; ~ peryanposanns regulation
boundary/limit; moBepHTeabHaZs ~ con-
fidence bound/limit; aocTuxumas ~ at-
tainable boundary; ecrecrsennas ~ nat-
ural boundary; sagepxmnpalomag ~ sticky
boundary; nemocTHXHMas ~ unattain-
able boundary; unxnsas goBepuTeALHAL ~
lower confidence limit/bound; orpaxaro-
mas ~ reflecting boundary; norzowa-
ooujas ~ absorbing boundary; moasmx-
Hadg ~ moving boundary; nocaenoparens-
Hble NOBEepHTEJBHBIE I'DaHHULI sequential

confidence limits/bounds; npuTarasato-
maf ~ attracting boundary; mponnnaec-
mad ~ permeable boundary; ToxepanT-
Haf ~ tolerance limit/bound; ynpyras ~
sticky boundary

rpag4Has 3agada boundary problem:
~ Aag cayvainoro Gayxuanus boundary
problem for a random walk

rpagsUYHHEMN nponece boundary process

TpaHuYHHENE OGYyHKIIHOHAN  boundary
functional: ~ or caywainoro 6ayxnanns
boundary functional of a random walk

rparyJoMeTpus (f) granulometry

rpans (f) face

rpad (m) graph: aHTHmOAAJbHHH ~ an-
tipodal graph; 6mmaamapumii ~ Dbipla-
nar graph; 6umoaspusyemsii ~  bipo-
larizable graph; 6ummkanyeckuii ~ bi-
cyclic graph; BepHIMHHO-TPaH3HTHBHBLIH
~ vertex-transitive graph; BHemwnenaa-
HapHBIH ~ outerplanar graph; BeTyxI-
BIH ~ convex graph; reoMeTpHYeckHHi ~
geometric graph; ~ BuammoctH visibili-
ty graph; ~ Broxenuns HHTepBaJoB inter-
val containment graph; ~ 3ameH inter-
change graph; ~ komeuyworo ponma graph
of finite genus; ~ Kbsan Cayley graph;
~-unma niche graph; ~ nepecranosxn
permutation graph; ~ mpocteix paccro-
auni prime distance graph; ~ co B3Be-
mennniMe yanamu node-weighted graph;
~ Qejinmana Feynman graph; ~ xopn

chord graph; asymoapmstii ~  bipartite
graph; aBynanpassennnti ~  bidirect-
ed graph; aBycsasabti ~  biconnect-

ed graph; aHcTaHUHOHHO-DEryNADHMHA ~
distance-regular graph; amcraryguonso-
TPaH3HTHBHRIA ~ distance-transitive
graph; mATEpBadRHEIH ~ interval graph;
KBa3H9YeTHHH ~ quasi-parity graph; xop-
nepoi ~ rooted graph; xocHabHO coBep-
weHHBH ~ co-strongly perfect graph; xo-
XxpoMaTHYeckHi ~ cochromatic graph;
KDHTHYECKH CTACHBaeMBIH ~ contraction-
critical graph; kprTHYECKHH RO HBETY ~
color-critical graph; xy6uveckuii ~ cu-
bic graph; MusuMmaasubi# pa3spes rpa-
¢a minimal cut of a graph; mHOromoas-
Hord ~ multipartite graph; MocToBoR ~
bridged graph; HacaeacTsenno Momyasp-
Hbti# ~ hereditary modular graph; me-
ramuasTodos ~ non-Hamiltonian graph;
HeopHenTHpoBaHHEIA ~ undirected graph;
okpyxHocts (f) rpaga circamference of
a graph; onmosHuMoHHMIH ~  opposi-
tion graph; opuenTupoBannmii ~ direct-
ed graph; mannmxawyeckuii ~ pancyclic
graph; nepuenTtyansHbii ~  perceptual
graph; nranapherii ~ planar graph; maor-
Hbli ~ dense graph; noanronHuld ~ poly-
topic graph; moanwi ~ complete graph;



pasmetka (f) rpaga labeling of a graph;
packpacka (f) rpaga graph coloring; pac-
wupenne (n) rpaga extension of a graph;
pemeryaThii ~ grid graph; pon (m) rpa-
¢a genus of a graph; camomonoannTean-
Hpti ~ self-complementary graph; csss-
HbIH ~ connected graph; cxaTei ~ con-
tracted graph; curmaapaeii ~ signal flow
graph; cuabHO cBa3HBIH ~ strongly con-
nected graph; cucrema nepenucu rpagos
graph rewrite system; caabo 6unonspnsy-
embrii ~ weak bipolarizable graph; cay-
vyaiHbIA ~ random graph; cobcTBennoe
3HayeHHe rpaga eigenvalue of a graph;
copepuieHHbLIA ~ perfect graph; coenn-
Henxe (n) rpagos joint of graphs; crpo-
rHH KBasHYeTHHIH ~ strict quasi-parity
graph; crpodrbii ~ slim graph; Tovmo
ynakoBaHHbeIH ~ close-packed graph; Ty-
paHosckuii ~ Turan graph; Tara-rpag
theta graph; ymmunkamyeckni ~ uni-
cyclic graph; xopaossii ~ chordal graph;
nenHo# ~ path-like graph; mukzoBBIA ~
circulant graph; wucao (n) cpaiunBanHs
rpagpa binding number of a graph; n-
HOJBHBIH ~ n-partite graph
rpadpudeckoe IIpeacTaBIeHHe JaHHBIX
graphical representation of data
rpeGHeBas oueHKa ridge estimator
rpeGHeBas perpeccus ridge regression
rpe6GHeBas @yHKIMA ridge function
TpPEeKO-JIATHHCKHH XBaapaT Greek-
Latin square
rpeko-jJaTuHckmit Ky6 Greek-Latin cube
rpugonn (m) greedoid
rpynna (f) group: ~ JIx Lie group; ~
Mypa Moore group; ~ Kopsrua Korvin
group; AHCKpeTHas peHopmrpynna dis-
crete renormalization group; K3smepumas
~ measurable group; kopre-xoMnakTHas
~ root-compact group; peHopMaJaH3alH-
oHHas ~ renormalization group; craTH-
cTHYecKas Teophs rpynn statistical group
theory; croxacTuyeckas ~  stochastic
group; ¢pakTop- ~ quotient group
rpynnuposka (f) grouping
rpynmosas 3alepXxa group/envelope

delay

nanoHEe cBA3M (pl) teleconnections

naunete (pl) data (sing datum): rpagu-
Yyeckoe NnpeiacTaBleHHE MaHHBIX graphical
representation of data; ABaxanr HeH3ypH-
posanHnie ~ doubly censored data; me-
noansre ~ incomplete data; noarsepxaa-
OIUHR aHaxx3 RaHHBX confirmatory da-
ta analysis; mponapmme ~ missing da-
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ta; pa3BeNOYHLIH CTATHCTHYECKHH aHalH3
nanneix exploratory data analysis; c6op
{m) mauneix data collection; crpymnupo-
panHpre ~ grouped data; ueH3ypHpoBaH-
nere ~ censored data

JXaTIHK (m) caydadHeIX 9ucea random
number generator

ABaXAkl CTOXacTHMYecKas MaTpHIa
doubly stochastic matrix

ABaXAHK LEeH3YPHPOBaHHEIE IaHHEIE
doubly censored data

OBOMYHEIH CUMMETPHYHLIM KaHAJ bi-
nary symmetric channel

nBoituuk (m) alias: raasreni ~ principal
alias

ABOMCTBEHHOCTSH (f) Ge3srpaHAYHO Je-
JMMBEIX pacnpeneseHuit duality of in-
finitely divisible distributions

ABOMCTBEHHEIM MAPKOBCKHHU IpoHecc
dual Markov process

OBYROJBLHBEINA rpad bipartite graph

AByMepHas TYpPOYJeHTHOCTDH two-
dimensional turbulence

ABYMepHOE HOpMaJIbHOE pacnpepaesie-
Hue bivariate normal distribution

ABYMepHOe pacIpefejieHHMe bivariate
distribution

ABYHampaBJeHHEIH rpad  bidirected
graph

ABYPYKUH GannuT two-armed bandit

IBYcBA3HEIA rpad biconnected graph

ABycJioitHas cxema twofold design

ABYCTOPOHHEE II0Ka3aTeJIbHOE pac-
npenenerue double exponential distri-
bution

OBYCTOPOHHHMM NOBEPHMTEJNBHBIN WH-
TepBay two-sided confidence interval

ABYCTOpOHHMH kpuTeprit CThIOAEHTA
two-sided Student test

ABYCTOPOHHAA rumoTe3a two-sided hy-
pothesis

ABYXBEPUINHHOE DpaclpeneaeHde bi-
modal distribution

IByXBHIGopouHan T -cTaTHCTHEA two-
sample T“-statistic

ABYXBBRIGODOYHEIM KPHTEpHH two-
sample test

ABYXBEIGODOYHEIMA KpUTEepHH Bansna—
Bosbsdosuna (kpuTepni cepunt) two-
sample Wald—Wolfowitz test, runs test

ABYXBEIGOpOUHEI# KpuTepuit CThio-
AeHTa two-sample Student test

ABYXCTYNEeHUYATHIHM BHIOOD two-stage
sampling

OBYXdaKkTOPHAA MoAeb two-way model/
layout

ne6ioT (m) MHOXecTBa debut of a set

meiicrBme (n) action: ~ Buascoma Wil-
son action; ¢yHKUHOHaN NeHCTBHA action
functional

gexkapropo mnpomssegenme Cartesian
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product

Jexkonupobanue (n) decoding: aare6pan-
geckoe ~ algebraic decoding; 6aoxoBoe ~
block decoding; BeposThocTs (f) omnboy-
Horo mexoaupopaHHa probability of error
decoding; ~ no MaxcHMyMy IpaBAONORO-
6na maximum likelihood decoding; xBasn-
Topoe ~ quantum decoding; mocaegoBa-
TeapHoe ~ sequential decoding; crmucoy-
noe ~ list decoding

neasta-pynxkmus (f) Hdupaxa
delta function

meMorpadpHIeckas cTaTHCTHKa demo-
graphic statistics

memorpadmus (f) demography

nemonyJuarua (f) demodulation: kom-
niaexcHad ~ complex demodulation

mengporpamMa (f) dendrogram

AepeBo (n) tree: 6mmapHOe ~ MoHCKa bi-
nary search tree; ~ kamk clique tree; ~
otka3os fault tree; ~ cBeprkm convolu-
tion tree; ~ Pubonavum Fibonacci tree;
aepeBbs 6e3 obuinx Ayr arc-disjoint trees;
kxopens (m) caydainoro gepesa root of a
random tree; MHHHMAaJbLHOE OCTOBHOE ~
minimum spanning tree; orpaHH4YeHHe TH-
na gepesa tree-type constraint; okaHMieH-
noe ~ skirted tree; ocTosHOEe ~ spanning
tree; mpaMoyroarHoe ~ rectilinear tree;
pasvenHHeHHe fepeBa disconnection of a
tree; cayyadinoe ~ random tree; cnHpaJis-
Hoe ~ spiral tree; ¢pmaoreneTHyeckoe ~
phylogenetic tree; mrefineposo ~ Steiner
tree

mecaTayronsHMK (m) dodecagon

OeTepPMUHUPOBAHHEIMY KaHaJ determin-
istic channel

JAeTEePMUHHUPOBAHHEIA TAaKTOBHIM HMH-
Teppan deterministic tact interval

medext (m) xputepua deficiency of a
test: acumnToTHYeCcKHH ~ asymptotic de-
ficiency of a test

nedpext (m) caydaiiHoro GJayXxmaHHA
defect of a random walk

menuas (f} decile

neramanus (f) decimation: xacxananas ~
cascade decimation

n3era-cTpykTtypa (f) (BeposTHOCTHOMR
MeTPHKH) zeta-structure

auaraos (m) diagnosis

muarHocTHKa (f) diagnostics

auarpamma (f) diagram: ~ Benna Venn
diagram; ~ pansarug influence diagram; ~
IIann Papygramme; ¢aszoBas ~ phase di-
agram

AuarpaMMHas TeXHHKa diagram expan-
sion techniques

Ruanudeckuit mponecc dyadic process

auramma-dpyaknua (f) digamma func-
tion

OHU3BIOHKTHBIE CHOEKTP3JBHBIEC THIILI

Dirac

disjoint spectral types

OU3BIOHKTHRIM CHEKTPAAbHEIA THI
Mep disjoint spectral type of measures

AUHaMudIecKad cucTeMa dynamical sys-
tem: ~ ¢ YHCTO TOYEYHEIM cHeKTpoM dy-
namical system with pure point spectrum;
TONOJOrHYECKad IHTPONHA AHHAMHYECKOH
cHcTeMsl topological entropy of a dynam-
ical system; ¢pakTopcrcrema (f) aunamu-
yeckoi cHcTeMnul quotient of a dynamical
system; suTponua (f) ArHaMHYeckod cH-
crempr entropy of a dynamical system

AUHaAMHUYECKoe NOporpaMMHpOBaHUe
dynamic programming: croxacTHYeCKOE
~ stochastic dynamic programming; 4ys-
CTBHTENALHEIE KDHTEPHH B JHHAMHYECKOM
NporpaMMHpOBaHHH sensitive criteria in
dynamic programming

AuodanTOoBO mMpHGIHXKeHwe Diophan-
tine approximation

auckoHTHpoBaHHe (n) discounting

OHCKPeTH3UpyeMoe CJaydaiHoe II0Je
discretizable random field

DUcKpeTHas Mepa discrete measure

AUCKpeTHas peHopMrpynmna discrete
renormalization group

OHUCKpeTHas chaydaiiHas BesimumHa dis-
crete random variable

AUCKpeTHas GYHKIHIA paclpefeseHUs
discrete distribution function

OUCKpeTHOe npeoGpasopaHme Pypbe
discrete Fourier transform

OHECKPETHOE paclIpelesieHHue
distribution

AUCKPeTHHRIN Geskii myM discrete white
noise

AUCKPHMUHAHTHAL Mojesb
nant model

AucKpuMUHanTHaA GyHkmusa discrimi-
nant function

discrete

discrimi-

OMCKPMMMHAHTHBIN aHan#u3 discrimi-
nant analysis
AUCNepCHOHHEIM aHanwui  analysis of

variance

RucnepcHoHHEIA MeTon JIuHHMKa Lin-
nik dispersion method

AUCTIEPCHOHHLIA MeTOX B TEOPHH YH-
cexa dispersion method in number theory

aucnepcus (f) variance: Bei6opounas ~
sample variance; KOMIOHEHTHI THCIEPCHH
variance components; 06061UEHHaA ~ gen-
eralized variance; ocraToynas ~ residu-
al variance; ycaosHas ~ conditional vari-
ance

muccunanusa (f) dissipation, dissipation
rate: ~ sHepruu Typ6yaenTHocTH turbu-
lent energy dissipation

AMCTaHIIMOHHO-PeryNapHuirpad dis-
tance-regular graph

OHCTAHIHUOHHO-TPAH3MTUBHHNA rpad
distance-transitive graph



AucIuMIuIaHa (f) “IepBHIM IIpHIEN
— nepBHIM o6GcayxusaeTca” first-in-
first-out discipline (FIFO)

OUCHHUILIHHA (f) “HocAeqHHM TpHIIIeN
—— MepBRIM o6cayxuBaeTca” last-in-
first-out discipline (LIFO)

JHCITHILINHA (f) 06CJIy KMBaHHSA queue-
ing discipline

pugdepeHHaIbHOe BKIOUeHHe dif-
ferential inclusion

auddepenuuan (m) differential: croxa-
cTuuecknii ~ stochastic differential

auddepenmanbias 3aTponns  differ-
ential entropy

nudpdepenunanbubsin omepatop differ-
ential operator: ~ co cayvaHHEIMH Ko-
sppuunenramu differential operator with
random coefficients

augdepenuposanne (n) differentiation

IUPPY3IMOHHEIN BETBAMMHUCH IPOIECC
diffusion branching process

audodysuonnm nponece diffusion pro-
cess, diffusion: ~ ¢ orpaxenunem diffusion
process with reflection

nuddysus (f) diffusion: Typbysentnas ~
turbulent diffusion

nuddysaas Mepa diffusion measure

auxotoMus (f) dichotomy

numHa (f) xoga code length

JUIMTEJBHOCTD (f) oXupaHus waiting
time

OOBEPUTENbHAA BEPOATHOCTH  confi-
dence probability

ooBepuUTeNbHas rpaHHna confidence
limit/bound: BepxHas ~ upper con-

fidence limit/bound; nocaemoBatTensHbre
AOBepHTeabHBIE IpaHulbl sequential con-
fidence limits/bounds

OOBEPHUTEJBHAA 06JacTh confidence re-
gion

MOBEPHUTEJNBHAA II0JIOCA confidence
band: ~ yposas «a confidence band of lev-
el o

DOBepHUTeNbHOE MHOXecTBO confidence
sel: HauboJee CceleKTHBHOE/TOYHOE ~
most selective confidence set; HecMeren-
Hoe ~ unbiased confidence set

JOBEPHTEJbHOE OIleHUBaHHE
estimation

IOBEPHTENLHLIN MHTepBan confidence
interval

OOBePUTeNAbHEIN IIpefen confidence lim-
it/bound

JAOBEPUTENLHLIA YPOBEHL
level

JOBEPHUTENLHBIN 3JJIHcoun confidence
ellipsoid

HOKPHTHYCCKUH BeTBALIUKCS IIPOIEce
subcritical branching process

moarosedrocTh (f) durability

JoMaTHYecKoe YHcJio domatic number

interval

confidence
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JoMHMHEpOBaHHe (n) domination

JOOMHHHMPOBAHHOE CeMeHCTBO pacipe-
desieau#i dominated family of distribu-
tions

OOMUHHUpYIOIllee MHOXecTBo dominat-
ing set

OOMHEHHUPYIOIMUHA BekTop dominating
vector

OOTIOJTHUTeNbHAas HaGaiogaeMas com-
plementary observable

JOMONHU TeNbHOe cOGHTHe complemen-
tary event

JonycTHMas omeHKa admissible estima-
tor

JoImycTHMas pemaioniai pyHkmus ad-
missible decision function

JOIIYCTHMAasA TOIOJOTHA
topology

nonyctemocTs (f) admissibility: cHus-
Has ~ strong admissibility; crabaz ~
weak admissibility

NONMYCTHMEIM KpuTepui admissible test

JOIYCTHMBIM caBur Mepwl admissible
shift of a measure

moctaTtounas oneHka sufficient estima-
tor

admissible

gocTaTodHasd cTaTUCTHKa  sufficient
statistic
OOCTATOYHAA TOIOJOTUSA sufficient
topology

moctatoaHocts (f) sufficiency: npuumun
(m) mocratounoctn sufficiency principle

JOCTHXKHMAaA rpaHuna attainable bound-
ary

OOCTHXHMMOE COCTOSAHHE
reachable state

JocToBepHOE coGhITHEe certain event

IOCTOBEPHOCTH (f) certalnty

HoCcTYnHOCTS (f) availability

apesecHOCTh (f) arboricity

OPEBOBHIHBINA Xof tree code

Apo6aoe 6poyHOBCKOe ABMXKeHHe frac-
tional Brownian motion

ApoOHuM Genwi myMm fractional white
noise

APOGHBLIN (daxkTopHEM nian fractional
factorial design

OPOGHEIN GAKTOPHEIM 3KCHNEPHMEHT
fractional factorial experiment

apo6s (f) fraction: ~ Jlanysosa Lya-
punov fraction; HenmpepsiBHas ~ contin-
ued fraction

ayra (f) arc: ~ o6patHoii cpasu feedback
arc

accessible/

E

eBreHuka (f) eugenics
eBKJHA0B noaxon Euclidean approach
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eBkangoB mein Euclidean shape

eBKJIMJ0BA KBAHTOBAs TEOPHA IO
Euclidean quantum field theory

eBkannoBo nose FEuclidean field

eBKJAUOOBO pacctogHue FEuclidean dis-
tance

enunnna (f) unit: subopoynas ~ sample
unit

eAWHUYHOEe HHTEPBAJbHOE YHCHO unit
interval number

eQUHCTBeHHOCTSH (f) uniqueness

eMkocThb (f) capacity: ~ Illoxe Choquet
capacity

ecTecTBeHHas rpaHdna natural bound-
ary

2K

XKagHoe MHOXKeCTBo greedy set

xecTKafg cxeMma rigid design

XKeCTKHHU peTpakT rigid retract

KecTKOCcTE (f) toughness

XuBoTHoe (n) animal: HanpaBieHHOE ~
directed animal; pemwervaroe ~ lattice
animal

xopaauoB o6beM Jordan volume

3

3aBuceMocTh (f) dependence: koppeis-
unonHas ~ correlation dependence

3aBUCHMBIe McnBITaHHUA dependent tri-
als

saBUCHMEBIe COGBITHA dependent events

sarpssHeHde (n) contamination

3arpA3HEHHad BHIGOPKa contaminated
sample
sazaga (f) problem: rpamwysaz ~

boundary problem; rpanuuynazs ~ ngas
cayyvahnoro 6ayxpaanHs boundary prob-
lem for a random walk; ~ BDeptpa-
Ha Bertrand problem; ~ Biogpona—
Cuassectrpa Buffon—Sylvester problem; ~
Biogdona 06 urae Buffon’s needle-tossing
problem; ~ Kugepa—Bajica Kiefer—Weiss
problem; ~ JaHHeHHOro paHXHDOBaHHA
linear arrangement problem; ~ HasHave-
HHA assignment problem; ~ o GamaoTH-
poske ballot problem; ~ o 6amxajiwen
Touke perreTky nearest lattice point prob-
lem; ~ o Bri6ope HaWaydlllero o6bekTa
best choice problem; ~ o Br6ope cexpe-
Taps secretary problem; ~ o ABoiHOM BhI-
6ope double selection problem; ~ o asy-
pykoMm 6anmaure two-armed bandit prob-
lem; ~ o kanke clique problem; ~ o
kommuBosxepe traveling salesman prob-

lem; ~ o kpaTuadimeM nyTH shortest-path
problem; ~ o MHOropyxom 6ananre multi-
armed bandit problem; ~ o wawaywinem
BriGope best choice problem; ~ o pasope-
HuH ruin problem; ~ o pasopeHuu Hrpo-
ka gambler's ruin problem; ~ o pioksa-
ke knapsack problem; ~ 06 oanopyxom
6anauTe one-armed bandit problem; ~ o6
ynakoBke xkoHTeHdHepoB bin packing prob-
lem; ~ o6Hapyxenus pa3nankd change
point problem; ~ Koamoropopa—Ilerpos-
ckoro Kolmogorov-Petrovsky problem; ~
neperoca transfer problem; ~ pasmerue-
HHA arrangement problem; ~ pamxupo-
BaHHa arrangement problem; ~ pacwn-
peHHda augmentation problem; ~ ¢ oaHoH
Bubopkol one-sample problem; ~ caexe-
HHA 3a HeJslo target tracking problem; ~
TPOHYHOrO noMCka termary search prob-
lem; MmHorossr6opounas ~ multisample
problem; nepewncanTenrnas ~ enumer-
ative problem; conpsxennas ~ nepeHoca
transfer dual problem; cToxacTuyeckas ~
TI'ypca stochastic Goursat problem; cToxa-
cruieckas ~ Ilupuxae stochastic Dirich-
let problem; sxcrpemaaprnas ~ extremal
problem; skcTpemalsHas CTaTHCTHYECKad
~ extremal statistical problem

3afepXaApapolias rpaguna sticky bound-
ary

sagepxka (f) delay, lag: rpymnosas ~
envelope delay; kosgpduunenT 3amepxkn
delay coeflicient

sakoH (m) law: 6opeseBckui ~ Hyns-
enuanusi Borel zero-one law; rayccoBckui
~ (aussian law; koMnakTHHH ~ NOBTOp-
noro aorapugma compact law of the it-
erated logarithm; xpyrosoii ~ circular
law; o6macte (f) wacTHuHOro npuTaxe-
HHA besrpaHHYHO HeamMoro 3akoHa do-
main of partial attraction of an infinitely
divisible law; orpannyennstii ~ nopTopHo-
ro aorapugpma bounded law of the iterat-
ed logarithm; noayxpyroBoii ~ semicircu-
lar law; moayxpyropoi ~ Buruepa Wigner
semicircular law; npucrennnii ~ wall law;
npuctenneii ~ Ilpanaras Prandtl wall
law; yunBepcaapusii ~ Jle6anua Doeblin
universal law; ycuarenantdi ~ 60ab1InX YH-
cea strong law of large numbers; ycu-
JeHHBIH ~ 6oabwinx uncea Bopeas Borel
strong law of large numbers; saannTHYE-
ckuii ~ elliptic law; ~ apkcuuyca arc-
sine law; ~ apkTaHresca Nas caydaHHBIX
maTpuy arctangent law for random matri-
ces; ~ Goasmux 4ucea law of large num-
bers; ~ 6oaswmnx uyncen Oppewma—Pennn
Erdos—Rényi law of large numbers; ~ Bxo-
na entrance law; ~ aByx TpeTed two-
thirds law; ~ aByx Tperei Koamoropopa
Kolmogorov’s two-thirds law; ~ nmyas n



eHHHUL! ZeTo-one law; ~ noBTOpHOIO J0-
rapugpma law of the iterated logarithm: ~
AOBTOpHOTO Jdorapugpma B popme UxyHa
Chung’s law of the iterated logarithm; ~
noBTOpHOro Jorapu¢ma B ¢popme Ilrpac-
ceHa Strassen’s law of the iterated log-
arithm; ~ natH Tperer five-thirds law;
~ naru Tpeted Koamoroposa—O6yxoBa
Kolmogorov—Obukhov five-thirds law; ~
pacnpenenenns distribution law; ~ wersr-
pex tpered four-thirds law; ~ ueTnmipex
tpered Puuapacona four-thirds Richard-
son law

samupanue (n) fading: measennoe ~
slow fading; paaseeBckoe ~ Rayleigh fad-
ing

3aMHpaHuA B KaHaJie channel fading

3aMKHYyTaf CHCTeMa OOCayXHBaHUA
closed queueing system

3aMKHYTHHM miian closed plan

3aMbIKaHue (n) closure: npobaema (f) 3a-
mbtkanns closure problem

sanasaeiBadue (n) lag, delay: okmo (n)
3anasnbiBans lag window

3ana3geBalolIas IlepeMeHHAsg
variable

sanoJHeHue (n) filling

sanpeleHHu# MuaOp forbidden minor

sanpenteHHEd nogrpad forbidden sub-
graph

3apan (m) charge, signed measure: cay-
yaHHu# ~ random charge

satyxaHue (n) fading: Bpems-cenexTHB-
noe ~ time-selective fading

3alIyMJIEHHBIH CHCHAJ noise-contami-
nated signal

3Be3ga (f) star

3HAKOBAA KOpPeJNANMUOHHAA (PYHKIHA
sign correlation function

3HAKOBREIH MeTOof KOPPeJSIMOHHOro
aHamm3a sign method of the correlation
analysis

3HaKOBHIUA oprpad signed digraph

3HAKOBHIM ocTaToK signed residual

3HaKoIlepeMeHHasa Mepa signed measure,
charge

3HadeHHe (n) value: Bpemennoe cpen-
Hee ~ time-average value; kpadinne 3Ha-
YeHHA extremes; KpDHTHYECKoe ~ critical
value; cobcTBentoe ~ eigenvalue; cpeanee
~ mean value, average

3oHa (f) Gespasauuua indifference zone

30H2 (f) HOpPMAaJBHOM CXOOMMOCTH
zone of normal convergence

30Ha (f) yMepeHHBIX YKJOHEeHMH zone
of moderate deviations

lagged
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uraa (f) needle

urpa (f) game: BepxHAA HeHa HIpHI up-
per value of a game; ~ aByx Jaum two-
person game; KOonepaTHBHAs ~ COOpET-
ative game; HekoomepaTHBHas ~ TONCO-
operative game; HHXHAA HeHa HIPb low-
er value of a game; paHAOMH3HpOBaH-
Has ~ randomized game; cMemaHHagx ~
mixed game; cTaTHCTHYeckas ~ statis-
tical game; ¢umevnas ~ pebble game;
nena (f) wrper value of a game

urpanbHas kocTs die (pl. dice)

ugeanpHas MeTpuka ideal metric

MOeaJibHBIH ra3 ideal gas

MOEeMOOTEeHTHAs] BEPOATHOCTHAaA Mepa
idempotent probability measure

uaeMIoTeHTHasS Mepa idempotent mea-
sure

uaestTupunuEpyemocts (f) (mapame-
TpoB) identifiability

HaeHTHPHIUPYEeMEIE mapaMeTp iden-
tifiable parameter

HepapXH4YecKas MoLeJb
model

HepapxuYyecKas Nponeaypa xKjiaccucdu-
kamK hierarchical classification proce-
dure

uepapxus (f) hierarchy

u36uIToIHOCTE (f) redundancy

u3MepeHMe (n) measurement: KaHOHHYE-
ckoe ~ canonical measurement; kBaHTO-
Boe ~ quantum measurement; HeCMeILE€H-
Hoe ~ unbiased measurement; omnbka
(f) n3amepenns measurement error; Teopss
(f) nsmepennii measurement theory; mxa-
aa (f) m3Mepennii measurement scale

H3MepMMas rpynmna measurable group

u3MepuMas GyHKMA measurable func-
tion

H3MepHEMoOe MHOXeCTBO measurable set

u3MepuMoe oToGpaxeHHe measurable
mapping

H3MepHMOe IPOCTPAaHCTBO measurable
space

n3iMepHMoe pa3bGueHHe measurable par-
tition

H3IMEepUMEIA IOTOK measurable flow

uaoMopduam (m) isomorphism: merps-
yeckHH ~ metric isomorphism

H30CMEeKTPAJbHOEe MYJLTHUAEPEBO Iso-
spectral multitree

H30TPONHAasA TYPOYJeHTHOCTH isotropic
turbulence

HM30TPOIIHOE KOHEYHOE MPOCTPaHCTBO
isotropic finite space

M30TPOIHOE pacHpenejeHUe
distribution

hierarchical

isotropic
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H30TPONHOE CJYyJYaMHOe MHOXECTBO
isotropic random set

H30TpONHOE CJydalHoe IIoJie isotropic
random field

H30TPONHOCTH (f) isotropy

M30TPOIHBLIM CHYYalHBIM ITIpoOLEce
isotropic random process
H303QpaJibHOEe IMOKPHITHe  isohedral

tiling

amuTanusd (f) simulation: ~ cayvadno-
ro apaeHus simulation of a random phe-
nomenon

amMmurpanus (f) immigration

MMUOyJbCHaA moMexa impulse noise

HMIyJAbCHAA GYHKIMA OTKJIMKA im-
pulse response function

MMIIyJbCHBIM IYACCOHOBCKHM Ipoecc
impulse Poisson process

UMIOYJBCHHA CJAYYaHHHEE Oponecc
pulse/impulse random process

HMMIOYJbCHEIR ITyM impulse noise

MHBapHaHT (m) invariant: MakcHMaJb-
HbIH ~ maximal invariant; MerpHYe-
CKHH ~ metric invariant; MOHOTOHHBIA ~
monotone invariant

HHBApHAHTHAA Mepa invariant measure

MHBapHaHTHasd OIeHKa invariant estima-
tor

HHBapHaHTHadA pelrapIinas GyHKUMA
invariant decision function

MHBapMaHTHasi CTaTHCTHKA
statistic

MHBapMAHTHAA CTATUCTHUIECKAL CTPY-
KTypa invariant statistical structure

HHBapHaHTHOE pachupefeJIeHHe invari-
ant distribution

MHBapHAHTHOCTE (f) invariance: HpHH-
UMl MHBADHAHTHOCTH Invariance princi-
ple; npuruun wusaprantHoctH IllTpacce-
Ha Strassen’s invariance principle; cHab-
HBIH OPHHOMI HHPApHAHTHOCTH strong in-
variance principle

MHBADHAHTHREIH KPHMTEpHH
test

unpepcusg (f) inversion

urBogionus (f) involution

uHAekc (m) index (pl. indices): ~ pacnpe-
geaenys index of a distribution; ~ ycko-
penns forwarding index; aecTHHYHBIE ~
ladder index; uuxaomaTnyecknii ~ cyclo-
matic index

MHAUBHAYAJIbHaiA 3proguyieckas Teo-
pema individual ergodic theorem

unrnuxatop (m) indicator: ~ mpenmoure-
nus preference indicator; ~ cobrTHA indi-
cator of an event

MHONKATOPHAA MeTPHKa indicator met-
ric

uaayknus (f) induction:
backward induction

MHEPIHOHHHKH HMHTepBaJ MacilTaloB

invariant

invariant

obpaTHad ~

inertia range of scales

uHepuua (f) inertia: ~ meTeopoxorude-
ckHx npubopos inertia of meteorological
instruments

uHTEerpan (m) integral: BHHepoBCKHi ~
Wiener integral; ~ Boxnepa Bochner in-
tegral; ~ lensgpanga Gelfand integral;
~ Jloiinanckoro Loytsansky integral, ~
Ilertuca Pettis integral; ~ Cruareeca—
Munkosckoro  Stieltjes—Minkowski inte-
gral; ~ @ncka Fisk integral; ~ Xea-
annrepa Hellinger integral; ~ Bepoar-
HocTH probability integral, ~ no Tpa-
exTopHaM path integral; xoHTHHYasbHLIH
~ path integral; xpaTuriH BHHEpOBCKHH
~ multiple Wiener integral; kpaTunri
croxactHuyeckud ~ multiple stochastic
integral; kpuBonHHeHHEIH ~ line inte-
gral; KpHBONIHHEHHEIH CTOXaCTHYECKHH ~
stochastic line integral; ncesaomnTerpaa
(m) pseudo-integral; pacumpenssri crTo-
xactuyecku ~ extended stochastic in-
tegral; CHMMeTpHYECKHH CTOXaCTHYECKHH
~ symmetric stochastic integral; cToxa-
cTHyeckui ~ stochastic integral; cTo-
xacTHyeckuii ~ HTo 1td stochastic inte-
gral; croxacruueckuii ~ CTpaToHOBHYA
Stratonovich stochastic integral; croxa-
CTHYECKHH ~ 10 MapTHHraay stochastic
integral with respect to martingale; cro-
XaCTHYECKHH ~ [0 MapTHHIaJbHOH Mepe
stochastic integral with respect to martin-
gale measure; cToXacTHYECKHH ~ O CEMH-
mapruuraay stochastic integral with re-
spect to semimartingale; cToxacTHYeckni
~ 1o caydaiinod Mepe stochastic integral
with respect to random measure; croxa--
CTHYECKHH KpaTHHIH ~ stochastic mul-
tiple integral; croxacTHYeckni kpusoan-
HeHubIH ~ stochastic line integral; ¢ynk-
IHOHANBHBEIH ~ path integral

HHTerpaJbHas reoMeTpus integral ge-
ometry

HMHTerpajbHas IpeAebHas TeopeMa
integral limit theorem

MHTerpajbHad CTPYKTYpa
structure

HMHTerpajbHajg TeopeMa BOCCTaHOBJIe-
HHA integral renewal theorem

HMHTeTpajJbHOe NIpeAcTaBJAeHue integral
representation

MHTerpajbHOoe npeobpa3oBaHMe inte-
gral transform

MHTEerpajJbHLIA MacHITa6 KOpPeJinun
integral scale of correlation

MHTerpuposanue (n) integration: wug-
cieHHoe ~ numerical integration

MHTerpupyemocThb (f) integrability: ~
mo Boxaepy Bochner integrability; ~ mo
Ilertncy Pettis integrability; pasHomep-
Has ~ uniform integrability

integral



MHTEHCHBHOCTH (f) intensity, rate: ~
BhIXoZa exit rate; ~ mepexoma transition
rate; ~ ToyeyHoro nporecca intensity of a
point process

uHTepBas (m) interval: ABYCTOpPOHHHA
HoBepHTEALHLIH ~ two-sided confidence
interval, zeTepMHHHpPOBaHHBIN TaKTOBBLIH
~ deterministic tact interval; gmoBepn-
TeabHbii ~ confidence interval; ~ Boc-
cranopaenusa renewal interval; TomepanT-
HbIA ~ tolerance interval; ¢puayuHaasHBIH
~ fiducial interval; mxana (f) maTeppa-
JoB interval scale

HHTepBaJbHasj OLeHKa interval estima-
tor

HHTEePBAJBbHOE OLICHHBaHMe interval es-
timation

HHTepBAJLHHM rpad interval graph

HHTepAellnJbHas I1uupoTa interdecile
range

MHTepmoJs1ua (f) interpolation: rapmo-
HHYeckas ~ harmonic interpolation; Jn-
HeHHas ~ linear interpolation; onreMains-
Hag ~ optimal interpolation; mapaboun-
yeckas ~ polynomial interpolation; moas-
HOMHaibHags ~ polynomial interpolation

uHTephEePEeHIMONHBIM KaHaJa interfer-
ence channel

HHOHHHMTE3MMAJLHAS MaTpHOa  in-
finitesimal matrix

HHOHHHTE3UMAJIbHAA CHCTEMA Mep in-
finitesimal system of measures

HHOHHHUTE3IUMAJILHEIA OIepaTop in-
finitesimal operator

nudpopMaTUBHOCTS (f) informativeness

HHbopMauMoOHHax Mepa information
measure

HHPOPMAIMOHHAL IJIOTHOCTS informa-
tion density

MHPOPMAIMOHHANL IOCJIEAOBATE b~
HocTh information sequence

HHbDOPMAITHOHHASN YCTOMYHBOCTH in-
formation stability

uHboOpManuoHHoe kKoguuecTBo Kysb-
6aka—JIeitGaepa Kullback—Leibler in-
formation

HHOOpMAaIHOHHOEe paccToAHHE
mation distance

nHbOpManuoRHoe paccTosHue Kyoiis-
6aka-JleiiGaepa Kullback-Leibler in-
formation distance

UHGOPMAITMOHHLIA KO3} DHIIMEHT KOop-
peasuur informational correlation coef-
ficient

HMHGOPMaITMOHHBIA KPUTEPHU AKanke
Akaike informative criterion, AIC

nadopmanua (f) information: ampuop-
Hasg ~ prior information; BHyTpH6.IOY-
Hag ~ intrablock information; ~ ®Pnmepa
Fisher information; ~ Illennona Shannon
information; xommuecrso (n) uHpopma-

infor-
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nxH amount of information; #Henmoanas ~
incomplete information; mepenaua (f) un-
¢opmannn information transmission; no-
Teps (f) mugpopmanmn loss of informa-
tion; ckopocTs (f) mepenayn nagopMannn
rate of information transmission; TeopHs
(f) napopmanuu information theory; re-
opus (f) mepenaun mHpOpManuu commu-
nication theory; ycroBHoe konnyecTBO HH-
¢opmanun conditional information

HHIUACHTHOCTSD (f) incidence

HpperyJiipHas Todka irregular point

uckaxenue (n) distortion: mepa (f) mc-
kaxenns distortion measure

uckJoveHne (n) elimination: moaycosep-
wenHoe ~ semiperfect elimination; cosep-
mennoe ~ perfect elimination

HCKPDHBJIEHHOE 3KCIOHEHIIHAJBHOE Ce-
MeHcTBe curved exponential family

HcIpaBJeHMe (n) correction

MCHPABJAAIOMME OMINGKA KO
correcting code

HcobITaHue (n) trial: 3aBHCHMEIE HCIBI-
Tanua dependent trials; wcnrrranus Bep-
Hyaax Bernoulli trials; wcnerranmns Ha
nponoJXHTeNsHOCTE XH3HH life-testing;
He3aBHCHMEbIe HcnbITaHuA independent tri-
als

HUCCJAeOBAaHUE ollepalldil operations re-
search

MCTRHHHIA 3pdpexT ypoBusa true effect
of a level

MCTOYHHMK (m) source: KOZHpOBaHHe
HCTOYHHKA cooblUeHHH source encoding;
~ coobIIEHHH message source; ~ Coo0-
WeHnHA Ge3 maMATH memoryless message
source; MapkOBCKMH HCTOYHHK (cooblue-
nui) Markov source; MHOroKoMIoHeHT-
HBIH HCTOYHHK (coobluennH) multicompo-
nent source

ucuncaerue (n) calculus: ~ Manassena
Malliavin calculus; kxBanTOBOE cTOXaCTH-
yeckoe ~ quantum stochastic calculus;
TeHeBoe ~ umbral calculus

MTEPAaTUBHBINA iterative

K

xagnar ¢yHknua (f) (HenmpephiBHas
cOpaBa M HMMeIOllas KOHEYHEIe IIpe-
nmeJsl caesa) cadlag function

xakTyc (m) cactus (pl. cacti)

Kanau6GpoBodHasd Monenas gauge model

xaHasd (m) channel: acHMMeTpHYHBIH
~ asymmetric channel; acHEXpoHHbIH
~ asynchronous channel; rayccosckni
~  Gaussian channel; ABOHYHEIH CcHM-
MeTpH4HbIA ~ binary symmetric chan-
nel; merepmuuaHpoBanHbIH ~ determinis-

€rror-
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tic channel; samMmupanus B kanaJtae channel
fading; muTepdpepennuonHnti ~ interfer-
ence channel; ~ 6e3 namMaTn memoryless
channel; ~ 6e3 npeaBocxHIleHHA nonan-
ticipating channel; ~ MHoXecTBeHHOrO fO-
ctyna multiple access channel; ~ ¢ kxo-
HeuHoH mamaTsio finite-memory channel;
~ C KOHEYHBIM YHCIOM COCTOAHMH chan-
nel with finite number of states; ~ c #y-
JAeBoH omnbxoH zero-error channel; ~ ¢
obpaTHoi cBa3bio channel with feedback;
~ ¢ omnbkaMH cuHXpoHH3alHH channel
with synchronization errors; ~ cBa3H com-
munication channel; xBanTOBEHIH ~ CBi-
34 quantum communication channel; mMHo-
FOKOMHOHEeHTHRIH ~ multiterminal chan-
nel; muorocroponnni ~ multiway chan-
nel; oanoponnsti ~ homogeneous chan-
nel; moayaeTepMHHHpOBaHHLIA ~ semide-
terministic channel; nponycknaa cmoco6-
HocTh kaHa#a channel capacity; cers (f)
kanaaos network of channels; cummeTpry-
HeIH ~ symmetric channel; curxponubii
~ synchronous channel; craunonapusri ~
stationary channel; yxyawennani ~ de-
graded channel; mmpoxoBetaTeapspti ~
broadcast channel

KaHOHHYECKas BeJUdIHHA  canonical
variable

KaHOHHYIECKas KOppeJasnMs canonical
correlation

KaHOHMYeCKasd IapaMeTPH3AMMUA Canon-
ical parametrization

KaHOHMYECKNH K03QPHIIMEeHT Koppe-
JIAIMA canonical correlation coefficient

KaHOHHYECKHH nmapaMeTp canonical pa-
rameter

KaHOHHYECKOe H3IMepeHHe
measurement

KaHOHMYIECKOoe NpPeACcTaBJICERHE Canoni-
cal representation

KaHOHHYecKoe IpencrabieHue JleBm
Levy canonical representation

KaHOHWYecKoe npencTabsenue Jlesu—
Xuagura Levy-Khinchin canonical rep-
resentation

KaHOHHYECKOe pacmpe/ieJieHHe canoni-
cal distribution

KaHOHHYECKOE CHEKTPaJIbHOE ypaBHe-
HHe canonical spectral equation

kapra (f) map: ~ 6es mereas loopless
map; KOHTpodbHad ~ control chart; naa-
HapHas ~ planar map

KackagHad nenmuManmsa cascade decima-
tion

KacKaJgHRIM Kox cascade code

KadeCcTBeHHaA po6acTHOCTH qualitative
robustness

KaYeCcTBeHHasd YCTOHYHMBOCTEB CTOXa-
cTUYecKuX Momesed qualitative stabil-
ity of stochastic models

canonical

KadecTBEeHHBIH NpHU3HAK attribute
xpanpat (m) square: ~ Knpxmana Kirk-
man square; JaTHHCKHH ~ Latin square;
MarHYeckH# ~ magic square
xBazpaTm3annus (f) quadrangulation
KBaApaTH9IecKas BapHMaluid MAPTHH-
raja quadratic variation of a martingale

kBafipaTHdeckad OGYHKIHA DOTepPh
quadratic loss function
KBaZpaTHYecKas XapakTepPUCTHKA

MapTHHrana quadratic characteristic of
a martingale

KBagpaTH4YHafA olIHGKa quadratic error

xBagpaTu4dHaga dopma quadratic form

KBaApaTHIHO HHTETrPHpPYEMEIA Map-
THHTaJ square-integrable martingale

KBaApaTHYHO cOajlaHCHPOBaHHasg MoO-
Aesib square-balanced model

KBaipaTHIHOEe pacmupeHHe quadratic
extension

KBaApPaTHYHBIA BEIYET quadratic resi-
due

KBaApaTUYIHKIA pHcK quadratic risk

KBaApaTypHas cHOeKXTpaJjbHasi INJOT-
HoCcTh quadrature spectral density

KBAApaTypHas# cHeKTpanbHas QYyHK-
ums quadrature spectral function

KBaapaTypHas ¢opMmyna quadrature
formula: ~ co cayvadneIMHE y3zaMH
quadrature formula with random nodes

KBaApPaTYPHBIA CIEKTP quadrature
spectrum

kBaapuka (f) quadric

xBagpogepeso (n) quadtree

KBa3HBapHaIlHOHHOE HepaBEeHCTBO
quasi-variational inequality

KBasUIJaJKHU MapKOBCKHMU IpoLecc
quasi-smooth Markov process

xBa3suAudPy3HOHHEINA Dponecc quasid-
iffusion process

KBasHAOCTATOYHAA CTATHCTHKA quasi-
sufficient statistic

KBa3sHHMHBADHAHTHAaA Mepa quasi-invari-
ant measure

KBA3sMUHOHHHUTEIUMANBHBIN OIIEPATOD
quasi-infinitesimal operator

KBa3MMapKOBCKOe IPHOJIHXKEHHe quasi-
Markovian approximation

xBasuMepa (f) quasimeasure

KBa3sMMeTPHKa (f) quasimetric

KBAa3’HOPTOTOHAJIBHEIE YHMCJA  (uasi-
orthogonal numbers

KBa3sHIOJHTON (m) quasipolytope
KBasHpasMax (m) BEIGOpKH sample
quasirange

KBA3UPETYJAPHAsi CHCTEMAa quasi-

regular system
kBasupermeTka (f) quasilattice
KBA3MCHMMETPHYHOE pacHpenesieHue
quasi-symmetric distribution
KBa3sW4eTHHIA rpad quasi-parity graph



kBaHTHUAL (f)
sample quantile

KBaHTHMJIbHOE IIpeo6pa3soBaHHE quan-
tile transformation

KBaHTMJILHEIA Mpolecc quantile process

kBaHTOBaHMe (n) quantization: ~ Bo
BpemeHH time-quantization; ~ coobLueHHHA
message quantization

KBAaHTOBAA AUHAMHWYIECKaA IIOJYTpPYyI-
na quantum dynamical semigroup

KBaHTOBajd MeXxaHHKa quantum mechan-
ics

KBAHTOBas TEOPHUA BEPOATHOCTEH quan-
tum probability theory

KBAHTOBAaA TEOPHA INPOBEPKH I'HIIOTE3
quantum hypotheses testing theory

KBAaHTOBOE OpPOYHOBCKOE [IBMXKEHHe
quantum Brownian motion

KBAHTOBOE HOEKOOHPOBaHUE
decoding

KBaHTOBOE EBKJHIOBO IIoJie quantum
Euclidean field

KBaHTOBOE H3MepeHHe quantum mea-
surement

KBAHTOBOE KOOMPOBaHHe quantum cod-
ing

KBAHTOBOE COCTOAHHE quantum state

KBAaHTOBOEe cToxacTudeckoe pudde-
PeHUHAJIBHOEe yYPaBHeHHe  quantum
stochastic differential equation

KBAHTOBOE CTOXACTHYECKOEe HCUUCJIe-
HHe quantum stochastic calculus

KBaHTOBHIM KaHaJ CBA3M quantum com-
munication channel

KBAaHTOBHIH CJIyYaWHBIA Hponecc quan-
tum stochastic process

xBapTHab (f) quartile: BeGopounas ~
sample quartile

xerctp (m) KEPSTR (Kolmogorov Equa-
tion Power Series Time Response)

xuGepHeTHKa (f) cybernetics

KHHETHYECKOe YDaBHEHHMe IIepeHOoCca
kinetic transfer equation

KJaacc (m) class: ~ Dapa Baire
class; ~ Bam lanumra van Dantzig
class; ~ Banunxa-Yepponenknca Vapnik—
Chervonenkis class; ~ Jlugnukxa Linnik
class; ~ Ilrelinepa Steiner class; mMuHH-
MaJbHBIH MOJHBIA ~ KpHTepHeB minimal
complete class of tests; MHHOp-3aMKHY THIA
~ minor-closed class; MoHoTOHHRIE ~
MHoXecTB monotone class of sets; noaHsH
~ kpuTepreB complete class of tests; noa-
HbIH ~ cTpaTerni complete class of strate-
gies; CYLUECTBEHHO HOAHBIH ~ KPDHTEDHEB
essentially complete class of tests; sprogsn-
yeckni ~ ergodic set

xanaccuduKkaTop (m) classifier

kytaccudmkanus (f) classification

kaaccudukanmsa Bapa Baire classifica-
tion

quantile: BerGopoynas ~

quantum

KBaHTWIL  KOIOEp 21

KJIaCCHYeCKoe OIpefeJieHHe BepoAT-
HocTH classical definition of probability

xaactep (m) cluster: ~ Haena Eden
cluster; ~-amaamus cluster analysis; ~
-npouenypa cluster procedure; MeTon xaa-
crepupix pasioxeHi method of cluster
expansion

KJaacTepHas Mogenb cluster model

KJacTepHBIH aHanu3 cluster analysis

KJIeHkui MaTpomry sticky matroid

kaetka (f) cell

kauka (f) cligue: aepeso (n) kamk clique
tree; sagaua (f) o kamke clique prob-
lem; pasnoxenme (n) na xaukm clique-
decomposition

xauMmar (m) climate

KJIuMaTHJIecKads HopMma climatic norm

KIMMATHICCKHN BpPeMeHHOH pag cli-
matic time series

KJIMHUYIeCKHe UCIIBITaHuA clinical trials

KOBapHamMOHHAA MaTPHIla covariance
matrix: smMiaHpHYeckad ~ empirical co-
variance matrix

KOoBapHanWoHHasx GYHKIIMA covariance
function

KOBAapHAIlMOHHBIM aHanm3 analysis of
covariance

KOBApPHAITHOHHBIA ONIEPATOP covariance
operator

xoBapmanus (f) covariance: BrGOpPOY-
Hafs ~ sample covariance; rayccosckas
~ Gaussian covariance; ¢yHKOHA 49acT-
HOH koBapwHanuu partial covariance func-
tion

KOrepeHTHas KOHPHrypamus coherent
configuration

KOrepeHTHOCTh (f) coherence: xosgppn-
unent (m) xorepesTHocTH coherence co-
efficient; MHoXxecTBennas ~ multiple co-
herence; crnexkTp (m) KorepeHTHOCTH co-
herence spectrum; yacrmas ~ partial co-
herence

xox (m) code: 6aokoBei ~ block code;
rpynnosoi ~ group code; ganna (f) xo-
aa code length; apeBoBuanpidi ~ tree
code; HCOpaBAAIOIUHA OMHBKH ~ €rror-
correcting code; xackaaHei ~ cascade
code; ~ “smes (f) B awmke” snake-in-the-
box code; annedHbH ApeBoBHAHBIH ~ lin-
ear tree code; anHeHHbIA ~ linear code;
HepaBHoMepHEIH ~ variable-length code;
namats (f) xoaa code memory; mepemen-
HBIH BO BpeMeHH ~ time-varying code; mo-
CTOAHHBIH BO BpemMeHH ~ time-constant
code; pexyppeHTHHIE ~ recurrent code;
pemterdyartsid ~ trellis code; pemreryarnii
annernsii ~ trellis linear code; ceproy-
HbIH ~ convolutional code; ckopocts (f)
kona code rate; uHkaHdeckwH ~ cyclic
code

xogep (m) coder
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xoguposaHue (n) coding, encoding: Be-
poaTHocTHoe ~ probabilistic/stochastic
coding; kBaHTOBoe ~ quantum coding; ~
HMCTOYHHKA C AOHOXHATENLHOH HH(popMa-
uued source encoding with side informa-
tion; ~ HCTOYHHKA COOGLEHHH SOUICE €n-
coding; ~ ¢ noarasasiBanneM cribbing en-
coding; komM6HHaTOpHOE ~ combinatorial
encoding; cayvaiinoe ~ random coding;
yHHBepcaasHoe ~ universal encoding

Xogosas OCJeAOBATEJIBLHOCTH code se-
quence

KofoBoe paccTosaue code distance

kKogoBoe cjoBo code word

KOKCOBCKHM TodeuHEM npounecc Cox
point process

xoneGanue (n) oscillation: amnauTy-
AHO-MOAYJHPOBaHHOE [apMOHHYECKOE ~
amplitude-modulated harmonic oscilla-
tion; ¢pasoBo-Monyanposantoe ~ phase-
modulated oscillation; sacToTHO-MORYAR-
poBanHoe ~ frequency-modulated oscilla-
tion

xoJgeco (n) wheel

KOJIMYecTBeHHAA POGACTHOCTE quanti-
tative robustness

XoaudecTBO (n) HHGOPManUH amount
of information

xoaugecTBo (n) paborul workload

KoJinuHeapHOCTD (f) collinearity

xosutraeanna (f) collineation

KOJIMOTOPOBCKAas AKCHOMAaTHKa Teo-
puu BeposaTHocTedr Kolmogorov’s ax-
iomatics of probability theory

xonpHo (n) ring: 6o¢gonopo ~ Buffon
ring; ~ MHoxecTB ring of sets

xoMOuHaTOpHKa (f) combinatorics

KOMOHHaTOPHAasA MHTErpajbHas reoMe-
Tpus combinatorial integral geometry

KOMOGHHATOPHAA KoHbUrypanus combi-
natorial configuration

KOMOGHHATOPHOE KOOHPOBAaHHE combi-
natorial encoding

KOMOHHATOPHOE TOXIXECTBO combina-
torial identity
KOMOMHaTOpHEIEe WWcJia combinatorial

numbers

KOMOHHATOPHEIM aHasu3 combinatorial
analysis

KOMGHHMPOBAHHEIN KPHTEpHH
bined test

KOMMYHHMKSIMOHHAA CJOXHOCTE COI-
munication complexity

KOMMYTaTHBHOE COOTHOLLIEHHE
mutative relation

KoMmakT (m) compact, compactum: ~
Maprura Martin compactum

xoMuaxTudukanus (f) compactification:
~ Psg-Haiita Ray-Knight compactifica-
tion; ~ ¢asoBoro mpocTpaHCTBa state
space compactification

com-

com-

KOMIIAKTHaA Mepa compact measure

KOMITaKTHOCTH (f) compactness: ~ ce-
MercTBa mep compactness of a family of
measures; c1abas OTHOCHTEAbHAA ~ weak
relative compactness

KOMIISKTHBIH# 3aKOH IIOBTOPHOTIO JIOTa-
pudma compact law of the iterated log-
arithm

KxoMIIeHcaTop (m) compensator: ~ To-
yeyHoro npoiiecca compensator of a point
process

KOMILIEKCHAA AeMORYJIAHS
demodulation

KOMILIEKCHAA HOPpMAaJbHASL CJYJalHas
BesauunHa complex normal random vari-
able

KOMIIJIEKCHRIH TayCCOBCKHH IIpolecc
complex Gaussian process

KoMnosuiua (f) pacnpeneneHmii com-
position of distributions

xoMnoHeHTa (f) component: Brr6opou-
Hble raaBHBIe KOMIOHEHTHI sample princi-
pal components; koMImoHeHTH AMCHEPCHH
variance components; rJIaBHaf ~ Pprinci-
pal component; o6ropasoLIas ~ innova-
tion component

KOMIIOHEHTHHN aHAJIA3
analysis

KOHTPY3HTHOCTS (f) congruence

KOHTDY3HTHEIM resepaTrop (ciydait-
HBIX umMceJ1) congruential generator

KOHeYHas Bapuamms finite variation

KoHeuHast Mepa finite measure

KOHeYHass COBOKYHOHOCTH finite popula-
tion

KoHeyHas Iertb Mapkosa finite Markov
chain

KOHEUHO-aAAUMTHBHAA GYHKOUA MHO-
XecTs finitely additive set function

KoHeuHoe npeoGpa3soBanue ®ypre fi-
nite Fourier transform

KoHeuHOe pa3buenme finite partition

KOHEYHOE CJydailHOoe MHOXECTBO ran-
dom finite set

KOHe4uHoe cocToaHue I'm66ca Gibbs fi-
nite state

KOHEeTTHOMEPHOe pacmpenesieHHe finite-
dimensional distribution

KOHEYHOPA3HOCTHAA AINPOKCHMAIIUIL
finite difference approximation: ~ crtoxa-
CTHYeCKOro AH(P@epeHHaJbHOr0 ypaBHe-
HHa finite difference approximation to a
stochastic differential equation

KOHEeYHBI#i BEPOATHOCTHHIM aBTOMAT
finite probabilistic automaton

KOHEKa (f) conic

KOHKYpHpYIOII#e PHCKH
risks

KOHCepBAaTHBHafA MaTPHIIA conservative
matrix

KOHCTPYKTHBHadA KBAaHTOBas TEOPHA

complex

component

competing



moJus constructive quantum field theory

koHcTpYKDMA (f) OraBm Ogawa con-
struction

koHCeTpyKins (f) Xurcyan—-Ckopoxo-
na Hitsuda—Skorohod construction

KOHTHIyaJbHOCTS (f) contiguity

KOHTHTr'yaJIbHBIE aJbTEPHATHBHEL Con-
tiguous alternatives

KOHTUHYAJNBHBIH MHTerpaJ path inte-
gral

xoHTpAacT (m) contrast

KOHTPpOJUpYyeMas IepeMeHHas
variable

KOHTpOJB (m) inspection, control: ~ ka-
yecTBa quality control; craTHcTHYeckH#
npHeMo4HbIA ~ statistical acceptance in-
spection

KOHTPOJIbHAA KapTa control chart

KOHTYPHOE TIOKpBITHE cyclic covering

KOHYyc (m) cone

KOHOHUTYypanMoOHHKN YacTOTHHHE aHa-
Jgu3  configuration frequency analysis,
CFA

koHburypamus (f) configuration: kore-
peHTHads ~ coherent configuration; kom-
6nHaTopHas ~ combinatorial configura-
tion; ~ BexTopoB vector configuration

koHGIHKT (m) conflict

koH}pIoeHTHOCTS (f) confluence

KOHGMJIIIOeHTHHIM aHanu3 confluent anal-
ysis

KOHUIeBas BepuIMHa end vertex

KoHImeHTpanus (f) concentration: ¢yHk-
uus  (f) KoHumeHTpammm concentration
function

KOOIIepATHBHAA MI'Pa cooperative game

KOpeHb (m) root: raaBHbIf ~ principal
root; ~ cayuainoro gepesa root of a ran-
dom tree

KOpPHe-KOMITaK THas
compact group

KOpHeBas BepIlHHa rooted vertex

KOpHeBoe oToOpaxeHHe rooted map

KOpHeBOM rpa¢d rooted graph

KOpPPeJUpPOBAHHBIC BEJIHIHHEL correlat-
ed variables

xoppesaorpamMa (f) correlogram: Bb6o-
pounas ~ sample correlogram

koppenorpag (m) correlograph

KoppesomeTp (m) correlator

KOPPeJISIAOHHAA 3aBUCHMOCTH
lation dependence

KOppeJAnuoHHaA MaTpHua correlation
matrix

KOpPPeJsSIMoHHaiA Mepa correlation mea-
sure

KoppeJadanuoHHaa Tabauna correlation
table

KOppeJNAlHMOHHAS TeOPHUsA
theory

KOppeJanuoHHas GyHKIUA correlation

active

rpynmna root-

corre-

correlation
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function: o6obiiennas ~ generalized cor-
relation function; cranmonapras ~ sta-
tionary correlation function

KOPPEJIAIMOHHOe HEPABEHCTBO correla-
tion inequality

KOPPeJANHOHHOe OKHO lag window: ~
Bapraerra Bartlett lag window; ~ Ilap-
sena Parzen lag window; ~ Triokn Tukey
lag window

KOppeJALHOHHOe OTHOLIeHHe correla-
tion ratio

KOPpeJsiAoHHOe ypaBHeHHMe correla-
tion equation

KOPpeJANUOHHKH aHamuis correlation

analysis

KOppeJSuyoHHBIM IpueM correlation re-
ception

KOPPEJALMUOHHEIN PYHKIIMOHAJI corre-
lation functional

xoppessauua (f) correlation: anaaus
{m) xaHoHHYeCKHX KoppeasuHH canonical
correlation analysis; HHTerpaabHbIH Mac-
wTab xoppeasuun integral scale of corre-
lation; xaHoHHYeckas ~ canonical corre-
lation; xaHOHHYEeCKHH KO3(QPHUHEHT KOD-
peasnnH canonical correlation coefficient;
Ko3¢hpHuHeRT (M) BHYTPHrPYyHIOBOH KOp-
peasnuu intraclass correlation coefficient;
Ko3¢(ppHUHEHT (m) KOppeaAnHH correla-
tion coeflicient; kosdppuuuent (m) nap-
Hoi koppeasnuu paired correlation coeffi-
cient; koa¢pduuueHT (m) paHroBol Koppe-
asgnn rank correlation coefficient; xoag-
¢unuenT (m) paurosoi xoppenasunn Ilup-
cona Pearson rank correlation coefficient;
KoappHuHenT (M) paHIroBoH KOppeadlHH
Cnnpmera Spearmen rank correlation co-
efficient; kosgpuunenT (m) paHroBoH Kop-
peasonn Kennanna Kendall rank correla-
tion coefficient; xos¢pdpuunent (m) vacr-
HOH koppeasyuu partial correlation coeffi-
cient; kpHBoauHelinas ~ curvilinear cor-
relation; aunednas ~ linear correlation;
JNOXHaA ~ spurious correlation; MakcH-
MaJbHBIH KO(DPHUHEHT KOPpPEJIAUHH TNaX-
imal correlation coefficient; Mexxkaacco-
Bag ~ interclass correlation; maoxecTpen-
HEIH KO3(hpHUHEHT Koppersunn multiple
correlation coefficient; o6o6luennas kop-
peisuHoHHas ¢ynknus generalized corre-
lation function; ogHoponnas H30TponHas
Koppeasu#onnas (yHxuus homogeneous
isotropic correlation function; oaroponnas
KoppeainHoHHas (yHkuus homogeneous
correlation function; orpunatenrHas ~
negative correlation; nomoxuTearnas ~
positive correlation; npomoasHas Koppe-
JasuHonHas @yHkuHs longitudinal correla-
tion function; panropas ~ rank corre-
lation; penefinas xoppenasunoHHas (GyHK-
uns relay correlation function; cepuaas-
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HEIH Ko3(h(pHIHEHT KoppeldaunH serial cor-
relation coefficient; vacrnas xoppessun-
oHHai ¢ynkuHa partial correlation func-
tion

KOCHJIBHO COBEpIIeHHHIH rpad co-
strongly perfect graph

KOCHHOp-aHaJu3 (m) cosinor analysis

Kocoe pasbueHmne skew partition

KOCOH BHMHEPOBCKHH IIpolecc
Wiener process

KOCOH ITMPKYJIAHT skew circulant

KOCOCMMMeTpHYecKasd MaTpHIa skew-
symmetric matrix

KOCOYTOJIbHOEe BpallleHne (GaKTOpHBIX
oce#t oblique rotation of factorial axes

KocmekTp (m) cospectrum

KocOeKTpanbHas IJIOTHOCTE cospectral
density

skew

KocHekTpajgbHasx (PYHKumsa cospectral
function

KoxpoMaTHdeckuil rpad cochromatic
graph

xoaddunmuent (m) coefficient: GHHOMH-
aabHEIH ~ binomial coeflicient; Br6o-
pouHEHE ~ acamMMeTpHH sample coefficient
of skewness; BHIGOPOYHEIN ~ KOppENAUHH
sample correlation coefficient; Bri6opou-
HBIH ~ perpecchH sample regression co-
efficient; BeI6opounbidi ~ skcmecca sam-
ple coefficient of excess; uHpOpMannoH-
HuH ~ xoppeasuns informational corre-
lation coefficient; ~ acummeTpun coeffi-
cient of skewness; ~ Bapmaums variation
coefficient; ~ BuyTpHrpynnosos xoppeas-
uun intraclass correlation coefficient; ~
auppysun diffusion coefficient; ~ 3anepx-
xu delay coefficient; ~ korepeHTHOCTH co-
herence coefficient; ~ xonkoprausn con-
cordance coefficient; ~ xoppeasuun cor-
relation coefficient; ~ Iane Pade coeffi-
cient; ~ mapHoH koppedanuH paired cor-
relation coeflicient; ~ nepegayn trans-
fer coeflicient; ~ panropodi xoppeasunsu
rank correlation coefficient; ~ panrosos
xoppeasnun Ilnpcona Pearson rank cor-
relation coefficient; ~ panrosoi koppeas-
uun Cnupmena Spearmen rank correla-
tion coefficient; ~ panrosodi Koppeasunu
Kennanaa Kendall rank correlation coeffi-
cient; ~ perpeccun regression coeflicient;
~ choca drift coeflicient; ~ coraacosan-
woctu concordance coefficient; ~ coxpa-
Henus s¢ppexTusHocTH efficiency preserva-
tion index; ~ ycHaeHHA gain; ~ YCHJe-
HHA prasTpa gain of a filter; ~ wacTHo#
koppenannu partial correlation coefficient;
~ sxchecca coeflicient of excess; maxch-
MAaJbHLIH ~ Koppeainsn maximal corre-
lation coefficient; mexrpynnoBoi ~ kop-
peasnnn interclass correlation coefficient;
MHOXeCTBEHHEH ~ koppenaanuu multiple

correlation coefficient; noamnOMHAALHEIH
~ multinomial coefficient; cepraapHurd ~
koppeasunn serial correlation coefficient

XKpavHWe 3HAYEeHHsA extremes

KpacHHBII 1ryM red noise

KpaTHOe NepeMelinBaHue multiple mix-
ing

KpaTHHIN BUHePOBCKUHE HHTerpaJ mul-
tiple Wiener integral

KPDaTHBIH CTOXACTHYIECKHH HHTErpaJ
multiple stochastic integral

kpuBaf (f) curve: ~ ansnusa influence
curve; ~ Jlopenua Lorentz curve; ~ pe-
IDECCHH TEEression curve; CkeqacTHYECKad
~ scedastic curve

KpHMBOJHHEHHAaR Koppejianusa curvilin-
ear correlation

KpHBOJHHeHHasa perpeccus curvilinear
regression

KPHMBOJMHEWHLIN HMHTErpaJ
gral

KPHBOJUMHEHHEIR CTOXAaCTHYCCKHY HH-
TerpaJ stochastic line integral

kpupkle ITupcona Pearson curves

xpurntocucreMa (f) cryptosystem

kpuTepuit (m) test, criterion: Cf{a)-
xputepuii Heiimana Neyman C(a)-test;
aCHMITOTHYECKas ROHYCTHMOCTE KDHTe-
pua asymptotic admissibility of a test;
ACHMIOTOTHYECKH GeHeCOBCKHH ~ asymp-
totically Bayes test; acamnToTHYeCKH MH-
HHMakcHHIK ~ asymptotically minimax
test; aCHMITOTHYeCKH HaHGoJee MOLUHLIH
~ asymptotically most powerful test;
acHMIOTOTHYECKH HanboJdee MOIUHEI He-
cMelueHHbIA ~ asymptotically most pow-
erful unbiased test; acummToTHYeCKH He-
cMellleHHBIH ~ asymptotically unbiased
test; ACHMOTOTHYECKH ONTHMAJbLHBIH ~
asymptotically optimal test; acumnTOoTH-
YecKH paBHOMEpDHO HauboJiee MOLUHLIH ~
asymptotically uniformly most powerful
test; acHMOTOTHYeCKHH HeeXT KpHTeE-
pua asymptotic deficiency of a test; 6es-
ecoBckui ~ Bayes test; BexTopHbIE ~
vector test; mBycToponnni ~ CTbiofeH-
Ta two-sided Student test; gByxBHIGOPOY-
HHIH ~ two-sample test; aByxBerGopou-
HbId ~ Baasma—BoasgoBrua two-sample
Wald-Wolfowitz test, runs test; AByxBhI-
6opounnd ~ CThlonenTa two-sample Stu-
dent test; mecpexr xpaTepra deficiency of
a test; momyctHmaui ~ admissible test;
HHBapHaHTHHIH ~ 1invariant test; HHPpOp-
MauHoHHEH ~ Axanke Akaike informa-
tive criterion, AIC; xoM6HHHpOBAHHLIH ~
combined test; ~ amenabuarnoctn Ke-
crena Kesten criterion of amenability; ~
Annepcona-Zapannra Anderson-Darling
test; ~ Ancapu-Bpaman Ansari-Bradley
test; ~ Baprnerra Bartlett test; ~ Bapr-

line inte-



aerra-Illeppe Bartlett—Scheffe test; ~
baraepa—CuupaoBa Butler—Smirnov test;
~ bBuxens Bickel test: ~ Baanga Wald
test: ~ Bam nep Bapaena van der Waer-
den test; ~ Buikokcona (Yuakokcona)
Wilcoxon test; ~ Qa4 npoBepkH MHO-
roMeproi HopMadpHOCTH test for multi-
variate normality; ~ ypéuna-Barcona
Durbin—Watson test; ~ 3HakoB sign test;
~ s3nayumocTH significance test; ~ Kap-
aemana Carleman criterion; ~ Kenys
Quenouille test; ~ Kouamoropopa Kol-
mogorov test; ~ Koamoroposa—CmupHOBa
Kolmogorov—Smirnov test; ~ Kpamepa-
¢pon Muzeca Cramer—-von Mises test; ~
Manna-Yurun Mann-Whitney test; ~
Macce Masset criterion; ~ MHHHMakCHO-
crH minimax criterion; ~ Myna Mood
test; ~ Moaaoyca Mallows criterion; ~ He-
sapucumoctH test of independence; ~ on-
#oponsocTH test of homogeneity; ~ oxH-
naemoro poxoma expected reward crite-
rion; ~ OTHOIIEHHA AHCHEPCHH variance
ratio test; ~ OTHOIUEHHA NPaBAONOHOGHA
likelihood ratio test, LR test; ~ I[lapse-
na Parzen criterion; ~ mepecTaHoBOK per-
mutation test; ~ Ilwrmena Pitman test;
~ IlpoxopoBa Prokhorov criterion; ~ ny-
cteix GuaokoB empty blocks test; ~ ny-
cThix AlHkoB empty cells test; ~ pas-
womeproctn test for uniformity; ~ pan-
aomusannn randomization test; ~ Pao
Rao test; ~ Pernoasaca Reynolds cri-
terion; ~ Penpn Rényi test; ~ cepui
runs test; ~ 3urens—Triokn Siegel-Tukey
test; ~ cummerpun Kynmana Koopman
test of symmetry; ~ CmuproBa Smirnov
test; ~ coraacua goodness-of-fit test; ~
cpeanero poxofa average reward criteri-
on; ~ Creionenta Student test; ~ cym-
mbl paHros rank sum test; ~ cpepuy-
Hoctn test of sphericity; ~ Ywuaxokco-
Ha Wilcoxon test; ~ @umepa—-HpBuHa
Fisher—Irwin test; ~ ®umepa-Hsktnca
Fisher—Yates test; ~ docrepa Foster
criterion; ~ Xenana-Kyunna Hannan—
Quinn criterion; ~ Xepauura Hoefld-
ing test; ~ Xoreaanura Hotelling test;
~ Illlpapua—FPunccanena Schwarz—Rissanen
criterion; ~ Illu6arer Shibata criterion;
~ [llopene Chauvenet test; JHHeHRBIA ~
linear iest: JokaabHO HamboJee MOILLIHBIA
~ locally most powerful test; makca-
MHHHBIH ~ maximin test; MHHHMakKc-
HbIH ~ minimax test; MEHHEMaabHEIH M0J1-
HLIA KJacc kpHTepHeB minimal complete
class of tests; mowmocts (f) crarcra-
yeckoro KpHTepHs power of a statistical
test; Ham6osee MouHbIH ~ most powerful
test; HanboJee CTpOrHH ~ most stringent
test; HemapaMeTpPHYECKHA ~ nonparamet-
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ric test; HEPpAHJAOMH3HPOBAHHbIH ~ TON-
randomized test; HecMelLUeHHbIH ~ un-
biased test; ogwocroponuni ~ Crbioaen-
Ta one-sided Student test; omHocTOpOH-
HHH ~ one-sided test; omepaTHBHas xa-
paKTepHCTHKa kpuTepus operating char-
acteristic of a test; onTHMaJbHBIH ~ Opti-
mal test; oTHocHTeAbHAA 3(PHEKTHBHOCTE
kpuTepHA relative efficiency of a test; mo-
CJAENOBATENLHBIA ~ OTHOIUEHHA BEPOATHO-
cteil /npaBaononobus sequential probabili-
ty ratio test (SPRT); moao6usiii ~ similar
test; moaHbIH Kaacc kpuTepues complete
class of tests; mocrenoBaTedbHbLIH ~ OTHO-
meHHs Apasaononobus sequential proba-
bility ratio test; moYTH HHBapHaHTHBIA ~
almost invariant test; paBHoMepHO Han60-
aee mowlHpii ~ uniformly most powerful
test; pasmep kpuTepHi size of test; pan-
ropord ~ rvank test; paHIZOMA3HPOBaHHBIA
~ randomized test; cepHadbHBIH ~ serial
test; cocTosTeabHBIH ~ consistent test;
cratucruka (f) xpurepus test statistic;
CTAaTHCTHYECKHH ~ statistical test; cyiue-
CTBEHHO MOJHBIH KJaCcC KDHTEPHEB €SSen-
tially complete class of tests; Tounbid ~
exact test; Tounbrd ~ Puinepa Fisher ex-
act test; yposenr (m) xparepus level of
a test; pynknus (f) MOULIHOCTH KDHTEpDHS
power function of a test; xu-xkBaapar (m)
~ chi square test; sHTpONHHHEIA ~ en-
tropy criterion

KPDHUTHYECKas BepPOATHOCTH
probability

KPpHTHYecKad o6JacTh critical region

KPHTHYECKasA TO4Ka critical point

KpuTHYecKan pyHKIHA critical function

KPpHTHYECKH CTATHBAaEMEIHA rpad con-
traction-critical graph

KPHTHYECKMH BeTBAIMHCA IIpollece
critical branching process

KPHTHYECKHH 1o Itsery rpad
critical graph

KPHTHUYECKMH MOKa3aTesdb
ponent

KPHTHUYEeCKHH ypoBeHBb critical level

KpUTHYECKoe 3HaueHHe critical value

Kpocc-mpoBepka (f) cross-validation

KPOCC-CIIEKTPAJILHASA IIJIOTHOCTE Cross-
spectral density

KpOoCC-CIHUPaJbHOCTE (f) cross-helicity

KpYTOBOH 3aKOH circular law

KyGudecku# rpag cubic graph

KyGomn (m) cuboid

KyMyJaaT (m) cumulant: gaxroprais-
Hori ~ factorial cumulant

kymynassTa (f) cumulant

KYMYJAHTHas CHOEKTPAJbHAs IJIOT-
HOCTB cumulant spectral density

KYMYJATHBHAA CHEKTPaJbHAaA ILJIOT-
HOCTHL cumulative spectral density

critical

color-

critical ex-
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KyMYJSTHBHAaAg CHeKTpAJbHas ¢YyHK-
uus cumulative spectral function
KyMYJATHBHEIH cmekTp  cumulative
spectrum

JI
qaar (m) lag

JIaTrpaHXeBO OINHMCAaHHe TYp6yJIeHTHO-
ctu Lagrangian description of turbulence

JaTeHTHadA nepeMeHHas latent variable

JMaTHHCKMM KBaapar Latin square: ~
C orpaHHYeHHBIM HocHTedem Latin square
with restricted support; mHemoansri ~ in-
complete Latin square; oproronaibHsre
JaTHHCkHe kBanpatTel orthogonal Latin
squares; HOJHBIH ~  complete Latin
square; peayuHpoBaHHBIH ~  reduced
Latin square; vacTHunbid ~ partial Latin
square

JaTHHCKHMHA Ky6 Latin cube

JaTHHCKMM noakpagpatT Latin sub-
square

JIATHHCKHH IPAMOYTOJBHUK Latin rect-
angle

Jgepoe pacnpenedenue Ilanbma  left
Palm distribution

JIeBRIM MapKOBCKMH Iponecc left
Markov process

JIEKCHKOT padHIeckoe OTHOILIeHne lex-
icographical relation

Jekcuxorpaduueckmin lexicographic

aemMMa (f) lemma: ~ Bopeas—Kanreain
Borel-Cantelli lemma; ~ Hedmana~
Ilupcona Neyman-Pearson lemma; ~
Kponexepa Kronecker lemma

aec (m) forest: cayyaHHbii ~
forest

JiecTHHYIHasA BeicoTa ladder height

JIeCTHHYIHaA TOUKa ladder point

JlecTHHYHHA uHAekc ladder index

JiecTHHYHRM MoMeHT ladder epoch

suHrBHcTUka (f) linguistics

suneapu3zaums (f) linearization

JIMHeWHas aNnpokcuManus linear ap-
proximation

JimHeWHas runoTesa linear hypothesis

JINHeHHAA MHTEPIOJANHAA linear inter-
polation

JIMHeHHad KoppeJsiys
tion

JMHEUHad oleHKa linear estimator: ~ ¢
HauMmeHbIIeH nucnepcyel linear minimum
variance estimator

JIMHeHHas PaHroBas CTATHCTHKA linear
rank statistic

JIHHeHHas perpeccus linear regression

JIMHeHHas cucTeMa linear system

JuHeHas popma linear form

random

linear correla-

JUHeHHas OGYHKIUA, OOIyCcKalomasd
HEeCMEINeHHYI0 OIeHKY estimable lin-
ear function, I/-estimable linear function

JUHEHHOe TporpaMMHpOBaHHe linear
programming
JIMHeilHOe cToxacTmyeckoe aubde-

PEHOUAJBbHOE YPaBHEHHE linear
stochastic differential equation

JMHEeHHOEe CTOXacTHYeCcKoe napaboJii-
Jeckoe ypaBHeHHe linear stochastic
parabolic equation

JUHEWHLIA NPEeBOBHAHKN KOX
tree code

JMHEHHLIH Kox linear code

JIMHEeHHBIH XpUuTepuit linear test

JIHHEeHHBIH PErpecCHOHHHH 3Kcnepu-
MeHT linear regression experiment

JuHeHbIR GuIALTP linear filter

JIMHeNYaTHIM MAapKOBCKHME Iporecc
Markov linear-wise process

auaAa (f) line, curve: sMmnupmyeckas
~ perpeccuy empirical regression line; ~
OCTaHOBKH stopping line; ~ perpeccun te-
gression line/curve

JorapubMmudeckas QYHKIHA IpaBao-
nozo6us logarithmic likelihood function,
log-likelihood (function)

Jiorapu@MHUYecKd BOTHyTaAs PYHKIUA
log-concave function

Jiorapu(MUYecKH BRINYKJIas GYHKIUA
log-convex function

JOrapMPpMUIECK HOpMaJbHOe (JI0-
THOpMaJIbHOe) pacupefesieHHe log-
normal distribution

JIOTHCTHUYeCKOe paclpeaesieHue logis-
tic distribution

JIOTHCTHYECKOEe YypaBHEHUWE
equation

aoruat (m) logit: ~-anaan3 (m) logit anal-
ysis

linear

logistic

JIOTHOpMAaJIbHadA MoOOeJb lognormal
mode]

JIOXKHAS KOppeJAlus spurious correla-
tion

JIOXKHAJI IePUMOAMYHOCTE Spurious peri-
odicity

JoxHan Tpepora false alarm

JIOKaJbHAA NMpeAeJbHai TeopeMma local
limit theorem

JIOKAJIbHAd TeopeMa BOCCTAHOBJEHHSA
local renewal theorem

JOoKaJdbHasl 3progudeckas Teopema lo-
cal ergodic theorem

JIOKaJIbHO H30TPONHas TYDGYJEHT-
HOCTh locally isotropic turbulence

JIOKAJIBHO M30TPONHOE cJiydalHoe 1o-
Je locally isotropic random field

JIOKAJIbHO HHTErPHUPYEMBIM IIpoIecc
locally integrable process

JIOKaJILHO KoHedHas Mepa locally finite
measure



JIOKAJILHC HauboJsee MOUIHEA KpHTe-
puait locally most powerful test

JIOKAJBHO OOHOPOAHOE CJYJIalHOe II0-
ge locally homogeneous random field

JIOKAJILHO-COBEPIIIEHHAas  pacKpacka
locally-perfect coloring

JIoKasbHOe BpeMs local time

JIOKAJIbHBIM MapTHHraJ local martin-
gale

JI0KOH (m) AHbe3snm witch of Agnesi

M

MarwvyeckMy KBaapaT magic square: ~
Han mojeM magic square over a field

MATHHUTOTHAPOLUHAMUYECKas TypOy-
JICHTHOCTH magnetohydrodynamical
turbulence

MaxopaHTa (f) majorant: HammeHnsIias
sKcleccHBHad ~ minimal excessive majo-
rant

MaKCHMAJLHEIM HHBAPHAHT
invariant

MAKCHMMAJBHBIN K03(PUIHEHT Koppe-
aamuya maximal correlation coefficient

MaKCHMAJLHBIH MEePpMaHEHT maximum
permanent

MaKCHMAJBHBIN HIar pacnpeneJeHUs
span of a distribution

MAKCHMMWHHLIH KPDUTEPHH maximin test

MakcuMyM (m) maximum (pl. maxima)

MaJias Harpyska low traffic

MaJIble CTOXAaCTHYeCKHEe BO3MYILEeHHs
AMHAMHUYECKOH cucTeMHBl small stochas-
tic perturbations of a dynamical system

MaJible ykJjoHeHnsa small deviations

MAJIBIA KAHOHUYECKUH aHcaMOab small
canonical ensembie

MaNdbTY3WaHCKMH mnapamerp Malthu-
sian parameter

MapruHanbHas GYHKIHMA IPaBIOIOLO0-
6ma marginal likelihood function

MaprUHAJBbHOE paclpefeJeHue
ginal distribution

MapKHPOBAHHLIA TOYEYHHIH Iponecc
marked point process

MapKOBCKAafg AHHAMHYECKad HOJYyTPyII-
na Markov dynamical semigroup

MapkoBckas mepa Markov measure

MapKOoBcKas moayrpynna Markov semi-
group

MapKoBckasd cTpaTerus Markov policy/
strategy

MapKOBCKHH MCTOYHHUK Markov source

MapxoBCKMH MoMmeHT Markov/stopping
time: npenckasyembrid ~  predictable
Markov/stopping time

MapkoBckui nporecc Markov process:
~ B mmmpokoMm cmpicie wide-sense Markov

maximal

mar-
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process; ~ BoccraHoBieHHa Markov re-
newal process; ~ HOpHHATHS pelleHHH
Markov decision process; ~ ¢ KOHEYHBIM
MHOXecTBoM cocTosHuiA Markov process
with a finite state space; ~ co cyeTHBIM
yucaoM coctosini Markov process with a
countable/denumerable state space

MapKOBCKOE  pa3MellleHHe  YacTHI
Markov allocation of particles

MapkKoBcKoe cBoMcTBO Markov property

MapKOBCKOE CJy4daiHoe O6JyKIaHue
Markov random walk

MapKoOBcKoe cJaydaiiHoe moJsie Markov
random field

MapTHHraJx (m) martingale: ksanparn-
Yeckas BapHallMs MapTHHraiza quadrat-
ic variation of a martingale; xBaapa-
THYECKAA XaPaKTEPHCTHKA MapTHHIAJA
quadratic characteristic of a martingale;
KBaJlpATHYHO HHTEIDHDYEMBIH ~ square
integrable martingale; sokaapaeri ~ local
martingale; ocTaHoBJaeHHBIH ~ stopped
martingale; npenckasyemas kBaapaTHde-
CKas XapakTEeDHCTHKA MapTHHIaJa pre-
dictable quadratic characteristic of a mar-
tingale; npenackasyemas xapakTEepHCTH-
ka MapruHranaa predictable characteristic
of a martingale; npo6aema mapTHHrag0B
martingale problem; croxacTHyeckni HH-
Terpaj no mapruaraay stochastic integral
with respect to a martingale; yncTo pas-
PBIBHBIA JdokaabHbii ~ purely discontin-
uous local martingale; yncro pasprersrbi
~ purely discontinuous martingale

MapTHHTaJ-pa3sHocTh (f) martingale-
difference

MAapPTHUHTAJLHOE IPeoGpa3oBaHUe mar-
tingale transformation

MADTHHTANBHBIA MeTO[
method

MapHIpy THas MaTpuua/TabHna rout-
ing matrix/table

MaccHuB (m) array

maciuTal (m) scale

MacmiTaGHoe npeoGpazoBaHUe
transformation

MaTeMaTHYecKas CTATHCTHKa mathe-
matical statistics

MaTeMaTH4YecKoe OXHOaHHe eXxpecta-
tion: ycaoBHoe ~ conditional expectation

marpuna (f) matrix:  arsTepHHpYIO-
uiag ~ alternating matnix; BecoBag ~
weight matrix; Bmoame/xopomio o6ycio-
Baennas ~ well conditioned matrix; rayc-
coBckas caydadHas ~ Gaussian random
matrix; aBaxasl croxacTHdyeckas ~ dou-
bly stochastic matrix; HHPHHHTEIHMAaIb-

martingale

scale

Has ~ Infinitesimal matrix; xoBapmanu-
OHHad ~ covariance matrix; koHcepBa-
THBHai ~ conservative matrix; koppe-

JAAUHOHHas ~ correlation matrix; koco-
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cHMMeTpHYeckas ~ skew-symmetric ma-
trix; MapiupyTHas ~ /Ta6.7mua routing
matrix/table; ~ Agamapa Hadamard ma-
trix; ~ miaana design matrix; ~ perpec-
CHH regression matrix; ~ perpeccHOHHOro
skcnepuMenTa matrix of a regression ex-
periment; ~ perpecCHOHHLIX Ko3(p(hHIH-
eHTOB regression matrix; ~ CHabBecTpa
Sylvester matrix; ~ cmexnmoctn adjacen-
cy matrix; ~ Yumapra Wishart matrix;
HOpMaJiH30BaHHas ~ Anamapa normalized
Hadamard matrix; oproronanpnas ~ or-
thogonal matrix; oproronansnas caydas-
nas ~ orthogonal random matrix; nepe-
xogHad ~ transition matrix; moaycroxa-
cTtuyeckas ~ substochastic matrix; panur
{(m) matpuuer rank of a matrix; perpec-
CHOHHaA ~  regression matrix; CHMMe-
TpHYeckas cayvafiHas ~ symmetric ran-
dom matrix; cayyadnas ~ random ma-
trix; crexTpajJbHOe pa3doXeHHe MATPHIE!
spectral decomposition of a matrix; cro-
xacTH4eckas ~ stochastic matrix; cTpyx-
TypHad ~ stucture matrix; TemInuesa
~ Toeplitz matrix; Tpancgpep-MaTpaua
transfer-matrix; ywwrapsas ~ unitary
matrix; yHHTapHag cay4adHas ~ uni-
tary random matrix; ¢pyHaaMeHTANBHAA ~
fundamental matrix; sMmnupHueckas koBa-
pHanHoHHas ~ empirical covariance ma-
trix; spmuToa ~ Hermitian matrix; ap-
MHTOBa cay4ainas ~ Hermitian random
matrix

Marpoup (m) matroid: 6GrunkaHYecKHH
~ bicircular matroid; kxaesikuid ~ sticky
matroid; ~ HOkpeITHA paving matroid; ~
¢akTopos factor matroid; HenpephIBHEIH
~ continuous matroid; opHeHTHpOBaH-
uptif ~ oriented matroid; camMnannAAIL-
Herid ~ simplicial matroid

MaTpoHAHaA CHCTeMa matroidal system

MAaTpPOHJHOE MOKpRITHe matroidal cov-
ering

menuaHa (f) median: Brpi6opouHas ~
sample median; ~ Kemenn Kemeny medi-
an; gpocTpaHCTBeHHas ~ spatial median;
cipeprieckas ~ spherical median

MeOUaHHaA perpeccHsi median regres-
sion

MeOZMAHHO HECMEIIEHHAs OIeHKa Ine-
dian-unbiased estimator

MeXJICHHO MeHsAIoImasca GyHKIus slow-
ly varying function

MeaJieHHoe 3aMupanme slow fading

MeXTPYHOIIOBOH Ko3dpPHIUeHT Koppe-
JanuH interclass correlation coeflicient

MEeXKJIACCOBasA KoppeJsarusa interclass
correlation

Mepa (f) measure: abcomoTHas Hempe-
pbIBHOCTH Mep absolute continuity of mea-
sures; apTomMopduaM (m) mpocTpaHcTBa €

Mepo# automorphism of a measure space;
aToMHYeckad ~ atomic measure; 6apH-
neHTp (m) Mephr barycenter of a mea-
sure; 6ecny4ukosas ~ bundleless measure;
6opexeBckas ~ Borel measure; Bapua-
uns (f) mepnr variation of a measure;
BEKTOpHas ~ Vector Imeasure; BeposT-
HoctHas ~ probability measure; Buue-
poBckas ~ Wiener measure; BHemIHAS
~ outer measure; BHOJHEe aJAHTHBHAA
~ completely additive measure; Bbipo-
XKneHHasd ~ degenerate measure; rayc-
coBckad ~ (Faussian Ineasure; rayccos-
ckas qHAHHApHYeckas ~ (Gaussian cylin-
drical measure; raaakas ~ smooth mea-
sure; AHCKpeTHat ~ discrete measure;
aup@ysnas ~ diffusion measure; au3n-
IOHKTHBIH cliekTPpaabubid T Mep disjoint
spectral type of measures; ZomycTHMBIH
capur mepri admissible shift of a measure;
xopnaHoBa ~ Jordan measure; 3mako-
nepemenHas ~ signed measure, charge;
HAEMIIOTEHTHAS BEPOATHOCTHais ~ idem-
potent probability measure; naemnorent-
Haa ~ idempotent measure; HHBapHAHT-
Has ~ invariant measure; HHpHHHTE3H-
MajdbHas cHcTeMa Mep infinitesimal sys-
tem of measures; HHpopMauHOHHAS ~ in-
formation measure; xBasHHHBapHaHTHaA
~ quasi-invariant measure; KOMIOakTHas
~ compact measure; koMnakTHOCThH (f)
ceMelicrBa Mep compactness of a fami-
ly of measures; komeuynas ~ finite mea-
sure; KoppeJisaHOHHaA ~ correlation mea-
sure; JoKaJabHo KoHe4Has ~ locally finite
measure; MapkoBckai ~ Markov mea-
sure; ~ 6GJAH30CTH proximity measure; ~
bspa Baire measure; ~ BOCCTaHOBJIEHHA
renewal measure; ~ luprxae Dirichlet
measure; ~ HHTeHCHBHOCTH intensity mea-
sure; ~ Hckaxenus distortion measure;
~ Kamn6enna Campbell measure; ~ Jle-
6era Lebesgue measure; ~ Jlebu Lévy
measure; ~ Pesy3za Revuz measure; ~
C OPTOrOHAJbLHBIMH 3HAYEHHIMHM Mmeasure
with orthogonal values; ~ ckaykos jump
measure; ~ Xaapa Haar measure; Mmo-
MeHTHad ~ moment measure; HEaTOMH-
yeckas ~ nonatomic measure; HOpMH-
poBaHas ~ normed measure; HOCHTENb
{m) Mmeper support of a measure; onso-
poadas ~ homogeneous measure; oxuga-
emas ~ Muukobckoro Minkowski expect-
ed measure; onepaTOpHO3HAYHad ~ oper-
ator valued measure; oTHOCHTEeAbHAs KOM-
nmakTHocTh cemedcTBa Mep relative com-
pactness of a family of measures; maoc-
KO KOHHEHTDHDOBAHHOE CEMEHCTBO Bepo-
atrocTHeix Mep flatly concentrated family
of probability measures; ngornas ~ tight
measure; HJIOTHOe ceMeHcTBO Mep tight



family of measures; moanas ~ complete
measure; HonoaHeHHe (n) Mepel comple-
tion of a measure; npomoJkeHHe (n) Mepsr
extension of a measure; npoeKkTHBHad CH-
cTeMa Mep projective system of measures;
npoussegenne (n) mep product measure;
npoctpafcTBo (n) ¢ Mepoi measure space;
nyacconoBckas ~ Poisson measure; pazgo-
HoBa ~ Radon measure; BuyTpenne xom-
nakrtao peryaipnas ~ Radon measure;
pasneaenHoe cemelcreo mep disjoint fam-
ily of measures; pacceznnas ~ diffuse
measure; peryispHas ~ regular measure;
ceTs (f) mep net of measures; cHHryaIsp-
Had ~ singular measure; CHHIyJAspHas
KoMioHeHTa MephI singular component of
a measure; CHHLYJAIpHOCTS (f) Mep singu-
larity of measures; ckaJsipHO BBIPOXZIEH-
Has ~ scalarly degenerate measure; cra-
60 koMmakTHas ceTh mep weakly compact
net of measures; ciay4Ya#Has BEPOATHOCT-
Has ~ random probability measure; cay-
yairas ~ random measure; cOBepUIEH-
Hasg ~ perfect measure; cnekTpajibHas ~
spectral measure; cnekTpadbHas MOMEHT-
Has ~ spectral moment measure; cpatie-
e (n) Mep splicing of measures; cTans-
OHapHad ~ stationary measure; cToXa-
cTHyeckas ~ stochastic measure; croxa-
CTHYECKHH HHTErpaJ [0 MapTHHIaJbHOH
Mepe stochastic integral with respect to a
martingale measure; cToxacTHyeckHH HH-
TerpaJj 0o ciay4adHoH Mepe stochastic in-
tegral with respect to a random measure;
cxonuMocTs (f) mo Mepe convergence in
measure; CYHTaloIlas ~ counting mea-
sure; HHAHHApHIeCKad ~ cylindrical mea-
sure; SBOJIONHOHHPYIOLAA CNEKTpaJdbHasi
~ evolutionary spectral measure; sxkBHBa-
JeHTHEIe Mephl equivalent measures; axc-
HecCHBHad ~ excessive measure; 3JEMCH-
TapHad ~ elementary measure; 3MIHpH-
yeckas ~ empirical measure; smaomop-
¢u3m (m) npoctpaHcTBa ¢ Mmepoi endo-
morphism of a measure space

MecTHOCTH (f) terrain

merka (f) label, score

Meton (m) method: apanTuBHBE ~
adaptive method; acuMnTOTHYECKHH ~
asymptotic method; Bcex perpeccust ~
all possible regressions method; Bbi6o-
pounslH ~ sampling method; auckper-
HEIH aproaHideckHd ~  discrete ergod-
ic method; aucnepcuonnrri ~ Jlunnuka
Linnik dispersion method; snakopbrii ~
KoppeJAHHOHHOro aHaJjn3a sign method
of the correlation analysis; MapTuHrajs-
HBIA ~  martingale method; ~ awTa-
TeTHYHBIX NepeMeHHBIX antithetic vari-
ate method; ~ Bepra Burg method; ~
“eamxanmero cocena” nearest-neighbor
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method; ~ baskmana—Trioxn Blackman-
Tukey method; ~ Bokca-/xenxnnca
Box—Jenkins method; ~ Boxca—Yniacona
Box-Wilson method; ~ Bpayna Brown’s
method; ~ 6yTcTpena bootstrap method;
~ BeTBeH H BEPOATHOCTHHIX TpaHHI
branch and probability bound method;
~ BSBELIECHHBLIX HAHMEHBLIIHX KBAaAPaTOB
weighted least squares method; ~ Bu-
norpana Winograd method; ~ Bxaode-
HHi H HcKalodeHHs inclusion-exclusion
method; ~ Bosmyiuenni perturbations
method; ~ BeraeToB method of residues;
~ rapMoHHWYeckoro pasjoxenus method
of harmonic decomposition; ~ T@aycca-
Hrrotona Gauss—Newton method; ~ nna-
rpamm diagram method; ~ gomoanuTens-
HBIX NepeMeHHEIX supplementary vari-
ables method; ~ Hckarouerna exclusion
method; ~ Kaamana-Bbrioch Kalman-
Bucy method; ~ kaacreprrix pasioxe-
auA method of cluster expansion; ~
xomnozuund method of compositions; ~
KpyTOro BOCXOXIE€HHA steepest ascent
method; ~ Jlanaaca Laplace method;
~ Jlesenbepra—Mapksapara Levenberg—
Marquardt method; ~ Makcamansho-
ro npapaonogobus maximum likelihood
method; ~ MakcHMaJbrHOH MaCcCBI MaXx-
imum mass method; ~ MHEHHMaIbHOrOG
pacctosuss minimum distance method;
~ moMenToB moment method; ~ MonTte-
Kapao Monte Carlo method; ~ HanmeHs-
mux kBaapaToB least squares method; ~
HaHMEHBIIHX KBaAPATOB C Ol DAHHYECHHS-
MmH constrained least squares method; ~
HakomaeHHs scoring method; ~ makomren-
HbIx cymm cusum method; ~ HroTona—
Pagcona Newton-Raphson method; ~ 06-
HopaeHuH renovations method; ~ o6par-
HbIX ¢pyHkumi inverse distribution func-
tion method; ~ onHOro BepoATHOCT-
Horo mpocrpaHcTBa common probabili-
ty space method; ~ or6pacriBaHHA re-
jection method; ~ nepemenHbIx pasHO-
cred variate-difference method; ~ mno-
xoaeru# method of generations; ~ pe-
mera method of sieves; ~ cemMHHHBa-
pHaHTOB semi-invariant method; ~ cxa-
Tus shrinkage method; ~ cammerpusa-
nuH symmetrization method; ~ ckaanuo-
ro Hoxa jackknife method; ~ cxkaeuBanns
coupling method; ~ ckoabsiiero cpenne-
ro moving average method; ~ caoucroi
BeI6opkH stratified sampling method; ~
cmemuBanus confound method; ~ craTu-
CTHYECKHX HCHBITaHHH statistical simula-
tions method; ~ croaxmopenns collisions
method; ~ Taryrr Taguchi method; ~
ycedenus truncation method; ~ ¢pakropn-
sanuH factorization method; ~ Popcaita
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Forsythe method; ~ k-cpeanux k-means
method; MHHHMaabHBEIX Hemed H paspe-
30B ~ minimal paths and cuts method;
NOCAENOBATENbHEIA CHMILIEKCHBIH ~  Se-
quential simplex method; pexyppenTHbIi
~ HaHMeHBUIHX KBaIpaToB recursive least
squares method; peaedinbiii ~ onpege-
JEeHHA KODpeIAUHOHHEX ¢GyHkuud relay
method of correlation analysis; cummuexc-
HpIH ~ simplex method

MeTrpHuKa (f) metric: BepoATHOCTHaA ~
probabilistic metric; naeanpnas ~ ideal
metric; HHagHkaTOpHas ~ indicator met-
ric; ~ Hanan Dudley metric; ~ Kanro-
porya Kantorovich metric; ~ Ku-QPana
Ky Fan metric; ~ Koamoroposa Kol-
mogorov metric; ~ Jlen Lévy metric;
~ Jlesn—Ilpoxoposa Lévy—Prokhorov met-
ric; ~ OpHcrelina Ornstein metric; ~
IIpoxoposa Prokhorov metric; ~ Popre-
Mypre Fortet—Mourier metric; ~ Xemruns-
repa Hellinger metric; MHHHMaabHag ~
minimal metric; apoctas ~ simple met-
Tic; IPOTOMHHHMaJbHas ~ protominimal
metric; paBHomepHas ~ uniform metric;
PHMaHOBa HH(popManHoHHad ~ Riemann
information metric; cpensas ~ mean met-
ric

MeTpH4YecKasd TPaH3ATHBHOCTB metric
transitivity

MeTpHYecKas SHTPONHA metric entropy

MeTpHYeCKHH n30MOopdH3M metric iso-
morphism

MeTpHYecKHH HHBAPDUAHT
variant

MeTPHYeCKHH HOAXon metric approach

MexaHuka (f) mechanics: BoanoBas ~
wave mechanics; kBanTOBax ~ quan-
tum mechanics; HepaBHOBECHad CTATHCTH-
yeckas ~ mnonequilibrium statistical me-
chanics; paBHOBeCHas CTaTHCTHYECKad ~
equilibrium statistical mechanics; crarn-
cTHyeckas ~ statistical mechanics

MedyeHas dacTuna tagged particle

MeDIAIOIUM IIapaMeTp huisance param-
eter

murpanus (f) migration

MHKPOKaHOHHIECKOe pacnpefejieHue
microcanonical distribution

MmHEMaKC (m) minimax

MWHHMMAKCHAfA OIlEHKAa minimax estima-
tor

MHHHMMAaKCHas CTpaTerus
strategy

MWHHEMAaKCHOe pemmeHwe minimax deci-
sion

MHHHMAKCHEII KPHTEpHAHA minimax test

MHMHHEMAKCHEIM IIOAXO4 minimax ap-
proach

MUHUMAKCHBIM PHCK minimax risk

MHHHMAJbHAA HOCTATOIHAA CTaTH-

metric in-

minimax

cTuka minimal sufficient statistic

MHMHHMAJBHAA MEeTPHKa minimal metric

MMHHMaJbHAS pergalomas G(yHKIUS
minimal decision function

MHHAMANBLHAA 53KCHECCHBHad MaxkKo-
paTa minimal excessive majorant

MHHHMaJbHAA 3KCIIECCHUBHAN GYHKOHSL
minimal excessive function

MEIHAMAJBHOE OCTOBHOE JepeBo mini-
mum spanning tree

MHHAMAJIBHEMN MOJHBIA KJIACC KPHTe-
pHeB minimal complete class of tests

MHHUMAJBHEIA paspe3 minimum cut

MHEHMMAJLHEIX Ierell X paspeson Me-
Tox (m) minimum paths and cuts
method

MuHOp (m) minor:
forbidden minor;
minor-closed class

MJIaJieHJecKasd CMepTHOCTH infant mor-
tality

MHOTrOBEPIIVHHOE pacupeiejieHue mul-
timodal distribution

MHOTOBXOA0BAaA TaGJINLA COMPAXKCHHO-
cT multiway contingency table

MHOTOBRIGOpPOYHaA IIpobJeMa
sample problem

MHOororpaHHEK (m) polyhedron (pl. poly-
hedra), polytope: BnHCHIBaeMBIA ~ in-
scribable polytope

MHOTOOOJILHEIM rpad multipartite graph

MHOTOKAaHAaJIbHAaA CcHUCcTeMa o0ciyXu-
Banusa multichannel/multiserver queue-
ing system

MHOroKackazHas cHcTeMa OGCIIyXH-
BaHus multicascade queueing system

MHOIOKOMIIOHEHTHHIH HMCTOYHHK mul-
ticomponent source

MHOTOKOMIOHEHTHHM KaHasd multiter-
minal channel

MHOTOJHHeWHad cHcTeMa o6CIyXuBa-
Hus multiserver/multichannel queueing
system

MHOTOMepHas NJAOTHOCTH multivariate
density

MHOrOMEpHasf yHUMOLAJBLHOCTE multi-
variate unimodality

MHOTOMEpHOE GeTa-pacupeleseHne
multivariate beta distribution

MHOTOMEpPHOE HODMAJIbHOE paclpene-
Jienme multivariate normal distribution

MHOTOMEPHOE pacnpefejeHHe multi-
variate distribution

MHOTOMEpHoe cJydaiiHoe 6GJIyXKIaHHe
multidimensional random walk

MHOTOMepHOe IIKajdapoBaHHe multidi-
mensional scaling, MDS

MHOTOMEDHBIM AHAJIA3
analysis

MHOTOMEPHHIY BHHEPOBCKHI mpoHecc
multidimensional Wiener process

3anpelleHHbIH ~
~ -3aMKHYTHIH KJacC

multi-

multivariate



MHOrOMEpPHEIX QHUCIEePCHOHHLIN aHa-
Jius  multivariate analysis of variance,
MANOVA

MHOTOMEpHHU mporlecc 6POYHOBCKOro
oBHakKeHus multivariate Brownian mo-
tion process

MHOTOMEPHEI# CTaTUCTHYeCKHH aHa-
a3 multivariate statistical analysis

MHorooGpasue (n) manifold

MHOroapaMeTpryeckui npomnecc 6po-
YHOBCKOTO ABMXeHHA multiparameter
Brownian motion process

MHOTOIPOAYKTOBHIE MOoTOK multicom-
modity flow

MHOTOCTOPOHHUE cpaBHeHMA multilat-
eral comparisons

MHOrOCTOPOHHME KaHay multiway chan-
nel

MHOroyroJasHHMK (m) polygon: pa3bue-
une (n) muoroyroasnuka dissection of a
polygon
MHOXeCTBeHHas KOrepeHTHOCTH mul-
tiple coherence

MHOJXeCTBeHHasa perpeccus multiple re-
gression

MHOXECTBEHHO€ MHOINOMEpHoe IIIKa-
JsgupoBaume multiple multidimensional
scaling, MMDS

MHOXECTBEHHHIE cpaBHeHHA multiple
comparisons

MHOXECTBEeHHHH gocTyn multiple ac-
cess: kxaHaJa (m) MHOXeCTBEHHOro HOCTY-
na multiple access channel; cayvafinbni ~
random multiple access
MHOXCCTBCHHLIA KO03PPHUIHCHT KOp-
peasmun multiple correlation coefficient
MHOXECTBEHHKH IIapHHD multiple
Joint

MHOXecTBO (n) set: aare6pa (f) muo-
xects algebra of sets; aare6pa (f) un-
JHHApHYECKHX MHOXecTB algebra of cylin-
ders; 6esrpaHHYHO JeaHMoe CcaydaHHoe
~ infinitely divisible random set; 6unpe-
¢ukcHoe ~ biprefix set; 6mokmpyoiuee
~ blocking set; 6opeaeBckoe ~ Borel
set; rayccoBckoe caydainoe ~ Gaussian
random set; me6roT (m) MHOXecTBa de-
but of a set; moBepmTenbnoe ~ confi-
dence set; momumupywooilee ~ dominat-
ing set; xanamoe ~ greedy set; HIMepH-
Moe ~ measurable set; H3oTponHoe ciay-
yafHoe ~ isotropic random set; koabno
{n) mHOXecTB ring of sets; KoHeuHOE cay-
yainoe ~ random finite set; ~ nmaamos
Ilapeto Pareto set of designs; moroTOH-
HbIA kaacc MHoxecTs monotone class of
SetS; HaunboJgaee CCJICKTHBHOC/TO'IHOC JAoBe-
pHTenbHoe ~ most selective confidence
set; HampaBjeHHoe ~ directed set; He-
H3MepHMoe ~ nonmeasurable set; Hecme-
LIeHHOe AOBepHTeldbHoe ~ unbiased con-
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fidence set; Heyerkoe ~ fuzzy set; onuuo-
HaabHoe ~ optional set; opromonyasproe
YacTHYHO yHopAzodyeHHoe ~ orthomod-
ular poset; OTHOCHTEIEHO KOMIAKTHOE ~
relatively compact set; moasproe ~ po-
lar set; npenckaszyemoe ~ predictable set;
npenebpexumoe ~ negligible set; mpe-
¢uxcHoe ~ prefix set; pasHocTHOoe ~ dif-
ference set; paspexennoe ~ thin set; pe-
ryasproe ~ rtegular set; cBasHOe ~ con-
nected set; cayvyaidHoe BHIIyKJOe ~ Tan-
dom convex set; caydyadHoe 3aMKHyTOE ~
random closed set; cayualinoe xoMmaxT-
Hoe ~ random compact set; caydyaiHoe
oTkpBeITOE ~ tandom open set; cnpasoy-
Hoe ~ rteference set; cranmonaproe ciay-
yafiHoe ~ stationary random set; TOH-
koe ~ thin set; ypaBHOBemIHBalolllee ~
balancing set; ycrodiunBoe ~ stable set;
ycToH4HBOe cayyainoe ~ stable random
set; YacTHYHO yHOpiAAoYeHHoe ~ poset
(partially ordered set); sremenTaproe ~
elementary set

MHoXHTeNdb (m) factor: ~ Jlarpasxa La-
grange multiplier; marossrif ~ step factor

MHOXHTENBHAsA OIeHKa GYHKIIHH pac-
npenesieHus product-limit estimator

moga (f) mode: ~ /Bepminna pacnpeneie-
#ug mode of a distribution

MOOAJILHO HeCMeIeHHasd OeHKa mode-
unbiased estimator

MogesupoBaune (n)/uMuaTanus (f) sim-
ulation

momesit (f) model: amamTHBHAZ ~ ad-
ditive model; anTH(peppomarunTHas ~
antiferromagnetic model; 6nanneiinas ~
BpeMeHHoro psga bilinear time series
model; 6openesckas ~ Borel model; 6yae-
Ba ~ Boolean model; ropusont (m) mozne-
au horizon of a model; aByxpakTopras ~
two-way model; auckpumunanTHas ~ dis-
criminant model; wepapxaveckas ~ hier-
archical model; xann6posounas ~ gauge
model; kavecTBeHHas YCTOHYHBOCTH CTO-
XacTHYeCKHX Mogelded qualitative stabili-
ty of stochastic models; xBagpaTuyHo cba-
JaHcHpoBaHHas ~ square-balanced mod-
el; knacrepnas ~ cluster model; aornop-
maabHas ~ lognormal model; ~ [eji-
senbepra Heisenberg model; ~ 3anacos
inventory model; ~ Hsnnra Ising mod-
el; ~ komkypenuu# competition model;
~ ITapero Pareto model; ~ mepekaioua-
ouleHca perpeccn switching regression
model; ~ nyswiprkoe bubble model; ~
pacnpenenenasix aaros distributed lags
model; ~ ¢ ¢puxcapoBannbIME 3¢ppexkTamu
fixed-effects model; ~ cpazer bond mod-
el; ~ ckod3siero cpeadero moving aver-
age model; ~ co cayvainbiMe sppexkTamu
random-effects model; ~ co cmemanner-
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mu s¢ppexTamu mixed effects model; ~ ys-
Jos site model; ~ Xnrrca Higgs model; ~
Xoasta—Yunrepca Holt-Winters model;
~ Djinmreidna—Cmoayxobckoro Einstein—
Smoluchowski model; Heiiponnas ~ neu-
ronal model; HeamnedHas ~ nonlinear
model; o6mas annedinas ~ general lin-
ear model; ogHOPakTOpHAE ~ oOne-way
model; opauHapras ~ ordinary model;
napameTpHieckas ~ parametric model;
moporoBas ~ threshold model; moporo-
Bas ~ Bpementoro pipga threshold time se-
ries model; paBroBecHas ~ steady-state
model; perpeccHorras ~ regression mod-
el; pemrervaras ~ lattice model; ceson-
Had ~ seasonal model; cesonnas ~ Xap-
pucona seasonal Harrison model; cemuna-
pameTpHYeckad ~ semiparametric model;
cMemanHas ~ mixed model; cmemannas
~ ABTOPErPECCHA — CKOJAB3ALIEr0 CPEMHE-
ro autoregressive — moving average mod-
el; cratucruueckas ~ statistical mod-
el; croxacTtHweckas ~ stochastic mod-
el; ypropas ~ urn model; yproBas ~
Ilosia Pélya’s urn model; ¢akTopsansnas
~ factorial model; ¢peppomaruuTHAs ~
ferromagnetic model; nena (f) monenn val-
ue of a model; axcnowenumaibnas aBTO-
perpeccHonHad ~ exponential autoregres-
sive model

MogudunupoBaHHas byukuHs Becce-
Jas modified Bessel function

MOAYJIAPOBAaHHEIM curHan modulated
signal

Monysae (m) HenpeprBaOocTH modulus
of continuity

MOOoYJAPHBIA paspe3 modular cut

monynsiusa (f) modulation: ammanTya-
Has ~ amplitude modulation; yraosas
~ angular modulation; ¢a3zoBas ~ phase
modulation; ungposas ~ digital mod-
ulation; wacrotrnas ~ frequency mod-
ulation; mMpoTHO-uMOyAbCHas ~ pulse
width modulation

mozamka (f) tessellation: ~ Bopororo
Voronoi tessellation; caywaiimas ~ ran-
dom tessellation

MoJIofeoLlee pacupenesaesue beneficial
aging distribution

MoMeHT (m) moment; time (BpeMenn):
abcoaroTHbIA ~ absolute moment; Bor-
6opouHbti ~  sample moment; JecT-
Huanprtd ~ ladder epoch; Mmapkosckui
~  Markov/stopping time; meron (m)
moMenToB moment method; ~ mocTH-
XeHHa/MpoxoXNeHHd passage time; ~
AOCTHXEHHA /TPOXOXKIEHHA YDOBHA Ppas-
sage time of a level; ~ o6prrsa killing
time; ~ ocranoBkd stopping time; ~
nmepBoro BosppailienHs first return time;
~ HepBoro MOCTHXeHHA/nomajnanua first

arrival time; ~ mepsoro mocTwxenus/
monaganus/nepecevenns first passage
time, hitting time; ~ nepeckoxa/mepece-
YyeHHA/ROCTHXEHHA Crossing time; ~ pas-
adanku change point; ~ peremepaunmn re-
generation time; ~ ckauka time of a jump;
ONTHMAaJbHEIHA ~ ocTaHoBkH optimal stop-
ping time; npeinckasyeMeid ~ OCTaHOB-
k# predictable stopping time; nmpobiae-
Ma (f) momenToB moment problem; npo-
H3Bo#ALIas (PYHKHHA MOMEHTOB moment
generating function; ncesgomMomenT {m)
pseudo-moment; paciuenasomui ~ split-
ting time; cMemanupd ~ mixed moment;
cnekTpauabHbH ~ spectral moment; cre-
nenHas npobleMa MOMEHTOB POWEr mo-
ment problem; ¢axTopraabubii ~ fac-
torial moment; HeHTpadbLHBIH ~  cen-
tral moment; HeHTpaJbHBIH CMeIIaHHBIH
~ central mixed moment; sMnupHYecK it
~ empirical moment

MOMEHTHasg Mepa moment measure

MOMEHTHAaiA CHeKTpalbHai MJIOTHOCTH
moment spectrum density

MOMEHTHOE HepaBeHCTBO moment in-
equality

MOMEHTHEIM CHeKTP moment spectrum

MoHeTa (f) coin: 6pocaHne MOHETHI coin
tossing; ¢aapmnBas ~ counterfeit/false
coin

monoM (m) Buka Wick monomial

MOHOTOHHOE OTHOIICHHE IPaBAOHONO-
6msa monotone likelihood ratio

MOHOTOHHOE pacrnpefeseHue monotone
distribution

MOHOTOHHEIX monotone

MOHOTOHHHEIN MHBApHMaHT monotone in-
variant

MOHOTOHHBIA KJIacC MHOXECTB Inono-
tone class of sets

MocToBOH rpad bridged graph

MOIDHOCTH (f) power: ~ CTaTACTHYe-
ckoro kpHTepHa power of a statistical
test; ornbarouiads ¢pyHKIHH MOUIHOCTH €n-
velope of a power function; ocpeaneHHbIid
cnexTp momiHocTH averaged power spec-
trum; crexTp {m) MOLIHOCTH power spec-
trum; ¢yrxuus (f) MoLIHOCTH kpHTEpHA
power function of a test; snTponninas ~
entropy power

mynsTurpad (m) multigraph

MyabTuAepeno (n) multitree: #3ocmek-
TpaanHoe ~ isospectral multitree

MYJIbTHKOJLANHEAPHOCTE  (f)
collinearity

MYJbTHMHOXeCTBO (n) multiset

MYJIbTHMOTAJBHOE pacupegeJaeHyue
multimodal distribution

MYJbTUNJIHKATUBHAA GyHKIMAA multi-
plicative function

MYJbTHILIHKATABHAAL

multi-

3proguaeckKas
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TeopeMa multiplicative ergodic theorem
MYJLTHINIMKATHBHBIN  PYHKIIMOHAJ
multiplicative functional

H

HabmonaeMmas (f) observable: auare6pa
(f) xBasuaokanpubix HabaonaeMbix alge-
bra of quasi-local observables; aareépa (f)
Habaionaembrx algebra of observables; mo-
noanuTEAbHAs ~ complementary observ-
able; HecoBMecTHMble Habalogaemsbie in-
compatible observables; coBMecTHMEIE Ha-
6atonaemule compatible observables

HaGnogaeMH# pasMep (KpUTepH#)
attained size

HabaoxeHEne (n) observation: BeLaexso-
weecs ~ (Bbibpoc) outlier; ouennBanme
(n) mo HabaonernsM estimation from ob-
servations; nponasuiee ~ missing obser-
vation

Harpy>XeHHas CcHcTeMa OOGCIYXKUBa-
HUA queueing system in heavy traffic

HagexHocTs (f) reliability: onTumusa-
nus (f) Hagexsoctu reliability optimiza-
tion; mokasateasr {m) HaaexHnocTH relia-
bility index; Teopus (f) nHazexsocrs theo-
ry of reliability; ¢pynkuns (f) nanexuoctu
reliability function

HaJKPMTHYECKMH BeTBAIHHUCI MOpo-
mecc supercritical branching process

HauGoJiee MOIIHBIA KPHUTEPHH most
powerful test

HauboJiee CeJIeKTHUBHOe/ TOYHOE NoBe-
PHTEJbHOE MHOXKeCTBO most selective
confidence set

HauGoJee CTPOTHN KpPpHUTEpHH
stringent test

HanboJabsline obiue noarpadbr great-
est common subgraphs

HAaMJYUIIas AaCHMITOTHYIECKH HOD-
MaJbHAaA ONmEHKa best asymptotically
normal estimator, BAN estimator

HaWJIyduIas MHBAPDHAHTHAA OLEHKAa
best invariant estimator

HamJIydinas JIMHeMHAas HeCMeIleHHas
oneHKa best linear unbiased estimator,
BLUE

HauMeHee OJIATONPHUATHOE paclpene-
Jenue least favorable distribution

HAMMEHBIIAA 3KCIECCUBHAA MaXopaH-
Ta minimal excessive majorant

HauXy[allee pacmpejgejeHue worst dis-
tribution

HakJOH (m) mo Baxamypy Bahadur
slope

HaJIOXKeHHe (n) 4acTOT aliasing

HanpaBJIeHHOe XXHUBOTHoe directed ani-
mal

most

HanpapJieHHOe MHOXecTBO directed set

Hanpasasomasn (f) directrix

HaIpaBJAIONas CTpaTerus
policy

Hanpsikenue (n) PeitHonbsaca Reynolds
stress

steering

HacJeqcTBeHHas cucTeMa hereditary
system
HacJIeICTBEHHO MOOYJAPHEIE rpad

hereditary modular graph

HacJaencTBeHHOCTH (f) heritability

HACBHIIICHHHIN NyaH saturated design

HaT (m) nat

HayaJIbHOE pachpenesienue initial dis-
tribution

HeaTOMHYecKas Mepa nonatomic mea-
sure

HeaTOMHYecKoe pacIpefeJieHHe non-
atomic distribution

HeBO3BpaTHax menbk MapkoBa transient
Markov chain

HEBO3BPATHOE COCTOAHHE
state

HEBO3MOXoe COGHITHe impossible event

HEBBIPOXEHHOE paclpefesIeHHe Nnon-
degenerate distribution

HeraM#JbTOHOB rpad non-Hamiltonian
graph

Hexe3aproBa MJIOCKOCTH non-Desargue-
sian plane

HeJlonycTAMas orneHka inadmissible es-
timator

Henockok (m) defect

HeJOCTHXXMMasig rpaHMia unattainable
boundary

He3aBHCHMOe MNOPOpPEKMBaHHME Toded-
HOTrO npouecca independent thinning of
a point process

HezaBMcHMMOCTH (f) independence: B3a-
#MHad ~ mutual independence; kpute-
prii (m) nesaBucumocTH test of indepen-
dence; momapras ~  pairwise indepen-
dence; craTtHcTHYeckas ~ statistical in-
dependence; croxacTuyeckas ~ stochas-
tic independence

He3aBHCHMBIe HcIOBITaHUA independent
trials

HE3aBHCHUMEIE CJIyYaWHBIE BeJHYIHHE
independent random variables

He3aBHCHMEIe cOORITHs independent
events

He3aBUCHUMBIE CIOEKTPAJLHbIE THIIEI
independent spectral types

HeM3MepuMoe MHOXEeCTBO Nonmeasur-
able set

HeHpoHHaA MogeJsis neuronal model

HelpoHHAadA ceTh neurol network

HEKOMMYTATHUBHAA TEOPHA BEpPOATHO-
cTer noncommutative probability theory

HEeKOONepaTHBHAA Mrpa noncooperative
game

transient
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HeJHHeHHas Moaesis nonlinear model

HeJIMHeMHas olleHKa nonlinear estimator

HeJMHeliHafg perpeccHs nonlinear re-
gression

HeJIMHeWHas TEOPHSA BOCCTAHOBJICHHS
nonlinear renewal theory

HelmHeHad GUABTPANUA CIYYaUHOTO
nporecca nonlinear filtering of a random
process

HeJIMHEeVMHAA PUAbTPALMA CHYIaARHEIX
nponeccoB nonlinear filtering of random
processes

HeNMuHelHOe NPOTHO3MPOBaHHUE CJY-
YaitHOro nponecca nonlinear prediction
of a random process

HeJIHHeHHOoe OpPOoTrPaMMHPOBAHME NOD-
linear programming

HesuHellHoe ypaBHeHMe nonlinear equa-
tion

HEJIMHEeMHBIN perpeccuoHHBI 3KCIIe-
pHEMeHT nonlinear regression experiment

HeMapKOBCKHAH mporecc non-Markovian
process

Heo6XoaAuMas TOIOJOTHA
topology

HEOrPaHHYEHHOEe CJydaiHoe GJayxaa-
Hue unbounded random walk

HeofHOpoAHasA nens MapkoBa non-
homogeneous Markov chain

HeomHOpOAHOCTSH (f) heterogeneity

HEeOpHEeHTHUPOBaHHLIMK rpad undirected
graph

HeoTpHUHaTeJbHO olpefiesieHHad GyHK-
mmA positive semidefinite function

HemapaMeTpHUeckas OIEHKAa non-
parametric estimator

HemmapaMeTpHdYecKas ONeHKa IIOTHO-
cTH nonparametric density estimator

HemapaMeTpHYecKas ONEHKa CHIeK-
TPaJNIbHOH IUIOTHOCTHM nonparametric
estimator of spectral density

HelmapaMeTpH4YecKasd HPOBepPKa CHIIO-
Tes nonparametric hypotheses testing

HellapaMeTpHudeckue CTATHCTHIeCKHe
BHIBOOEI nonparametric inference

HellapaMeTpUYecKUd JUCKPAMWHAHT-
HEIM aHaJgu3 nonparametric discrimi-
nant analysis

HellapaMeTpHMYecKHH KpHUTePHH non-
parametric test

HelfapaMeTPHYECKHH pPerpecCHOHHBIN
aHaJiM3 nonparametric regression anal-
ysis

HeIapaMeTpHYecKoe OeHHBAHHE NON-
parametric estimation: ~ MIOTHOCTH Be-
poATHOCTeH nonparametric estimation of
probability density

Hernepecekamomuecs pebpa
edges

HenepHonuJeckas uenb Mapkosa ape-
riodic Markov chain

necessary

disjoint

HenepHofMYecKoe COCTOSHHE IenHu
MapxkoBa aperiodic state of a Markov
chain
HenogBHXKHas Touka fixed point
HemoJsiHas raMMa-byHKIEA Incomplete
gamma function
HernoaHas MHpopMarusa incomplete in-
formation
HENIOJNHOOOCTYIHAA CHCTeMa OoG6CJy-
xuBaHua partially available queueing
system
HenoJHHe JaHHBe incomplete data
HENOJIHBIA GJIOYHHIA IUtaH incomplete
block design
HEeIOJHBIN JaTHHCKAHA KBAAPAT incom-
plete Latin square
HenpepwBHas ApPo6k continued fraction
HeIlpephIBHOE paclpefesieHue continu-
ous distribution
HelpepuiBHOE CBepXY (CHH3Y) caywaii-
Hoe GJayxpgaEmue continuous from above
{below) random walk
HeNpepEIBHOCTL (f) continuity: BeI6o-
pounas ~ sample continuity; Mmomyas
(m) nenpepriBrocTH modulus of continu-
ity; nompaBka (f) Ha ~ correction for con-
tinuity; Teopema (f) HenmpepniBHOCTH con-
tinuity theorem
HeOpepEIBHEIRX continuous
HenpepHIBHEIN MATPOHRH continuous ma-
troid
HelIpepHIBHEIN NOTOK continuous flow
HenpHBoAMMas Henbk Mapkopa irre-
ducible Markov chain
HepaBeHCTBa Bypxxoasgepa-Iangu—
Hseuca Burkhélder—-Gundy-Davis in-
equalities
HepaBeHCTBO (n) inequality: Bapuanu-
onHoe ~ variational inequality; xBasu-
BapHallHOHHoe ~  quasi-variational in-
equality; xoppeasuuonHoe ~ correlation
inequality; MomenTHOE ~ Imoment in-
equality; ~ AmgugepcoHa Anderson’s in-
equality; ~ Bepaunra Burling’s inequali-
ty; ~ Bepumreiina Bernstein’s inequality;
~ Beprmrerina-Koamoropopa Bernstein—
Kolmogorov inequality; ~ Beppa-Occe-
ena Berry—Esseen inequality; ~ Bon-
¢depponn Bonferroni’s inequality; ~ By-
uakosckoro Bynyakovsky/Bunyakowskii’s
inequality; ~ Breneme—Yebnimesa Bien-
aime—Chebyshev inequality; ~ Baasga—
Xegauura Wald-Hoeffding inequality; ~
Bapmiamosa—I'mar6epra Varshamov-Hil-
bert inequality; ~ I'aycca Gauss inequal-
ity; ~ TI'easpepa Hoélder’s inequality; ~
I'puppurca Griffiths inequality; ~ y6a
Doob’s inequality; ~ Zssuca Davis’ in-
equality; ~ Hencena Jensen’s inequality;
~ Kouamoropopa Kolmogorov’s inequali-
ty; ~ Koamoroposa-Hy6a Kolmogorov—
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Doob inequality; ~ Komn-byHnakopckoro
Jauchy-Bunyakovsky inequality; ~ Kpa-
mepa Cramér’s inequality; ~ Kpamepa—
Pao Cramér—Rao inequality; ~ Kpagpra—
Maxmuanana Kraft—-McMillan inequality;
~ Kynnmra—Barana6s Kunita—Watanabe
inequality; ~ Jle6oBuna Lebowitz’ in-
equality; ~ Jlesn Lévy’s inequality; ~ JIg-
nyHoBa Lyapunov’s inequality; ~ Mapko-
Ba Markov’s inequality; ~ Munseca Mis-
es’ inequality; ~ MuuxoBckoro Minkows-
ki’s inequality; ~ Pao—baekysara Rao—
Blackwell inequality; ~ Pao—Kpamepa—
Boasgopurua Rao—~Cramér—Wolfowitz in-
equality; ~ PosenTans Rosenthal inequal-
ity; ~ Canopa Sanov inequality; ~ craa-
JkHBaHHA smoothing inequality; ~ Cuens-
na Slepian’s inequality; ~ ®ano Fano in-
equality; ~ Peppepmana Fefferman’s in-
equality; ~ @nimepa Fisher inequality; ~
Xununna Khinchin’s inequality; ~ Yebhr-
mweBa Chebyshev’s inequality; ~ IllBap-
ua Schwarz’ inequality; PKXK-~ FKG-
inequality; skcrmoHeHHHadbHOE ~ expo-
nential inequality

HepaBHOBECHAs] CTaTHCTUYEecKad Me-
xaHuKa nonequilibrium statistical me-
chanics

HEPAaBHOMEPHBIM KOJ
code

variable-length

HepasJoxuMas uenb MapkoBa inde-
composable Markov chain
HEepajIokKHMoe pacnpefgeseHue inde-

composable distribution
HEPA3JIOKHMMEIA BETBALIUACA IIPOHECC
indecomposable branching process

HepaHIOMH3UPOBaHHAS cTpaTerus
nonrandomized strategy
HCPAaHJOMM3NPOBaHHEIH KpuTepui

nonrandomized test

HecsopuMocTs (f) (rpada)
dance

HecMeIlleHHas JJAHeHHas oueHkKa unbi-
ased linear estimator

HecMeIlleHHas oueHka unbiased estima-
tor: ~ ¢ MHHHMAaJbHOH OHCIEDPCHEH min-
imum variance unbiased estimator, MVU
estimator

HecMeIlleHHas II0 PHUCKY oIleHKa risk
unbiased estimator

HecMeHleHHas pelnapiiais QyHKOouAs
unbiased decision function

HeCcMeIlleHHOe JOBepHTeJIbHOe MHOXe-
¢TBO unbiased confidence set

HeCcMeIlleHHOe H3MepeHHe
measurement

HecMeImeHHOCTH (f) unbiasedness

HeCMEIIeHHBIA KpHTepHi unbiased test

HecMeNleHHRIM muiad unbiased plan

HecoOCTBEHHOE pacnpefeseHHe im-
proper distribution

irredun-

unbiased

HecoGCTBEHHEIM improper

HeCOBMECTHMhie HaGJogaeMblie incom-
patible observables

HecOBMecCTHBIe coOhITuA disjoint events

HeCOCTOATENbHAsA OIEHKA inconsistent
estimator

HeCcTAaIMOHAPHOCTH (f) nonstationarity

HeCTAIHOHAPHEIA BXOQHOM IOTOK non-
stationary input

HecyImec TBeHHOoe
essential state

HECYIIIMH CHTHAJ carrier signal

HEYKJIOHHO ONTHMAaJbLHas CTpPaTerud
persistently optimal strategy

Heynpexaamolxad cTpaTeras non-
anticipating strategy

Heynpexpaaomas GyYHKIUA nonantici-
pating function

HEYTIPEeXKOAIOMIMHA CJHYYadHBIH IIPO-
mecc nonanticipating random process

HelneHTpanbHoe F-pacunpeneneane ®u-
mepa noncentral F-distribution

HelleHTPAJNLHOE XU-KBaApaT pacipe-
mesieHme noncentral chi square distribu-
tion

HeyeTKoe MHOXecTBo fuzzy set

HeYyBCTBHTEJBHOCTH (f) insensitivity:
~ k otkazam fault-tolerance

HUXKHUE TPAHHYIHRR GYHKIHOHAT low-
er boundary functional

HHXHAA rpadb lower bound

HUXHAL NOBEPHTEJIbHAA FPaHKNA low-
er confidence bound

HYDKHSA I10CIeR0BaTEIbHOCTE lower se-
quence

HyOKHAA dyHKIUa lower function

HEXHSAA IeHa urpbl lower value of a
game

HOMMHAJIBHAA IIKaJia nominal scale

HoMmorpamma (f) nomogram

HopMa (f) norm: oHepreTHueckas ~ en-
ergy norm

HOpMaJW30BaHHas MaTpHua AgaMapa
normalized Hadamard matrix

HOPMAaJIM30BAHHHEIA JIATHHCKHH Tpi-
moyroabHBK normalized Latin rectangle

HOpPMAaJIbHAS AlIpPOKCAMAnMs normal
approximation

HOpMAaJbHaA IepexogHas GyHKIHA Nnor-
mal transition function

HOPMAJIbHAA CJIyYalHas BeJHIUHA NOT-
mal random variable

COCTOsAHHEe non-

HOpMAJBbHOE IpOoCTpaHCTBO  normal
space
HOpMaJbHOE pacnpefejeHue normal

distribution

HOPMAJBHBIA MAPKOBCKMM IpoLecc
normal Markov process

HOPMHpOBaHHe (1) MOCJeAOBATEJBLHO-
CTH CAYyYaWHBIX BEJIHYIHMH horming of
a sequence of random variables
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HOpMHEpOBaHHas GyJieBa ajyire6pa stan-
dardized Boolean algebra

HOpPMUpOBaHHas Mepa normed measure

HOPMUPOBaHHAA CJydaliHas BeJIUYHHA
normed random variable

HOPMHPYIOOIAH MHOXHKTEJIs hormaliz-
ing factor

HOCHTeNb (m) MepH support of a mea-
sure

HyJesad rumoTesa null hypothesis

O

oGecueHuBanue (n) discounting

oGJyracTh (f) region, domain: aoBeprTeIB-
Has ~ confidence region; kpuTHYECKas ~
critical region; nomo6ras ~ similar region;
~ (HOpMaJpHOTO, YACTHYHOIO) APHTAXE-
HHA ycToRunBoro (GesrpaHHYHO ACTHMO-
ro) saxona domain of (normal, partial) at-
traction of a stable (an infinitely divisible)
law

of6Hapyxenue (n) cureasa signal detec-
tion

oGHOBJIAIONIaA KOMIIOHEHTA innovation
component

OGHOBJIAIOIIICE
event

0o6HOBJAIOMIKEA nIponecc innovation pro-
cess

o6061enHan GelfecOBCKas OIleHKA gen-
eralized Bayes estimator

oGo6ieHHasn OucHnepcus
variance

0606ImeHHAas KOPpeJfnuoHHaA (QyHK-
mus generalized correlation function

oGo01eHHan /3HaKoIepeMeHHas Mepa
signed measure, charge

06061eHHas CIEK TPAJIBHASA IUIOTHOCTH
generalized spectral density

o6o06iIeHHas CTOXaCcTUHeCKas CBEPTKa
generalized stochastic convolution

oGo6mennas dyunknus generalized func-
tion, (Schwarz’) distribution

0606IIeHHOe  THIPereoMeTpruYecKoe
pacupeneseare generalized hypergeo-
metric distribution

0606merHHoe pacupepeneHue Ilyacco-
Ha compound Poisson distribution

06o0IeHHOEe pacmpefiesieHHe Y HInap-
Ta generalized Wishart distribution

o6o6meHHoe pacupene/ieHHe apKCHHY-
ca generalized arcsine distribution

0606IIeHHOEe pacnpegesieHHe THOEp-
TeOMETPHYECKOTo paga  generalized
hypergeometric series distribution

0600IIeHHOe cJaydaiiHoe moJie general-
ized random field

0600IIeHHRIN GJIOYHLIA IIaH general-

coGuiTHE renovating

generalized

ized block design

OGOGIIEHHBINA IIyaCCOHOBCKMI IIpoOIece
compound Poisson process

060GILIeHHEIH perpecCHOoHHBIM 3KcIie-
puMeHT generalized regression experi-
ment

0GOOIIEeHHBIR cayJaiiHEIM IpoNece gen-
eralized random process

0606IIeHHEIH cTAaMOHAPHEIA nponece
generalized stationary process

oGogiouka (f) hull: Brmykaas ~ convex
hull

o6paboTka (f) n3o6paxeHns image pro-
cessing

oGpasyiomas (f) generator

oGpasyiomasn (f) (MuEEA) generatrix

o6paTHUMBI#A IIporecc reversible process

of6paTHas HMHAYKIMAa backward induc-
tion

ofpaTHax cBa3b feedback:
obpatnoi cBa3u feedback arc

o6paTHoe YypapHenwe Koamoroposa
backward Kolmogorov equation

oOpaTHRIM inverse

o6paTHBIM BEIGOD inverse sampling

o6paieHue (rn) BpeMeHH time reversal

oGpameHue (n) Lyrm arc reversal

of6paleHHas Lenk Mapkopa reversed
Markov chain

OGpallleHHHH MapKOBCKHMA 1IpoLece re-
versed Markov process

o6pallleHHEIA nIponecc reversed process

OGPHIBAIOLIMHCA MAPKOBCKMM IpOLEcC
killed Markov process

o6GpHBaoOOIuica npouecc cut-off pro-
cess

oGcaenosaHue (n) survey

oGyualoiias BRIGOPKa training sample

ofmras JUHeUHas MOReJab general linear
model

o6ImKil BeTBAMIMHCA mpomecc general
branching process

O0IIM# cTaTACTHYCCKHN aHamm3 G-
analysis

o6beaunenne (n) amalgamation

o6bequHeHHe (n) cOGBITHH union of
events

o6veM (m) volume, size: xopraHoB ~
Jordan volume; ~ Bri6opkxn sample size

oBouf (m) ovoid

oruGatomas (f) envelope: ~ carnaza sig-
nal envelope; ~ caywvasiHoro npouecca en-
velope of a random process; ~ ¢yukuun
mowroctH envelope of a power function

orpaHuMuYeHne (n) THNa oepeBa tree-
type constraint

orpaum4enue (n)/cBasb (f) constraint

orpaHWYeHHas Bapuanus bounded vari-
ation

orpanmdeHHoOcTh (f) boundedness: ~ no
BepoaTHocTH boundedness in probability;

ayra (f)



cToxacTH4Yeckad ~ stochastic bounded-
ness

OTPAHMYEHHKIA 3aKOH [IOBTOPHOTO JIO-
rapudpma bounded law of the iterated
logarithm

OrpaHHYeHHBIHA omepaTop bounded op-
erator

orpaHM4uTeNs (m) clipper

OQHOBEPHIMHHOE pacIpefesieHHe uni-
modal distribution

ONHOKAHAJILHAA CHCTeMa O0CJyXHUBa-
HUs single-server/single-channel queue-
ing system

OOHOJUHERHASA CHCTeMa OO6CayXHUBa-
HHsA single-server/single-channel queue-
ing system

OZHOMEPHERIN CJIYYaNHBINA IPOIECC one-
dimensional random process

OOHOMEPHKIH CHeKTp TYypOYyJeHTHO-
ctu one-dimensional turbulence spec-
trum

OOHOPOIHASL M30TPONHAA KOPPEJIAIH-
oHHadA GYHKOUA homogeneous isotropic
correlation function

OOHOPOOHAA KOPpeJasAluoHHaA QyHK-
uusa homogeneous correlation function

ogHopo&Has Mepa homogeneous measure

ONHOPOXHAaA ImepexogHas GyHKmus ho-
mogeneous transition function

ogHOpOgHas Iens MapxoBa homoge-
neous Markov chain

OOHOPOAHOE CJydalHoe moJe homoge-
neous random field

OOHOPOAHOCTH (f) homogeneity

ONHOPOAHLIA TeOMEeTPHUYECKHH IIPOo-
mecc homogeneous geometric process

OJHOPONHKM KaHaJ homogeneous chan-
nel

OZHOPOAHKRIA MAPKOBCKHH mpoiecc ho-
mogeneous Markov process

ONHOPOAHKIM Xaoc homogeneous chaos

OOHOCTOPOHHEee 0e3rPAaHUTHO HeSTHMOe
pacnpepesienue one-sided infinetely di-
visible distribution

ogHOcTOpOHHME KpuTepuit CThIOREH-
Ta one-sided Student test

ONHOCTOPOHHH! KPHTEPHH
test

OOHOCTOPOHHHH caABUT BepHuysin one-
sided Bernoulli shift

OOQHOGAKTOPHAS MOAEJEL one-way mode]

OQHOIIATOBAA BEPOATHOCTH Mepexoxa
one-step transition probability

oxupgaeMas Mepa MuakoBckoro Min-
kowski expected measure

oXHaaeMas IoJIe3sHOCTh expected utili-
ty

okaliMJIeHHoe AepeBo skirted tree

OKeaHCKas TYDPOGYJEHTHOCTH oceanic
turbulence

OKHO (n)

one-sided

window: BpemeHnoe ~ time
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window; koppensunoHnoe ~ Bapraerra
Bartlett lag window; koppeasuuoxHoe ~
Iap3ena Parzen lag window; xoppeasun-
onHoe ~ Triokn Tukey lag window; kop-
peasuuoHHoe ~ lag window; ~ JaHHBIX
taper, data window; ~ 3anasaeiBafus lag
window; cnexTpaabHoe ~ spectral win-
dow

oxpyraenue (n) rounding: ownbka (f)
oxpyraenns rounding/round-off error

okpyxaromu#i muka enclosing cycle

OKpYXHocTb (f) rpada circumference of
a graph

oKTHJIB (f) octile

oMera-KBaApaT pacipejesieHme (n)
omega square distribution

onepaTHBHAA XapaKTEPHUCTUKA KPDUTe-
pHa operating characteristic of a test

onepaTHBHAasA XapaKTePHUCTHKA ILJIa-
Ha BHRIGOPOYHOro KOHTPOJIA operating
characteristic of a sample inspection plan

omepaTop (m) operator: B3aHMHEIA KOBa-
PDHAIHOHHBIA ~ Cross covariance operator;
aapgpepennnaanibii ~ differential oper-
ator; aHpdepeHnHANLHBIE ~ CO CIy4aH-
HBIMH koappuuuentamu differential op-
erator with random coeflicients; wnupu-
HHTe3sHMAaJabHbIH ~ generator, infinitesi-
mal operator; kBa3sHHH(pHHATE3HMAaJIbHLIA
~ quasi-infinitesimal operator; koBaps-
AUMOHHBIA ~ covariance operator; orpa-
HHYeHHbIH ~ bounded operator; ~ bec-
ceas Bessel operator; ~ BsammuOH KO-
BADHAIHH Cross covariance operator; ~
niaoTHocTH density operator; mpoHsBoud-
IHE ~ generator; pagOHHPHUHDYIOLIHE
~ Radonifying operator; cuapubid ua-
dHHATESHMANBHBIH ~ strong infinitesimal
operator; CHAbHEIR CAYyYaHHbIH JHHEHHLIH
~ strong random linear operator; yum-
TapHBIH ~ unitary operator; xapakTepu-
cTHyeckHH ~ characteristic operator; p-
CYMMHpDYIOILHA ~ p-sumiming operator

OIIePATOPHO YCTOHYMBOE pacnpenese-
HHe operator stable distribution

oIrepaTOpHOe cToXacTudYeckoe NHUbpde-
PeHIMAJILHOe YpPaBHEHHe  operator
stochastic differential equation

OnepaTOPHO3HAaYHasi Mepa operator val-
ued measure

onepanun Muukosckoro Minkowski op-
erations

OMOPHAas TOYKAa IJIaHa supporting point
of a design

ONIO3HIMOHHKIN rpad opposition graph

onpepenuTesas (m) determinant: cay-
YaHHEIH eTepMHHAHT/onpeneantens Ban-
nepmonaa Vandermonde random determi-
nant

ompoc (m) poll: ~ obiecTBennoro Muenus
public opinion poll
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ONTHUMAJLHAA MHTEPHNOJAAIHA optimal
interpolation

ONTHMAJILHAAL OCTAHOBKA CJIyYaWHOro
nponecca optimal stopping of a random
process

ONTHMAJBbHAA pemanmas GyHKIuL
optimal decision function

ONTHEMAJBHAA CTPaTerus optimal strat-
egy/policy

ONTHMAJBLHOE IIPABHJIO OCTAHOBKH Op-
timal stopping rule

OOTHMAJLHOE pa3sMellneHHe optimum
allocation
OONTHMAJILHOE pe3epBHPOBaHHE oOpti-

mal redundancy

ONTHMAJILHOE CTOXACTHYIECKoe yIpa-
BJaeHHe optimal stochastic control

oOTHMAJLHOE yIpaBJjeHue optimal con-
trol

onTuManbHOCTE (f) optimality: ~ cro-
xacTHYeckoi npoueaypbl optimality of a
stochastic procedure; npuauan (m) onry-
MaabHOCTH optimality principle

ONITMMAJBHHIA optimal: ~ xpHTepui op-
timal test; ~ mMoMeHT ocTanoBku optimal
stopping time; ~ maan optimum design

ontuMmusanus (f) optimization: ~ Ha-
AexHoCTH reliability optimization

OIIIMOHAJIbHAA NPOEKIHA Iporecca
optional projection of a process, well mea-
surable projection of a process

ONIHOHAJBHOE MHOXECTBO optional set,
well measurable set

ONIIHOHAJBLHEIA mpomecc optional pro-
cess, well measurable process

op6uTa (f) orbit

oprpag¢ (m) digraph: axmasHLA ~
adamant digraph; apukaHYeckHH -~
acyclic digraph; snakoBerd ~ signed di-
graph

opaMHapHas MogeJab ordinary model

OPAMHAPHEIN MAPKKPOBAHHLIN TOYEY-
HEE nponecc ordinary marked point
process

OpOHHAPHEIA TOYEYHKIA riponecc ordi-
nary point process

OPHMeHTHMPOBAaHHEIN rpad directed graph

OPHEHTHPOBAHHKIA MaTpoua oriented
matroid

opraHT (m) orthant

opToronanmusanus (f) orthogonalization:
~ TI'pama-IlImugra Gram-Schmidt or-
thogonalization

OpTOroHANBHAS MAaTpHIOa
matrix

opToroHaJabHas Tpoeknus orthogonal
projection

OpTOroHaJbHasa perpeccus orthogonal
regression

OpPTOTOHAJBHAR CHCTEMAa
system

orthogonal

orthogonal

OpPTOroHa/NbHAA CcJyqgaliHag MaTpPHIa
orthogonal random matrix

opToroHaJibHaA TaGiauna orthogonal ta-
ble

OPTOrOHAJIbHOE BpameHue ¢aKTop-
HEIX ocelt orthogonal rotation of facto-
rial axes

OpTOroHAJILHOE Npeo6pa3oBaHMe oOr-
thogonal transformation

OPTOrOHAJBLHOE pa3JoXkeHue orthogo-
nal decomposition: ~ cayvaiworo mpo-
necca orthogonal expansion of a random
process

opToroHansHOCTH (f) orthogonality

opTOroHaJbHEIE 6J0kH orthogonal blocks

OpPTOroHaJbHEIE XBaapaThl orthogonal
squares

OPTOroHaJbHBIC KyOhl orthogonal cubes

OPTOroHANBHEE JATUHCKHE KBAJPATHI
orthogonal Latin squares

OPTOroHAJBHEIE IOJUHOMEL orthogonal
polynomials

OPTOTrOHAJBHBIE PYyHKIIHMH
functions

OpPTOroHaJBHEI orthogonal

OPTOroHAJBHEM NuiaH orthogonal design

OPTOMOAYJAPHOE YACTHYHO YHODPA-
JO4YeHHOe MHoXecTBO orthomodular
poset

ocHoBHax runoTe3a null hypothesis

OCHOBHasA TeoOpeMa BOCCTAHOBJICHHSA
key renewal theorem

OCHOBHOe cocTofgHHe ground state

ocpeNHEHHas CHIEKTPAJbHAA TILJIOT-
HocThb averaged spectral density

ocpexHEHHaA COCKTPadbHasi GYHKIUI
averaged spectral function

OCPeIHEHHEIN CHEeKTP MOIMHOCTH av-
eraged power spectrum

OCpeJIHEeHHEIH YHepre THYECKHH CIIEK TP
averaged energy spectrum

OCTAHOBJEHHKM MAPTHUHIajX
martingale

octaTok (m) residual, remainder: sma-
koBrri ~ signed residual; pekypcHBHEIH
~ recursive residual; cThloaeHTH3MpOBaH-
HelH ~ studentized residual

ocTaTodHas gHucnepcha residual vari-
ance

OCTaTOYHAL IPOAOIXKHTEJIBHOCTE XKU3-
HHA residual lifetime

ocTaTO4YHaf CyMMa KBaApaToB residual
sum of squares

ocTaTo9HOe coOGhITHe remote event

ocTaTOYHHIM residual

ocros (m) skeleton

OCTOBHOE JepPeBO spanning tree

OCOUJIIMPYIOINHK CJOyYJa#iHEIH IIpo-
necc oscillatory random process

ock (f) axis (pl. axes): ppaiuenne paxTop-
HEIX ocel rotation of factorial axes

orthogonal

stopped



ortkas (m) failure

oTkAuK (m) response: ¢gyukuni (f) or-
xanka response function; pynxnus (f) or-
kaHka ¢rabTpa response of a filter

orkisoHenwe {n) deviation: abcoaror-
Hoe ~ absolute deviation; BeposTHoE ~
probable error, semi-interquartile range;
CPEelHHHOE ~ probable error, semi-
interquartile range; cpeasee abcoaioTHOE
~ mean absolute deviation; cpeguee oT-
HocHTeabHoe ~ BrIGopkH sample coeffi-
cient of variation; cpennexBagpaTHyHoe ~
mean root square deviation, standard de-
viation; cramgapTHoe ~ standard error;
CThIOAEHTH3HPpOBanHOe ~ studentized de-
viation

OTHOCHTEJILHAA KOMIAKTHOCTH CEMEH-
cTBa Mep relative compactness of a fam-
ily of measures

OTHOCHTEJLHad TypOyJeHTHas Iud-
¢y3ma relative turbulent diffusion

OTHOCHTeNdBbHas dacToTa relative fre-
quency

OTHOCHTeALHad 3HTponus relative en-
tropy

OTHOCHTeJbHaA 3pPEeKTHBHOCTh KPH-
Tepusa relative efficiency of a test

OTHOCHTENHHO KOMIIAKTHOE MHOXe-
cTBo relatively compact set

oTtHomeHue (n) relation, ratio: 6mHap-
Hoe ~ Dbinary relation; koppeasunoHHOE
~ correlation ratio; rexcukorpagpuyeckoe
~ lexicographical relation; ~ mpasgomo-
no6us likelihood ratio; ~ ymopsamovyenns
ordering relation; cemapabeiasnoe ~ sep-
arable relation; ckefiamnroBoe ~ scaling
relation

oTo6Gpaxkenue (n) mapping: BHoJIHe mHoO-
JacxHTeNbHOE ~ completely positive map-
ping; u3mepumoe ~ measurable mapping;
kopHeBoe ~ rooted mapping; cHaABHO H3-
mepumoe ~  strongly measurable map-
ping; caabo msmepumoe ~ weakly mea-
surable mapping; cayvaidnoe ~ random
mapping

orneuaTok (m) maneua fingerprint

oTpaxalnias rpaHuna reflecting bound-
ary

orpaxenme (n) reflection: npuHoHn (m)
orpaxenns reflection principle

oTpunaHme (n) negation

OTPHLATENHHASL KOPPEeJAHA negative
correlation

OTPMOATEJBHO OIpefesicHHad (yHK-
mus negative definite function

OTPHMIATENHHO ONpelelIeHHOe
negative definite kernel

OTpHMOATENbHOe GHHOMHAJLHOE pac-
npenejeHue negative binomial distribu-
tion

AAPO
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PacmpeneneHue negative hypergeomet-
ric distribution

OTpHLATEJbHOE MOJHHOMUANBHOE PAC-
npenedeHue negative multinomial dis-
tribution

oTcewBaHHe (n) screening

onenuBanue (n) estimation: aganmTHs-
noe ~ adaptive estimation; HHTEpBaJb-
Hoe ~ interval estimation; HemapameTpH-
yeckoe ~ mnonparametric estimation; He-
napaMeTpHYECKOE ~ IJIOTHOCTH BEPOAT-
HocTed nonparametric estimation of prob-
ability density; ~ mapameTpa parameter
estimation; ~ mo HabaroaeHHAM estima-
tion from observations; ~ HpH HaJaHYHH
orpaHHYeHu# constrained estimation; mo-
caenoBaTeabHoe ~ sequential estimation;
PaBHOMEpHO cocToATearHoe ~ uniform-
ly consistent estimation; pexyppenTHOE ~
recursive estimation; po6actaoe ~ robust
estimation; craTHcTHyeckoe ~ statistical
estimation

onenka (f) estimator, estimate: aBTO-
PErpeccCHOHHaA CHEeKTpaabHad ~ autore-
gressive spectral estimator; agamTeBHas
~ adaptive estimator; acCHMITOTHYECKH
6efiecoBckad ~ asymptotically Bayes esti-
mator; aCHMITOTHYECKH MHHHMAKCHad ~
asymptotically minimax estimator; acum-
NTOTHYECKM HEeCMellleHHas ~ asymptot-
ically unbiased estimator; acummrToTHYE-
CKH HopMajabHas ~ asymptotically nor-
mal estimator; acmmnrToTHYeckH >¢gpek-
THBHas ~ asymptotically efficient esti-
mator; GeHecoBckai ~ Bayes estima-
tor; rpe6heBas ~ ridge estimator; go-
nycrumas ~ admissible estimator; zo-
cratounas ~ sufficient estimator; #Hu-
BapHaHTHaid ~ invariant estimator; mu-
TepBaibHas ~ interval estimator; Ju-
HeliHas ~ linear estimator; aHHeHHad ~
C HaHMeHbled nucoepcHed linear mini-
mum variance estimator; MeQHaHHO He-
cmerenHas ~ median-unbiased estima-
tor; MHHHMakcHas ~ minimax estima-
tor; MHOXHTeJbHAi ~ QYHKIHH paclpe-
meaenda product-limit estimator; Mogaae-
Ho HecMelueHHas ~ mode-unbiased esti-
mator; Hauayyliads aCHMATOTHYECKH HOp-
MaJabHas ~ best asymptotically normal
estimator, BAN estimator; namayumas
HHBapHaHTHas ~ best invariant estima-
tor; HaHayunras JHHEHHas HecMellleHHas
~ best linear unbiased estimator, BLUE;
wemonycruMas ~ inadmissible estimator;
HeJqHHeHHas ~ nonlinear estimator; He-
napaMeTpHYeckad ~ nonparametric esti-
mator; HemapaMeTPpHYECKad ~ MIOTHOCTH
nonparametric density estimator; memapa-
METDHYECKAA ~ CIIEKTPalbHOH HAOTHOCTH
nonparametric estimator of spectral den-
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sity; HecMelljeHHas AuHeHHad ~ unbiased
linear estimator; mHecmeluennas ~ unbi-
ased estimator; HecMelieHHas ~ C MHHH-
MaJbHOH AHcHepcHed minimum variance
unbiased estimator, MVU estimator; we-
cMmellleHHas 1o pucky ~ risk unbiased
estimator; HecocTosTeldbHas ~ Inconsis-
tent estimator; o6o6lueHHas 6eHecoBckas
~ generalized Bayes estimator; ~ Bbap-
TaerTa Bartlett estimator; ~ Ixedmca—
Creiina James—Stein estimator; ~ Ilap-
sena Parzen estimator; ~ IIuTmena Pit-
man estimator; ~ Posenbaarra-Ilapsena
Rosenblatt—Parzen estimator; ~ Trroku-—
Xennnnra Tukey-Henning estimator; ~
Xonxeca Hodges estimator; ~ Xrio6epa
Huber estimator; ~ Illopaka Shorack es-
timator; ~ IOaa-Yokepa Yule-Walker es-
timator; ~ Hanmapas—Batcona Nadaraya—
Watson estimator; ~ Kanaana—Meiiepa
Kaplan—Meier estimator; ~ makxcumaus-
moro npasponono6us maximum likelihood
estimator; ~ MHHHMaJlbHOIO PacCTOAHHA
minimum distance estimator; ~ mapame-
Tpa MacmrTaba estimator of a scale param-
eter; ~ MIoTHocTH pacnpeneacHHA Yen-
nosa Chentcov distribution density esti-
mator; ~ Ho MeTody MOMEHTOB moment
method estimator; ~ nmo Merony Han-
MeHbIIHX KBaapaToB least squares esti-
mator; ~ perpeccun regression estima-
tor; ~ ¢ MHHHMAJbHOH NHCHepcHed min-
imum variance estimator; mapameTpHue-
CKaf cHeKkTpaJbHais ~ parametric spec-
tral estimator; mocumesoBaTeabHad ~ se-
quential estimator; mocaenyromaa ~ se-
quent estimator; npaBHIbLHas ~  prop-
er estimator; mpoexTHBHas ~  orthog-
onal series estimator; paHAOMH3HpOBaH-
Hasg ~ randomized estimator; pexyppeHT-
Has ~ Trecursive estimator; pobacTHad ~
robust estimator; cBepxagpexTHBHAA ~
super-efficient estimator; cxmmarolas ~
shrinkage estimator; cmeiuenne (n) onen-
kH bias of an estimator; cmewyennas ~ bi-
ased estimator; cocTosTeabHad ~ CON-
sistent estimator; cmexrpanrbnas ~ Ilnca-
perko Pisarenko spectral estimator; crek-
TpaJdbHai ~ MAaKCHMAaJbHOIO NPaBIONONO-
6na maximum likelihood spectral estima-
tor; cmekTpaabHas ~ MaKCHMAJIbHOH 3H-
TpoIHH maximum entropy spectral esti-
mator; cnuaa#H-oneHka spline estimator;
cynepspdexTusaas ~ super-efficient es-
timator; TouewHas ~ point estimator;
ycToHuHBasg ~ stable estimator; skBHBa-
pHaHTHas ~ equivariant estimator; amMnu-
pHYeckas 6eHecoBckad ~ empirical Bayes
estimator; s¢hexTHBHAI BTOpOro HOpAi-
ka ~ second order efficient estimator; s¢-
¢exrusrag ~ efficient estimator; amep-

Has ~ kernel estimator; saepras ~ maor-
noctr kernel demsity estimator; L-~ L-
estimator; M-~ M-estimator; R-~ R-
estimator

odepens {f) queue

ommbka (f) error: Bektop (m) omn-
6ox vector of errors; xBagpaTHuHaz ~
quadratic error; ~ BTOpOro popa sec-
ond kind error, type Il error; ~ ms-
MepeRHs measurement error; ~ HabJIo-
aeHHs observation error; ~ OKpyrJieHHA
rounding/round-off error; ~ mepsoro pona
first kind error, type I error; ~ npencka-
3aHHs/nporHosa prediction error; ~ akc-
nepHMeHTa experiment error; cHCTeMaTH-
yeckas ~ systematic error; cayuvainas
~ random error; CpefHeKBAAPATHIHAA ~
mean squared error, mean square root er-
ror; craggapTHas ~ standard error; cym-
Ma (f) orHocaTeabHBIX omubok sum of rel-
ative errors, SRE; Teopus (f) omnbok the-
ory of errors

I1

namats (f) xoga code memory

NaHAWATOHAJLHEIN Marw4yecKM# KBa-
apat pandiagonal magic square

maHIUKJIMYecKHHd rpad pancyclic graph

napa (f) Butopda Wythoff pair

napaGoJudyeckas HHTePHOJAnus poly-
nomial interpolation

napaGoJsimueckas perpeccus polynomi-
al regression

napagmokc (m) paradox: ~ Auaas Allais
paradox; ~ BepTpana Bertrand paradox;
~ rosocoBaHHa voting paradox

napaJsaenenunes (m) parallelepiped

napaMerp (m) parameter: BekTODHbIH
~ vector parameter; #aeH THGHUHDYEeMbIH
~ 1identifiable parameter; kaHoHHRYeCKHH
~ canonical parameter; MaJbTycOBCKHH
~ Malthusian parameter; mMemanomun ~
nuisance parameter; oneHrBaHHe (n) ma-
paMeTpa parameter estimation; ~ mac-
wraba scale parameter; ~ HeHmeHTpaJb-
HocTH noncentrality parameter; ~ caBu-
ra location parameter; pasaoxenne (n)
o MaJoMy mapaMeTpy expansion with re-
spect to a small parameter; ckaaspHerid ~
scalar parameter

mapaMerpu3anua (f) parametrization:
ecTecTBeHHad/HaTypaabHas ~  mnatural
parametrization; KaHOHHYeckas ~ canon-
ical parametrization

napaMeTpHYeckas MOeJb parametric
model

napaMeTpudecKas CHIEeKTpaJbHad
ollenka parametric spectral estimator



napket (m) tiling

napocoderanue (n) matching:
mweHnHoe ~ perfect matching

nepeparoddHas Gyuxkums transfer func-
tion

nepenaua (f) uadopmanum information
transmission

nepexJiodaiomaica cucTeMa switching
system

nepekpecTHas MpoBepKa
tion

TepeKPecTHRIH IJIAH cross-over design

mepemenHnas (f) variable, variate: ax-
THBHas ~ active variable; anTHTeTHYHAa%
~ antithetic variate; sanasasiparorias ~
lagged variable; komTpoampyemas ~ ac-
tive variable; satenTHas ~ latent vari-
able; perpeccuonnas ~ regressor variable;
ckpertas ~ latent variable

mepeMeHHEIH BO BpeMeHH Kon (m)
time-varying code

epeMeInMBaHue (n) mixing: kpaTHOe ~
multiple mixing; cHasHOE ~ strong mix-
ing; ycaosue (n) nepememirBanuA mixing
condition

mepeMeniaeMoe YHCJO
number

mepeopueHTaius (f) reorientation

mepecedeHue (n) intersection, crossing:
~ cobbrTHi intersection of events

nepeckox (m) excess, overshoot: ~ cay-
yaiiHoro Gayxmanusa excess/overshoot of
a random walk

mepecTaHoBKa (f) permutation: rpag
(m) mepectanoBkH permutation graph; ~
6es QONOJIHATENBLHOR HaMATH in situ per-
mutation; cursatypa (f) nepecranoBku
signature of a permutation; cayvaiHas
~ random permutation; HHxAHYECKad ~
cyclic permutation

nepecTaHoBOIHOCTS (f) exchangeability

nepecTaHOBOYHLIE CJyYalWHEE BeJH-
auHKEl exchangeable random variables

nepexox (m) transition: maorHocts (f)
BEpOATHOCTH llepexoda transition density

nepexoqHas BePOATHOCTH transition
probability

nepexogHas MaTpuna transition matrix

IepexoaHas IJIOTHOCTH transition den-
sity

nepexoxHas ¢GyHKIus transition func-
tion:  CTOXaCTHYECKH HeNpepBIBHAd ~
stochastically continuous transition func-
tion

nepexogHble IBJICHUA transient phenom-
ena

nepeuyncaeHye (n) enumeration: 6xHO-
muaisHoe ~ binomial enumeration; Teo-
pus (f) nepeuynciaennid enumeration theo-
ry

HmepeYHcJIMTeJbHAA 3afada

COBEp-

cross-valida-

transposable

enumera-
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tive problem

HepeYUCINTENbHHA aJTOPHTM  enu-
meration algorithm

nepuon (m) period: ~ 3angrocTH busy
period; ~ coctoanna period of a state

nepuoguyueckas nens Mapkosa period-
ic Markov chain

NepHoOARYeCKHHM mmmdp periodic cipher

nepuoguyeckoe cocTosHue  periodic
state

nepuogmiHOCTE (f) periodicity: soxnas
~ spurious periodicity

neprogorpamMma (f) periodogram

nepHogorpaMMHasi CTATHCTHKA perl-
odogram statistic, Grenander-Rosenblatt
statistic

nepkoasxus (f) percolation

nmepMaHeHT (m) permanent

nepuesTuas (f) percentile

nepHenTyajsbHEIE rpad
graph

netas (f) loop: ~ 6e3 camonepecedeHuH
self-avoiding loop

nudaropos TpeyroasHuK Pythagorean
triangle

IIKOB (mocJsenoBaTeJbHHHM KpHTe-
pHit OTHOIIIEHU I BEPOATHOCTEH /TIpaB-
nonopobus) SPRT (sequential probabil-
ity ratio test)

naaH (m) design, plan: acHMITOTHYeCcKHHA
~ asymptotic design; 6aouneri ~ block
design; Baoxennsr ~ nested design; BbI-
6opounsidi ~ sampling plan; apoGHbI
¢axTopubii ~ fractional factorial design;
3aMkHyThIH ~ closed plan; MmaTprua nia-
#a design matrix; MHOoxecTBo naaxos Ila-
peto Pareto set of designs; HacwienHbH
~ saturated design; HemoaHsI# GIOYHBIH
~ incomplete block design; mecmeruen-
HbIH ~ unbiased plan; o6o6luennbi 6r09-
Holi ~ generalized block design; onepa-
THBHad XapaKTEPHCTHKA NAaHa BHIGOPOY-
HOro KOHTpoJA operating characteristic of
a sample inspection plan; omopras TOY-
ka naana supporting point of a design;
ONTHMaJabHbI ~ optimum design; op-
ToroHaJaeHbIH ~ orthogonal design; ne-
pekpecTHeIH ~ cross-over design; ~ [lo-
axa Dodge plan; ~ s3pemnBaiina weigh-
ing design/strategy; ~ koHTpoJas inspec-
tion plan; ~ ¢ onnrM pasperennem single-
consent plan; ~ ¢ noBTOpHBIMH BKJIIOYe-
uuamu switch-back design; ~ crarucraye-
CKOro NPHEMOYHOIO KOHTPOJAA acceptance
sampling plan; noansotid 6104HbE ~ comn-
plete block design; noanvii ¢akTopHbIH
~ complete factorial design; pasroMep-
HO onTHMaabHbIK ~ uniformly optimal
design; paHAOMH3HPOBaHHBIH ~ random-
ized design; c6aaaHCHpOBaHHBIH GAOUHBIA
~ balanced block design; c6axancupo-

perceptual
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BaHHbIH ~ balanced design; craTtHcTRYe-
Ckad mpoekUHs maaHa projection of a de-
sign; CTaTHCTHYeCKHHA ~ statistical de-
sign; Touynbli ~ exact design; ysexn (m)
naaHa supporting point of a design; ynn-
BepCAJbHO ONTHMAJLHBIH ~  universal-
ly optimal design; vacTuuno cbamancupo-
BaHHBIH GuaouHnid ~ partially balanced
block design; vacTwyno cbamarcupoBaH-
Heri ~ partially balanced design
IUIAaHAPHAA KapTa planar map
njaaHapHaf ceTh planar network
Ia"HapHHA rpad planar graph
OIAHUPOBaHUE (n) 3KcIepuMeHTa de-
sign of experiments, experimental design:
naaHuposaiue (n) AHCKPHMAHHDYIOLLHX
axcnepamenToB design of discriminating
experiments; NAaHHPOBaAHME HMHTAUHOH-
HEIx skcnepaMenToB design of simulation
experiments; maanupoBanHe (n) oTCeHBa-
omux sxcnepuMenToB design of screening
experiments; naauupopatime {n) perpec-
CHOHHBIX 3KclepHMeHToB design of regres-
sion experiments; naandposante (n) akc-
TpeMaJbHEIX 3xcHepHMenTOB design of ex-
tremal experiments; nocaenoBaTedbHOE ~
sequential design of experiments
nyockas perpeccus flat regression
IUIOCKO KOHLIEHTPHPOBAaHHOE ceMei-
CTBO BepOATHOCTHHIX Mep flatly con-
centrated family of probability measures
naockocTh {f) plane: Hemesaprosa ~
non-Desarguesian plane; ~ Tpancasuni
translation plane; mpoexrsBHas ~ pro-
jective plane; paciunpaemas ~ extendable
plane
naoTHasa Mepa tight measure
IJOTHOE MHOXECTBO dense set
IIOTHOE ceMelcTBO Mep tight family of
measures
miaoTHOCTS (f} density: amocrepmopnas
~ posterior density; anpmopuas ~ pri-
or density; acHMOTOTHYeCKad ~ MHOXe-
ctBa asymptotic density of a set; 6ucnex-
TpaabHai ~ bispectral density; BzanmHax
clekTpaJabHad ~ cross spectral density;
HHpopManHonHas ~ information density;
KBaJIpaTypHas CHeKTpaibHai ~ quadra-
ture spectral density; kocnexTpanbHas ~
cospectral density; kpocc-cmekxTpaabHas
~ cross-spectral density; xyMyainTHasz
cnekTpaasHas ~ cumulant spectral den-
sity; KYMyJSTHBHad cHEKTpaJibHai ~ Cu-
mulative spectral density; MuoromepHas
~ multivariate density; MomenTHas crex-
TpaJapHad ~ moment spectrum density;
oGobilieHHas cuexTpaibHas ~ generalized
spectral density; omepatop (m) maorHO-
cTH density operator; ocpeqHeRHas clek-
TpajibHas ~ averaged spectral density;
mepexonHad ~ transition density; ~ Be-

posataocth probability density; ~ Bepo-
ATHOCTH Brixona exit density; ~ Bepo-
ATHOCTH nepexofa tranmsition density; ~
T'u66ca Gibbs density; ~ MmHOromMepHo-
ro pacnpenencHns multivariate probabil-
ity density; ~ pacnpeneaenns distribution
density; ~ cemesicTBa Mep tightness of
a family of measures; noancmexrpaisnas
~ polyspectral density; morennuarbHas
~ potential density; panuonanbnas crek-
TpajbHad ~ rational spectral density; pe-
6epHad ~ edge density; ceMHHHBapHaHT-
Hasf cnekTpajbHad ~ semi-invariant spec-
tral density; cosmecTHas ~ BepoiTHOCTH
joint probability density; cmexTpaarnas
~ spectral density; yciaoBras ~ condi-
tional density; ycpemHenHas chnexTpaJjib-
Hag ~ averaged spectral density; ¢pasoBas
~ phase density; wacroTHO-BpeMeHHad
cnexkTpaabHad ~ frequency-time spectral
density; saeprnas ouenxa maorHocTH ker-
nel density estimator

IWIOTHRIHA rpad dense graph

noBepxHocTh (f) perpeccum regression
surface

NOBTOpeHUA (B CJOYyYaWHEIX IOCJIENO-
BaTeJbHOCTAX) matching

NOBTOPHOE HMCHOJB30BaHHe BHIGOPKH
sample reuse

OOTJIOINAIOIAsA T PDaHMIlA absorbing
boundary

norJgomiaomee cocrosinme absorbing
state

norJiomtenne (n) absorption: BeposT-

nocts (f) moraoienus absorption proba-
bility

noroga (f) weather: crarcTHYeckui
nporgo3 moronk statistical weather fore-
cast

norpaEMYHE cyoét  boundary layer:
Typ6yaenTHbid ~  turbulent boundary
layer

NoABHXHad rpaHuna moving boundary

noarpad (m) subgraph: sanpewennsii
~ forbidden subgraph; saaynupoBanusii
~ induced subgraph; mau6oasuine obine
noarpager greatest common subgraphs;
MOKPRIBaloIUHA ~ covering subgraph; mo-
poxnennnid ~ induced subgraph

nmopo6uas o6sacTh similar region

monoGHEIM KpHTEpUH similar test

nognpocTpaHcTBo (n) subspace: anned-
Hoe ~ linear subspace; ycrodu#Boe ~ sta-
ble subspace

nognponecc (m) subprocess

nogceTs (f) subnet

noacraHopka {f) permutation, substitu-
tion: cayvaiinas ~ random permutation/
substitution

IOATBEPXAAIOIIAN aHAJIN3 NaHHBIX
confirmatory data analysis



noaxox (m) approach: 6eHecoBckui ~
Bayes approach; esxkammoB ~ Euclidean
approach; MmerpHueckui ~ metric ap-
proach; MHHHMaKCHBRIH ~ minimax ap-
proach; yacTHuHEIH 6eHeCOBCKHE ~ par-
tial Bayes approach; amnupryeckns Geie-
cosckui ~ empirical Bayes approach

HOOQYMHEHHad cTaTucTHKa  ancillary
statistic

nouck (m) search: ~ B ray6uny depth-
first search; npegpukcubtif ~ prefix search;
cay4yaiueii ~ random search

IOHCKOBOE 9HCJ0 search number

Imoxa3aTeJb (m) HafgexKHocTH reliability
index

MOKa3aTeJdb (m) yCTOHYNBOTO pacupe-
nenenua exponent of a stable distribu-
tion

NoKa3’aTeJbHOEe / 3KCIOHEHIHAJbLHOE
pacnpeneyenre exponential distribu-
tion i

HOKPHIBAIOIMUHN moarpad covering sub-
graph

nokpeITHE (n) covering, tiling: aHTH-
nogajapHoe ~ antipodal covering; u3o-
sapaabHoe ~ isohedral tiling; xonTypHOE
~ cyclic covering; MaTpona (m) mokpkhI-
THA paving matroid; MaTpoHAHoe ~ ma-
troidal covering; ToYeuHO-OrpaHHYeHHOE
~ point-bounded covering

noJe (n) field: 6opeaepckoe ~ Borel field;
BeTBAlLeecs caydaiiHoe ~ branching ran-
dom field; Bmueposckoe ~ Wiener field;
BHellIHee MarHHTHoe ~ external magnetic
field; rapmonnsyemoe cayvafinoe ~ har-
monizable random field; ru66cosckoe cay-
yaiiHoe ~ Gibbs random field; auckpe-
TH3Hpyemoe caydaiinoe ~ discretizable
random field; eBxammoBa xBamTOBas TeEo-
pus noas Euclidean quantum field theory;
eBkagnoBo ~ Euclidean field; #sorpon-
Hoe caydaHHoe ~ isotropic random field;
KBaHTOBOE €BKJIHOAOBO ~~ qua.ntum EU'
clidean field; aokaabHo HsoTpomnoe ciy-
yainoe ~ locally isotropic random field;
JIOKaJIbHO ONHOPOAHOE CaydahHoe ~ local-
ly homogeneous random field; mapkoBckoe
caydainoe ~ Markov random field; 0606-
wieHHoe caydyaiHoe ~ generalized ran-
dom field; ognoponnoe cayyakinoe ~ ho-
mogeneous random field; ~ Jlepn Lévy
field; ~ Hearcona Nelson field; ~ ynops-
novyenns ordering field; ~ SAnra-Muaaca
Yang-Mills field; norenunan (m) ra66cos-
ckoro noas Gibbs field potential; nyac-
COHOBCKoe cay4ainoe ~ Poisson random
field; peryasproe caywaiinoe ~ regular
random field; cBoGoanoe MapkoBckoe ~
free Markov field; cBo6ognoe ~ free field;
cayyainoe ~ random field; cayyaiinoe
~ € H3OTPONHBIMH HDHDAILICHHAMH Tan-
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dom field with isotropic increments; cay-
qajinoe ~ C ONHOPONHBIMH HPHPAIUICHHS-
mu random field with homogeneous incre-
ments; ToyedyHoe ciayyaHHoe ~ point ran-
dom field

noJieBhle HcnuiTanusa field trials

nonesHocTh (f) utility: oxmmaemas ~
expected utility; cpeanss ~ mean utili-
ty; Teopns (f) nmoaesnoctei utility theory;
ycaoBuas ~ conditional utility

nonuramMa (f) dyHxmma polygamma
function

nosuMaTpora (m) polymatroid

nosxmHoM (m) polynomial: oproronais-
Hble nmoauHombl orthogonal polynomials;
~ Beana Bell polynomial; ~ Bepuynan
Bernoulli polynomial; ~ Jlareppa La-
guerre polynomial; ~ Jlexannpa Legen-
dre polynomial; ~ Ileras Pell polynomi-
al; ~ Tarra Tutte polynomial; ~ Ye6ni-
mweBa Chebyshev polynomial; ~ Hle¢pepa
Sheffer polynomial; ~ Ojiaepa Euler poly-
nomial; ~ Opmura Hermite polynomial;
~ Slkobn Jacobi polynomial; xpomarnue-
ckuii ~ chromatic polynomial

MOJIMHOMHAJILEHAA MHTEPIIOJAHNL poly-
nomial interpolation

IOJMHOMHKAJILHAS perpeccus polynomi-
al regression

NOJMHOMHAJLHOE pasMellleHHe dJa-
ctHO multinomial allocation of particles

IOJMHOMHAJIBLHOE pacipenesieEae
multinomial distribution

HOJHMHOMHMAJILHEH aJropuTM polyno-
mial algorithm

NOJMHOMHANBHEIHR K03 dUIMeHT multi-
nomial coefficient

MOJIHOMHHO (n) polyominoe

noaucnexTp (m) polyspectrum

HOJUCIEKTPAJIbHAA HJIOTHOCTH poly-
spectral density

NOJMCHEKTPaNbHad (YHKIHMA
spectral function

IOJMTONHLEIHA rpad polytopic graph

nmonusgp (m) polyhedron (pl. polyhedra)

noJHas Bapuanns total variation

noJHas Mepa complete measure

IIOJIHAA CTATHCTHKa complete statistic

NOJIHOKOCTYNHAA CHCTeMa OGCJIYXKH-
pauua fully accessible queueing system

NOJIHOE BEPOATHOCTHOE IIPOCTPAHCTBO
complete probability space

NoJIHOe CeMeHCTBO PpacllpefeJeHuH
complete family of distributions

nonsora (f) completeness: cywecrsen-
Hag ~ essential completeness

MOJIHBIA GJIOUHEIHA naaH complete block
design

HOJIHEIA rpad complete graph

IOJIHKIM KJacc complete class: ~ kpure-
pres complete class of tests; ~ craTucTH-

poly-
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veckHx nponenyp complete class of statis-
tical procedures; ~ crpaternii complete
class of strategies

IIOJTHEIM JIJATMHCKUM KBaApaT complete
Latin square

TOJHBIH puck total risk

NOJIHBIM CTOXacTHYECKuH Ga3mc com-
plete stochastic basis

HOJIHHE (PAKTOPHEIHN ILJIaH
factorial design

TMOJIOXKKUTENBHA KOPpeddnus positive
correlation

IIOJIOXKMTENBLHO onpeAesieHHas GyHK-
g positive definite function

TNOJIOXKHUTEJNBHO OIpeJefleHHoe AAPOo
positive definite kernel

TIOJIOXKKHTEJIBHOE COCTOSHHE
state

noJoca (f) band: moBepuTeabHas ~ con-
fidence band; nosepuTenrtas ~ ypoBus o
confidence band of level «; Toynas ~ ex-
act band

noayrpynna (f) semigroup: KBaHTO-
Bad OHHaMHYeckafd ~ quantum dynami-
cal semigroup; MapkoBCkas AHHAMHYECKasd
~ Markov dynamical semigroup; mapxos-
ckas ~ Markov semigroup; cBeprounas ~
convolutional semigroup; croxacTHYeckas
~ stochastic semigroup; cy6MmapkoBckas
~ sub-Markov semigroup; ¢geaaeposckas
~ Feller semigroup

noJyneTepMUHUDPOBAHHEIN
semideterministic channel

noxyxsagpuka (f) regulus (pl. reguli)

HOJIYKPYTroBO# 3aKOH semicircular law:
~ Burumepa Wigner semicircular law

HoJryMapKOBCKHH nmponecc semi-Markov
process

IIOJIYHEIIPEePHIBHEIM CBepXy IIpomecc
upper semicontinuous process

NOJIYHEeNIPEPHIBELIA CHH3Y OpOIecC
lower semicontinuous process

mosynoTok (m) semiflow

noJiynpfMoe npoussefeEne semidirect
product

TNOJyCOBEpILIeHHOEe MCKJIOYeHHe semi-
perfect elimination

IOJyCTOXacTUYEecKas MaTpuna sub-
stochastic matrix

MOJYYCTOMUMBOE pacupefeJeHue semi-
stable distribution

moaynuka (m) semicycle

noJsibckoe npocrpaHcTBo Polish space

NOJIAPHAA KOPPeJaANWOoHHaA GyHKOUs
polar correlation function

NOJIAPHOE MHOXecTBO polar set

noMexoycToHuHBOCTE (f) noise immuni-
ty

TMIOHMKeHHe (n) pasMepHocTH reduction
of dimensionality

nonmapHas He3aBHCHMOCTH pairwise in-

complete

positive

KaHana

dependence

nonepedYHas KoppeJAnuoHHas ¢yHK-
nuA transverse correlation function

nonosivense (n) completion: ~ peposr-
HocTHOro mpoctpaHcTsa completion of a
probability space; ~ mepnr completion of
a measure

nonpaska (f) correction: ~ Ha rpymms-
poBky correction for grouping; ~ Heiit-
ca Yates correction; ~ Ha HellpepbIBHOCTH
correction for continuity; ~ Ilennapaa
Ha rpynnxapoBky Sheppard’s correction for
grouping; ~ Hlennapaa ma auCKkpeTHOCTH
Sheppard’s correction for discreteness

mopor (m) threshold: ~ nzanaprocTu pla-
narity threshold

moporosas mMogensb threshold model: ~
BpeMmeHnHoro piaga threshold time series
model

moporosas Todka breakdown point

IOPOTOBHIM NPOIECC ABTOPErpeccHH
threshold autoregressive process

HOpOXIeHHBIH moxarpad induced sub-
graph

HOPAAKOBasA CTATHCTHKA order statistic

nopaakoBad mkana order scale

nopanox (m) order: yacTuunsif ~ partial
order

nocyeneicTere (n) aftereffect

nocJIeNoBaTeNIbHAsL OLeHKa
estimator

NoCJIefoBaTeNbHAS NPOBEPKa THHOTE3
sequential hypotheses testing

HOCJIeNOBATENbHAL IPOHeAypa sequen-
tial procedure

TOCJIeOBATEJbHOE AeKOAUPOBaHKE Se-
quential decoding

NocJeNoBaTeJbHOE ONEeHHUBAaHUE  se-
quential estimation

nocJiefoBaTeJLHOE IJIAHHPOBAHHKE 3KC-
nepuMeHTa sequential design of experi-
ments

MOCJeROBATENBHOCTS (f) sequence: a6-
COaIOTHO GeCHpHCTpacTHas ~  martin-
gale-difference; Bepxmas ~ upper se-
quence; HHGopManHonHas ~ information
sequence; konoBad ~ code sequence; HHX-
HAZ ~ lower sequence; HODMHpOBaHHE
(r) mocaenopaTenbHOCTH CAywaiHKIX Be-
anynH norming of a sequence of random
variables; ~ Komn Cauchy sequence; ~
Panemaxepa Rademacher sequence; ~ ce-
puii triangular array; ~ Qubonauyn Fi-
bonacci sequence; pacxorsmagca ~ diver-
gent sequence; CHJABHO HeaHMasg ~ strong
divisible sequence; cayuadimas ~ ran-
dom sequence; craumoHapHas CryvaiHad
~ stationary random sequence; cxonsima-
ficd ~ convergent sequence; ynpapademas
cayyvainag ~ controlled random sequence

HOoCJeNOBATEeJbHEE JOBEPHTEJbHBIO

sequential
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rpaaunel sequential confidence bounds

IOCJe0OBaTENbHEIE DACKPACKH sequen-
tial colorings

mocJeoBaTeJNbHBEIM sequential

HOCJeIOBATEJIBHEIM aHaMU3 sequential
analysis

oCJIeIOBATENLHEIM KPUTEPHH OTHO-
HICHHAs XIpaBRONOAOCHA sequential
probability ratio test

NOCJAe0OBATEILHEIM CUMILJICKCHRIH Me-
Tox sequential simplex method

TmocJenyiollas omeHKa sequent estima-
tor

NOCTOAHHHIA BO BpPeMeHH Koa (m)
time-constant code

noreHuman (m) potential:  auapgpa-~
alpha-potential; aasga-sapo morenuma-
aoB potential alpha-kernel; ~ Jlewapna-
Hxonca Lenard-Jones potential; ~ ru66-
cosckoro moas Gibbs field potential; pas-
HoBecHbIH ~ equilibrium potential; Teo-
pus (f) norennunana potential theory; pu-
HHTHBIH ~ finite-range potential

TMOTEeHIHAJNLHAI IIJIOTHOCTH potential
density

INoOTeHnHaJabHas GYHKIHA potential
function

NoTeHIMaJIbHas 3HcTpodusa potential
enstrophy

IOTEeHIHMAJNbHEIA BHXPL potential vor-
ticity

norepu loss: kBaapaTHyeckas (PyHKHHA
noteps quadratic loss function

noteps (f) undpopmanmu loss of infor-
mation

motok (m) flow, stream: sxommoi/
pxonAutaH ~ input, input/arrival flow/
stream; BxonHod/Bxonawmi ~ Iarsma
Palm input; BxonHoH/BX0on41uni ~ ¢ orpa-
HHYEHHBLIM JocAdefeHCTBHeM recurrent in-
put; uamepumeri ~ measurable flow; muo-
ronponykToBeii ~ multicommodity flow;
HenpepruIBHbIH ~ continuous flow; Hecra-
UHOHAPHBIA BXONHOH ~ mnonstationary in-
put; ~ Beprayann Bernoulli flow; nyacco-
HoBckHH ~ Poisson flow; pexkyppeHTHLIH
~ recurrent input

HOTOYeYHAd CXOLMMOCTE pointwise con-
vergence

HMOTPAEKTOPHAsA eAHHCTBEHHOCTH pe-
mreHus pathwise uniqueness of a solution

nouTu GopeseBckas yHKmua almost
Borel function

NOYTH MHBaPHAHTHRIM almost invariant:
~ kpHTepHH almost invariant test

IIOYTH CTAUMOHAPHEIA CHOYYaMHEIR
npounecc almost stationary random pro-
cess

npasaonogodue (n) likelihood: orHo-
menne (n) npasponono6us likelihood ra-
tio; ypasrense (n) mpasuononobus likeli-

hood equation; ¢pynkuns (f) npasaomono-
6us likelihood function; vacruunoe mpap-
nmononobne partial likelihood

npaBdJia KOPPEKTHUPOBKH
rules

npasuje (n) rule: 6edecoBckas pemao-
wiee ~ Bayes decision rule; onTaMans-
Hoe ~ oCTaHOBKH optimal stopping rule;
~ ocTaHOBKH stopping rule; ~ Tpex cHrm
three-sigma rule; ~ uersipex naTax four-
fifth rule; pemarowmee ~ decision rule

NpaBMJILHAsA OLIEHKA proper estimator

OpaBEIM MapKOBCKME mpomnecc right
Markov process

npatiMep (m) primer

npeaGeauBanue (n) prewhitening

npegen (m} limit: goBepHTenbHBIH ~
confidence limit/bound; npoexTuBabIA ~
projective limit

npegesibHad CHHYCOMOANbHAA TeopeMa
Caynkoro Slutsky sinusoidal limit the-
orem

upenesibHas Teopema limit theorem: ~
nas oTHouleHH#H ratio limit theorem

npeaenbHOoe pacupegesesue limit dis-
tribution

npexuKTaHT (m) predictant

npeguxTop {(m) predictor

npenmok (m) ancestor: Gumxkadiunui o6LUHHE
~ mnearest mutual ancestor

npeanHCcaHHOe XPOMaTHYIeCKoe THCJIO
list chromatic number

OpeAOHUCaHHOE YHUCJ0 prescribed num-
ber

npennouTenue (n) preference

npeackasanue (n) forecasting, prediction

npeackasyeMas KBaJpaTHUYHAsA Xapak-
TepUcTHKa MapTuHrana predictable
quadratic characteristic of a martingale

npefckasyeMas IIPOEKHUA I[Ipouecca
predictable projection of a process

npefckasyeMas XapakTepHCTHKa Map-
TuHraja predictable characteristic of a
martingale

IpeacKasyeMoe MHoXecTBO predictable
set

IpeACcKa3yeMBI MOMEHT OCTaHOBKH
predictable stopping time

IIPeACKAa3yeMBIH IIPoLecc
process

OpeAcTABHTENbHAaA BRIGOPKA represen-
tative sample

npencrTanJieHHe (n) representation: HH-
TerpaJjsHoe ~ integral representation; ka-
HOHHYeckoe ~ canonical representation;
kanouuveckoe ~ Jlesn Lévy canonical
representation; kanonmyeckoe ~ JleBn—
Xununta Lévy-Khinchin canonical repre-
sentation; ~ B BHZe psana series represen-
tation; ~ Mo [t6 representation; ~ Poxka
Fock representation; npmayamTeabHoe ~

adjustment

predictable
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mandatory representation; cxaToe MyJab-
THrpagopoe ~ succint multigraph repre-
sentation; cnexTpanbHoe ~ /pasioxeHHe
(n) spectral representation; spoaionnony-
pyolliee cnekrpaibfoe ~ evolutionary
spectral representation

mpeMuanbHasg CHACTEMa bonus system

npereGperaemocTk (f)  negligibility:
acHMNTOTHYecKad ~ asymptotic negligi-
bility

npeneGpeXuMoe MHOXecTBo negligible
set

npeo6pasoBaHue (n) transform, trans-
formation: acuMnTOTHYeCKH HOpMaabHOE
~ asymptotic normal transform; acmm-
NTOTHYeCKH IHPCOHOBCKOE ~ asymptot-
ic Pearson transform; 6ricTpoe ~ Py-
pse fast Fourier transform; muckpetHoe
~ @ypre discrete Fourier transform; na-
TerpaJjbHoe ~ integral transform; xBan-
THabHOe ~ quantile transformation; ko-
Heuroe ~ QPypre finite Fourier transform;
MapTHHraleHoe ~ martingale transfor-
mation; macmrTabroe ~ scale transfor-
mation; opToronairHoe ~  orthogonal
transformation; ~ Buasrcona-Xnagepru
Wilson-Hilferty transformation; ~ I'ayc-
ca Gauss transform; ~ xoncona—Ysaya
Johnson-Welch transformation; ~ Kpa-
mepa Cramér transform; ~ Jlanaaca
Laplace transform; ~ Jlexxanapa Legendre
transform; ~ Meaauna Mellin transform;
~ Meaanna—-Cruarbeca Mellin-Stieltjes
transform; ~ IlaThajixa Patnaik transfor-
mation; ~ IIgpcorna Pearson transforma-
tion; ~, coxpansowee Toxgecrpo identi-
ty preserving transformation; ~ ®uurepa
Fisher transformation; ~ @Pypre Fourier
transform; ~ @ypee-Cruarreca Fourier-
Stieltjes transform; peHopmasansanuonnoe
~ renormalization transformation

npeduKCHaAA 3HTponusa prefix entropy

npedHKCHOe MHOXECTBO prefix set

npedHKCHEIA IOUCK prefix search

npuGamxeHHe (n) approximation: axo-
¢anTopo ~ Diophantine approximation;
KPa3HMapKosckoe ~ quasi-Markovian ap-
proximation; ~ 'azepkuna Galerkin’s ap-
proximation

npuBoAMMan/passoKHMaL nenb Map-
xopa reducible/decomposable Markov
chain

NPpHEeMOYHOEe YHUCJIO acceptance number

IPHAEMOYHKIN KOHTPOJIL acceptance in-
spection

IPUMHUTHUBHHNA TPEyTOJLHUK primitive
triangle

IPHHYXUTEJILHOE IpeAcTaBJIeHAE
mandatory representation

npuHnAn (m) principle: 6efecopckuii ~
Bayes principle; Bapraumonsstii ~ vari-

ational principle; ~ momoammTEABHOCTH
complementarity principle; ~ mocTaTouY-
noctu sufficiency principle; ~ HuBapH-
aHTHOCTH invariance principle; ~ HHBapH-
anrrocti Jlonckepa—Ilpoxoposa Donsker—
Prokhorov invariance principle; ~ nupa-
puantHocTH lllTpaccena Strassen’s invari-
ance principle; ~ MakCHMaJbLHOLO HpaB-
Aononobusa maximum likelihood principle;
~ maxcumyma [lonrparnna Pontryagin’s
maximum principle; ~ HeonpeneaeHHOCTH
uncertainty principle; ~ onTHMajabHOCTH
optimality principle; ~ oTpaxenns reflec-
tion principle; ~ pasgenenHa separation
principle; ~ cxarus Kaxama Kahane's
contraction principle; ~ ycpenneHns av-
eraging/homogenization principle; cmas-
HbIA ~ HHBapHaHTHOCTH strong invariance
principle; caabruri ~ npasgononobua weak
likelihood principle; ycnaennwiii ~ npas-
nmononobus strong likelihood principle

npuopHaTer (m) priority

IPHOPDUTETHas cHcTeMa O6CIyXHBa-
HUA priority queueing system

NPUNKECAHHEIA runeprpadp
hypergraph

npupamenue (n) increment

NPUCOSIMHEHHBIH CHOEKTD Ipomecca
associated spectrum of a process

npucTeHHBH 3akoH wall law: ~ [Ipang-
a1 Prandtl wall law

OPUTATHBAIOINAL I'DaHHAIA
boundary

npoGuT (m) probit

npoGiaema (f) problem: ~ Bepenca~
®umepa Behrens—Fisher problem; ~ guc-
xperusauns discretization problem; ~
samukanna closure problem; ~ 3u-
rexs Siegel problem; ~ MapTHHraJoB
martingale problem; ~ MomeHTOBP mO-
ment problem; ~ mewyscTBATEAbHOCTH/
HHBapHaHTHOCTH insemsitivity problem;
cTeneHHas ~ MOMEHTOB power moment
problem

npo6Has ¢yHKmuA trial/test function

nposepka {f) runoTesr hypothesis test-
ing: ~ npoTHs aabTepHaTHBEI testing of a
hypothesis against an alternative

nposepka (f) nosropedrocTH durabili-
ty testing

nposepka (f) HopManbpHocTH testing for
normality

nposepka (f) CTATHCTHYECKOH THIO-
Tesnl statistical hypothesis testing, test-
ing of a statistical hypothesis

npor#o3s (m) forecast, prediction: omn6xa
{(f) npornosa prediction error; ~ moroms
weather forecast; perpeccwounsiii ~ re-
gression prediction

nporHosuposanne (n) forecasting, pre-
diction: wmenmHeHHOE ~ caydaHHOro Hpo-

attributed

attracting



mecca nonlinear prediction of a random
process

nporpaMMHoe obecnedenue software

OPOTPECCHBHO HM3MEPHUMBEIM MPOIECC
progressively measurable process

nporpeccus (f) progression: apupmeTn-
yeckad ~ arithmetic progression; reome-
TpHYeCcKad ~ geometric progression

npopakT-Mepa (f) product-measure

IpoRaKT-cocToAHMeE (n) product-state

IpoHoJIXKeHHe (n) MapKOBCKOro IIpO-
mecca extension of a Markov process

npogoJikeHue {n) Mepsl extension of a
measure

OPORCJIKHTENbHOCTS (f) xkm3Em life-
time

NPOJOJIKMTEJHHOCTS (f) MpeResbHBIX
TeopeM continuation of limit theorems

OpPOoROJIbHaA KOPpPeJAMHOHHaA (YHK-
mus longitudinal correlation function

IpOeKTHBHaA omeHKa orthogonal series
estimator

HIPOEKTHUBHAA IIJOCKOCTH
plane

IIPOCKTHUBHAA CHCTEMa Mep projective
system of measures

NIPOeKTHUBHLIN Npefdes projective limit

npoeknus (f) projection: onumoHadbHaA
~ mponecca optional projection of a pro-
cess; opToroHalbHad ~ orthogonal pro-
Jection; mpeickasyemas ~ npoHecca pre-
dictable projection of a process; ~ pa#ro-
BoH cTaTHCTHKH rank statistic projection;
CTaTHCTHYeCcKas ~ J1aHa projection of a
design

npoussegenue (n) product: gekaprTo-
Bo ~ Cartesian product; noaynpimoe
~ semidirect product; ~ BeposgTHOCT-
HBIX npocTpaHcTB product of probability
spaces; ~ H3MEDHMUBIX IIDOCTPAHCTB pI'Od'
uct of measurable spaces; ~ mep product
measure; ~ fIpocTpaHcTs product space;
npamoe ~ direct product

npomsBogHas (f) derivative: ~ [ato
Gateaux derivative; ~ Pagona—Huxognma
Radon~Nikodym derivative; ~ @peme
Fréchet derivative; cToxacruyeckas ~
stochastic derivative; cToxacruyeckas ~
Maanassena Malliavin stochastic deriva-
tive; croxacruueckas ~ Ckopoxona Skoro-
hod stochastic derivative; vacTnas ~ par-
tial derivative

npomspoaAmas ¢yHKIHA  generating
function: ~ BeposTHOcTel probability
generating function; ~ kymyasaTOB cCumu-
lant generating function; ~ MomenTOB mMO-
ment generating function; ~ cayvainor
BeanyuHbl generating function of a ran-
dom variable

OPOM3BOAAINNE / HHOHHATEIUMAIB-
HBIA omepaTop generator

projective
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npoMepa (f) cylindrical measure

IPOHHIlaeMas TpaHHIA permeable
boundary

nponasiuee HaGJiogeHHe missing obser-
vation

IponaBIlive NJaHHBIe missing data

NPONMYCKHAA CHOOCOGHOCTH  capacity,
throughput: ~ kamaaa channel capacity

HponyImeHHoe HAGMIOGEeHHEe missing ob-
servation

npopexusauue (n) decimation, thinning:
He3aBHCHMOE ~ TOYeYHoro npouecca ind-
pendent thinning of a point process; ~ To-
yeyHoro nponecca thinning of a point pro-
cess

npocauuBanue (n)/nepkossanus (f)
percolation: nponecc mpocayHBaHHA per-
colation process

npoctas runoTesa simple hypothesis

npocTas MeTpHKa simple metric

IpocToe IUCJa0 prime number

OpocTOd TOYEYHBIM mporecc simple
point process

IPOCTPAHCTBEHHAs MenwaHa  spatial
median

NPOCTPAaHCTBO (n) space:  aBTOMOp-

¢u3m (m) mpocrpaHcTBa € Mepod auto-
morphism of a measure space; aHTHCHM-
MeTpHyeckoe ~ Poka antisymmetric Fock
space; Ganaxopo ~ Banach space; 6ana-
x0B0 ~ xornna p Banach space of cotype
p; 6anaxoBo ~ co csodcreom PIP Banach
space with PIP (Pettis Integral Property);
banaxoBo ~ THHma p Banach space of type
p; GaHaxoBo ~ ycToH4mBoro THma p Ba-
nach space of stable type p; 6o3onHOCE ~
boson space; BeposTHocTHoe ~ probabil-
ity space; BelGopouHoe ~ sample space;
ruasbeproso ~ Hilbert space; ruas6ep-
TOBO <~ BOCIIDOH3BOQALLICIO A/pa TIeEpro-
ducing kernel Hilbert space; mameprmoe
~ measurable space; H3oTponuoe xoneu-
Hoe ~ isotropic finite space; kxomnakTHpH-
xauns (f) ¢pasoBoro mpocrpaHcTBa state
space compactification; meToa (m) onno-
ro BEPOATHOCTHOIO HPOCTPAHCTBA COM-
mon probability space method; Hopmauas-
Hoe ~ normal space; moawoe BepoAT-
HocTHoe ~ complete probability space;
noabckoe ~ Polish space; momoanenne
(n) BepOATHOCTHOrO HPOCTPAHCTBa COM-
pletion of a probability space; nponspe-
JfeHHe (n) BepOATHOCTHLIX HPOCTPAHCTB
product of probability spaces; npoxssene-
nne (n) H3MepHMBIX NpocTpaHCTB prod-
uct of measurable spaces; mponspenenne
(n) npocrpancrs product space; ~ Axek-
caapopsa Alexandrov space; ~ [npuxie
Dirichlet space; ~ meTox (MapxupoBaH-
Horo To4edHoro mponecca) mark space;
~ Munkosckoro Minkowski space; ~ Op-



48 INPOTHUBOIIWIOZKHOE e IIPOLECC

auda Orlicz space; ~ pemenni decision
space; ~ € MepoH measure space; ~
Cxkopoxona Skorokhod space; ~ cmecei
space of mixtures; ~ Co6oxesa Sobolev
space; ~ cocTosnui state space; ~ Poka
Fock space; ~ aaeMeHTapHBIX COObLITHI/
ucxomop space of elementary events; pas-
HomepHoe ~ homogeneous space; pago-
noso ~ Radon space; cenapabeabnoe ~
separable space; carma-ronoaoruveckoe ~
sigma-~topological space; ckMMeTpHY€eCKOE
~ Qoka symmetric Fock space; cosep-
IEeHHOe BepoATHocTHoe ~ perfect prob-
ability space; cToxacTHueckoe BekTOpHOE
~ stochastic vector space; cycauHCkoe ~
Suslin space; Tonoaoruueckoe ~ topolog-
ical space; ¢pasopoe ~ state space; ¢ep-
MmHoHHOe ~ fermion space; LHKJIHYeckoe
~ cycle-space; sHAOMOp(H3M HPOCTPaH-
crBa ¢ Mepoi endomorphism of a measure
space

IPOTHBOIIONOXHOe COGRITHE negation
of an event

IPOTOMHHHEMAJIbLHAas METPHMKa proto-
minimal metric

npobunaxTuka (f) preventive

mpoxoXJieHre (n) traversal

upouenypa (f) procedure: azanTss-
Hai ~ adaptive procedure; mepapxmue-
ckag ~ kaaccu¢pukauun hierarchical clas-
sification procedure; kaacrep- ~ cluster-
procedure; omTuMaasHocTE (f} croxa-
cTHYeckod nponenypsl optimality of a
stochastic procedure; noansi kiaacc cra-
THCTHYecKHX mpouenyp complete class of
statistical procedures; nociregopaTearHas
~ sequential procedure; ~ [IBopeuxo-
ro Dvoretzky procedure; ~ Pob66unca—
Moupo Robbins—Monro procedure; ~ cro-
xacTHieckoH annpokcuMaunn Kupepa—
Boasgoeuna Kiefer—Wolfowitz stochastic
approximation procedure; ~ crTOXacTH-
YecKoH annpokcaManuu Po6bunaca—Monpo
Robbins—Monro stochastic approximation
procedure; pobacTHas CTATHCTHYECKAA ~
robust statistical procedure; craTucTHYE-
ckasa ~ statistical procedure; a¢pdexTns-
HocTs (f) cTaTHcTHYecKoH npouenypsl ef-
ficiency of a statistical procedure

mpomecc (m) process: aBTOMOAENbHBIHA
~  self-similar process; amganTHBHEIA
ynpaBlAseMbId CJOyYaHHBIH ~ C HHCKDET-
HeiM BpeMmeneM adaptive controlled dis-
crete time random process; aganTHpPoBaH-
HbIH cayvalHbii ~ adapted random pro-
Cess; aAMIUIHTYMHO-MOAYJIHPDOBAHHEIH HM-
nyabscHsrd ~ amplitude-modulated pulse
process; apH(pMETHYECKOE MONEIHPOBAHHE
caydaiHbIX npoieccoB arithmetic simula-
tion of random processes; APIICC-~(~
aBTOPErPECCHH — NPOHHTErPHPOBAHHOIO

ckoapasiero cpendero) ARIMA process;
APCC-~(~ cMemaHHO# aBTODErDECCHH
— ckoabssinero cpegnero) ARMA pro-
cess; 6e3rpaHHYHO NEJIHMbIH CIydaHHBIH
~ infinitely divisible random process;
6e3rpaHHUHO HENHMBIH TOYEYHBIH ~ 1in-
finitely divisible point process; 6uHapHbIH
BeTBAuHHCA ~  binary branching pro-
cess; Bemyllas (yHKHUHS TOYEYHOIO HPO-
necca leading function of a point pro-
cess; BeTBAIMHACA qHPy3nonHbiE ~ dif-
fusion branching process; serBaunica ~
branching process; BeTBaluMiica ~ B cay-
vaiinoii cpege branching process in ran-
dom environment; BeTBSILUHHCA ~ C B3a-
HmozneHcTBrHeM dacTul branching process
with interaction of particles; BeTBaIIHH-
¢4 ~ C 3aBHCHMOCTBHIO OT BO3DacTa age-
dependent branching process; BeTBsLUHH-
cq1 ~ ¢ HmMmurpanueii branching process
with immigration; BeTBiLIHHCL ~ C KO-
HEYHBIM YHCIOM THHOB 4YacTHI branch-
ing process with finite number of parti-
cle types; BeTBALUHHCE ~ C MHrpalHeH
branching process with migration; seTssa-
IHACA ~ ¢ amHrpanHed branching pro-
cess with emigration; BeTBswmics ~ ¢
sHeprue# cascade process; BAHEPOBCKHH ~
Wiener process; BJIOXEHHLIA BETBALHH-
¢ ~ embedded branching process; Buo-
xenusri ~ embedded process; Bosspar-
HEIE MapKOBCkHH ~ recurrent/persistent
Markov process; BospacTaoLIHA Ciy4Yai-
HBE ~ increasing random process; Bmo.-
He H3MEePHMag NPOEKUHA Nponecca option-
al projection of a process, well measur-
able projection of a process; Bnosane uame-
puMbIA ~ optional process, well measur-
able process; sBaipoxaenne (n) BeTBsulero-
¢4 npoitecca extinction of a branching pro-
Cess; FrapMOHH3YEMbIH CAyYadHBIH ~ har-
monizable random process; rayccosckui
mapxosckui ~ Gaussian Markov process;
rayccopckuii ~ (Gaussian process; rayc-
COBCKHH cTapHoHapHeiH ~ Gaussian sta-
tionary process; reoMETDHYECKHH ~ ge-
ometric process; rpaHHYHbd ~ bound-
ary process; ABOHCTBEHHLIH MApDKOBCKHH
~ dual Markov process; nwmanuveckui
~ dyadic process; and@ysHOHHBEIH Be-
TBaumuics ~  diffusion branching pro-
cess; augp@ysnonnri ~  diffusion pro-
cess, diffusion; au¢ppysHoHRHHE ~ ¢ oT-
paxennem diffusion process with reflec-
tion; AOKpHTHYECKHH BeTBALIHHCE ~ sub-
critical branching process; n3oTponmHLUi
CAy4YaHHBIH ~ isotropic random process;
HMIOYABCHBLIH HNY3CCOHOBCKHH ~ 1mpulse
Poisson process; HMAYALCHEIA CLYYaiHBIH
~ impulse random process; HHTEHCHB-
HocTs (f) Touewnoro mpomecca intensity



of a point process; kBa3uriaaikui Map-
KoBckHH ~ quasi-smooth Markov pro-
cess; KBa3sHAH(DQPy3HOHHEIH ~ quasidif-
fusion process; kKBaHTHJIBHBIA ~ quan-
tile process; kBaHTOBHIH CIAyYaHHBIH ~
quantum stochastic process; kokcoscxui
Toveunsii ~ Cox point process; koM-
nercatop (m) TOYEYHOIO MPOLECCA COM-
pensator of a point process; koMmmiekc-
HBIH rayccoBCckHH ~ complex Gaussian
process; KOCOH BHHEDOBCKHA ~  skew
Wiener process; KpDHTHYECKHH BETBALLHH-
cg ~ critical branching process; xycou-
HO JHHEHHBIH ~ piecewise linear process;
JeBeIH MapkoBckHH ~ left Markov pro-
cess; JHHeHYaTeIH MapkoBckul ~ Markov
linear-wise process; JIOkaJbHO HHTEIDHDY-
embid ~ lpcally integrable process; map-
KMpOBaHHLIA TOYeuHbid ~ wmarked point
process; MapkoBckui ~  Markov pro-
Cess; MApKOBCKHH ~ B IIHPOKOM CMBbI-
cie wide-sense Markov process; mMapkoB-
ckHii ~ BoccraHopieHHs Markov renew-
al process; MapkoBCkHA ~ IPHHATHS pe-
menni Markov decision process; Mapkos-
CKMH ~ C KOHEYHbBIM MHOXECTBOM COCTO-
auni Markov process with a finite state
space; MapKOBCKHH ~ CO CYeTHBIM 4YH-
caom coctosini Markov process with a
countable/denumerable state space; muo-
roMepHbIH BHHEPOBCKHH ~ multidimen-
sional Wiener process; mHoronapamerpu-
YECKHIA NPONECC BPOYHOBCKOIG ABHXKEHHA
multiparameter Brownian motion process;
HaAKPHTHYECKHHA BETBAILUHHCA ~ super-
critical branching process; He3zaBHCHMOE
IpOpeXHBaAHHE TOYEedHOro mnpoHecca inde-
pendent thinning of a point process; He-
JHHEHHaA (GHALTpallHA CAy4aHHOro mpo-
necca nonlinear filtering of a random pro-
cess; HeJHHEHHOe NPOrHO3UPDOBAHHE CJIy-
yaidHoro nponecca nonlinear prediction of
a random process; HeMapKOBCKHH ~ non-
Markovian process; HepasJIOXHMBIH Be-
TBaiuuics ~  indecomposable branch-
INg process; HeyNnpexAaoUwui CayYadHuH
~ nonanticipating random process; Hop-
MaabHbIA MapkoBckui ~ normal Markov
process; oGHOBASIOILLIHHA ~ innovation pro-
cess; 0OOOLUeHHEIH MyaCcCOHOBCKHH ~ com-
pound Poisson process; o606ILEHHbBIA CIY-
—sa#Hbld ~ generalized random process;
0600LUeHHBIN CTALHOHApHBIA ~  gener-
alized stationary process; o6paTHMBIH ~
reversible process; o6palleHHLIH MapKOB-
ckuii ~ reversed Markov process; o6pa-
uteHHBIH ~ reversed process; 06pLIBalO-
wnics mapkosckuh ~ killed Markov pro-
cess; o6pbiBaiounica ~ cut-off process;
ObLIHA BeTBALUHACA ~ general branch-
ing process; orubamomas (f) cayvamro-
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ro nponecca envelope of a random pro-
cess; ONHOMEDHBIH CJay4aHHBIH ~ one-
dimensional random process; onHOpORHEIR
reoMeTpHYeCKHHK ~ homogeneous geomet-
ric process; ORHODONHBIH MapKOBCKHH ~
homogeneous Markov process; onrumais-
Hasg OCTAaHOBKA CJAYyYaHHOIro IpPOHECCda Op-
timal stopping of a random process; on-
HHOHANBHAA MPOEKUHS Hpolecca option-
al projection of a process; onnmonaub-
HBIH ~ optional process; opaHHapHBIH
MapKHPOBaHHKIH ToueyHslH ~ ordinary
marked point process; opaAHHApHEIH ToO-
vyeuyHulH ~ ordinary point process; opTo-
FOHAJBbHOE Da3JioXeHHe CAydYaHHOro Mmpo-
necca orthogonal expansion of a random
ProcCess; OCHHIMHDPYIOIUHH CAyYadHbIH ~
oscillatory random process; noaymapkos-
ckuii ~ semi-Markov process; moayne-
NPpEPBIBHBIA CBEPXYy ~ UPPEr semicon-
tinuous process; moayHenpephIBHEIK CHU3Y
~ lower semicontinuous process; Hoporo-
Boii ~ aBroperpeccii threshold autore-
gressive process; HOYTH CTalHGHaPHLIA
cay4yaHHEIE ~ almost stationary random
process; npaBbid MAPKOBCKHH ~  right
Markov process; mnpeackasyemas npoek-
nuA nponecca predictable projection of a
process; mpenckasyemusri ~ predictable
process; HDHCOECHMHEHHBIH CHEKTD HPO-
necca associated spectrum of a process;
IPOrPECCHBHO H3MEDHMBIH ~  DProgres-
sively measurable process; npomouaxenne
(n) MapkoBckoro nponecca extension of a
Markov process; npopexuBanre (n) To-
geynoro nporecca thinning of a point pro-
cess; NPOCTOH TOYEeYHbIH ~ simple point
process; ~ aBTOperpeccHH autoregressive
process; ~ aBTOPErDECCHH —— I[IPOHHTE-
TPHPOBAHHOLO CKOJMB3AILETO CPEIHErs au-
toregressive — integrated moving average
process, ARIMA process; ~ DBemamana-
Xappuca Bellman-Harris process; ~ Bec-
cesis Bessel process; ~ bokca-/lxenkunuca
Box-Jenkins process; ~ 6poyHoBckoro
aBuxeHHs Brownian motion process; ~
BoJokon fibre process; ~ BoccTaHOBIEHHS
renewal process; ~ [aanptona—Barcona
Galton—Watson process; ~ romocopanns
voting process; ~ Jupuxae Dirichlet pro-
cess; ~ ngpo6oporo miyma shot noise pro-
cess; ~ Hpxuubr Jifina process; ~ Hro
[td process; ~ Kokca Cox process; ~
KOHTakTOoB contact process; ~ Kpamna-
Mone-4repca Crump-Mode-Jagers pro-
cess; ~ HEAHHEHHOH aBTOPErPECCHH NOou-
linear autoregressive process; ~ ofyde-
HHa learning process; ~ OpHmTeidna-
Yaen6exa Ornstein-Uhlenbeck process; ~
OTPaXeHHOro 6pOYHOBCKOIO ABHXKEHHI Te-
flected Brownian motion process; ~ mpo-
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cauyHBaHHA percolation process; ~ IIy-
anxape Poincare process; ~ pasmHoxe-
Hua birth process; ~ poxnenus H ru-
6ean birth-and-death process; ~ Paaes
Rayleigh process; ~ Cepacrbanosa Sev-
ast’yanov process; ~ ckoab3sliero cpel-

HEero moving average process; ~ CMe-
IIaHHOH aBTOPErpecCHH — CKOJb3ALIEro
cpemHero autoregressive — moving aver-

age process, ARMA process; ~ Yonra
Wong process; ~ Xanta Hunt process; ~
Xennunrepa Hellinger process; ~ UYxy-
#a Chung process; ~ snuaemnn epidem-
ic process; ~ IOuaa Yule process; nmyac-
coHoBckHH ~ Poisson process; myacco-
HOBCKHH TOYedHBIH ~ Poisson point pro-
cess; pasJoXHMBIH BeTBAUHicA ~ decom-
posable branching process; pereHeprpyio-
HH ~ regenerative process; peryJaHpy-
emutii BerBamuics ~ controlled branch-
ing process; perylIApHbLIA BETBALUHHCA ~
regular branching process; peayuspoBaH-
HetH BerBawmics ~  reduced branch-
ing process; cemapabeibHHH ~  sepa-
rable process; cHaABHO (pennepoBckHH ~
strong Feller process; cmaxponHbie TO-
yeuyHsre nporeccH synchronous point pro-
cesses; cHcrema (f) Jlesm MapkoBcko-
ro mpotiecca Lévy system of a Markov
process; CKaukxooOpa3HLIH MAapKOBCKHH ~
jump Markov process; ckauxoobpasHpii
~ jump process; CJAOXHGIK HyacCOHOB-
ckuii ~ compound Poisson process; cay-
yadHei ~ random process; clHyYaHHbLIH
~ ¢ BHCKDeTHHIM BpeMeHeM discrete time
random process; cay4aHHHH ~ € He3a-
BHCHMLIMHE nNpHpauteHHsMu random pro-
cess with independent increments; cay-
YadHHH ~ THHa KeHrypy kangaroo ran-
dom process; cayvaHHertd TeaerpadHbIR
~ random telegraph process; coraacosan-
HbIH cayyvadnbii ~ adapted random pro-
cess; CTaHAapTHRIH BHHEDOBCKHH ~ stan-
dard Wiener process; crasgapTued Map-
koBckni ~ standard Markov process; cra-
HHOHAPHBLIH B IIHPOKOM CMEICAe ~ wide-
sense stationary process; CTaqHOHaPHBIH
reomeTpHieckHd ~ stationary geomet-
ric process; CTaHHOHADHBIH MapKOBCKHH
~ stationary Markov process; cranno-
HapHBIH cay4adHeid ~ stationary ran-
dom process; cTallHOHapHBIH TOYEYHEIH ~
stationary point process; cToXacTHYECKH
HenpephIBHEIA ~ stochastically continu-
OUS Process; CTOXaCTHYECKH 3KBHBAJEHT-
Hble caydaHHble mponecchl stochastically
equivalent random processes; crToxacTH-
YeCKHH MPHHIHIT ONTHMaabHOCTH stochas-
tic optimality principle; cToxacTrueckui
~ stochastic process; cTporo Mapkos-
ckuii ~ strong Markov process; crynen-

YaThIH MapkoBCcKui ~ step Markov pro-
cess; CTyHEHYaTHIH CaAyYaHHbIH ~ step
random process; c)epHYECKHH BHHEDOB-
ckuif ~ spherical Wiener process; cxonu-
MocTs (f) ciayvakHRX mpomeccos conver-
gence of random processes; cuHTalOAHA
~ counting process; CYHTRIOLIAHA CAYydaH-
HBIH ~ counting random process; Tere-
rpagunii ~ telegraph process; Tomoaors-
YeCKH BO3BDAaTHEIH MapKOBCKHH ~ topo-
logically recurrent Markov process; To-
YeYHLIH ~ point process; TOWeUHBIH ~
Koxkca Cox point process; ToYeynni ~ c
TNPHCOEANHEHHEIMH CAyYaHHEIMH BEIH'IH-
HaMH point process with adjoint random
variables; y6uBanne (n) mapkosckoro npo-
necca killing of a Markov process; ynpa-
BAAeMbIH JOHPPy3HoHHEIH ~  controlled
diffusion process; ynpaBaseMpii Mapkos-
ckuii ~ controlled Markov process; ynpa-
BJAEMBIH MapDKOBCKHH CKa4KOO6DasHEIH ~
controlled Markov jump process; ynpa-
BageMblii ~ controlled process; ynpa-
BAAeMbIH CkauykoobpasHbIiH ~ controlled
jump process; ynpaBageMbId CAydYadHEIH
~ controlled random process; ynpapase-
MBIH CIyYaiHEIR ~ C IHCKPETHHIM (Henpe-
peiBHeiM) Bpemenem controlled discrete
(continuous) time random process; yciao-
Bre (n) obpatamocts aas APCC nponec-
ca invertibility condition for ARMA pro-
cess; ycJAOBHEIH MapkoBckui ~ condition-
al Markov process; ycrofiunsaii ~ stable
process; ¢enaeposckui ~ Feller process;
¢napTpanns (f) cayvaiinoro nponecca fil-
tering of a random process; ¢yHxnHORAT
(m) ot mapkoBckoro mponecca functional
of a Markov process; skcnoHeHUHaJNBHEIH
aBTOpErpecCHOHHHHA ~ exponential au-
toregressive process; skcrpanoaiuus (f)
cayvadgoro mponecca extrapolation of a
random process; SMIOHDHYECKHH ~ em-
pirical process; sneprus (f) mapkosckoro
nponecca energy of a Markov process; sp-
rogueckni cayvaidnbii ~ ergodic ran-
dom process
IpAMas perpeccHM regression line
npaMmoe npoussenerme direct product
upaMoe ypasrenme Komamoroposa for-
ward Kolmogorov equation
IpAMOYToJabHOe AepeBo rectilinear tree
IPAMOYrOoJIbHOE pacmpefesieHHe rect-
angular distribution
ncepgouHTErpatt (m) pseudo-integral
ncepgoJtec (m) pseudoforest
ncesgomatpous (m) pseudomatroid
NCeBAOMORYNApHan pemierka pseudo-
modular lattice
ncesxoMoMeHT (m) pseudo-moment: a6-
comoTHhIH ~ absolute pseudo-moment;
pasHocTHREIH ~ difference pseudo-moment
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nceBOOCHYyYaHOe YHcIo pseudo-random
number

ncuxosioras (f) psychology

ImyaccOHOBCKad Mepa Poisson measure

IIyaccOHOBCKasf ceTh Poisson net

IIyaccOHOBCKHHE nmoTok Poisson flow

IyacCOHOBCKHHM mponecc Poisson pro-
cess

IIyacCOHOBCKMM TOYeYHHN IIpouecc
Poisson point process

IIyacCcOHOBCKHI ITyM Poisson noise

IIyaccOHOBCKoe cJjydainoe moje Pois-
son random field

nyre (m) path, walk: rammaeToHos ~
Hamiltonian path; ~ ma pemerke lattice
path

P

PaBHOBEPOATHOE pa3sMelleHHe YacTHI
equiprobable allocation of particles

PaBHOBECHAasE QHHAMHUYECKas CHCTEMa
equilibrium dynamical system

PaBHOBecHas Mofedhb steady-state model

PaBHOBECHAs CTATHCTHYECKas Mexa-
Huka equilibrium statistical mechanics

PaBHOBeCHOe pacmpefeJieHHe equilibri-
um distribution

PAaBHOBECHEIH NOTeHIHAJ
potential

PaBHOMepHAasi annpoxkcuMamus uniform
approximation

PaBHOMepHAas MHTErpHPYeMOCTh uni-
form integrability

pPaBHOMEpHas MAJOCTH
finitesimality

paBHOMepHas MeTpHKa uniform metric

PaBHOMepHas HOpedelibHad IpeHeGpe-
raemocTh uniform asymptotic negligibil-
ity

paBHOMepHasA CXOOQMMOCTH uniform con-
vergence

PAaBHOMEDHO  JyWlIIas  pelaiomas
dynaxnua uniformly best decision func-
tion

PaBHOMepPHO HauboJiee MOUIHBIA KpH-
Tepu#t uniformly most powerful test

PaBHOMEPHO ONTHMAJbHAsA CTPAaTerus
uniformly optimal strategy

PaBHOMEPHO ONTHMAJLHBIN IJIAH uni-
formly optimal design

PaBHOMEDHO COCTOATENHbHOE OLICHUBa-
uue uniformly consistent estimation

PaBHOMEPHOe IPOCTPAHCTBO homoge-
neous space

PAaBHOMEPHOE pa3MeNIcHHe
uniform allocation of particles

PaBHOMEDHOe pacnpeneseHHe uniform
distribution

equilibrium

uniform in-

HacTHI

PAaBHOMEDHEIH creidicHHr uniform spac-
ing

PAaBHOMEpPHBI# (aKTOPHHH 3KCIEepH-
meHT uniform factorial experiment

paAuoyrJjepogHas OgaTHpPoBKa radio-
carbon dating

panuyc (m) radius (pl. radii): ~ nepop-
maunn Pocc6u Rossby deformation radius;
cnekTpaJabubii ~ spectral radius

pagoHMbHIHUpyowuiA onepaTop Ra-
donifying operator

panoHoBa Mepa Radon measure

PaIoOHOBO nmpocTpaHcTBO Radon space

pasbusaemocTs (f) partitionability

pasOueHme (n) partition: aBToHOMHOe
~ autonomous partition; acCHMMeTpaIHOE
naockoe ~ skew plane partition; H3aMepH-
moe ~ measurable partition; xoHeuHoe ~
finite partition; xocoe ~ skew partition; ~
eanuuisr resolution of the unity; ~ MHHH-
MaJBHOH CTOHMOCTH least-cost partition;
~ MmHoroyroabHHkKa dissection of a poly-
gon; ~ HaTypaJbHOro yucia partition of
a natural number; ~ ®pobennyca Frobe-
nius partition; cayyaiHoe ~ random par-
tition; yapTpamerpHyeckoe ~ ultrametric
partition; xpomarnueckoe ~ chromatic
partition; mensoe ~ chain partition; uens
(f) pa3sbuenni chain of partitions; sxsusa-
JeHTHEIE pa3bHeHns equivalent partitions;
suTponus (f) pas6uenns entropy of a par-
tition

pasbpoc (m) pacnpefesaedns dispersion
of a distribution

Pa3sBeJOYHHBIA CTATHCTHYCCKMH aHa-
Ju3 qaHHEX exploratory data analysis

pa3fesenHoe ceMmeiticTrBo mep disjoint
family of measures

pa3fenuMas CTATHCTHKA
statistic

pa3neJsibHOE pe3epBMPOBAHME separate
redundancy

pasunanaka (f) change-point: sagaua (f) o
pasnaake change-point problem; momenTt
(m) pasnanks change-point

pasnoxenme (n) decomposition, expan-
sion: aCHMITOTHYeCkoe ~ asymptotic ex-
pansion; BupHajibHoe ~ virial expansion;
BBICOKOTEMNIepaTypHoe ~ high temper-
ature expansion; Meron (m) rapMonnue-
ckoro pasaoxenns harmonic decomposi-
tion method; oproronaasnoe ~ orthogo-
nal decomposition; oprorosauasHoe ~ ciy-
yaiiHoro mpogecca orthogonal expansion
of a random process; ~ Boasza Wold’s
decomposition; ~ y6a—Meiepa Doob-
Meyer decomposition; ~ Jle6era Lebesgue
decomposition; ~ Jlesn Lévy decompo-
sition; ~ Kapynena—Jloasa Karhunen—
Loéve expansion; ~ Kpukebepra Kri-
ckeberg decomposition; ~ Majepa May-

separable
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er expansion; ~ Pucca Riesz decomposi-
tion; ~ Onxpopra—Kpamepa Edgeworth—
Cramér expansion; ~ Oiaepa—Maxkaopena
Euler-Maclaurin expansion; ~ B opToro-
HaJabHRIH psaj expansion into orthogonal
series; ~ Ha kJankH clique-decomposition;
~ @0 MaJoMy HapaMeTpy expansion with
respect to a small parameter; cnexTpaJs-
Hoe ~ maTpuibl spectral decomposition of
a matrix

pasnoxuMmas/npuBoguMas ens Map-
xoBa decomposable/reducible Markov
chain

PAa3JOXUMEIM BeTBAIMUNCA Npolecc
decomposable branching process

pasmax (m) BeIGOpKHM sample range

pasmep (m) size: HabmronaeMbf ~ KpH-
Tepusa attained size of a test; ~ xpHTEpHA
size of test

pasmepHocTs (f) dimension, dimension-
ality: mommxenne pasmeproctu reduction
of dimensionality

pasmeTtka (f) labelling: ~ rpaga labelling
of a graph

pasmemenue (n) allocation, arrange-
ment: MapkoBckoe ~ yacThHy Markov al-
location of particles; onTuMaasHoEe ~ oOp-
timum allocation; noanHOMHaAABLHOE ~ Ya-
ctun multinomial allocation of particles;
paBHOBepOATHOEe ~ 4YacTHU equiprobable
allocation of particles; paBHomepHOE ~ ua-
crun uniform allocation of particles; ~
yacTHU KommiaekTamu group allocation of
particles; cayvainoe ~ random allocation

pa3HocTHOe MHOXKecTBO difference set

pa3socTHoe ypasaenme difference equa-
tion

pasHocTHHIH ncesmoMoMeHT difference
pseudo-moment

pasHocths (f) difference: meronm (m)
nepeMeHHEIX pasHocTeH variate-difference
method; ~ Bmepen/pocxonsawas ~ for-
ward difference; ~ Hasaa/Hucxonsamas ~
backward difference; mxaxa (f) pasno-
creii difference scale

pa3spexXeHHoe MHOXecTBo thin set

pa3pexeHHBIH rpad sparse graph

paspes (m) cut: MHHHMaabHEIH ~ min-
imum cut; MEHHMAJIBHHINA ~ rpaga mini-
mal cut of a graph; Moayaspasii ~ mod-
ular cut

pa3pesaoIuil KOMILUIEKC cutting com-
plex

paspemiaioiias nojoca resolution band-
width

paspelaioman cruocobHOCTE resolution

paspemnierue (n) resolution

paspemimMman cxeMa resolvable design

paspemuMuIi resolvable

Pa3pyInalollie HCOEITaHUA destructive
testing

pasbenmHeHHe (n) gepeBa disconnection
of a tree

paur (m) rank: Bextop (m) panroB vec-
tor of ranks; xpurepusi (m) cyMMuI pan-
roe rank sum test; ~ mMaTpunsr rank of a
matrix

paHroBas KoppeJianus rank correlation

PaHroBas cTATHCTHKaA rank statistic

PaHroBHIM XpHUTepHH rank test

pangoMu3anus (f) randomization

PaHOOMHM3MPOBaHHAA Urpa randomized
game

PaHOOMH3MpOBaHHaiA ouedka random-
ized estimator

PaHIOMM3XPOBaHHAA peralomas
dyakuua randomized decision function

PAHIOMH3MPOBaHHAA CTPAaTErus ran-
domized strategy

PaHIOOMH3HPOBAHHBIN KPHUTEPHH ran-
domized test

PAaHAOMM3MPOBAHHEIA IIXaH random-
ized design

pamxuposka (f) ranking

packnan (m) shuffle

packpacka (f) coloring: 6eckpioko-
Bag ~ hook-free coloring; aokaabHo-

coBepireHHas ~ locally-perfect coloring;
nocaegoBaTeabHaA ~ sequential coloring;
~ pepIIHH vertex-coloring; ~ rpaga graph
coloring; pe6epnas ~ edge coloring; cy-
nmepmonyaspaas ~ supermodular color-
ing; ypaBHoBemrenHas ~ balanced color-
ing; vacTHyHag ~ partial coloring

pacmosHaBanue (n) o6pasoB pattern
recognition

pacupepeJsieaue (n) distribution: a6co-
JIOTHO HenpepriBHoe ~ absolutely con-
tinuous distribution; a6comoTHoE ~ Ie-
nu Mapkopa absolute distribution of a
Markov chain; asToMomeabnoe ~  self-
similar distribution; asroMoneasHsIi npe-
Jnea pacnpenerenns scaling limit of a dis-

tribution; amocrepHopHoe ~  posterior
distribution; anmpmoproe ~  prior dis-
tribution; anpropHoe ~ Jlxepgpuca

Jeffreys prior distribution; apudpmernka
(f) BeposTHOCTHEIX pacnpeneaenui arith-
metics of probability distributions; acum-
ITOTHYECKH paBHOMepHoe ~ asymptot-
ically uniform distribution; acummerpus
(f) pacnpenenenns skewness of a dis-
tribution; arommyeckoe ~ atomic dis-
tribution; 6esrpanmyno neanmoe ~ in-
finitely divisible distribution; 6e3ycuaoB-
Hoe ~ absolute/unconditional distribu-
tion; 6era-~ beta distribution; 6umo-
naanHoe/nByxBepiiHiHoe ~ bimodal dis-
tribution; 6nsomuansHoe ~ binomial dis-
tribution; BeposTHOCTHOE ~  probabili-
ty distribution; Bepmmna (f) pacmpene-
aerna mode of a distribution; BeIGopou-
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Hoe ~ sample distribution; BnipoxaeH-
noe ~ degenerate distribution; ramma-
pacnpenenende gamma distribution; rayc-
coBckoe/HopmaasHoe ~  Gaussian dis-
tribution; reomerpmyeckoe ~  geomet-
ric distribution; rumepreoMeTpHYeckoe ~
hypergeometric distribution; mBoHcTBeH-
HocTh (f) 6esrpaHHYHO AeIHMBIX pacnpe-
nmeaennd duality of infinitely divisible dis-
tributions; aBymepHoe ~ Dbivariate distri-
bution; aBymepHoe HopMmaabHoe ~ bivari-
ate normal distribution; gBycToponuee no-
kasarensnoe ~ double exponential distri-
bution; apyxsepuinnnoe ~ bimodal dis-
tribution; amckpernoe ~ discrete distn-
bution; AOMHHHpOBaHHOE CeMEHCTBO pac-
npenedennii dominated family of distribu-
tions; sakon (m) pacnpenerenns distribu-
tion law; msorponHoe ~ isotropic distri-
bution; muBapwanTHoe ~ invariant dis-
tribution; megexc (m) pacnpenenenns in-
dex of a distribution; xawonmveckoe ~
canonical distribution; xBasucumMmeTpnu-
Hoe ~ quasl-symmetric distribution; xom-
nosuuus (f) pacnpeserenns composition
of distributions; koweurnomeproe ~ finite-
dimensional distribution; aesoe ~ Ilaas-
ma left Palm distribution; aorapugpmuye-
CKH HOpMadbHoe (JorHopMaisioe) ~ log-
normal distribution; zoructuueckoe ~ lo-
gistic distribution; makcHMaabHbIH mar
pacnpenenenns span of a distribution;
MapriHajisHad (GyHKHHA pacnpenejeHHs
marginal distribution function; wmapra-
HaanHoe ~ marginal distribution; muxpo-
KaHOHHYeCKoe ~ microcanonical distri-
bution; muorosepmnnHoe ~ multimodal
distribution; mHoromepHoe 6eTa- ~ mul-
tivariate beta distribution; mHoromepxoe
HopMaJbHoe ~ multivariate normal dis-
tribution; mHOoromeproe ~ multivariate
distribution; mona/sepminna pacnpenere-
Hus mode of a distribution; mouaoneroiee
~ beneficial aging distribution; MoroTOH-
Hoe ~ monotone distribution; MyasTH-
monaaraoe ~ multimodal distribution;
Hauxyamee ~ worst distribution; nHan-
MeHee GaaronpHiTHoe ~ least favorable
distribution; HavaarHoe ~ Initial dis-
tribution; HeaToMHYeckoe ~ nonatom-
ic distribution; HeBHIpOXAEHHOE ~ non-
degenerate distribution; HempepriBHOE ~
continuous distribution; HepassoxHMoe
~ indecomposable distribution; neco6-
cTeenHoe ~ improper distribution; mHe-
genTpaipHoe F- ~Dumepa noncentral F-
distribution; semenTpaabHoe xH-KxBampart
~ noncentral chi square distribution; Hop-
MaJasHoe ~ normal distribution; o6aacTe
(f) npaTaxenns yctoiiumBoro pacmpene-
aenns domain of attraction of a stable dis-

tribution; c606lueHHOe rHNEepreoMeTpHYE-
ckoe ~ generalized hypergeometric dis-
tribution; o6o6iuennoe ~ Ilyaccona com-
pound Poisson distribution; o6o6uiensoe
~ Yumapra generalized Wishart distri-
bution; o6o6lienHoe ~ apkcHHyca gen-
eralized arcsine distribution; o606iuen-
Hoe ~ CHIepreoMeTPHYECKOro pAfa gen-
eralized hypergeometric series distribu-
tion; oaHoBepmuaHoe ~ unimodal distri-
bution; ogHOCTOpOHHEE 6Ge3rpaHH4HO 1e-
anmoe ~ one-sided infinitely divisible
distribution; omera-kBagpar ~ omega
square distribution; oneparopHo ycrTo#-
yuBoe ~ operator stable distribution;
OTpHHATENbHOE GHHOMHAJIbLHOE ~ Dega-
tive binomial distribution; orpruarens-
Hoe runepreoMeTpHyeckoe ~ mnegative hy-
pergeometric distribution; orpHEaTens-
HOe MOJHHOMHAJAbHOE ~ mnegative multi-
nomial distribution; maorsocrs (f) pac-
npeneaenns distribution density; nmoka-
3aTedb (M) yCTOHYHBOIO paclpeleieHus
exponent of a stable distribution; mo-
KwamﬂbﬂOC/SKCHOHeHHHMbHOe ~ ex-
porential distribution; mouamHoMmaabHOE
~ multinomial distribution; noanoe ce-
meHcTBo pacnupeneiaendii complete fami-
ly of distributions; noayycrofiuaeoe ~
semistable distribution; npamoyroasxoe ~
rectangular distribution; pasnoBechHoe ~
equilibrium distribution; paBHoMepHOe ~
uniform distribution; pasépoc (m) pac-
npeneacana dispersion of a distribution;
~ apxcHHyca arcsine distribution; ~ bep-
gyaan Bernoulli distribution; ~ Beppa
Burr distribution; ~ Brarxsma Bingham
distribution; ~ Boasumana Boltzmann
distribution; ~ Bopeas—Tannepa Borel-
Tanner distribution; ~ Bpeagopaa Brad-
ford distribution; ~ Bed6yana Weibull
distribution; ~ BeposTHocTeH probabili-
ty distribution; ~ Buruepa Wigner dis-
tribution; ~ BospacTta age distribution;
~ ppemenn xu3un lifetime distribution;
~ BxonoB entrance distribution; ~ I'n66-
ca Gibbs distribution; ~ runepreomerps-
yeckoro pana hypergeometric series dis-
tribution; ~ [Hakcona Dyson distribu-
tion; ~ [upuxae Dirichlet distribution; ~
MHCHEPCHOHHOIO OTHOIIEHHA variance ra-
tio distribution; ~ KanTopa Cantor dis-
tribution; ~ Kenteiina Kapteyn distri-
bution; ~ Koamoroposa Kolmogorov dis-
tribution; ~ Komn Cauchy distribution;
~ Jlarpamxa Lagrange distribution; ~
Jlanmaca Laplace distribution; ~ Jlesn—
IHlapeto Lévy-Pareto distribution; ~ ao-
rapugmMuyeckoro piaga logarithmic series
distribution; ~ Makcseana Maxwell dis-
tribution; ~ Ilamsma Palm distribution;
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~ Ilapeto Pareto distribution; ~ I[lacka-
as Pascal distribution; ~ IInpcona Pear-
son distribution; ~ Iananxa Planck dis-
tribution; ~ mo pomy genus distribution;
~ Ilosia Pélya distribution; ~ Ilyaccona
Poisson distribution; ~ Pages Rayleigh
distribution; ~ Cumncora Simpson dis-
tribution; ~ Cmuprosa Smirnov distribu-
tion; ~ Crenexopa Snedecor distribution;
~ crenmenHoro paga power series distri-
bution; ~ Crriogenta Student distribu-
tion; ~ Ynakca Wilks distribution; ~ Y&-
mapra Wishart distribution; ~ ®umepa—
Crenexopa Fisher-Snedecor distribution;
~ YHCHa HENOCPEACTBEHHBIX NOToMKoB off-
spring distribution; ~ Illapare Charlier
distribution; ~ Ilepmana Sherman distri-
bution; ~ Opaanra Erlang distribution;
pemteryaToe ~ lattice distribution; ca-
Mopasaoxumoe ~ self-decomposable dis-
tribution; cers (f) pacnpenesennii net
of distributions; cuasno onHoBepmmnnoe/
YHEMomaabHoe ~ strictly unimodal dis-
tribution; cummerpuyHoe ~  symmet-
ric distribution; cuHryaspaoe ~ singu-
lar distribution; caa6o oTHOCHTEABLHO KOM-
naxTHOe ceMeHCTBO pachpeneacHHH rela-
tively weak compact family of distribu-
tions; craboe ~ weak distribution; caox-
Hoe ~ Ilyaccona compound Poisson dis-
tribution; cmecs (f) 6esrpannuno menn-
MAEIX pacnpeneieHui mixture of infinite-
ly divisible distributions; cmecs (f) pac-
npeneaennii mixture of distributions; co6-
cTBeHHOe ~ proper distribution; copmecT-
Had (yHKUHA pacnpenedeHHA joint dis-
tribution function; cosmecTHOE ~ joint
distribution; coBMecTHoe ~ BepoATHOCTEH
Jjoint probability distribution; coraacopas-
Hele pacnpefeneHus consistent distribu-
tions; compoBoxgaloliee ~ accompany-
ing distribution; compsaxentnoe ~ conju-
gate distribution; crannapTHOoe HOpMaJb-
Hoe ~ standard normal distribution; cra-
petousee ~ aging distribution; cragmonap-
Hoe ~ stationary/steady-state distribu-
tion; cTporo ycroiynsoe ~ strictly sta-
ble distribution; cxommmocts (f) mo pac-
npenenennio convergence in distribution/
law; cxomnmocts (f) pacnpenemenui con-
vergence of distributions; Tum (m) pac-
npenenennus distribution type; Tpeyroas-
Hoe ~ triangular distribution; TpuHOMH-
aapnoe ~ trinomial distribution; ynumo-
RaasHoe ~ unimodal distribution; yce-
yennoe ~ truncated distribution; ycaos-
Hoe ~ conditional distribution; ycTonun-
Boe ~ stable distribution; ¢uaynnans-
Hoe ~ fiducial distribution; ¢ynkuus (f)
pacnpenerenns distribution function, cu-
mulative distribution function; ¢ynxuus

(f) pacnpeaeaenns Pensn Rényi distribu-
tion function; xapakxtepusauns (f) pac-
npeneaenni characterization of distribu-
tions; xBocT (m) pacnpenmerenna tail of
a distribution; xu-xBagpaT ~ chi square
distribution; xn-pacnpenerenne chi distri-
bution; neatp (m) pacnpencaenns centre
of a distribution; vacrHoe ~ marginal dis-
tribution; sxcaonenuHansHOEe ~ exponen-
tial distribution; skcmomennmaabHoe ce-
MelcTBO pacnpeneaeHni exponential fam-
ily of distributions; skcmecc (m) pac-
npeneaenns excess of a distribution; am-
nuprveckoe ~  empirical distribution;
F-~®nmepa Fisher F-distribution; T2
~Xorennnura Hotelling T2-distribution;
z-~®nmepa Fisher z-distribution

pacupeneneHHas cucteMma distributed
system

paccemBanue (n) dispersion: ~ BH60p-
x# sample dispersion/variation; saannco-
ua (m) paccenpanns ellipsoid of concen-
tration

pacceaaHan Mepa diffuse measure

paccJioense (n) spread

paccyoeHHaq BriGopka stratified sample

paccToanme (n) distance: eBKIHAOBG ~
Euclidean distance; madpopmanmonHOE ~
information distance; komoBoe ~ code
distance; meTon (m) MHHEMaIbHOIO pac-
cTodHH4 minimum distance method; ~
Banaxa—Ma3sypa Banach—-Mazur distance;
~ Baccepmrrerina Wasserstein distance; ~
Kemenn Kemeny distance; ~ Jlesn Lévy
distance; ~ Maxauxano6uca Mahalanobis
distance; ~ Pao Rao distance; ~ Xex-
aunrepa Hellinger distance; cgepryeckoe
~ Bxartayapus—Pao Bhattacharya-Rao
spherical distance

pacxoguMocTb (f) divergence: xa- ~ chi-
divergence

pacxonfimaics IOCJeX0BATESIBHOCTh
divergent sequence

pacxopamuiics pax divergent series

pacmupenue (n) extension: kBaJpaTHY-
Hoe ~ quadratic extension; ~ rpaga ex-
tension/augmentation of a graph

PaCILIMpeHHBIH CTOXaCTHYEeCKHN HHTe-
rpan extended stochastic integral

paclI¥pHuTess (m) expander

pacmiIpieMas ILIOCKOCTH
plane

PacIenAIomui MoMeHT splitting time

panMoHaJNbHad cCHeKTPANbHas TIJIOT-
HocTh rational spectral density

peasm3sanus (f) (npouecca) realization,
sample function

peGepHas IIOTHOCTH edge density

peGepHas packpacka edge coloring

peGepHaf cBA3HOCTE edge-connectivity

pebepHas ymakoBka edge-packing

extendable



pebpo (n) edge: Hemepecekatowmimecs pe-
6pa disjoint edges; cxHMaemoe ~ con-
tractible edge

perenepanusa (f) regeneration: momenT
(m) pereHepanun regeneration time

pereHepHEpPYIOIIANA HPOLECC regenera-
tive process

perpeccMoHHas MaTpuIla (MaTpuna
PerpeccHOHHBIX KO3GhPUIUEHTOB) re-
gression matrix

perpeccdoHHas MOOEJb regression mod-
el

perpeccHoHHaA NepPeMeHHas TIegressor

PerpeccHoHHBIN aHAJIM3 regression anal-
ysis

PerpecCHOHHBI IIPOTHO3
prediction

regression

PerpeccHOHHEIH 5KCIIePDUMeHT regres-
sion experiment
perpeccas (f) regression: 6elecoBckas

~ Bayes regression; BeIGOpOYHBIH KO3¢-
¢uumnenT perpeccud sample regression co-
efficient; rerepockenactHueckas ~ het-
eroscedastic regression; roMockegacTHYe-
ckasg ~ homoscedastic regression; rpe6ue-
Baf ~ ridge regression; KpHBas perpeccuy
regression curve/line; xpupoanHedHas ~
curvilinear regression; guHedHas ~ linear
regression; Jaunua (f) perpeccun regres-
sion line/curve; marpuna (f) perpeccun
regression matrix; MemnHaHHas ~ medi-
an regression; MHoXxecTseHHas ~ multiple
regression; Mofeas (f) nmepexaoovatoruer-
ca perpeccus switching regression model;
HeaHnHeHHas ~ nonlinear regression; opTo-
ronaasnas ~ orthogonal regression; onen-
ka (f) perpeccun regression estimator; na-
paboandeckas ~ polynomial regression;
naockaa ~ flat regression; nmosepxHocTs
(f) perpeccun regression surface; noauso-
muanpHafg ~ polynomial regression; nps-
Mas perpeccuy regression line; cnextp (m)
perpeccHs regression spectrum; CpegHAf
KBajgpaTHYecKas ~ INean square regres-
sion; ypaBuenne (n) perpeccHy regression
equation; ¢ynxuns (f) perpeccun regres-
ston function; smmupHYeckad JAHHHA pe-
rpeccin empirical regression line
perpeccorpamma (f) regressogram
perpeccop (m) regressor
peryjJupyeMulil BeTBAWuicCS mpoecc
controlled branching process
peryJjispHas rpaHHYHafA TOUKa regular
boundary point
perynspHas Mepa regular measure
pPeryjaApHas YCJOBHAafA BepPOATHOCTH
regular conditional probability
peryaspHasa Lendk Mapkosa
Markov chain
peryJispHoe MHOXecCcTBO regular set
peryJspHoe ciaydaiiHoe mose regular

regular
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random field

perynapHocTs (f} regularity: ycaosme
(n) peryaspaoctH regularity condition

PeryJiapHBIH BeTBAILIHICA NPOIECC
regular branching process

peryaaTop (m) controller: croxacTHdye-
ckHH JHHEeHHBIH ~ stochastic linear con-
troller

peayknus (f) Bansga Wald reduction

PenynHpOBAHHBIM BeTBAIIHACIS IPO-
nece reduced branching process

PenynHPOBAaHHEY JIATHHCKHM KBagpaT
reduced Latin square

pesepBupoBanue (n) redundancy: onra-
maabHoe ~ optimal redundancy; pasgeas-
Hoe ~ separate redundancy

pesoJuabBeHTa (f) resolvent, resolvent op-
erator: ~ Pas Ray resolvent

Pe30JAbBEHTHOE TOXOECTBO resolvent
identity
Pe30JbBEHTHOE YpaBHeHHMe resolvent
equation

pexopxn (m) record

PEeKypPPEeHTHas OIeHKa recursive estima-
tor

PEeXyPPEHTHOe OIeHMBaHHE
estimation

PeKyppeHTHoe coOOrITHe recurrent event

PexyppeHTHHIN Ko recurrent code

PeXypPEHTHHIH MeTOoH HaWuMeHBLIIINX
KBagpaToB recursive least squares
method

PEeXKypPPEHTHERIY NOTOK recurrent input

PEeXYPPEHTHRINA KOA recurrent code

PEeKypCUBHBIA OCTATOK recursive resid-
ual

peseiiHais B3aMMHas KOPPEJAMHOHHAS
¢ysxmus relay cross correlation function

peJieifHas KOPPeJAALNOHHAs! GyHKIHA
relay correlation function

peJIeHHKE MeToq OnpeneseHus Koppe-
JAMMOHHBIX GpyHKIMt relay method of
correlation analysis

PEMOHTONPHIOAHOCTE (f) repairability

PeHOpMaJMM3auHOHHaA CpPYINa TIenor-
malization group

PeHOpMAIM3aHOHHOE NpeoGpa3soBasne
renormalization transformation

peruka (f) replication

peTpakT {m) retract: xecTkHi ~ rigid
retract

pedeBoit curaai speech signal

pemaromias pyskIms decision function:
6erecoBckas ~ Bayes decision function;
gonycTumas ~ admissible decision func-
tion; mHBapHaHTHas ~ invariant decision
function; MurHMaasHas ~ minimal deci-
sion function; mecMeiienHas ~ unbiased
decision function; onTumaarnas ~ opti-
mal decision function; pasHOoMepHO Xy~
mwas ~ uniformly best decision function;

recursive
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pannoMu3HpoBaHHas ~ randomized deci-
sion function; amnupuyeckas beifecosckas
~ empirical Bayes decision function

peuraiomee npaBuao decision rule

pemrenne (n) decision: MHHAMAaKCHoe ~
minimax decision; nmoTpaexTopHas enHH-
CTBEHHOCTSH pelieHHA pathwise uniqueness
of a solution; npocrpancrso (n) pewenni
decision space; CHAbHas €IHHCTBEHHOCTH
pellenns strong uniqueness of a solution;
CHJABHOE ~ CTOXacCTHYeCkoro HH(pgepeH-
unajabHoro ypaBHeHHs strong solution of
a stochastic differential equation; casabas
€NHHCTBEHHOCTH pellleHHs weak unique-
ness of a solution; craboe ~ croxacTH-
dyeckoro AHgpGepeHnHalbHOIO yDaBHEHHS
weak solution of a stochastic differential
equation; Teopnsa (f) craTucTHyeckux pe-
wenn# statistical decision theory; ¢pyux-
uus (f) sakdounTenbHOro penieHHs ier-
minal decision function

pemnerka (f) lattice, grid: ncesaomony-
aspHas ~ pseudomodular lattice; coro-
Basg ~ honeycomb lattice

pellleTdaTas MogeJb lattice model

pellleTyaToe XHBOTHOe lattice animal

pelieTdaToe pacnpejesieHre lattice
distribution

peimteryaTuiit rpad grid graph

pemteTdaThiit kop trellis code

pelleTdaTH# JUHeWHEIA Ko trellis lin-
ear code

PHMaHOBa MHPOPMAITHOHHAA MeTPHKa
Riemann information metric

puck (m) risk: amocrepHopHEIE ~ poste-
rior risk; anpuopuslii ~ prior risk; Geie-
coBckui ~ Bayesian risk; kBagpaTHYHbIH
~ quadratic risk; KOHKYpHpYIOLUIHE DHCKH
competing risks; MHHEMakKCHBIH ~ mini-
max risk; HecMeleHHaA [0 PHCKY OLEHKa
risk unbiased estimator; mouHeri ~ to-
tal risk; ~ crparernu risk of a strategy;
cpenuui ~ mean risk; ¢yakuus prcka
risk function

poGacTHas oueHkKa robust estimator

po6acTHasa cTaTHCTHYeCKas IpoHeny-
pa robust statistical procedure

po6acTHas omenka robust estimator

po6GacTHOe OIleHHBaHHe robust estima-
tion

poGacTHOCTB (f) robustness: xasecTsen-
Has ~ qualitative robustness; xouanuye-
cTBenHas ~ quantitative robustness

poGacTHHEIM robust

pox {m) rpada genus of a graph

poxpaaemocts (f) birth rate

po3a (f) uHTeHCHBHOCTeH rose of inten-
sities

po3a (f) ranpasiesnii rose of directions

poTanuoHHOEe YHcJOo rotation number

pysetka (f)} roulette

paJyeeBckoe saMupaHue Rayleigh fading

panx (m) series: BapHauHOHHBIA ~ set of
order statistics; BpemenHoH ~ time se-
ries; rumepreoMeTpHYeckHii ~ hypergeo-
metric series; KIHMaTHYECKHH BPEMEHHOH
~ climatic time series; moporoBag Mo-
aens BpemenHoro paga threshold time se-
ries model; npencrasaenne (n) B Buue ps-
Aa series representation; pasnoxenue (n)
B OPTOrOHalbHbIH ~ expansion into or-
thogonal series; pacnpeaesenne (n) ao-
rapu¢pmuyeckoro pana logarithmic series
distribution; pacnpenenenne (n) cremes-
Horo papa power series distribution; pac-
xonauniAca ~ divergent series; ~ I'pama—
Hlapare Gram—Charlier series; ~ Kpame-
pa Cramér series; ~ Jlopana Laurent se-
ries; ~ Maxkaopena Maclaurin series; ~
Tenaopa Taylor series; ~ Pypse Fouri-
er series; craaxusanue (n) BpeMEHHBIX
pagoB tapering of time series; creneHHOH
~ POWET Series; CTENEeHHOH ~ YDaBHEHHA
Koamoroposa Kolmogorov equation pow-
er series; cxomumocts (f) paaa caydadnsx
BeanusH convergence of a series of random
variables; cxomauiufca ~ convergent se-
ries; Teopema (f) o Tpex panax three series
theorem

C

caMoaBOMCTBeHHOCTSH (f) self-duality

CaMOOOIIOJIHUTEJNBHHH rpad self-com-
plementary graph

caMopa3JioKuMoe pacupepnesyeHue self-
decomposable distribution

Cc6alaHCUPOBAHHLIA GJIOYHBEIN IJIaH
balanced block design

c6aJlaHCHPOBaHHEIM 11aH balanced de-
sign

cOanmKamoIuecs THNOTEe3h
potheses

c6op (m) mannmx data collection

csepTka (f) convolution: gepeso (n)
ceepTkn convolution tree; obobiuennas
cToxacTHueckad ~ generalized stochastic
convolution

cBepPTOYHAaA HmoJayrpynna convolutional
semigroup

CBEpPTOYHEIN Kom convolutional code

cBepx3ddpeKkTHBHAA ONEHKA super-
efficient estimator

ceepxaddexTuBHOCTE (f) supereflicien-
cy

cBo6ona (f) freedom: crenens (f) cpobo-
aur degree of freedom

cBoGonHasn 3Heprus free energy

cBoGogHOEe MAapKOBCKoe Tojie  free
Markov field

close hy-



cBoGoauoe noJe free field

cBOGOOHEINA Ta3 free gas

CBOHMCTBO (n) property: MapkoBCcKoe ~
Markov property; ~ Panona—Hnkonnma
Radon-Nikodym property; ~ Ca3sonosa
Sazonov property; CHABHO (pelaepoBCKoe
~ strong Feller property; cumapnoe map-
kosckoe ~ strong Markov property; cTpo-
ro MapkoBckoe ~ strong Markov property

CBA3HOE MHOXECTBO connected set

CBS3HOCTH (f) connectivity

CBA3HEIA rpad connected graph

craaxuBaHue (n) smoothing: mepa-
BeHCTBO (n) craaxuBaHus smoothing in-
equality; ~ Bpemennsix panos tapering of
time series

CrpYNIHPOBAHHBEIE OaHHBIE
data

casur (m) shift: gomycrumerii ~ mepsr
admissible shifi of a measure; ommocTo-
pouauii ~ Bepuyxan one-sided Bernoulli
shift; mapamerp (m) cmpura location pa-
rameter

casuHyTan 3Kckypcus shifted excursion

cenJioBasg Touka saddle point

ce30HHaA Mojedb seasonal model: ~
Xappucona seasonal Harrison model

ce30HHOCTH (f) seasonality

ce30HHBIE M3MeHeHUs seasonal effect

cesiexTop (m) selector

cemeicTBO (n) family: Bsammuo nepe-
ceKalolHecs ceMeHcTBa cross intersecting
families; nommrHpoBaHHOE ~ pacnpenene-
mui dominated family of distributions; mc-
KDHBJEHHOE 3KCHOHEHIHaJbHOe ~ curved
exponential family; ornocuTesbnas xom-
makTHOCTH ~ Mep relative compactness
of a family of measures; naocko konuesn-
TPHPOBaHHOE ~ BepOATHOCTHhIX Mep flat-
ly concentrated family of probability mea-
sures; mIoTHoe ~ Mep tight family of mea-
sures; IOJHOe ~ pacnpeneleHHH complete
family of distributions; pasgesennoe ~
mep disjoint family of measures; capur-
komiakTHoe ~ shift compact family; ~
(pacnpenenennii) ¢ napaMeTDPaMH CHBH-
ra # macmTaba location-scale family; ~
(pacnpenedenuii} ¢ napaMeTpoM MaciiTa-
6a scale family; ~ (pacnpenerenni) ¢ na-
pameTpoM caBura location family; caabo
OTHOCHTEJNHHO KOMIaKTHOE ~ paclpenedie-
i relatively weak compact family of dis-
tributions; mmepueposo ~ Sperner fami-
ly; skcmonenunaasuoe ~ exponential fam-
ily; skcmoHenumaabHoe ~ pacnpeneieHHH
exponential family of distributions

ceMWHHBapuaHT (m) semi-invariant, cu-
mulant: cnexTpaabHbii ~ spectral semi-

grouped

invariant; ¢akTopuaasusii ~ factorial
semi-invariant
CeMHUHHBAPMAHTHAS CHeKTpaJbHag
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TJIOTHOCTH semi-invariant spectral den-
sity

CEeMHHMHTEePKBAPDTHJILHAA [IIUPOTA Semi-
interquartile range

ceMMMapTHHTAJX (m) semimartingale:
rayccoBckHi ~ Gaussian semimartingale;
CTOXaCTHYECKHH HHTErpajJ 10 CeMHMap-
THHraay stochastic integral with respect
to a semimartingale; ¢uasTpauns (f) ce-
mumapruaraia filtering of a semimartin-
gale

ceMHIapaMeTPHYecKais MOEJIb
parametric model

cenapaGeJsibHaA o-ajre6pa separable o-
algebra

cenapabeJibHOE IIPOCTPAHCTBO Separa-
ble space

CePHAJBHHN K03)PUIHEHT KoppeJisi-
muM serial correlation coeflicient

CepUANIBHEIN KpATEepHUHI serial test

cets (f) net, network: HeHpoHHas ~
neuron network; masanapras ~ planar
network; myaccomobckas ~ Poisson net;
~ HCTOYHHKOB H KaHaJaoB source-channel
network; ~ kananos channel network; ~
mep net of measures; ~ o6CAy*)HBAHAS
queueing network; ~ pacnpenenreHnH net
of distributions; caabo koMnakTHas ~ Mep
weak compact net of measures

cedeHHe (n) cross-section

semi-

cxkaroe MyasTHUrpadoBoe mpencra-
BJeHHe succint multigraph representa-
tion

cKaTHIM rpad contracted graph

cxkuMaeMoe pebpo contractible edge

cxkmMaromias oerka shrinkage estima-
tor

CAIMa-aAgUTUBHAA Mepa sigma-additive
measure

cuarma-anrebpa (f) sigma-algebra

curMa-node (n) sigma-field

CHI'Ma-TOMOJIOT HIeCKOe IIPOCTPAHCTBO
sigma-topological space

curuan (m) signal: BxommoH ~ input
signal; BerxonHoH ~ output signal; 3a-
IIyMJeHHBIA ~ noise-contaminated sig-
nal; moayaupoBaunbrid ~ modulated sig-
nal; Hecywuud ~ carrier signal; oru6aio-
wias (f) curnaaa signal envelope; pevesos
~ speech signal; ¢puasrpanns (f) curua-
Ja signal filtering

CHUrHaJbHEE rpad signal flow graph

curnatypa (f) signature

CHJIBHO H3MepuMoe OToGpaXeHue
strongly measurable mapping

CHJIBHO OJHOBEDIINHHOE/YHUMOXATE-
Hoe pacmpepejeH#e strictly unimodal
distribution

CHJIBHO PeryJsapHEU rpad strongly reg-
ular graph

CHJIBHO CBA3HEIA rpad strongly connect-
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ed graph

CHNIBEHO dennepoBckad NepexoxHas
dyuaxnusa strong Feller transition func-
tion

CHABHO desJIepOBCKUM Iponece strong
Feller process

CHUABHO PesIepoBCcKOe CBOMCTBO strong
Feller property

CHJILHOE MapKOBCKOEe CBOMCTBO strong
Markov property

CHAbHOE TepeMenIMBaHMe strong mix-
ing

CHJIBHOE peIlleHHe CTOXACTHYeCKOo-
ro audpdepeHUHATBLHOTO YDaBHEHUS
strong solution of a stochastic differential
equation

CHIBHBIA WHOUHHTEIUMANLHEIH oOIe-
parop strong infinitesimal operator

CHJIBHEIA NPHHOMI HHBAPDHAHTHOCTH
strong invariance principle

CHJIBHEIM CJIYYadHEIN JIMHCHHEIN OIle-
paTtop strong random linear operator

cHMMeTpH3aTOp (m) symmetrizer

cUMMeTpHdYecKas pa3feJuMas CTaTH-
cTHKa symmetric separable statistic

cHUMMeTpHYecKas cydadHas MaTpHUIa
symmetric random matrix

CHMMEeTPHYECKHH CTOXaCTHIECKH MH-
Terpan symmetric stochastic integral

cuMMeTpHYeckoe npocTpaHcTBo Poxa
symmetric Fock space

CHMMeTpHYecKoe CTOXacTHIECKOe
nuddepeHmUANBLHOE YPABHEHHE sym-
metric stochastic differential equation

cHMMeTpHYHasd cxeMa symmetric design

CHMMeTPHYHOE pacnpefeslecHHEe sym-
metric distribution

CHMMETPHYHEIA KaHAT symmetric chan-
nel

CHMMEeTPHYHHH GaKTOPHAJBHEIN 3KC-
nepuMeHT symmetric factorial experi-
ment

cuminiekc (m) simplex

CHMILIEKCHREIR MeToX simplex method

CHMILIHIIMANbHAS Adeiika simplicial cell

CHMILIMIHANBHEIN MaTpoup simplicial
matroid

cumysasanms (f) simulation

CHHT'YJAPHas Mepa singular measure

CHHrYJASPHAs COCTABJIAIOMAN/KOMIIO-
HeHTa Mephl singular component of a
measure

CHHTYJIIPHOe pa3zjioxeHHe singular de-
composition

CHHT'YJsApHOe pacupefieneHme singular
distribution

cucTeMa (f) system: rmesmoBas ~ nested
system; nuanamMHyeckas ~ dynamical sys-
tem; JAHHAMHYECKadA ~ C YHCTO TOYEeUYHRIM
cnexktpoM dynamical system with pure
point spectrum; 3aMkHyTas ~ O6CIYXH-

BaHHA closed queueing system; nupHHH-
TesuMaabHas ~ Mep infinitesimal system
of measures; kBasHperyaspHas ~ quasi-
regular system; Jupeiinas ~ linear sys-
tem; MaJble CTOXaCTHYECKHE BO3MYILECHHA
auHamuveckoli cucremu small stochastic
perturbations of a dynamical system; ma-
TporAHas ~ matroidal system; mmuoro-
xaHaabHas ~ obciayxupanns multichan-
nel/multiserver queueing system; mHo-
rokackajgHas ~ obcayxnpanus multicas-
cade queueing system; MHOrOJHHEHHAA ~
obcayxusanns multiserver/multichannel
queueing system; HarpyxeHHas ~ O6CIY-
XHBaHHA queueing system in heavy traf-
fic; macaencrsennas ~ hereditary system;
HENMOJHONOCTYNHAA ~ O6CHYXHBAHHA par-
tially available queueing system; ogroka-
HaapHai ~ obcayxnBaHHA single-channel/
single-server queueing system; ogHOJH-
HeliHaa ~ obcayxupaHua single-server/
single-channel queueing system; oproro-
HanpHas ~  orthogonal system; mnepe-
kafoyaoinaica ~ switching system; noa-
HomocTynHas ~ obcayxupanus fully ac-
cessible queuneing system; npemMuaasHas ~
bonus system; mpHopuTeTHasx ~ o6cay-
XHBaHHA priority queueing system; npo-
eKTHBHas ~ Mep projective system of
measures; paBHOBECHAA AMHAMHYecKad ~
equilibrium dynamical system; pacmpene-
aennas ~ distributed system; ~ o6cay-
xHBaHus ¢ oTkazamiu blocking/loss queue-
ing system; ~ orcyera frame of reference;
~ nepenucH rpagon graph rewrite system;
c1a60 H30MopHEIe ARHAMHYECKHE CHCTe-
mur weakly isomorphic dynamical systems;
TOMOJOrHYeCkas SHTPONHA AHHAMHYECKOH
cHcteMsl topological entropy of a dynam-
ical system; ycrodumsocts (f) cHcTEMSBI
ob6cayxuBanns stability of a queueing sys-
tem

cHcTeMaTHYecKas OuIubka
error

ckauap (m) scalar

CKaJISPHO BHIpOoXIOeHHas Mepa scalarly
degenerate measure

CKaJIAPHEIYM NMapaMeTp scalar parameter

CXa4KOOGpa3sHHEIH MADKOBCKHH Nnpo-
mecc jump Markov process

CKaIKOOGPa3HbIM IPOUWECC jump process

ckagok (m) jump: Mepa (f) ckaukos jump
measure; momeHT (m) ckauxa time of a
jump

cKeqacTH4Ieckas KpHBas scedastic curve

CKeMUHrosoe orHomenue scaling rela-
tion

CKOJIb3AIAE B3BellleHHLIe
moving weighted averages

CKOJIb3AIHE CPEIHHUE moving averages

cxopocTh (f) maccumamum  dissipation

systematic

cpenHaue



rate

cxopocTs (f) xoma code rate

ckopocTs (f) mepemadd HHPOpPMAIHM
rate of information transmission

cxopocTs (f) co3maHMsA COOGIEeHMH
rate-distortion function

cxopocTs (f) cxomumocTm rate of con-
vergence, convergence rate

CKpHITas nlepeMeHHas latent variable

cyabas ponycTuMocTk weak admissibil-
ity

cJia6as e[HHCTBEHHOCTS pelleHns weak
uniqueness of a solution

ca6asd OTHOCHUTENHHAA KOMIIAKTHOCTH
weak relative compactness

cya6as CXOOHMOCTB weak convergence

ciabas TonoJsiorus weak topology

cj1abo GumoaapH3yeMH# rpad weak
bipolarizable graph

cina6o usMepuMoe oToOpaxxenue weak-
ly measurable mapping

cinabo wu3OMOpPHBEIE IUHaAMHUYECKHE
cucteMbl weakly isomorphic dynamical
systems

cyafoe peLUIeHHe CTOXacTUYIEeCKOro
nuddepeHINATBHOIO YPaBHeHHUS
weak solution of a stochastic differential
equation

cJabGhii IPHHITUI NPABAOTIONO0H weak
likelihood principle

cyioBo (n) word: komosoe ~ code word

CJIOXKHaxA runoTesa composite hypothesis

cyoxHas nmenb MapkoBa  high-order
Markov chain

cyaoxHoe pacopenesenue IlyaccoHa
compound Poisson distribution

caoxHOCcTh (f) complexity: xommynnxa-
LUHOHHas ~ communication complexity

CHOXHBIE MYACCOHOBCKHH mponecc
compound Poisson process

cao#t (m) stratum, layer: ~ Dxkmana Ek-
man layer

caydaliHas GeCcIOBTOPHas BRIGOpDKa
random sample without replacement

cayidauHad Gynepa QyHkunms random
Boolean function

cayuyaunas Besumumua random variable:
yceuenHas ~ truncated random variable

caydalHas BepPOATHOCTHAA Mepa ran-
dom probability measure

cayJaiiHaf 3aMeHa BpeMeHH
time change

cnydaiHas XBaagpaTypeHas d¢QopMmyJa
random quadrature formula

ciygalinas MaTpuna random matrix

chaytdamHais Mepa random measure

cJrydadHas Mo3aMKa random tessellation

ciygaiHas omrubka random error

caydadHas NepecTaHoBKa random per-
mutation

caydadiHas MOSCTAHOBKA

random

random sub-
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stitution/permutation

CJIy4adHasA IOCJIEAOBATENBHOCTH ran-
dom sequence

ciygaiHas ynakopka random packing

caydaiHoe SayxnaHue random walk

caydaiiHoe BosmymieHHe random per-
turbation

caydaiiHoe gepeso random tree

caydaiiHoe kopuposaHue random cod-
ing

ciaydyaiiHoe MHoXecTBO random set:
clay4afinoe BhImyKJIoe MHOXecTBo random
convex set; caywaiHoe 3aMKHYToe MHOXe-
ctBo random closed set; cayvaiinoe xom-
naxTHoe MHoXecTso random compact set;
cay4aikHoe OTKpeITOE MHOXeCTBO random
open set

ciiydyaiHoe oToGpaxeHue random map-
ping

caydaiinoe nose random field: ~ ¢ u3o-
TponHuMHE npHpamenusmi random field
with isotropic increments; ~ ¢ omHopox-
HbiME npupauieHHamu random field with
homogeneous increments

caydaiiHoe pa36uenue random partition

caydaligoe pasMernenue random alloca-
tion

cayuaiHoe co6elTHe random event

cayuauHoe gucyo random number

CIydJaMHOEe sBJICHHE random phe-
nomenon

cay4adHeii rpad random graph

cay4dalHEI neTepMHHaHT/onpegesn-
Teas Bangepmonpga Vandermonde ran-
dom determinant

caydadHui 3apan random charge

cirygaMHmu Jgiec random forest

CJIY9aMHBIA MHOXECTBEHHBIM NOCTYII
random multiple access

cayuaiiueiil nouck random search

caygadHeI#A nponecc random process: ~
€ IHCKPETHBIM (HelpEPBIBHBIM) BpEMEHEM
discrete (continuous) time random pro-
cess; ~ C He3AaBHCHMbBIMH NPHDPALUEHHAMH
random process with independent incre-
ments; ~ Tuna keurypy kangaroo random
process

cOy4YaMHHIH TeJerpadHEIA mnpolecc
random telegraph process

caygaHeIR medn random shape

CAYyYaWHHIA 355eMeHT random element

caydaiHuli apToMaT stochastic automa-
ton

cMepTHOCTE (f) mortality: Maazenye-
ckas ~ infant mortality

cMeck (f) pacmpemeneHEM mixture of
distributions

cMech (f) cocTosHuB mixture of states

cMemIaHHAA Mrpa mixed game

cMelIaHHags Momaesb mixed model

CMemIaHHAaA MOAEJNb ABTOPErpeccuy —



60 CMELIIRHHASL e TCOPEMA

CKOJIB3INEro cpenHero autoregressive
— moving average model

CMelllaHHAs cTpaTerusa mixed strategy

CMeILlIaHHBIM MOMeHT mixed moment

cMmemuBanue (n) amalgam

cMmermenme (n) bias: ~ onenkn bias of an
estimator

cMellleHHas OIleHKa biased estimator

cHoc (m) drift: BekTop (m) cmoca drift
vector; kosgdpuuuedT (m) croca drift co-
efficient

coGCcTBEHHOE 3HauYeHHe eigenvalue

coGCTBEHHOE pacHpefesIeHue proper
distribution
co6cTBeHHOe 4YHCJIO/3HAaYeHHe eigen-

value

COGCTBEHHBIH BEKTOD eigenvector

coGeiTHe (n) event: aarebpa (f) cobhi-
THHA algebra of events; 6xarompuiTHoe ~
favorable event; B3amMHO HecoBMecTHLIe
cobrrTns mutually exclusive events; go-
noanuTenbHoe ~ complementary event;
AocToBepHOE ~  certain event; 3aBHCH-
Meie cobbrTia dependent events; wHAHKa-
Top (m) cobertua indicator of an event;
HeBo3MoXxoe ~ impossible event; nezasn-
cHMEIe co6hITHA independent events; ne-
coBMecTHRIE coO6rITHA disjoint events; o6-
HoBasoLIee ~ renovating event; o6nenH-
Hetine (n) coburTHil union of events; cay-
yaiHoe ~ random event; cosmetenne (n)
cobeiTiii conjunction of events; cymma (f)
cobprTui sum of events; yacrora (f) cay-
vaiHoro cobritha frequency of a random
event; aaemenTapHoe ~ elementary event

copeplIeHHasa Mepa perfect measure

COBEPIIEHHOEe BEPOATHOCTHOE NPO-
ctpaHcTBO perfect probability space

COBEPIIEHHOe HCKJIoUeHHe  perfect
elimination

coBepUIeHHOe IapocodeTaHHe perfect
matching

coBepHIeHHHIHA rpad perfect graph

coBMecTHMBIe HabJ0LaeMBle compati-
ble observables

COBMECTHAs IJOTHOCTH BEDPOATHOCTH
joint probability density

coBMecTHasA (GYHKIUSA paclipefesieHusn
Joint distribution function

COBMeCTHOe pacnpepesieHue joint dis-
tribution

COBMECTHOE pacHpefeJIeHHE BepPOAT-
HocTeH joint probability distribution

coBMmerrteare (n) coGHITHII conjunction
of events

COBOKYHNHOCTH (f) population: komeunas
~ finite population

corJiacopaHme (n) consensus

COTJIACOBaHHEIE paclpeResIeHHs con-
sistent distributions

COTJIACOBAHHEIM CJIYYaMHHN IIpoLnecc

adapted random process

coequHerue (n) rpados join of graphs

COOGHMIAIONINECS COCTOAHUA Comimnuni-
cating states

cooblIeHne (n) message: HCTOYHHK (M)
COOOLLIEHHE mMessage SOUrce; MCTOYHHK
(m) coobuiennit 6e3 mamaThH memoryless
message source

T

Tabauna (f) table: ~ compaxennoctn
(upnsHakos) contingency table; MaOrOBXO-
JoBasg ~ conpsxeHHocTH multiway contin-
gency table

TayGeposa TeopeMma Tauberian theorem

Tekymias miaata reward function

TeqerpadHuB mponecc telegraph pro-
cess

TesecBa3u (pl) teleconnections

TeMnepaTypHais (@QyHKIUA
Green’s temperature function

TeHeBoe McumcsieHre umbral calculus

TeHb (f) shadow, downset

TeopeMa (f) theorem: a6exeBa ~ Abelian
theorem; a6cTpakTHas >3PrOAHYECKas ~
abstract ergodic theorem; uuawsHayaan-
Hasg aprogndeckas ~ individual ergod-
ic theorem; mHTerpasbHas npeneasHas ~
integral limit theorem; wmuTerpairnas ~
BoccTanoBaeHHA integral renewal theorem;
JoxaibHas npeaeasHas ~ local limit the-
orem; JOKajabHAad ~ BOCCTaHOBJACHHA lo-
cal renewal theorem; smokaiarHag aproan-
yeckad ~ local ergodic theorem; MyapTH-
NIHKATHBHAadA 3proaudeckad ~ maultiplica-
tive ergodic theorem; ocHoBHas ~ BoccTa-
roBaeHHua key renewal theorem; npeneis-
nas cunyconnansnas ~ Caynxoro Slutsky
sinusoidal limit theorem; npenearnas ~
limit theorem; npeaeasnas ~ nas oTHoure-
HuH ratio limit theorem; cybananrhBHas
sproguveckad ~ subadditive ergodic the-
orem; Taybeposa ~ Tauberian theorem;
~ Auxexkcanapoba Alexandrov theorem;
~ Anpepcona-Hencena Anderson—-Jensen
theorem; ~ Aponmaina-Koamoroposa
Aronszajn—-Kolmogorov theorem; ~ Bax-
crepa Baxter theorem; ~ Bapraa—
Hanpopna—Illpapna Bartle-Dunford-
Schwartz theorem; ~ Bepryaan Bernoulli
theorem; ~ Beppu—3cceena Berry—Esseen
theorem; ~ bBuaekysaaa Blackwell theo-
rem; ~ Bmomentans-Ierypa—Maxknna
Blumenthal-Getoor—-McKean theorem; ~
Boxnepa Bochner theorem; ~ Boxmepa—
Xunnunna Bochner-Khinchin theorem; ~
Ban Xosa van Hove theorem; ~ Bei-
epmtpacca Welerstrass theorem; ~ Ba-

T'puna



Taau Vitali theorem; ~ Buraan—Xana-
Caxca Vitali-Hahn—-Sacs theorem; ~ Boc-
cTanoBiaeHHa renewal theorem; ~ Iam-
6yprepa Hamburger theorem; ~ I'aycca-
Mapxkosa Gauss-Markov theorem; ~
Tanpenko Glivenko theorem; ~ Ian-
Benko-Kantenan Glivenko—Cantelli the-
orem; ~ [amcona Gleason theorem; ~
I'nenenxo Gnedenko theorem; ~ lap-
auHra Darling theorem; ~ [Hapmya—
Ckurtoeuya Darmois—Skitovich theorem:;
~  Jlpopenkoro—-Pomxepca Dvoretzky-
Rodgers theorem: ~ Jle6amna Doeblin
theorem; ~ Ixeccena—~Bunthepa Jessen—
Wintner theorem; ~ eRHHCTBEeHHOCTH
uniqueness theorem; ~ Honecky Tyaya
lIonescu Tulcea theorem; ~ Hro-Hucuo
[t6—-Nisio theorem; ~ Heccena—Buutaepa
Jessen—Wintner theorem; ~ KanToposn-
ya Kantorovich theorem; ~ Kapareo-
aopu Caratheodory theorem; ~ Kapy-
#ena Karhunen theorem; ~ Kpanens
Kwapien theorem; ~ Kpanens—IllBapna
Kwapien—Schwartz theorem; ~ Kokpa-
#a Cochren theorem; ~ Koamoroposa-
Apaka Kolmogorov-Arak theorem; ~
Koamoroposa o tpex pagax Kolmogorov
three-series theorem; ~ Kopoawoxa Ko-
rolyuk theorem; ~ KorearnnkoBa Ko-
tel’nikov theorem; ~ Kpamepa Cramér
theorem; ~ Kpeiinza Krein theorem;
~ Kosmnbeana Campbell theorem; ~
Jle6era Lebesgue theorem; ~ Jlesn
Lévy theorem; ~ Jlepu—Kpamepa Lévy-—
Cramér theorem; ~ Jlemana—Illedppe
Lehmann~Sheffe theorem; ~ Jin-Snra
Lee-Yang theorem; ~ Jluune6epra-
dennepa Lindeberg-Feller theorem; ~
JlanysoBa Lyapunov theorem; ~ Maxkao-
naasna MacDonald theorem; ~ Mapuus-
keBnya Marcinkiewicz theorem; ~ Me-
Tl Mehta theorem; ~ Muuaoca Minlos
theorem; ~ Myappa—Jlanaaca de Moivre—
Laplace theorem; ~ HenpepriBHOCTH con-
tinuity theorem; ~ o Tpex psmax three
series theorem; ~ Opes Orey theorem;
~ IMansma—Xunuynna Palm-Khinchin the-
orem; ~ nepetoca transfer theorem; ~
Ilerrnca Pettis theorem; ~ I[lokia Pélya
theorem; ~ Ilyaccoma Poisson theorem;
~ Panemaxepa Rademacher theorem; ~
Panona—Hukonuma Radon-Nikodym the-
orem; ~ Paiixosa Raikov theorem; ~ Pam-
cea Ramsey theorem; ~ Pao-baekysaia
Rao-Blackwell theorem; ~ Ca3sonosa
Sazonov theorem; ~ caoxenns addition
theorem; ~ Cwmuprosa Smirnov theo-
remn; ~ cpaBHeHHA comparison theorem;
~ Cynakoa—Ianau Sudakov-Dudley the-
orem; ~ ycroduynBocTH stability theo-
rem; ~ @epuuka Fernique theorem; ~
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®opre-Kana Fortet—-Kac theorem; ~ Py-
6unu Fubini theorem; ~ Xana Hahn the-
orem; ~ xapakTepH3alnH# characteriza-
tion theorem; ~ Xaycmopgpa Hausdorff
theorem; ~ Xenan Helly theorem; ~
Xnane-Hocuna Hille-losida theorem; ~
Xununna Khinchin theorem; ~ Xununna—
Koamoroposa Khinchin—Kolmogorov the-
orem; ~ Xoaxa Hall theorem; ~ Yekona—
Ixemucona Chacon—Jamison theorem; ~
Ilen6epra Schoenberg theorem; ~ Ilen-
pona Shannon theorem; ~ Illoke Cho-
quet theorem; ~ IlITpaccena Strassen the-
orem; ~ 3KBHBaJeHTHocTH Jagpuura Elf-
ing equivalence theorem; ~ Occeena Es-
seen theorem; y3unoBas ~ BOCCTaHOBIEHHA
key renewal theorem; ¢paxTopH3zannoHHas
~ factorization theorem; uenTpaaprasg
npeneakHas ~ central limit theorem; sp-
ronnyeckas ~ ergodic theorem; sprogs-
yeckaga ~ bupkrogpa—Xununna Birkhoff-
Khinchin ergodic theorem; sproguyeckas
~ Caynxoro Slutsky ergodic theorem; sp-
ronudeckas ~ ¢on Heiimana von Neu-
mann ergodic theorem

Teopus (f) theory: ~ BepoaTHOCTEH prob-
ability theory, theory of probability; ~
BoccraHoBaeHHs renewal theory; ~ geTep-
MHHApOBaHHOro xaoca deterministic chaos
theory; ~ H3Mepenui measurement theo-
ry; ~ HHpopmannH information theory; ~
MaccoBoro o6cayXHBaHHA queueing theo-
ry; ~ HagexHocTH theory of reliability; ~
ouepenel queueing theory; ~ omu6ok the-
ory of errors; ~ nepexgaus HHGOpMAUHH
communication theory; ~ nepeuncieHHH
enumeration theory; ~ noaesznocrei utili-
ty theory; ~ morenumasna potential theory;
~ cHcTeM obcayXkHBanuid queueing theo-
Iy; ~ CTaTHCTHYECKHX pelleHHH statisti-
cal decision theory; ~ crpaxoBaHHs insur-
ance theory; ~ yncenr number theory

Terinuesa Marpuna Toeplitz matrix

TepMOogMHAMHUYIECKas 3HTponusa ther-
modynamical entropy

TepMOAUHAMHUYECKUH IpefeILHEIN IIe-
pexon thermodynamical limit

TepHapHas cxeMa ternary design

TecT {m) test: craTHCTHYeCKHH ~ statis-
tical test

THII {m) type: AH3BIOHKTHBIE CHEKTDAJb-
uere THael disjoint spectral types; crmek-
TpaabHEIE ~ spectral type; ~ pacnpe-
nenenns distribution type; ¢puHaAbHBIH ~
final type

TOXZecTBO (n) identity: komM6HHaTOpHOE
~ combinatorial identity; mpeo6pasosa-
HHe (n), coxpausmowmee ~ identity pre-
serving transformation; peszoassenTHOE ~
resolvent identity; ~ Baabrga Wald iden-
tity; ~ Iaanmepeas Plancherel identi-
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ty; ~ Ioanavexa—Cnuruepa Pollaczek-
Spitzer identity; ~ Puopmana Riordan
identity; ~ Cnnrnepa—Porosuna Spitzer—
Rogozin identity; ¢axTopusannonnoe ~
factorization identity

ToNepaHTHas rpaHuia tolerance limit/
bound

TOJIEpaHTHOCTE (f) tolerance

TOJIEPAHTHRIN HHTepBaJa tolerance in-
terval

TOHKOe MHOXecCTBO thin set

TONMOJIOTHYeCKas SHTPOIHA AWHAMH-
YecKo# cucTeMH topological entropy of
a dynamical system

TOMOJIOTHIECKH BO3BPATHBIM M3apPKOB-
ckMi nponecc topologically recurrent
Markov process

TONOJIOTHYeCKoe IPOCTPAHCTBO topo-
logical space

TonmoJsorus (f) topology: momycTHmas ~
admissible topology; aocratounas ~ suf-
ficient topology; meobxommmas ~ neces-
sary topology; cmabas ~ weak topolo-
gy; ~ I'pocca Gross topology; ~ Casonosa
Sazonov topology; ~ Cxopoxona Skorohod
topology; ysxags ~ mnarrow topology

TOTaJIbHOE HHTEepPBaJbHOE YHCJAO0 total
interval number

TOoYedHas oLeHKa point estimator

TOYE€9HO-OT DPAHHYIEHHOE IOKPHITHE
point-bounded covering

TOYe4YHOe cJydYadHoe moJe point ran-
dom field

TOYeYHBIN Imponecc point process: ~ ¢
NPHCOENHACHHBIMH CIAYyYaHHBIMH BEIHYH-
Hamu point process with adjoint random
variables

Touka (f) point: BhGopounas ~ sample
point; mpperyaspHas ~ irregular point;
KpHTHYeckas ~ critical point; aecTHny-
Has ~ ladder point; HemonBMxHaz ~
fixed point; onopras ~ nuaasa supporting
point of a design; noporopas ~ breakdown
point; peryaspHas rpaHmyHas ~ regular
boundary point; ceanopag ~ saddle point;
~ pocta point of increase

TOYHAaA moJioca exact band

TOYHO yNaKOBaHHLIA rpad close-packed
graph

TOYHHIM aNropMTM exact algorithm

TOYHEIHA KpHTEepH#M exact test

TouHerd xpaTepui Oumepa Fisher ex-
act test

TOYHBLIM IJIaH exact design

TOYHHH 3HA0MOPOH3M exact endomor-
phism

TpaexkTopus (f) trajectory, sample path:
raTerpai (m) mo rpaextopuam path inte-
gral

TPaH3UTHBHAaA Uenb Mapkosa transi-
tive Markov chain

TPaH3HTUBHOCTH (f) transitivity: me-
TpHYeckas ~ metric transitivity

TpaHcBepcassb (f) transversal

TpaHchep-maTpuna (f) transfer-matrix

TpaHCOeHAeHTHAL QYHKOUA transcen-
dental function

Tpern (m) trend

TpeyTroJsHHEK (m) triangle: mugaropos
~ Pythagorean triangle; npumuTHBHEBIH
~ primitive triangle; ~ Iackaas Pascal
triangle

TPEYroJIbHOE pacIpelesieHHe triangu-
lar distribution

TpeyroJbHoe 4Yucyo triangular number

TpexMecTHoe codeTaHue threesome
matching

TpUroHoMeTprdeckuii pan trigonomet-
ric series

TPHHOMHAJIBLHOE paclpefesenne trino-
mial distribution

TpHIIeT (m) OpefcKasyeMbIX Xapak-
TepucTHK triplet of predictable charac-
teristics

TypaHoBckuit rpad Turan graph

TypOyJIeHTHas BA3KOCTH turbulent vis-
cosity

TypOyJieHTHas1 auddy3usa turbulent dif-
fusion

TypOysieHTHaA cTpys turbulent jet

TypOYJICHTHAA TEIIOIPOBOAHOCTE tur-
bulent conductivity

TypOyJsieETHOe Teuenue turbulent flow

TypOyJieHTHocTh (f) turbulence: aTmo-
cpepras ~ atmospheric turbulence; rene-
pauns (f) 3Byxa TypbGyaenTHOCTHIO turbu-
lent sound generation; reocTpoguueckas
~ geostrophic turbulence; reogusnveckas
~ geophysical turbulence; raapomarnaT-
Hag ~ hydromagnetic turbulence; ra-
noresa (f) JAoKkadbHOrO KMHEMATHYECKO-
ro nono6us TypbyaenTHocTH hypothesis of
the local kinematic self-similarity of tur-
bulence; aBymepaas ~ two-dimensional
turbulence; nuccunauns (f) sneprun Typ-
6yaentHocTH turbulent energy dissipa-
tion; H3oTpomgas ~  isotropic turbu-
lence; rarpanxeBo onHcanme TypOYyJeHT-
woctH Lagrangian description of turbu-
lence; moxanswo wusorpomnas ~ local-
ly isotropic turbulence; marumTormmpo-
AuHaMHdYeckas ~ magnetohydrodynami-
cal turbulence; ogHoMepHELH crexkTp TYp-
6yaeHTHOCTH one-dimensional turbulence
spectrum; okxeaHckas ~ oceanic turbu-
lence; cnextp (m) Typ6yrenTHocTH tur-
bulence spectrum; cmupaabnas ~ heli-
cal turbulence; ~ B cTpaTHGHUHpOBAH-
HbuIx cpegax turbulence in stratified media;
ypaBHenne (n) sHeprHH TYpOYIAE€HTHOCTH
turbulent energy equation

TypGyJIeHTHEIA turbulent



TypOyJICHTHEIM @OTPDAHHMYHEIHA CJIOH
turbulent boundary layer

TypOyJieHTHRIA caex turbulent wake

TypHHp (m) tournament

TaTa-rpad (m) theta graph

Y

yO6uBaHMe (n) MapKOBCKOTO IIpolecca
killing of a Markov process

yrJuoBas MoayJaamua angular modulation

yrJuoBas gactoTa angular frequency

y3es (m) maaHa supporting point of a
design

Y3Kas CXOHMMOCTH NaITOW CONVErgence

Y3Kas TOMOJIOTHA narrow topology

Y3J0Bas TeopeMa BOCCTAHOBJEHHS key
renewal theorem

YHHCOpH30BaHHoe cpenHee Winsorized
mean

ykJoHeHMe (n) deviation: Goasmke
ykaoHenus large deviations; BepoaTHO-
cTH 6oabiinx ykJaoHeHu# large deviations
probabilities; 3ona (f) ymepennbix ykio-
Henui zone of moderate deviations; ma-
asle ykaoHenHs small deviations

yJAbBTpaMeTpHuecKoe pa3buenne ultra-
metric partition

YVHHRepCcaAJLHAA COCTOATENLHOCTD uni-
versal consistency

YHHABEPCAJLHO OITMMAJBHBIA IJIaH
universally optimal design

YHHUBEpPCAJIbLHOE KOAUPOBAaHUE universal
encoding

YHHBepcaJbHEIHA 3ak0H Ile6amHa Doe-
blin universal law

YHEMOOAJABHOE paclHpefeJIeHHE  uni-
modal distribution

yHEMoZaJbHOCTS (f) unimodality: mHo-
roMepHas ~ multivariate unimodality

YHHTapHas MATPpHOa unitary matrix

YHHTapHad cJiydallHas MaTpHIa uni-
tary random matrix

YHHTAPHLIHA oniepaTop unitary operator

YVHHEIUKIRIecKH# rpad unicyclic graph

ymakoBka (f) packing: rpauuua (f) maor-
HOH /chepHieckoil ynakoBku sphere pack-
ing bound; pebepnas ~ edge-packing;
caydyaidnas ~ random packing

ynopsnouenue (n) ordering:
Wick ordering

ynpasJyeHue (n) control: omTuMmansHoe
croxacTHyeckoe ~  optimal stochastic
control; onrtamansnoe ~ optimal control

ynpaBJideMas cJydaWHasd HOCJIeL0Ba-
TeJdbpHOCTH controlled random sequence

yupasaseMasa unensk MapkoBa  con-
trolled Markov chain

yIOpaBaAfeMBIH OAudy3HOHHEIH IIpPO-

~ Bnxa
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mecc controlled diffusion process

yOpaBaseMB MapKOBCKHH mpomecc
controlled Markov process

yOpaBJaseMblii MapKOBCKMH CKa4KO-
oGpasHuii npouecc controlled Markov
jump process

yupasJjaseMbisi nponecc controlled pro-
cess

yupasaseMBl#i cKadKooGpa3HBIH IIpoO-
mece controlled jump process

yOpaBajseMBIH CJOy4allHHIH Ipolecc
controlled random process

yOpaBjigeMhll CIYyYaWHHIA Ipolecc ¢
OACKPETHRIM (HEDDEepHBHBIM) Bpe-
MeHeM controlled discrete (continuous)
time random process

yupyras rpasuna sticky boundary

ypaBHeHHe (n) equation: aare6panye-
ckoe caydafiHoe ~  algebraic random
equation; BoJHOBoe ~ wave equation;
KaHOHHYECKOe CHEKTPAJIbLHOE ~ Canoni-
cal spectral equation; kBawTOBOE CTOXa-
CTHYeCKOe AnpoepennnaabHoe ~ quan-
tum stochastic differential equation; xu-
HeTHYeckoe ~ nepeHoca kinetic transfer
equation; koppeaannorHoe ~ correlation
equation; JHHeHHOE CTOXaCTHYECKOE UG-
¢epennnanbHoe ~ linear stochastic dif-
ferential equation; amHelinoe cToxacTHYe-
ckoe mapaboaHueckoe ~ linear stochas-
tic parabolic equation; JorscTHueckoe ~
logistic equation; HeamHeAHOoe ~  non-
linear equation; o6pathHoe ~ Koamoropo-
Ba backward Kolmogorov equation; omne-
paTopHoe cToXacTHYeckoe AHppepeHLH-
aapHoe ~ operator stochastic differen-
tial equation; npamoe ~ Koamoroposa
Kolmogorov forward equation; pasmoct-
noe ~ difference equation; pesoapsent-
HOoe ~ resolvent equation; cHMMeTpH-
YecKoe CTOXaCTHYEeCKoe au(j)d)epeﬂuna,.nb-
Hoe ~ symmetric stochastic differential
equation; cucrema (f) HopMaabHbIX ypaB-
Henu#d system of normal equations; ciay-
yaiHoe aarebpanyeckoe ~ rtandom alge-
braic equation; crTemeHHOH psn ypaBHe-
uus Koamoroposa Kolmogorov equation
power series; cToxacTHyeckoe AH@pdepeH-
uuaasHoe ~ stochastic differential equa-
tion; croxacTHyeckoe aAdddepeHUHaLLHOE
~ Jlnysuaa Liouville stochastic differen-
tial equation; cToxacTuyeckoe augppepen-
yuansnoe ~ Hasre—Croxca Navier-Stokes
stochastic differential equation; cToxa-
CTHYECKCE RH(ppepeHuHatsHOe ~ B (op-
me Crpatonosnya stochastic differential
equation in the Stratonovich form; croxa-
cTHYeckoe AH(pPepeHUHaIbHOE ~ C YacT-
HBEIMH MpoH3BOAHLIMH stochastic partial
differential equation; ~ Beaamana Bell-
man equation; ~ Boasumana Boltzmann
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equation; ~ bBrooprepca Burgers equa-
tion; ~ B YacTHRIX NPOH3BOAHBIX par-
tial differential equation; ~ Bunepa—
Xongpa Wiener-Hopf equation; ~ Buaa-
coBa Vlasov equation; ~ BoccTaHOBIE-
HHA renewal equation; ~ Koamoroposa—
Yenmena Kolmogorov—Chapman equa-
tion; ~ Jlarpanxa Lagrange equation; ~
Jlanxepena Langevin equation; ~ Map-
koBckoro BoccTaHoBaenus Markov renew-
al equation; ~ Oppa—3ommepgearaa Orr—
Sommerfeld equation; ~ Ilafiepaca Peierls
equation; ~ npasgomono6us likelihood
equation; ~ perpeccuH regression equa-
tion; ~ ¢uapTpanun filtering equation;
~ Pokxepa-Ilianka Fokker—Planck equa-
tion; ~ Xonga Hopf equation; ~ Ilpe-
aunrepa. Schrodinger equation; ~ sHep-
run  Typ6ynenTHocTH turbulent energy
equation; ~ IOsa-Yokepa Yule-Walker
equation; ypaBHenus Ilaabma-XuHunHA
Palm—Khinchin equations; ypasHeHns
Pejinonrnca Reynolds equations; ypas-
nenua Ppuamana—Keaaepa Friedmann—
Keller equations; ypaBHenns aBToMoneans-
noctr sel-similarity equations; ypas-
Henus ruapoauHamukH hydrodynamics
equations; ycpeamemne (n) cTOXacTH-
Yeckoro NHG@EepeHUHaNbHOIO ypPaBHEHHI
homogenization of a stochastic differen-
tial equation; sBoJIOHHOHHOE CTOXAaCTHYe-
ckoe AH¢ppepennnaarHoe ~ evolutional
stochastic differential equation; suaaunTH-
geckoe ~ elliptic equation

ypaRHMBaHOIad crpaTerus equalizing
strategy

YPAaBHOBeIllcHHAasS packpacka balanced
coloring

YPaBHOBEIMBAOImEe MHOXECTBO bal-
ancing set

YPHOBasA Mogesb urn model

ypHoBas mogeJb Iloita Pélya’s urn mod-
el

yposeHb (m) level: noBepaTeanHBIA ~
confidence level; kpwrTHyeckuii ~ crit-
ical level; wmoment (m) nocruxenuns/
npoxoxkaeHHs ypoBHs passage time of a
level; ~ apaummocTs significance level; ~
kputepus level of a test; ~ aneprum ener-
gy level

ycedeHHe (n) truncation: Meron (m) yce-
yeHHA truncation method

ycedeHHax BRIOGOPKaA truncated/trimmed
sample

ycedeHHas cirydaiiHas BeJHYNHA trun-
cated random variable

YCeUeHHOe pacIpefeseHue
distribution

ycedeHHoe cpelHee trimmed mean

YCHJIEHHBHIA 3aKOH OOJIBINMX YHCeN
strong law of large numbers

truncated

YCHJIEHHBEIH OPHAHOHI IPaBOOIONOGHA
strong likelihood principle

ycaosue (n) condition: ~ Axpoyca—
Pe6oaneno Aldous—Rebolledo condition;
~ Hanan Dudley’s condition; ~ Ile6au-
H#a Doeblin condition; ~ Kapaemana Car-
leman condition; ~ Koamoroposa Kol-
mogorov condition; ~ JIiunae6epra Linde-
berg condition; ~ Jlanywopa Lyapunov
condition; ~ o6parumoctd aas APCC
nponecca invertibility condition for AR-
MA process; ~ Iakepaca Peierls condi-
tion; ~ mepememHBaHua mixing condi-
tion; ~ paBHoMepHOH MaJocTH uniform
infinitesimality condition; ~ pasHOMEp-
HOH mnpefeabHOH IpeHe6peraeMocTH uni-
form asymptotic negligibility condition; ~
paszneaummocTh separability condition; ~
peryaiaprocTH regularity condition; ~ sp-
roguurocTH ergodicity condition

YCJIOBHAA BEpPOATHOCTH conditional
probability: peryasprag ~ regular con-
ditional probability

ycioBHag aucoepcus conditional vari-
ance

yCJIOBHAA ILIIOTHOCTEL conditional densi-
ty

ychoBHasA noxesHocTh conditional utility

ychaopHas OGYHKOUA OPaBIOIONOOHS
conditional likelihood function

ycaopHasg sHTponusa conditional entropy

YCJIOBHOE KOJIMYIECTBO HHPOPMAIIHH
conditional information

YCJIOBHOE MaTeMaTHYecKoe OXHUAAHNAE
conditional expectation

YCJIOBHOE pacnpepaeieHue
distribution

YCJOBHKIM MapKOBCKMM Mponecc con-
ditional Markov process

ycpenHeHnue (n) averaging: rapMoHmye-
ckoe ~ harmonic averaging

ycpenHeHHas CIEKTpajbHas IJOT-
HOCTB averaged spectral density

ycpeaHeHHad CIeKTpaJbHad GyHKIIUS
averaged spectral function

yCPeAHEHHas XapaKTepPHCTHUKA
tive modulus (pl. moduli)

yerasocTs (f) fatigue

ycToMuYMBOEe MHOXeCTBO stable set

YCTOMYHMBOE IOAIPOCTPAHCTBO . stable
subspace

ycToluuBoe pacupeneieane stable dis-
tribution

YCTOUYHBOE CcJydYallHOe MHOXECTBO
stable random set

ycToiiumnBoe cocTogHue stable state

yeToitumpoceTs (f) stability: acumnToTn-
yeckad ~ asymptotic stability; mugop-
maiHoHHas ~ information stability; ka-
YeCTBEHHaA ~ CTOXaCTHYECKHX MoJedeH
qualitative stability of stochastic models;

conditional

effec-



~ 1o BepoaTHocTH stability in probabili-
ty; ~ cHcTeMbl obcayxuBanua stability of
a queueing system
YCTOHYIMBEIA AJrOPHTM
rithm
YyCTOMUYMBEINA npouece stable process

()

dasa (f) phase: ~ ¢puastpa filter phase

tazoBas quarpamMma phase diagram

daszoBas MopyJsianMa phase modulation

dazoBas maoTHOCTH phase density

$a30BO-IACTOTHAA XApPaKTEPHUCTHKA
phase frequency characteristic

$a30BO0-MOAYIHPOBaHHOE KoJieGaHHe
phase-modulated oscillation

dasoBoe IIPOCTPAHCTBO state space

¢azoBu# nepexon phase transition

da30BEIA caBur phase shift

da30BuIi criekTp phase spectrum

daxTop (m) factor: p3ammonedcrsue (n)
¢akTopos interaction of factors; raaBreri
appexT ¢pakTopa main effect of a factor;
~-rpynna (f) quotient group; ~-cHcrema
(f) mrHamuueckoli cuctemsr quotient of a
dynamical system

¢axkTopuan (m) factorial

daxTopHadbHas Momeab factorial model

daxTopmanbHaia ock factorial axis: Bpa-
uienne ¢pakTopHbix oced rotation of facto-
rial axes

GakTOPHANBHEIA KyMYJISHT
cumulant

tdaxTopHanpHEIN MoMeHT factorial mo-
ment

GaKTOPHANLHEIHA
factorial semi-invariant

¢draxTopusanmoHHan TeopeMa factoriza-
tion theorem

daxTOpH3anMOHHOE ToXOecTBO factor-
ization identity

daxTopmsammsa (f) factorization: Merox
{(m) ¢paxropuszannu factorization method

baxTopHLI# aHanu3 factor analysis

dakTopHE 3KcnepuMeHT factorial ex-
periment: apo6uerd ~ fractional factorial
experiment

daJIbIINBas MOHeTa
coin

dacera (f) facet

dennepoBckasd mepexonHads OGYHKIMA
Feller transition function

¢densrepoBckas noayrpynna Feller semi-
group

denneposckas mens Mapkosa
Markov chain

denneposckuit nponece Feller process

depMHOHHOEe IpocTpaHcTBO fermion

stable algo-

factorial

CEMHHHBAPDHaHT

counterfeit/false

Feller
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space

deppoMarHuTHAA Momesb ferromagnet-
ic model

durypHoe uncyo figurate number

duaynHanbHOEe PpacupenesieHHe
cial distribution

¢uayuunanbHEH HHTepBas fiducial in-
terval

¢$uKTUBHOE cOCTOAHMe fictitious state

duroreHeTuueckoe aepeso phylogenet-
ic tree

¢uasTp (m) filter: BpemeHHas xapaxTe-
pucTHKka ¢uapTpa time response of a fil-
ter; koschpuuHenT (m) ycuiaeHHs (PHABTPA
gain of a filter; annednsid ~ linear filter;
¢asa (f) ¢uasrpa filter phase; dynxnus
(f) orkamka ¢puabrpa response of a filter;
~ Kaxmana Kalman filter; ~ ¢ 6eckoneu-
HbHIM HMIYJABCHBIM OTKIHKoM infinite im-
pulse response filter, IIR filter; ~ ¢ xo-
HeYHBIM HMITyJAbCHBIM OTKJAHKOM finite im-
pulse response filter, FIR filter

¢unbrpaums (f) filtering: Heamneiinas
~ cayyaiHoro mporecca nonlinear filter-
ing of a random process; ~ cCeMHMapTHH-
raza filtering of a semimartingale; ~ cur-
naaa signal filtering; ~ caywvaiinoro npo-
necca filtering of a random process; skc-
nepumenT (m) ¢ puartpaunes filtered ex-
periment

¢uHaIBbHAA BepOoATHOCTH final probabil-
ity

duHaabHaA miaaTta final reward

HHANBHBIN THI final type

GUHHTHBEIA noTeHIuan finite-range po-
tential

¢uinepoBckas annpokcuManus Fisher
approximation

déumeunas urpa pebble game

duok (m) flock

dopma (f) form: Swanneiinas ~ bilinear
form; xBaaparnunas ~ quadratic form;
auHeHHas ~ linear form; ~ Buka Wick
form; ~ Iupuxae Dirichlet form

dopmyaa (f) formula (pl. formulae, for-
mulas): acHMOTOTHYeCcKas ~ asymptot-
ic formula; kBagpaTypnas ~ quadrature
formula; kBazpaTypnas ~ co caydYaHHBI-
MH y3iaaMmH quadrature formula with ran-
dom nodes; cayvyadHad kBaapaTypHasd ~
random quadrature formula; croxactuye-
ckags ~ Toauaopa stochastic Taylor for-
mula; ~ beieca Bayes formula; ~ Bei-
a1 Weyl formula; ~ Teiizenbepra Heisen-
berg formula; ~ eiaxkuna Dynkin’s for-
mula; ~ Hro It6 formula; ~ Kapmana
Karman formula; ~ Kaapka Clark formu-
la; ~ Koamoroposa Kolmogorov formula;
~ Koreapuukosa—Illennona Kotel’nikov—
Shannon formula; ~ Jiprraa Little for-
mula; ~ o6paiierss inversion/reciprocal

fidu-
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formula; ~ Iaapma Palm formula; ~
Hao Pao formula; ~ Hoanavexka—XuHyun-
Ha Pollaczek-Khinchin formula; ~ noa-
Holi BeposiTHocTH total probability for-
mula; ~ Crtupaunra Stirling formula; ~
Perinmana—Kana Feynman-Kac formula;
~ Xununna Khinchin formula; ~ Illenno-
Ha Shannon formula; ~ Ourcera Engset
formula; ~ Opaanra Erlang formula; 8-
Has ~ explicit formula

¢pakTan (m) fractal

dyHpaMeHTanpHas MaTpmna funda-
mental matrix

¢yHOAAMeHTANbHAass (PYHKIHS primor-
dial function

dyaknuonan (m) functional: anguTus-
Heii ~ additive functional; agauTHBHEIH
~ HHTerpaasHoro THaoa additive function-
al of integral type; aaaurususti ~ ot Bu-
Heposckoro nponecca additive functional
of the Wiener process; agadnTHBHBIA ~
oT MapkoBckoro npogecca additive func-
tional of a Markov process; Bepxunii rpa-
HHYHBIK ~ upper boundary function-
al; Bumepoeckui ~ Wiener functional;
BroaHe paspeiBHbiH ~ totally discontin-
uous functional; rpamuunsii ~ bound-
ary functional; rpamuysHeid ~ or ciay-
vajinoro 6ayxnanna boundary function-
al of a random walk; xoppeasnHoHHHHA ~
correlation functional; MyasrunankaTus-
Hetif ~ multiplicative functional;, mmx-
Hui rpaauvabifi ~ lower boundary fanc-
tional; composoxpmarommd ~ associated
functional; ~ sgeficreua action function-
al; ~ MHHMMaJEBHOro PacCTOSHHA mini-
mum distance functional; ~ MuzkoBCKOTO
Minkowski functional; ~ or mMapkoBcko-
ro nponecca functional of a Markov pro-
cess; XapaKTepHCTHYeCKHH ~ character-
istic functional

DYHXIMOHANBLHEIA MHTerpanx path in-
tegral

¢yEKnua (f) function: asTOKOppeafUH-
oHHas ~ autocorrelation function; azan-
THBHag ~ additive function; agauTHE-
Haga ~ MuoxecTB additive set function;
aabpa-skcineccusHax ~  alpha-excessive
function; anaJgHTHYeckas XapaKTEDHCTH-
yeckad ~ analytic characteristic function;
apH¢pMeTHUeckas ~ arithmetic function;
6eliecopckas periafouias ~ Bayes decision
function; 6era-~ beta function; 6mcnex-
TpaasHas ~ bispectral function; 6operes-
ckax ~ Borel function; Beaymas ~ lead-
ing function; Beayiuas ~ ToYeYHOro Ipo-
necca leading function of a point process;
BEpPOATHOCTHaA HPOH3BoAALlad ~ prob-
abilistic generating function; Bepxmif ~
upper function; BecoBag ~ weight func-
tion; B3aMMHad KOBADHAUHOHHAA ~ CIOSS

covariance function; BsamMHas koppens-
nHoHHas ~ cross correlation function;
B3aHMHad ClleKTpajbHas ~ Cross spectral
function; Boruyras ~ concave function;
BIOJHE AZAMTHBHAA ~ MHOXECTB COIM-
pletely additive set function; Ba6opounas
KoBapHalHOHHad ~ sample covariance
function; BEI60pOYHAZ KODPEAALUHOHHAA ~
sample correlation function; Bei6opunas
~ sample function; Boimyxaas ~ con-
vex function; ramma-~ gamma function;
rapMoHH3yeMas KoppeJsnHoHHas ~ har-
monizable correlation function; rapmons-
yeckas ~ harmonic function; rayccosckas
cayyahnas ~ Gaussian random function;
ruanbepropa cayqaiinas ~ Hilbert ran-
dom function; rpe6ueBas ~ ridge func-
tion; measTa- ~upaxa Dirac delta func-
tion; auramma- ~ digamma function; guc-
KpeTHas ~ pacnpeneienna discrete dis-
tribution function; auckpHMHHanTHaz ~
discriminant function; gonycrumas pema-
owas ~ admissible decision function;
3HAKOBas KOPPEIAUHOHHAA ~ Sign Cor-
relation function; #m3smepumas ~ mea-
surable function; uMnyascHas nepexonHas
~ impulse response function; wmmoyasc-
Has ~ oTkauka impulse response function;
HHBapHaHTHad pelaioujas ~ invariant
decision function; xaamar ~ (Henpepsis-
Hag cHpaBa H HMeIOLIad KOHEUHLIE IIpe-
Beasl caeBa) cadlag function; xsagparts-
yeckas ~ moTeps quadratic loss function;
KBaZpaTypHad ClexkTpaJbHad ~ (uadra-
ture spectral function; koBapmaumHoHHas
~ covariance function; xoneyno-agaaTHE-
Hasx ~ MHoxecTs finitely additive set func-
tion; xoppeasunHonHas ~ correlation func-
tion; kocnexTpaipHas ~ cospectral func-
tion; kpmrTHyeckas ~ critical function;
KyMYJAATHBHaA CHeKTpaibHaiz ~ cumula-
tive spectral function; auneiinag ~, gonyc-
Kaloulad HecMeUIeHHYIo oneHKy estimable
linear function, U-estimable linear func-
tion; JorapagMHYeckad ~ HNPaBAOHOLO-
6na logarithmic likelihood function, log-
likelihood (function); aorapudmuveckn
BoruyTas ~ log-concave function; xo-
rapupMHYeCKH BEIIykKaas ~ log-convex
function; maprunaibHas ~ HOPaBACIONO-
6nsa marginal likelihood function; mapra-
HajasHafd ~ pacnpefejdeHns marginal dis-
tribution function; Memaenno Mensolia-
gca ~ slowly varying function; mMuHH-
MaJpHad pemalouias ~ minimal deci-
sion function; MHEHMaJbHAd 3SKCHECCHB-
Hafs ~ minimal excessive function; Mmmuo-
JKHTeAbHas OHeHka ¢(yHKUHH pacnpene-
aenns product-limit estimator; momnps-
uupoBanHas ~ bBeccens modified Bessel
function; myasTHnAHKaTHBHAZ ~ multi-
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2.2 CONDITIONING
BY A CONTINUOUS RANDOM VARIABLE
If X and Y have joint probability density funetion fx, ¥(z,y), the
conditional probability density function fr;x(- |- ) of Y given X is defined,
for all y and for all z such that fx(x) > 0, by

Ix.r(zy) Ix.v(z,y)
frizx(ylz)= = . 2.1)
v @ ey ay

Since the set C = {z:fx(z) > 0} has probability one of containing the
observed value of X, we regard Eq. 2.1 as a satisfactory definition, since
almost all observed values of X will lie in the set C, and we wish to define
frix(y | z) only at points z that could actually arise as observed values of X.

The conditional expectation, given X, of a random variable Y is
defined by (for all z such that fx(z) > 0)

ElY |X=3]= [ yfnx(y|2)dy. 2.2)

That Egs. 2.1 and 2.2 seem reasonable definitions for jointly con-
tinuous random variables is clear by comparing these definitions with
Eqgs. 1.4 and 1.6 respectively. To justify these definitions more fully we
must first study the properties which the notions of conditional probability
and expectation should have.

In order to define the notion of the conditional probability
P[A | X =2z] of an event A given that the random variable X has an ob-
served value equal to z, it suffices, in view of Eq. 1.17, to define the notion
of the conditional expectation E[Y | X = z] of a random variable Y, given
that X = z. Now, two central properties which E{Y | X = z] should have
are as follows:

(i) If one takes the expectation of E[Y | X = z] with respect to the
probability law of X one should obtain E[Y]; in symbols,

E[Y]= [ E[Y | X =z]dFx(a). 2.3

(ii) The conditional expectation E[g(X)Y |X =2z} of a random
variable which is the product of Y and a function ¢(X) of X should

satisfy
E[g(X)Y | X = 2] =g(x)E[Y | X =1z] (2.4)

for any random variable g(X) which is a function of X and such that
E[g(X)Y] is finite.
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OHHpYyIOUJad cneKTpaabHas ~ evolution-
ary spectral function; skcnoneHuHaJIBHAA
nmpoH3BoAAllas ~ exponential generating
function; sxcueccusHas ~ excessive func-
tion; amnHpuyeckas beHecoBckas pelato-
mas ~ empirical Bayes decision function;
SMIHpHYeCKas KBaHTHIbHai ~ empirical
quantile function; sMnuprveckas ~ BaHA-
HHA empirical influence function; smMnups-
yeckad ~ pacnpeneaenna empirical distri-
bution function, EDF; smnupuyeckne op-
TOroHaJbHbIe (yHKIHH empirical orthog-
onal functions

X

xaoc (m) chaos: ogHopon#sii ~ homoge-
neous chaos

xapakTtepusamus (f) characterization:
BeposTHocTHas ~  probabilistic charac-
terization; Teopema (f) xapakTepH3saunu
characterization theorem; ~ pacnpeneie-
Hui characterization of distributions

xapakTepuctuka (f)  characteristic:
aMIUIATYAHO-dacToTHas ~ amplitude fre-
quency response; B3aHMHad KBaApaTHYe-
ckxas ~ mutual variation, mutual quadrat-
ic characteristic; BpemeHHas ~ (HABTPA
time response of a filter; Bri6opoynas ~
sample characteristic; kBaapaTHYecKas ~
maprunraia quadratic characteristic of a
martingale; onepaTuBHaA ~ KDHTEpHA OD-
erating characteristic of a test; npeackasy-
eMas KBalpaTHUHas ~ MapTHHIaJa pre-
dictable quadratic characteristic of a mar-
tingale; npeackasyemad ~ MapTHHIaJa
predictable characteristic of a martingale;
cTaTHCTHYeckas ~ statistical characteris-
tic; Tpunaer (m) npenckasyeMbIx Xapak-
TepucTHk triplet of predictable character-
istics; ¢pasoBo-uacToTHas ~ phase fre-
quency characteristic

XapakTepucTuueckas GyHknus char-
acteristic function

XapaKTepHCTHYECKH# omepaTop char-
acteristic operator

XapaKTepHCTHYeCKUH
characteristic functional

xBocT (m) pacnpenesneHHs tail of a dis-
tribution

xemruposaH#e (r) hashing

Xu-KBagpaT kpurepu# (m) chi-square
test

Xu-kBaApaT pacupepeyesme (n) chi-
square distribution

xu-pacnpenesenne (n) chi-distribution

XH-pacxofAuMocThb (f) chi-divergence

XHMHUYecKM# moTeHuuas chemical po-
tential

PYHKOHOHAN

xopaosui rpad chordal graph
XPOMaTHIECKHA INOJHHOM
polynomial

xpoMaTHdeckoe paszbmeHme chromatic

partition

nesesas ¢pyHxnusa objective function

LHeJIeHANIPDABJIEHHOE  IIPOEHUPOBaHHE
projection pursuit

eJioe 9HCJOo integer

LeJIOYHCJIeHHOe gepeBo integral tree

neHa (f) urpet value of a game: BepxHas
~ urpsr upper value of a game; HHXHAL
~ urpol lower value of a game

neHa (f) momesn value of a model

ueH3ypupoBaHMe (n) censoring

NeH3ypUpOBaHHaA BHGOpKa censored/
trimmed sample

HeH3YPHUPOBaHHEIE [aHHEIE
data

meHTHIAL (f) centile

DeHTp (m) pacupenejeHus centre of a
distribution

LHEeHTpaJdbHasi NpefeJbHad TeopeMma
central limit theorem

UeHTpadbHas pasHocTs central differ-
ence

HeHTPAJLHEIH MOMEHT central moment

LHEeHTPANLHEM CMeIlaHHBIM MOMEHT
central mixed moment

menTpHupylomue nocroinnme JyGa
Doob’s centering constants

HeHTPOHA (m) centroid

enHoe pas6meHue chain partition

nensom rpadp path-like graph

nenouka (f) ypasuenuit BBITKH (Bo-
rosio6osa — Bopua — I'pasa — Kupxk-
Byna — Wsoma) BBGKY equations
chain/hierarchy

nenouka (f) ypaBHemmii BorosoGoba
Bogolyubov equations chain/hierarchy

mens (f) chain: ~ Bpysua Bruen chain; ~
pas6buenui chain of partitions

nens (f) Mapkoa Markov chain: Bao-
xenHad ~ embedded Markov chain; Bos-
BpathHas no Xappucy ~ Harris recur-
rent Markov chain; BosspaTHas ~ re-
current/persistent Markov chain; xomeu-
Hag ~ finite Markov chain; neBosBpaTHas
~ transient Markov chain; HeonHoponnas
~ nonhomogeneous Markov chain; Hemne-
puonudeckas ~ aperiodic Markov chain;
HelepHoAHYecKoe COCTOAHHe Henu Map-
xoBa aperiodic state of a Markov chain;
HenpupBoauMas ~  irreducible Markov
chain; mepasmoxumadg ~ indecomposable
Markov chain; o6paiuennas ~ reversed

chromatic

censored



Markov chain; ommoponmas ~ homoge-
neous Markov chain; nepwommyeckas ~
periodic Markov chain; npusBonumas ~ re-
ducible Markov chain; pasnoxumas ~ de-
composable Markov chain; peryasprnas ~
regular Markov chain; caoxnas ~ high-
order Markov chain; cuernas ~ denumer-
able/countable Markov chain; TpansuTHB-
Has ~ transitive Markov chain; ynpasus-
emasa ~ controlled Markov chain; ¢enne-
poBckas ~ Feller Markov chain; uuxan-
veckasd ~ cyclic Markov chain; spronuye-
ckag ~ ergodic Markov chain

mukn (m)  cycle, circuit, annulence:
raMuabToHoBetH ~  Hamiltonian cycle;
okpyxatomud ~ enclosing cycle; ~ ne
Bpeiina de Bruijn cycle

LOUKJIAYecKad IepecTaHoBKa cyclic per-
mutation

mUKJIHYeckas mens MapkoBa
Markov chain

LHKJINYIecKad dacToTa cyclic frequency

HUKJIXIecKHR ko cyclic code

IUKJINYecKoe IIPOCTPAaHCTBO
space

IMEKJIu4YecKoe cocTosHue cyclic state

IUKJIOBEIA rpad circulant graph

LIMKJIOMATHYeCKHH HHOeKc cyclomatic
index

MUKJIOTOMBYecKoe meJioe cyclotomic in-
teger

uuaEEAp (m) cylinder

NHJIMHApHYecKas o-ajdre6pa cylindrical
o-algebra

HUJIMHAPHYEeCKas BEPOATHOCTHL weak
distribution

ouARHIpUYIeckas Mepa cylindrical mea-
sure

ITUJIMH pUYecKoe MHOXecTBO cylinder,
cylinder set

IUPKYJASHT (m) circulant: xocoi ~ skew
circulant

cyclic

cycle-

Y

vacTuna (f) particle

yacTHYHas packpacka partial coloring

YACTHYHAA cyMMa partial sum

TACTAIHO COAJAaHCHMPOBAHHBIA 06J104-
HEH nuaH partially balanced block de-
sign

YACTHYHO COAJIAHCHUPOBAHHHLIN IIJaH
partially balanced design

YACTHYHO YIOPAAOYE€HHOE MHOXECTBO
partially ordered set, poset

YACTHYIHO yPaBHOBEIIEHHASN CXeMa pal-
tially balanced design

YacTHYHBIA partial

YaCTHYHHIHA 6eHecOBCKHMHA IIOOXOX par-
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tial Bayes approach

YaCTHYHBLIA JJATUHCKHH KBAaApPaT par-
tial Latin square

JaCTHIHBIA NOPANOK partial order

qacTHas KOrepeHTHocThL partial coher-
ence

YACTHAA KOPPEJALHOHHAasA OQYHKIMA
partial correlation function

gacTHAasA IPOU3BOAHAR partial derivative

gacTHOe (n) quotient

YacTHOe pacupejejieHme marginal dis-
tribution

YacTHRIA partial

gacToTa (f) frequency: abcomioTHas ~
absolute frequency; 6aokosas ~ block fre-
quency; 6okoBada ~ side frequency; Bor6o-
pouHas ~ sample frequency; oTHOCHTEAD-
Has ~ relative frequency; crarucTHdYe-
CKkasd yCTOHYHBOCTH 49acToT statistical sta-
bility of frequencies; yraosas ~ angular
frequency; uukanueckas ~ cyclic frequen-
cy; ~ Bsiiccena-bBpenra Brent—Vaissala
frequency; ~ Haiixpucra Nyquist frequen-
cy; ~ caydaiHoro cobertus frequency of a
random event

YacTOTHAas HHTEPHNpPeTalusa BEPOAT-
HocTH frequency interpretation of prob-
ability

YacTOTHaiA MOAYJAUHsA frequency mod-
ulation

JaCTOTHO-BPEMEHHAas CHOeKTPaJIbHai
mwioTHOCTh frequency-time spectral den-
sity

JacTOTHO-MOLYJIHPOBAHHOE KoJieGaHue
frequency-modulated oscillation

YeTHIpexXyroJbHHK (m) quadrangle

YHCJIeHHOe HHTEerPHPOBaHUe numerical
integration

YKCJIeHHREH aHanau3 numerical analysis

uucso (n) number: axpomaTHYeckoe ~
achromatic number; seposTHOCTHaZ Te-
opua umcea probabilistic number theo-
ry; maTyHK (m) caydYadHbIX YHCeJd ran-
dom number generator; AHCHEpCHOHHEBIH
MeToR B TeopHH uHcen dispersion method
in number theory; momatmueckoe ~ do-
matic number; egHHHYHOE HHTEPBAJbHOE
~ unit interval number; kBasmopTO-
roHaJgbHbIe YHCHa quasi-orthogonal num-
bers; xom6unaTopHse yacaa combinatori-
al numbers; nmepemeraemoe ~ transpos-
able number; nmouckopoe ~ search num-
ber; npennncannoe xpomaTuueckoe ~ list
chromatic number; npegnacannoe ~ pre-
scribed number; mpuemounoe ~ accep-
tance number; npocroe ~ prime num-
ber; nceaocayyadinoe ~ pseudo-random
number; pas6HeHHe HaTypaJbHOLO YHCI2
partition of a natural number; pora-
uHOHHoe ~ rotation number; cayvai-
noe ~ random number; cobcTBenHOE
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~ /3navenne eigenvalue; cybxpomaThHye-
ckoe ~ subchromatic number; Teopus (f)
uynces number theory; ToTajusHoe HHTED-
BainHoe ~ total interval number; Tpe-
yroapHoe ~ triangular number; ¢uryp-
Hoe ~ figurate number; xpomarTHdeckoe
~ chromatic number; nukaoTOoMHYeCKOE
ngeaoe ~ cyclotomic integer; ~ Bepayaan
Bernoulli number; ~ pan nep Bapaena van
der Waerden number; ~ Moprana Mor-
gan number; ~ HesaBHCHMOCTH indepen-
dence number; ~ o6ycaopiaensocTd condi-
tion number; ~ Pamces Ramsey number;
~ pacceanus scattering number; ~ pe6ep-
Horo mokpwiTHA edge covering number; ~
pebeproii HesaBHCcEMocTH edge indepen-
dence number; ~ Prvapacona Richardson
number; ~ cpatyuBan#a binding number;
~ Crupannra Stirling number; ~ ®rbo-
navyn Fibonacci number; ~ Qiaepa Euler
number

yucTan GellecoOBCKasd CTpaTerMsa pure
Bayes strategy

ydcTas cTpaTerus pure strategy

YUCTO PAa3PHIBHHEIU JOKAJBHBIA Map-
Tunrasa purely discontinuous local mar-
tingale

YHCTO pa3spHIBHEIA MapTHHraJg purely
discontinuous martingale

YHUCTOe COCTOAHHe pure state

YYBCTBHTEJNBHOCTD (f) sensitivity: ~ x
GOJIBIIAM OMABKaM Eross error sensitivity

YyBCTBHTEJIbLHEE KPUTEPHMM B IOHHAa-
MHYECKOM IIPOTPDaMMMPOBAHHM sen-
sitive criteria in dynamic programming

I

mar (m) step: MakCHMaJbHBIH ~ pacrpe-
nexenus span of a distribution
IIAroBHIA MHOXHTeNb step factor
wapHAp (m) joint: MHOXeCTBEHHBIH ~
maultiple joint
wenn (m) shape: apdpunneti ~ affine
shape; eBxannoB ~ Euclidean shape; cay-
yaidHe# ~ random shape
IIECTHYTOJNBHAK (m) hexagon
IIMPOKOBEIATeJbRBIM KaHaJs broad-
cast channel
INMPOTHO-UMIIYJILCHAA
pulse width modulation
mudp (m) cipher: nepronnyeckni ~ pe-
riodic cipher; ~ Bepnama Vernam cipher
mxkasa (f) scale: abcomwornas ~ abso-
lute scale; HoMHHANbHAZ ~ nominal scale;
nopankobas ~ order scale; ~ Hamepenun
measurement scale; ~ #auTepsaJgoB inter-
val scale; ~ pasnocreii difference scale
mxaaupoBaHue (n) scaling

MOAYJIAIUSA

IIIepHepoBO ceMelcTBO Sperner family

LITEHHEPOBO AepeBo Steiner tree

mTpadHas GyHKIHA penalty function

my™M (m) noise: Geasl§ ~ white noise;
HMOYALCHEIH ~ impulse noise; kpacHbIH
~ red noise

€

3BOJIOOUOHHPYIOLIAA CIeKTpaibHasd
Mepa evolutionary spectral measure

3BOJIIOOHOHUPYIOINAS CIEeXTpajbHad
¢yBHKOuA evolutionary spectral function

3BOJIIOMHAOHUPYIONIEE cOeKTpaJbHOe
npeacTasJgeHHe evolutionary spectral
representation

3BOJIIOIAOHHOE CTOXACTHYECKOoe Oud-
depeHnHEaNbHOe YpaBHeHHe evolu-
tional stochastic differential equation

3BPHCTUICCKHN AJITOPUTM heuristic al-
gorithm

3KBHBAJICHTHRIe MepHI equivalent mea-
sures

3KBHBAJICHTHEIC pa36ueHuA equivalent
partitions

SKBHBAPHAHTHAA OLICHKA equivariant es-
timator

axoHOMeTpHKa (f) econometrics

skcKypens (f) excursion: 6poyHOBCKad r~
Brownian excursion; capanyTas ~ shifted
excursion

3xcrepuMeHT (m) experiment: akTHB-
HbIH ~ active experiment; qpobHEIA Pak-
TopHBEIE ~  fractional factorial experi-
ment; JHHeHHBIH perpecCHOHHBIA ~ lin-
ear regression experiment; maTpuua (f)
PErpecCHOHHOro SKcfiepHMeHTa matrix of
a regression experiment; HeTHHEHHBIH pe-
rpeccHoRHbIH ~ mnonlinear regression ex-
periment; 0606LIEHHBIA PErPECCHOHHEBIH ~
generalized regression experiment; omn6-
ka (f) skcnepmMeHTa experiment error;
naanuposatime (n) HMHTaUHOHHOIO SKCHE-
pumenTa design of simulation experiment;
naaHdpopaide (n) HMHTAUHOHHBIX 3KC-
nepumenToB design of simulation experi-
ments; NaaHupoBaHHe (n) OTCEHBAIOLLHX
axcneprumenTos design of screening experi-
ments; naanHpoBanHe (n) perpecCHOHHLIX
skcnepumenTos design of regression exper-
iments; naanmposanue (n) skcnepHMmeH-
ToB design of experiments, experimental
design; mranmposanne (n) 3KCTpeMaab-
HEIX 3kcnepumenToB design of extremal
experiments; mocaegopaTeAbHOE NAAHHPO-
BaHHe 3KciepuMenToB sequential design of
experiments; pPaBHOMEDHRIH (DaKTODHbIA
~ uniform factorial experiment; perpec-
CHOHHLIH ~ Tegression experiment; CHM-



METPHYHbIH (paXTOPHAJBHEIH ~ symmet-
ric factorial experiment; ¢akTOpHEIH ~
factorial experiment; ~ ¢ ¢uasTpanner
filtered experiment

skcroHeHTa (f) exponential: croxacrs-
geckad ~ stochastic exponential

S5KCIMIOHCHIHUAJIBHAS aBTOPErPecCHoH-
HafA MoAeNb exponential autoregressive
model

3KCIOHEeHIIHAJILHAA TPOU3BOAAIIASL
¢dyuxima  exponential generating func-
tion

3KCIOHEHIIMAJIILHOE HEPAaBEHCTBO €X-
ponential inequality

IKCIIOHEHIIHAJILHOE pacIpefesIcHHAe eX-
ponential distribution

3KCIIOHEHIIHAJIbHOE CeMEeHCTBO
nential family

3KCIIOHEHIIHAJIBbHOE CEMEHCTBO pac-
npeneaeHn# exponential family of dis-
tributions

3KCIOHEHIIHAJILHLIN aBTOPErpPecCHOH-
HHH npomecc exponential autoregres-
sive process

skcTpanoasuus (f) caydaiiHoro npo-
mecca extrapolation of a random process

3KCcTpeMaJbHafd 3agada extremal prob-
lem

3KCTpeMaJbHasi CTAaTHCTHYecCKas 3a-
nada extremal statistical problem

skcmece (m) excess: kosgdunmenT (m)
akcuecca coefficient of excess; ~ pacnpe-
nenenna excess of a distribution; ~ cay-
vafHoro GayxnaaHua excessfovershoot of
a random walk

3KCHEeCCHBHAaA Mepa excessive measure

3KcIeccuBHad GYHKIMA excessive func-
tion

saas3uAr (m) aliasing

ageMeHT (m) element: cayyaineiii ~ ran-
dom element; rayccosckud caydadHbIH ~
Gaussian random element

3JIeMEeHTapHad BepPOATHOCTH
tary probability

3JIeMeHTapHas Mepa
sure

3aJIeMEeHTapHOe MHOXeCTBO elementary
set

3JIEMEeHTapHoe COOLITHE
event

saumnconn (m) paccemBanus ellipsoid
of concentration

SJLIMIITAYECKHAH 3aK0oH elliptic law

JLINUITHYECKOE YpaBHeHHe elliptic
equation

sMurpamei (f) emigration

sMOupHYecKas GelecoBcKasd OlEHKa
empirical Bayes estimator

sMIupudeckad GelecoBcKkas pelrao-
mias ¢dyHKnus empirical Bayes decision
function

expo-

elemen-

elementary mea-

elementary
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SMIUPHYECKAA KBAaHTHJIbHAA QYyHK-
muA empirical quantile function

aIMOMpHYecKas KOBapHallMOHHAA Ma-
TpHna empirical covariance matrix

SMIMpHUYECKas JUHUA PerPDECCHH em-
pirical regression line/curve

sMOUpHYIecKas Mepa empirical measure

sMIuMpHYecKas QYHKIM BIAIHAA em-
pirical influence function

sMIEpHYecKas GYyHKOHA pacOpeneJie-
Hus empirical distribution function, EDF

3SMIEPUYECKHe OPTOroHaJbLHEEe PYHK~
mum empirical orthogonal functions

IMOUpHYecKHH GelecOBCKHME HoaXoxn
empirical Bayes approach

3MIOMPHUYIECKUH MOMEHT empirical mo-
ment

IMIMpHYECKHU# nporecc empirical pro-
cess

3MIOMpHYecKoe pacupenesieHHe empiri-
cal distribution

sHpoMopdu3M (m) endomorphism: To9-
HelH ~ exact endomorphism; ~ Bepuya-
au Bernoulli endomorphism; ~ npocrpan-
crBa ¢ Mepoli endomorphism of a measure
space

3HepreTHYecKas HOPMa energy norm

3HepreTHYECKUY CHEKTP €energy spec-
trum

sxeprus (f) energy: csoboanas ~ free
energy; yposeHb (m) sHepruu energy lev-
el; ~ mapkosckoro nponecca energy of a
Markov process

sHcTpodua (f) enstrophy: norenunain-
Has ~ potential enstrophy

IHTPONUNAHAL MOIIHOCTH €ntropy power

3HTPONMUNHEIA KPDUTEPHH entropy crite-
rion

sHTponus (f) entropy: adaropuTMHYecKas
~ algorithmic entropy; anddepenunais-
nas ~ differential entropy; merpuueckas
~ metric entropy; oTHOCHTeAbHad ~ Tel-
ative entropy; mpegukxchas ~ prefix en-
tropy; TepmMognHaMuyeckas ~ thermody-
namical entropy; Tomosormveckas ~ nH-
HamHuyeckoH cucremsl topological entropy
of a dynamical system; ycaoBnas ~ con-
ditional entropy; ~ aunHamuueckoi cucre-
eI entropy of a dynamical system; ~ pas-
6nenns entropy of a partition; ~ Pennu
Rényi entropy; ~ Xapau Hardy entropy;
~ Illennowa Shannon entropy; smcHJIoH-
~(f) epsilon-entropy

sprogm4yeckas Teopema ergodic theo-
rem: ~ bBrpkropa—Xuuunna Birkhoff—
Khinchin ergodic theorem; ~ Cuaynkoro
Slutsky ergodic theorem; ~ ¢pon Herma-
na von Neumann ergodic theorem

sprogmudeckas Teopus ergodic theory

sprogudeckas nenb MapkoBa ergodic
Markov chain
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aprogudeckuii kiaace ergodic set

3progudeckii caydaldiHeld npolecc
ergodic random process

sproamaHocTh (f) ergodicity

3pMuTOBa MaTpuna Hermitian matrix

3PMHTOBA cay4yaitHas MaTpuna Hermi-
tian random matrix

aposus (f) erosion

sapdext (m) effect: raasubii ~ ¢pakro-
pa main effect of a factor; swcruansri ~
yposas true effect of a level; ~ Goapmnx
pasmepHocrei large dimensions effect; ~
Caynkoro—FOaa Slutsky—Yule effect

adpdexTuBHag onenka efficient estimator

sdpdeKxTHBHAA OLIEHKA BTOPOIo IOpAL-
kxa second order efficient estimator

sdpdexTuBHOCTS (f) efficiency: acamnTo-
THYeCKaid OTHOCHTeJbHad ~ asymptot-
ic relative efficiency, ARE; acamnroTHue-
ckag ~ asymptotic efficiency; xoadpdpuun-
enT (m) coxpaHeHHA >(ppeKTHBHOCTH ef-
ficiency preservation index; oTHOCHTeab-
Has ~ kpurepua relative efficiency of a
test; ~ mo Baxanypy Bahadur efficiency;
~ @0 Intmeny Pitman efficiency; ~ pe-

cypca resource efficiency; ~ craTucraue-
cxoi nponenypsl efficiency of a statistical
procedure

A

asnerane (n) phenomenon (pl. phenom-
ena), effect: wmmuramus (f) cayvasino-
ro asjenns simulation of a random phe-
nomenon; nepexomHble ABJIeHHA transient
phenomena/effects; cayuadinoe sBueHne
random phenomenon; ~ I'u66ca Gibbs ef-
fect; ~ Crefina Stein effect

aBHas popmysa explicit formula

saepHas oHeHKa kernel estimator: ~
naotHocTH kernel density estimator

agpo (n) kernel, nucleus (pl. nuclei): or-
pHLaTeIbHO ONpeneleHHoe ~  negative
definite kernel; moaoxunrensHo onpenenen-
Hoe ~ positive definite kernel; croxactu-
geckoe ~ stochastic kernel

axo6uan (m) Jacobian

saeika (f) cell
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A

Abelian theorem a6enesa Teopema

absolute, adj. afconioTHERIK: ~ continuity
of measures aBcoNIOTHAsA HENPEPHIBHOCTH
Mep; ~ deviation aGCOMIOTHOE OTKJOHE-
uue; ~ distribution of a Markov chain
abcaoTHoe /6e3yCOBHOE pacnpeneJeHue
nens MapkoBa; ~ frequency abcomoT-
Has 4acCTOTa; ~ moment aGCONIOTHHIH Mo-
MeHT; ~ probability GesycioBHas Bepo-
ATHOCTH; ~ pseudomoment aBGCOMIOTHEIH
TCeBOMOMEHT; ~ scale abcomOTHad 1LKa-
Jaa

absolutely continuous distribution a6-
COJIFOTHO HEIPEPHIBHOE paclpelelieHHe

absorbing, adj. norsiontaomui: ~ bound-
ary norJiommalomas rpaHHla; ~ state mo-
TJIOMIAIOLIEE COCTOAHHE

absorption, n. wmoruomenne (n): ~ prob-
ability BepOATHOCTE WOTJICIIEHHS

acceptance inspection craTucTuyeckui
NMPHEEMOYHBIA KOHTPOJb

acceptance number npueMoYHOE YHCIO

acceptance sampling craTacTHYecKHi
NMPHEMOYHLIH KOHTPOID

accessible state pocTHXuMoOe cocTosnKE

accompanying distribution conposo-
XIalolee paclpeneJeHne

achromatic number axpomaruueckoe
YHCIIO

action, n. gefictHe (n): ~ functional
dyuxunonan necreus; Wilson ~ gen-
creue Buabcona

active, adj. aXTHBHEIH: ~ experiment ax-
THBHBIH 3KCHEPHMEHT; ~ variable akxTus-
Has HepeMeHHas

acyclic digraph auuxauueckuit oprpadp

adamant digraph anmasuwiif oprpad

adaptation algorithm axaropurm (m)
amanTanuy

adapted, adj. aganTHpPOBAHHEIN, cCOrJa-
COBaHHEIH: ~ random process agalTHpoO-
BaHHBIN /COTJACOBAaHHBIHA CIydYaHHLIW IpO-
necc; F-~ function F-aganTHpoBaHHas
GyHKIHA

adaptive, adj. ananTWBHEIA: ~ con-
trolled discrete-time random process ama-
NTHBHEIA YNPaBAAEMEIH CAy4ailHEIH Tpo-
LleCC C TUCKPETHEIM BpeMeHeM; ~ estima-
tion aanTHBHOE OUEHUBaH#E; ~ estima-
tor aganTuBHas oueHka; ~ method aga-
HTHBHEIH MeTo; ~ procedure amailTHB-
Has npoueaypa

addition theorem Teopema (f) cnoxenns

additive, adj. ammuTUBHBIA: ~ function
agmuTHBHAI QYHKUMA; ~ functional anmu-
TUBHEIH yHKUMOHAJ; ~ model aqnuTus-
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Hasd Mofeas, ~ problems of the number
theory annwTHBHBIE 3alla4d TEOPHM UH-
cex; ~ set function agmuTHBHas GYHKIHS
MHOXecTB; completely ~ measure BHosse
alJuTHBHAas Mepa; countably ~ set func-
tion cYeTHO-aJOMTHBHAas (YHKIHA MHO-
XECTB; 0- ~ measure o-aINTHBHas Mepa,
Mepa

additive functional agmurusHbi yHK-
muoHaa: ~ of a Markov process aginTHB-
HBIH (YHKIIMOHAJ OT MAapKOBCKOTO Ipo-
mecca; ~ of integral type agAMTHBHEIH
QYHKIHOHAN WHTETPAJBHOTO THNA; ~ of
the Wiener process agmiMTHUBHEIH GyH-
KIMOHAJ OT BHHEPOBCKOTO MPOHECCa

additivity, n. annurEBHOCTS (f)

adjacency matrix Martpuna (f) cMexHo-
cTH

adjustment rules npasuia xoppexTHpPOB-
KM

admissibility, n.  momyctumocts (f):
asymptotic ~ of a test acCHMITOTHYeCKas
JIONYCTHMOCTh KDHTEPHA; Strong ~ CHIb-
Has HOMYCTHMOCTL; weak ~ caabas nomy-
CTHMOCTH

admissible, adj. nomycTHMEIH: ~ de-
cision function pomycTHMas pewralonas
dyukuus; ~ estimator IONYCTHMas OUEH-
xa; ~ shift of a measure monmycTHMBIH
CHOBHMT MepHI; ~ test HONYCTHMBHIH KpHTe-
puit; ~ topology momycTHMas TOMNOJOTHSA,
S-Tonomorus

affine, adj. apduuunii: ~ shape addpun-
HEIH LIeHHI

aftereffect, n. mocneneficrsue (n)

age distribution pacnpenesenne (n) Bos-
pacra

age-dependent branching process Bse-
TBAIMACA IPOHECC C 3ABHCHMOCTBIO OT
Bo3pacTa, npouecc CeBacThbAHOBa

aging distribution crapewomee pacnpe-
AdeJIeHHE

AIC (Akaike informative criterion)
HHGOPMAIlMOHHEIH KPHTePHH AKaHKe

Aldous—Rebolledo condition ycaosue
(n) Angoyca—Pe6onneno

algebra, n. auarebpa (f): ~ of cylinders
anre6pa UHIHHAPHYECKHX MHOXECTB; ~
of events anre6pa cobeiTud; ~ of observ-
ables anre6pa Habarogaembix; ~ of quasi-
local observables anre6pa KBa3HJIOKaJb-
HEIX HabaiogaeMbix; ~ of sets anreGpa
muoxecrs; Boolean ~ 6yaesa airebpa;
Borel ~ 6openenckas anrebpa; cylindrical
o-~ UHIMHApPHYeCcKas o-ajrebpa; stan-
dardized Boolean ~ HopMupoBanHasa Gy-
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JeBa aireGpa; stochastic linear ~ croxa-
cTuYeckas JuHeHHasa ajtrebpa; Urbanik ~
aare6pa Ypbanuka; o-~ o-aarebpa

algebraic, adj. anreGpawveckui: ~ de-
coding aare6pamyeckoe [NEKOAMPOBAHHE;
~ random equation ajreGpawdeckoe ciy-
YaiiHoe ypaBHeHHe

algorithm, n. aaroput™ (m): adaptation
~ anropuT™M afantauuu; backtrack ~
aJrOPMTM TOHMCKa C Bo3BpaToM; branch-
and-bound ~ aaropuTM BeTBEH M rPaHHI;
divide-and-conquer ~ anTropuTM “pa3sfe-
JAH ¥ BJAACTBY# ; enumeration ~ Tepe-
YHCAHTEJNLHEIH AJITOPHTM; exact ~ Tod-
HH# aaroput™m; Fano ~ aaroputm Pa-
Ho; farthest neighbor ~ aaropur™m “gaJb-
Hero cocema”; fast ~ GRICTpHIH adro-
put™m; Forsythe ~ aaroputm QPopcaii-
Ta; Garcia—Wachs ~ aaroput™ [apcua—
Yoxkca; heuristic ~ 3BPUCTHYECKHH aJIro-
put™; Levinson ~ anroputm JleBuHCOHA;
nearest neighbor ~ anaropuT™ “GaMxaii-
utero cocena”; polynomial ~ noauHOMH-
aJIbHBIK QJITOpHTM; routing ~ aJrOpHTM
MapuIpyTH3auuu; stable ~ ycroHyuBbIR
AJTOPHETM; stack- ~ CTek-aJdropuT™M

algorithmic entropy auaropurMuveckas
3HTPONMA, CJAOKHOCTH (f) KOHeWHBIX 00b-
€KTOB

aliasing, n. nanoxense (n)/nonmena (f)
4acToT, 3JaH3UHT (m)

all possible regressions method meron
(m) Bcex perpeccuit

Allais paradox napanokc (m) AJus

allocation, n. pasmermenue (n): equiprob-
able ~ of particles paBHOBEPOsTHOE pa3-
MelneHue dYacTHy; group ~ of parti-
cles pasMerneHne YacTHI KOMILJIEKTaMH;
Markov ~ of particles mapkoBckoe pa3-
Mernenue vactul; multinomial ~ of par-
ticles monuHOMMaJbHOE pa3MelleHHe Ya-
cTHH; optimum ~ OITHMAJbHOE pa3Me-
menune; random ~ ciydvaiHoe pa3Mellle-
uue; uniform ~ of particles pasHoBeposT-
HOe/paBHOMEPHOE pa3MeIleHHe YACTHI

allometry, n. anzomerpus (f)

almost certain convergence
Mocth (f) nouTH HaBepHOe

almost invariant nouTH WHBapHAHTHBLH

almost sure convergence cxogaMocTh
(f) mouTH HaBepHOe, CXOMMMOCTEH C Bepo-
ATHOCTHIO 1

alpha-excessive function annda-skcuec-
cHBHaA GYHKIHA

alpha-potential auasdpa-morennmax (m)

alphabet, n. andasur (m)

alternating matrix aarTepuupyromIas
MaTpHIA

alternating meteorological forecast
aJbTEPHATHBHEIN METEOPOJIOT HIECK W
IIPOTHO3

CXOOH-

alternative, n. auabTepHaTHBa (f), axb-
TepHaTHBHas runotesa: Belyaev ~ auab-
TepHaTHBa Dessesa; contiguous ~s KoH-
THTYaJbHEIE AJIbTEPHATHBEI

amalgam, n. cMewuBanue (n), aMaJibra-
ma (f)

amalgamation, n. obbenuuenue (n)

amount of information xoamyecrso (n)
uHbOpMaluK

amplitude, n. ammantysa (f), am-
MAKTYAHBIH: ~ frequency response aM-
MM TYAHO-4ACTOTHAS XaPaKTEPHCTHKA; ~
modulation aMIIATYOHAA MOMYJIALHS,;
~-modulated harmonic oscillation am-
MJARTYAHO-MOAYAUPOBAHHOE TapMOHHYe-
ckoe xonebanue; ~-modulated pulse pro-
CeSS AMIIHTYIHO-MOAYJMPOBAHHLIA HM-
NyJILCHEIH mnpomecc; ~ -modulated ran-
dom process aMILTHTYIHO-MOIYJHPOBaH-
HEIH clyYa#WHBIH IPOLECC

analysis, n. anamus (m): ~ of covariance
KOBADHALMOHHHIN aHaiu3; ~ of variance
OUCHepCHOHHLIH aHaau3; alpha-factor ~
anbda-bakTOPHEIR aHaau3; canonical cor-
relation ~ aHaJN3 KaHOHHYECKHX KOppe-
Jaauuu; cluster ~ xjacrep-anaius; combi-
natorial ~ xoMGUHATOPHEIA aHAJIM3; com-
ponent ~ KOMUOHEHTHHEIH aHaiu3; confir-
matory data ~ nNOOTBepXIalOWIMA aHa-
Ju3 qaHHEIX; confluent ~ KoHGDIIOSH THEIH
aHauu3; correlation ~ KOppeNAUKOHHBIN
AHAJM3; COSINOr ~ KOCHHOp-aHaJu3; dis-
criminant ~ OUCKPUMUHAHTHBIA aHaJIM3;
exploratory data ~ pa3sBeIOYHBIA CTaTH-
CTHYECKHH aHAJU3 DaHHBIX; factor ~ dak-
TOpHEBIH anauu3; G-~ OOIMUH CTaTHCTH-
WeCKW# aHaJgu3; image ~ aHAJIA3 M30-
Gpaxenns; logit ~ Jaormr-adaius; mor-
tality ~ amnanus cMeptHoctH; multivari-
ate ~ MHOTOMepHBI# (CTATHCTHYECKMH)
aHasm3; multivariate statistical ~ wMHo-
TOMEPHBIH CTATHCTHYECKHH aHaJH3; non-
parametric discriminant ~ HelapaMeTpH-
YeCKUH NHCKPDUMHHAHTHHIN aHAJM3; nu-
merical ~ JYHCIEHHBIH aHaJu3; preference
~ aHaJ¥3 OpeNNnovYTeHui; principal com-
ponent ~ aHAJIH3 TJaBHEIX KOMIIOHEHT;
proximity ~ aHaJiu3 GIH3OCTEH; regres-
sion ~ PperpecCHOHHBIR aHaJyu3; residual
~ aHaJU3 OCTATKOB; sequential ~ mocue-
OOBaTeJbHEIH aHaJxu3; spectral ~ cmek-
TpaJbHEIH aHaju3; statistical ~ craTH-
CTHYecKH# aHaJuwu3; structure relation ~
aHAJM3 CTPYKTYPHHIX COOTHOIUEHWH; sur-
vival ~ aHaJH3 BRIXHBAEMOCTH

analytic characteristic function amann-
THYECKAA XaPAKTEPUCTHYECKaA PYHKIHs

ancillary statistic moguunennas/mono6-
Hafd CTaTHCTHKA

Anderson—Darling test xpurepuii (m)
Amnnepcona—Jlapaunra



Anderson-Jensen theorem Teopema (f)
Annepcona-Hencena

Anderson’s inequality nepasenctso (n)
Aunepcona

angular, adj. yruosoi: ~ frequency yrao-
Bas vacToTa; ~ modulation yrioBas Mo-
Ay JIATUSA

animal, n. xusoTHoe (n): laitice ~ pe-
LeTyaToe XHMBOTHOe; directed ~ Hampa-
BJIEHHOE XHBOTHOE

annealing, n. asnuauHr (m), 3saMopaxH-
Banue (n)

annulence, n. uuxa (m)

Ansari—Bradley test
Aucapu—Bpanan

antichain, n. anTHuens (f)

anticlique, n. antuxauka (f)

anticommutative relation anTukoMMy-
TaTHBHOE COOTHOLIEHHE

antiferromagnetic model anTudeppo-
MarHHTHas MOJENb

antimatroid, n. anTEmMaTpous (m)

antipodal, adj. aHTHNOZaJNLHLIH: ~ cov-
ering aHTHUIONAJBHOE TOKPHITHE; ~ graph
aHTHNONAJBHLIH Tpad

antisymmetric Fock space anTucumme-
Tpuyeckoe mpocTpaHcTBo Poka, depmu-
OHHOE MPOCTPAHCTBO

antithetic variate anTmTeTHuHas mepe-
MeHHas: ~ method Meton (m) aHTHCHM-
MeTpUYHOH BHIGOPKM, MeTox (m) aHTHTe-
THYHBIX TEPEMEHHBIX

aperiodic, adj. nenepuonuyeckuu: ~ Mar-
kov chain uenepmonwyeckas uens Mapko-
Ba; ~ state of a Markov chain Henepuonu-
yeckoe cocTosHHe nemun Mapxora

a posteriori, adv., adj. anocrepuopn, amo-
cTepuopHHil: ~ distribution anocrepuop-
HO€ pacnpencsiecHue; ~ mnean alloCTepHOp-
Hoe cpennee; ~ probability anocrepuop-
Hasi BEPOATHOCTB; ~ Iisk anocTepHoOpHBIH
PHCK

approach, n. mogxon (m): Bayes ~ 6Geite-
COBCKHM monxon; empirical Bayes ~ smmnu-
pHyYeckM# GeHeCOBCKMH MONXON; minimax
~ MHHMMAaKCHEIH noaxon; partial Bayes
~ YacTHYHBIH GeHeCOBCKMH MOAXON

a priori, adv., adj. anpuMopH, aIPHOPHBIN:
~ distribution anpuopHoe pacnpenejeHue;
~ Information anmpuopHad MHPOPMALHI,
~ probability anpHopHas BepOATHOCTD; ~
risk anpMOpHBIK PHCK

approximation, n. amnpokcumanus (f),
npubauxenue (n): continuous time
stochastic ~ cTOXacTHYeCKas AaINTpPOK-
CHMal¥s B HENPEPLIBHOM BpeMeHH; Dio-
phantine ~ guodaHTOBO NPUGIHIKEHHE;
finite difference ~ KXoHeYHOpPa3HOCTHaf
annpokcuMauus; Fisher ~ ¢umuepobckas
anupokcuManus; Galerkin’s ~ upubian-
XKEHHEe FMepKHHa; gamma ~ raMMa-

xpuTepuit (m)
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annpoxcuMauus; linear ~ JHHeHHas am-
npokcumanus; Kiefer-Wolfowitz proce-
dure of stochastic ~ mpouenypa cro-
XacTHYecKod ammpokcuMmauunm Kudepa—
Boasgposuua; normal ~ uHOpMaNbHasx am-
npokcuMauus; Pade ~ annmpokcHMauHs
Tlame; quasi-Markovian ~  xBa3uMap-
Kosckoe npubnmxenue; Robbins—Monro
stochastic ~ procedure npoueaypa cTo-
XaCTHYECKOM amnpokcumalnuu PoGGuaca—
Momupo; stochastic ~ cToxacTadyeckas aln-
npokcMMalus; uniform ~ paBHOMepHas
AMIPOKCHMANHA

arboricity, n. npesectocts (f)

arc, n. nyra (f): feedback ~ nmyra ofpat-
HOW CBA3M; ~ reversal obpallleHMe IYTH;
~ -disjoint trees nepeBbs Ge3 oBILIMX XYT

arcsine, n. apkcuuyc (m): ~ distribu-
tion pacupeneienne apkcHHyca; ~ law 3a-
KOH apkcuHyca; generalized ~ distribution
obobieHHOe pacnpeneieHHe apKCHHYCA

arctangent law for random matrices
3aKOH apKTaHTE€HCa A CIYYAMHBIX Ma-
TPHI

ARE (asymptotic relative efficiency)
aCHMITOTHYECKasd OTHOCHTeAbHad >dpdex-
THBHOCTbH

ARIMA (autoregressive — integrated
moving average) npouecc aBTOperpec-
CHHM — TPOMHTET PHPOBAHHOTO CKOJIB3AIIIE-
r0 CPESHErO

arithmetic, adj. apudpmerTmueckuii: ~
function apudMeTHYecKas PYHKIHA; ~
mean apubMeTHYECKOE CpefiHee; ~ pro-
gression apudMeTHIECKas TMPOIPECCHT; ~
simulation of random processes apud-
METHMYECKOE MOMNENUPOBAHME CAyYaHHBIX
TIPOTIECCOR

arithmetics of probability distribu-
tions apudmeruxa (f) BepOSTHOCTHEHIX
pacupefesiceHUH

ARMA process APCC-nponecc (m),
npouecc (m) CMelIaHHOH aBTOPEIPECCHH
— CKOJB3AIIET0 CPETHETO

Aronszajn-Kolmogorov theorem Tteo-
pema {f) Aponuaina~Koamoroposa

arrangement, n. pasMmemense (n): ~
problem sapaua (f) panxupoBanus

array, n. Maccus (m)

arrival stream BxonHoH/BXONAIMA NOTOK

assignment problem 3anaua (f) HasHa-
YeHHH

associated spectrum accouuupoBanHbri
CIEKTP

asymmetric channel
KaHaJd

asymmetry, n. acuMmerpus (f)

asymptotic, adj. acCHMITOTHYECKHH: ~
aggregation of states of a Markov chain
ACHMIITOTHYECKOE YKPYIHEHHE COCTOAHHH
nenu Mapkosa; ~ deficiency of a test

aCHMMETPHYIHEIA
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ACHMITOTHYECKMA HedeXT KPHTEpHA; ~
density of a set aCHMITOTHYECKas NAOT-
HOCTH MHOXeCTBa; ~ design acHMITO-
THYeCKHH IJam; ~ efficiency acEMuTo-
THYecKasd 5GPeKTHBHOCTD; ~ expansion
ACHMIITOTHIECKOE pa3ioxenue; ~ formu-
la acumnToTHYeCKax dopmyna; ~ method
acuMnToTH4eckuit Meton; ~ negligibility
acHMHATOTHYECKas npexHeOperaeMocTs; ~
normal transform acHMITOTHYECKH HOp-
MaJbHOe INpeobpasoBaHMe; ~ normali-
ty acHMITOTHYeCKas HOPMAJbHOCTH] ~
Pearson transform acUMITOTHYECKH MHMp-
COHOBCKOE npeobpazoBanue; ~ relative
efficiency acCHMOTOTHYECKas OTHOCHTEND-
Has 3¢pdeKTUBHOCTE; ~ stability acuMnTo-
THYeCKasd YCTOWYMBOCTB; ~ theory of esti-
mation aCAMIOTOTHYECKas TeOpHA OLEHH-
BaHUA

asymptotically, adv. acumnToTHYeCKH:
~ Bayes estimator acumMnToTHYeckH Gei-
€coBCcKas olleHka; ~ Bayes test acuMmro-
THYeCKH GeHeCOBCKHH KDUTEPHH; ~ min-
imax estimator aCMMITOTHYECKM MHHH-
MaKcHasf OleHKa; ~ minimax test acHM-
NTOTHYECKM MUHMMAKCHHH KDHTEDMH; ~
most powerful test acCHMITOTHYECKH HaH-
foJlee MONIHEIA KPUTEDHH; ~ most pow-
erful unbiased test acHMITOTHYECKH Ha-
GoJiee MOIITHEIH HECMEIIIEHHLIH KPHTEDHH;
~ normal estimator aCAMII'TOTHYECKH HOp-
MaJbHas oneHka; ~ optinial test acummo-
THYECKH ONTHMAJbHEIH KDUTEPHH; ~ un-
biased estimator aCHMITOTHYECKH HECMeE-
IieHHas oleHka; ~ unbiased test acumnTo-
THYECKH HeCMEIeHHEIH KPHUTEPHH; ~ uni-
form distribution acCAMI'TOTHYECKH PaBHO-
MepHoe pacnpenenenne; ~ uniformly most
powerful test acCHMITOTHYECKH paBHOMEp-
HO HauboJiee MOIIHBIA KPHTEPHH

asynchronous channel acuHXpoHHEBIH
KaHaJ

atmospheric turbulence artmocdepras
TYypOyJIeHTHOCTH

atom, n. atom (m)

atomic, adj. aTomwuueckuii: ~ distribution
ATOMMYECKOE pacCHpeleseHue; ~ meashre
aTOMHYECKai Mepa

attainable boundary nocTuxumas rpa-
HHIA

attained size
(xpurepus)

attractor, n. arrpaktop (m): stochastic
~ CTOXaCTHYECKHH aTTPAKTOpP; strange ~
CTPaHHBIA aTTPaKTOP

attribute, n. xauecTBeHHHH HpPH3HAK

attributed hypergraph upunucanunR
THIeprpag

augmentation, n. pacumpenne (rpada)
(n): ~ problem 3apmaua (f) paciumpenus

autocorrelation, n. asrokoppensuus (f):

HabmogaeMeIl  pa3Mep

~ function aBTOKOppeAALMOHHas/KOppe-
asuuonnas bynkums; partial ~ function
YHKUMA YACTHOR aBTOKOPPEJSALHHK

autocorrelogram, n. aBTOKOppeNOrpaM-
wa (f)

autocovariance, n. asroxoaprauus (f):
~ function aBTOKOBapHalMOHHAA/KOBapH-
auMoHHas ¢GyHKuMa; partial ~ function
dynxuus (f) YacTHO# aBTOKOBapWALHK

automaton, n. asromar (m): ~ state
cocroguue (n) aBTOMaTa; autonomous
probabilistic ~ aBTOHOMHEIH BEPOATHOCT-
HBIH aBTOMaT; countable probabilistic ~
CYETHHH BePOATHOCTHHIA aBTOMaT; finite
probabilistic ~ KOHEUHHRIH BEPOATHOCT-
"t aBTOMaT; probabilistic ~ BeposT-
HOCTHHH aBTOMaT; stochastic ~ cayvai-
HEIi /BEPOATHOCTHHIA aBTOMAT

automorphism, n. asromoppusm (m): ~
mod 0 aBTOMOpPQH3M IO MOXYJIIO HYJb;
~ of a measure space aBTOMOpdH3IM TIpO-
cTpaHcTBa ¢ Mepokl; Bernoulli ~ asToMop-
¢usm Bepuyman; K-~ K-asroMopdusm;
Markov ~ asromopdusm Mapkosa

autonomous partition asTomomuoe pas-
Guenue

autonomous probabilistic automaton
ABTOHOMHBEIA BEPOATHOCTHHIH aBTOMAT

autoregression, n. asroperpeccus (f)

autoregressive — integrated moving
average process upoliecc (m) aBTOpe-
I'pecCHH — MPOHHTEr DHPOBZHHOIO CKOJIb-
ssamiero cpeauero, APTICC-npouecc, mpo-
necc Bokca—Jlxerkunca

autoregressive — moving average
model cMmemannas Mofiens aBToperpec-
CHH — CKOJIL3AILErO CpegHEero

autoregressive — moving average pro-
cess mponecc (m) CMEWIaHHOH aBTOpE-
IPECCHH — CKOJIB3ALLETO CPENHETO

autoregressive process mpouecc (m) as-
TOpPErpecCH

auxiliary statistic BcnomoraTeasnas/no-
TIONIHKATENbHAA CTATHCTHKA

availability, n. gocrynnocts (f)

average, n. cpenuuil, cpenuee (n), cpex-
Hee 3Hadenue: ~ reward criterion xpure-
puii (m) cpenHero moxoxa; ~ risk cpenuui
DHCK; moving ~5 CKOJB3SAIINE CPESHHE;
moving weighted ~s cxoap3dllme B3Be-
LlleHHBEIE CpelHHe; Space ~ CpemgHee IO
IPOCTPANHCTBY; time ~ cpefHee MO Bpe-
MEHH

averaged, ad). ocpegHeHHHI#d: -~ ener-
gy spectrum ocpeqHeHHBIH 3SHEpreTHYE-
CKHl CHEKTP; ~ power spectrum ocpen-
HeHHHIH CHEKTP MOIIHOCTH; ~ spectral
density ocpeXHEHHas CHEXTpaJbHas MJIOT-
HOCTB; ~ spectral function ocpemnennas
CIEXTpaJbHas GyHKIHS

averaging principle npunnun (m) ycpen-
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axiom, n. axcuoma (f)

axiomatic quantum field theory axcu-
OMaTHYeCKas KBAaHTOBas TEOPHA MOJA

B

backtrack algorithm asropurm (m) mo-
HCKa C BO3BPATOM

backward, adj. ofpatunii: ~ difference
passocTs (f) Haszan; ~ induction obpar-
nas unpykuus; ~ Kolmogorov equation
obpaTHoe ypaBHeHue Koamoroposa

Bahadur efficiency sddexTusnocts (f)
no baxamypy

Bahadur slope Haxaon (m) mo Baxangypy

Baire class xuacc (m) Bapa

Baire classification xaaccupuxanus (f)
Bspa

Baire measure wmepa (f) Bopa

balanced, adj. cbanancHpoBaHHBIH, ypaB-
HOBelleHHBIH: ~ block design cBanan-
CHDOBaHHBIH OJOYHEIA maaH; ~ coloring
YpaBHOBelleHHas packpacka; ~ design
c6aJJaHCHPOBAHHBIH TJIaH

balancing set ypasnoBeur#pamwlIliee MHO-
XKeCTBO

balk queueing system cucrema (f) 06-
CIYXHBAHUA C OTKa3aMH

ballot problem sagava (f) o 6annoTupos-
xe

BAN (best asymptotically normal)
estimator HawIy4Ymias aCHMI'TOTHYECKH
HOpMaJbHas OUEeHKa

Banach space 6anaxoBo npocTpaHCTBO:
~ of cotype p GaHaxoBO HPOCTPAHCTBO
xotuna p; ~ of stable type p Gamaxoso
HPOCTPAHCTBO YCTOHUMBOrO THIA p; ~ of
type p 6aHaX0BO IPOCTPAHCTBO THIIA p; ~
with PIP (Pettis Integral Property) 6a-
HaXO0BO NPOCTPAaHCTBO co cBoMcTBOM PIP;
~ with Sazonov property GaHaxoBo mpo-
CTPaHCTBO €O cBoHcTBoM CazoHoBa

Banach—Mazur distance paccrosnue
(n) Banaxa—Masypa

band, n. nosoca (f): exact ~ Tousas mo-
Joca

baroclinic structure 6apokaunnas crpyx-
TYpa

baroclinity, n. SapokauasocTs (f)

barotropic structure GapoTponHas
CTPYKTYpa

Bartle-Dunford—-Schwartz theorem Te-
opeMa (f) Bapraa-Iandopaa—Illsapua

Bartlett estimator ounenka (f) Bapraer-
Ta

Bartlett lag window koppexsnuonnoe
okHO Bapraerta

Bartlett test xpwrepmit (m) Baptaerra

axiom e Bernoull 79

Bartlett—Scheffe test
Bapraerra-liedpde

barycenter, n. Gapuuentp (m): ~ of a
measure 6apHUEHTP MepPLI

basis, n. 6asuc (m): complete stochastic ~
MOJHBIH CTOXacTHYeckuit Gasuc; stochas-
tic ~ croxacTuyeckHil Gasuc

Baxter theorem teopema (f) Bakcrepa

Bayes (Bayesian) Gektecosckuit/6aitecos-
CKMit: ~ approach Geliecopckuit mogxom; ~
decision function GeflecoBckas pelalonias
$yuxuus; ~ decision rule 6eiiecoBckas pe-
lamlnee NPaBUIo; ~ estimator GelecoB-
ckasa oueHka; ~ formula ¢opmyna DBeiie-
ca; ~ policy Ge#ecoBcKast CTpaTeTHA; ~
principle GeliecOBCKMH NPHHIMI; ~ Iegres-
sion GeHecoBckas perpeccus; ~ risk Ged-
€COBCKMH DHCK; ~ strategy GeiecoBcKas
cTpaTerus; ~ test GeHeCOBCKHH KpHTe-
pu#; empirical ~ approach sMmuupuueckui
Seitecopeck it monxon; empirical ~ decision
function smmupHueckas GedecoBcKas pe-
walollias QYHKIKA; empirical ~ estimator
sSMIUpHYecKas GeHecOBCKas OLUEHKa; par-
tial ~ approach yacTuunbii GedeCOBCKHH
momxon; pure ~ strategy uucras Gellecon-
CKas CTpaTerus

BBGKY equations chain/hierarchy
uenouka (f) ypapnenut BBI'KH (Boro-
awbora — bopua — 'puua — Kupksyna —
HBona)

Behrens—Fisher problem mnpo6iema (f)
Bepenca-®uinepa,

Bell polynomial mnosausnom (m) Benna

Bellman equation ypasuenne (n) Beaa-
MaHa

Bellman—Harris process
Bensamana—Xappuca

Belyaev alternative
Beunsesa

beneficial aging distribution Moxozero-
Iflee paclpefiecHRe

Bernoulli automorphism asTomopdpuzm
(m) Bepuyanun

Bernoulli distribution pacnpenenenne
(n) Bepuyaan

Bernoulli endomorphism s1noMopdusm
(m) Bepuyanu

Bernoulli flow mnotox (m) Bepuynnn

Bernoulli number uncao (n) Bepuynau

Bernoulli polynomial nosmuom (m)
Bepuynau

Bernoulli random variable 6epuyJsiu-
eBCKas cilyYaiiHasd BeJHYMHA

Bernoulli random walk 6xyxpgauue (n)
Bepuymnan

Bernoulli shift casur (m) Bepuyaan

Bernoulli theorem Tteopema (f) bepuya-
Jiu

Bernoulli trials ucnmiranus Bepaynam

Bernoulli vector sextop (m) Beprysuin,

KpHTepui (m)

npouecc (n)

aapTepHaTHBa (f)
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JocHaH (m)

Bernstein—Kolmogorov inequality xe-
pasencteo (n) Bepuurreina-Koamoropo-
Ba

Bernstein’s inequality =epaencTso (1)
Bepuurreiina

Berry—Esseen inequality HepaBeHCTBO
(n) Beppu—Occeena

Berry—Esseen theorem
Beppr—Occeena

Bertrand paradox mapanmokc (m) Bep-
Tpana

Bertrand problem szagaua (f) Beprpana

Bessel function ¢yuxuus (f) Becceus

Bessel operator omeparop (m) Beccens

Bessel process npouecc (m) Beccens

best linear unbiased estimator mnau-
Jydulas JUHEHHad HeCMeIIEeHHad OLEHKa

best choice problem sapava (f) o nan-
JyyqiieM BhIGOpe

best invariant estimator
MHEBADHAHTHAX OLECHKA

beta approximation 6eTa-anmpokcaMa-
uns (f)

beta distribution 6era-pacnpenerenue
(n)

beta function 6eta-dpynxuus (f)

Bhattacharya—Rao spherical distance
cdepudeckoe paccTosnMe bxartavapms—
Pao

bias, n. cmemenne (n): ~ of an estimator
CMellleHHEe OLIEHKH

biased estimator cmemerHas oueHKa

bicircular matroid 6unmkauueckuit Ma-
TPOUL

Bickel test xpurepuit (m) Bukexs

bicompact, n. 6uxomnakT (m)

biconnected graph asyceaszuniit rpad

bicyclic graph 6unukangeckuii rpad
bidirected graph  aBynanpaBaeHHBIH
rpad

Bienaime—Chebyshev inequality uepa-
BeHCTBO (n) Breneme—YeGHiuena

bijective, adj. GuekTHBHBIH

bilinear, adj. 6uanueiinnit: ~ form 6uiad-
HedHasd dopMa; ~ time series GUIHHCHHAA
MOOENs BPEMEHHOTO PARA

billiards, n. 6wassipa (m): Sinai ~ 6u-
apapn Cunas

bimodal distribution 6umogansuoe/
IBYBEPHIMHHOE paclpeneenne

bin packing problem sanasa (f) o6 yna-
KOBKE MEIIKOB/KOHTCHHEPOB

binary, adj. OGHHapHEIH, OBOHYHEIH: ~
branching process GMHapHEIH BeTBAIIWH-
cA mpouecc; ~ random process GHHap-
HBIH/ TUXOTOMUYECKHH CHAyYaHHEIA mpo-
necc; ~ relation GUHApHOE OTHOILEHHE; ~
relations statistics cTaTHCTHKa GHHAPHEBIX
OTHOLUEeHUH; ~ search GHHADHBIN NOHCK;
~ search tree 6uHapHOe HepeBO IOHCKa;

TeopeMa (f)

HaMJIyvquias

~ symmetric channel KBOMYHEBIA cUMMe-
TPHYHBEIH KaHaJ

binding number uucio (n) cpamusanus

Bingham distribution pacnpenenenne
(n) Buarxsma

binomial, n. 6unomM (m), GHHOMMANLHEIH:
~ coefficient GMHOMHAJBHBIA KO3 HIM-
enT; ~ distribution GuHOMHaJBHOE pac-
npeneneHue; ~ enumeration CHHEOMWAIH-
HOe mepevucienue; ~ polynomial GuHomu-
AJLHBIH TONHHOM; ~ sample GHHOMHAJb-
Hasi BLIGOpKa; ~ trials GuHOMHAJALHEIE HC-
ubITaHus; ~ variable GHHOMHAABHAA CIY-
YyaiiHas BEAHYUHA

biometrics, n. Guomerpuxa (f)

bipartite graph neynoasnbni rpadg

biplanar graph 6unnaHapHbi#i rpad

biplane, n. 6umrockocts {f)

bipolarizable graph 6unossapusyemeri
rpad

biprefix set GunpedurcHOe MHOXECTBO

Birkhoff-Khinchin ergodic theorem
aproguyeckas TeopeMa bHpKropa—XuH-
YUHA

birth-and-death process mnpouecc (m)
DPOXIIeHUS U THGeaH

birth process mnpouecc (m) (umcroro)
Pa3MHOXEHUS

birth rate poxaaemocts (f)

bispectral, adj. GucnekTpajabHbi: ~ den-
sity 6ucnekTpaJdbHas MIOTHOCTE; ~ func-
tion OucekTpadbHail QYHKUHI

bispectrum, n. GucnexTp (m)

bit (binary digit) 6ur (m): ~ string 6u-
HapHad MOCJIENOBATENFHOCT, (CTPOKa)

bivariate distribution pgsymepnoe pac-
npeneneHRe

bivariate normal distribution gsymep-
HOe HOpMAJIbHOE pacIpencieHHe

Blackman—Tukey method wetog (m)
Baskmana-Trioxu

Blackwell theorem teopema (f) Bueky-
3J1a

block, n. 6uok (m), GiaokoBr: ~ code
6nokoBEIR kom; ~ decoding GaokoBoe fe-
komupoBanue; ~ design GJIOYHBIH mJaH,
Gaok-cxeMa; ~ frequency 6mokoBas Ya-
cToTa; ~ structure 6g04Has CTPYKTYDA;
geodetic ~ reoneamveckui GJIOK

blocking queueing system cucrema (f)
ofCy KHBAHUA C OTKa3aMHU

blocking set Gaokupyloimee MHOXeCTBO

BLUE (best linear unbiased estima-
tor) Hamayylsas JMHeWHAas HECMELUEHHas
OlleHKa

Blumenthal-Getoor—McKean theorem
Teopema (f) Baomenrans-[erypa-Mak-
KHMHa

Bochner—-Khinchin theorem Teopema
(f) Boxaepa—Xunuuna

Bochner integrability HHTerpupye-



MocTs (f) no Boxuepy

Bochner integral unrerpan (m) Boxnepa

Bochner theorem Teopema (f) Boxuepa

Bogolyubov equations chain/hierarchy
nenouxa (f) ypasHenuit BoromoGosa

Boltzmann distribution pacnpegenenue
(n) Boasumana

Boltzmann equation
Bosxsumana

Boltzmann statistics
Boapnmana

bond model wmonens (f) cpsazed

Bounferroni’s inequality sepasencTso
(n) Bondepponn

bonus system npemuajJbHas CHCTEMa

Boolean model 6Gyaesa Momeas

bootstrap, n. 6yrcrpen (m): ~ method
MeTon (m) 6yrcrpena

Borel algebra Gopesenckas auare6pa

Borel-Cantelli lemma aemma  (f)
bopens-Kanrenan

Borel field 6openepckoe nose

Borel function 6openesckas pyHknus

Borel measure 6GopeneBckas Mepa

Borel model Gopenesckas mopmesns

Borel set 6Gopesnesckoe MHOXECTBO

Borel strong law of large numbers
YCHJIEHHBIH 3aKOH Goabwimx wucea bope-
JIs

Borel-Tanner distribution pacnpepene-
uMe (n) Bopeas-Tanuepa

Borel zero-one law GopeneBckuit kpuTe-
PUI/3aKOH HYJIs-eHHHUBL

Bose-Einstein statistics
(f) Bose-Oiinuiteiina

boson, n. 6o3on (m), G030HHHHA: ~ space
6030HHOE IPOCTPAHCTBO; ~ system 6030H-
Has CHCTEMa

bound, n. rpanuua (f), ouenxa (f): corfi-
dence ~ pmoBepuTenbHas rpaHuiia; sphere
packing ~ TrpaHHIa TJIOTHOR/cdepuyec-
KOW yNaxoBkH; tolerance ~ ToJepaHTHas
rpaHHIa

boundary, n. rpanuna (f), rpaHMYHBLH:
absorbing ~ morJomalomas rpanuua; at-
tainable ~ pocTHXWMas TpaHHIla; alb-
tracting ~  OpHUTATHBAIONIas TpaHHIA;
~ functional rpaHHYHBIE QYHKUHOHAN; ~
functional of a random walk TpanyyuHBIR
GYHKIMOHAJ OT CAYYAHHOro GNyXKIAaHus;
~ layer NMOTpaHWYHBLIA CJOH; ~ problem
rpaHM4Has 3ajada; ~ problem for a ran-
dom walk rpaHUuYHas 3ajJadya AJIA Caydai-
HOTO GJIYXIOAaHKA; ~ Process TPaHHYHBEIA
npouecc; Chernov ~ rpauuna Yepuosa;
entrance ~ rpaHMia-BXOX; exit ~ Tpa-
Hula-Bhixon; lower ~ functional HHXHUR
rpaHMYHbIi dyHkuuMoHas; Martin ~ rpa-
uuna MapTuHa; moving ~ nonBHXHaA
rpanuiia; natural ~ ecTeCTBEHHas I'paHH-
1a; permeable ~ TNpoHUIaeMas TPaHHMLA;

ypaBHeHne (n)

craTucTuka (f)

CTaTHCTHKA
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reflecting ~ oTpaxamoilas IPaHHIA; reg-
ular ~ point peryjssipHas rpaHUdYHas TOY-
xa; regulation ~ TrpaHHIA peEryJnpoBa-
Hus; sticky ~ ynpyras/sagepxupatoras/
SJIaCcTHYHAA TpaHHua; unattainable ~ He-
JOCTHXHMas TPaHHLA

bounded, adj. orpauwyeHHmi: ~ law
of the iterated logarithm orpanwyeHHbINH
3aKOH TOBTOPHOTO Jorapudma; ~ opera-
tor OTpaHHYEHHEIH OIepaTop; ~ variation
OrpaHWYEHHasd BapHalUi

boundedness, n. orpanuvensocTs (f): ~
in probability orpaHMYeHHOCTEL TO BEpPO-
aTHOCTM; stochastic ~ cToxacTHYecKas
OTPaHUYEHHOCTH

Box—Jenkins method meroxn (m) Bokca-
HxenxuHCA

Box—Jenkins process  mpouecc (m)
Bokca—IlxeHnxunca, mpouecc aBTOpErpec-
CHY — TMPOKHTETPHPOBAHHOTO CKOJIE3SAIIE-
IO CPETHEro

Box—Wilson method wmeton (n) Bokca—
Yuacona

Bradford distribution pacnpenenenue
(n) Bpendopna

branch and probability bound meth-
od Merton (m) BeTBe# W BEepOATHOCTHHIX
rpaHuI

branching, n., adj. Bersienue (n), BeTBs-
HMMCs

branching process BeTBilmMics npouecc:
age-dependent ~ BeTBAIIMHCI IPOUECC C
3aBHCHMOCTDBIO OT Bo3pacta, npouecc Ce-
BacTbsHOBA; bounded ~ orpaHuYeHHbLIH
BEeTBALIMHCH mpoluecc; ~ in random envi-
ronment BETBSIIMUCA TPOLECC B CIAy4ai-
HOH cpesie; ~ with emigration BeTBAIIMHCA
MPOIECC C SMHUTpalueir; ~ with finite num-
ber of particle types peTBsaiLuiics npouecc
C KOHEYHBIM YHCJOM THIIOB YacTHI; ~
with immigration BeTBAIMACS IpoleCC C
UMMHTpallueli; ~ with interaction of par-
ticles BeTBSIIMHCSA TpoLECC C B3aMMONEH-
CTBHEM YacTHLU; ~ with migration BeTBs-
mEics mpollecc ¢ MHTpaliMed; controlled
~ PEryJIHPYEMbIH BETBALIMHCA MPONLECT;
critical ~ xpHTHYecKHH BeTBsIHiACS poO-
necc; decomposable ~ pa3noXMMBIK Be-
Teanmica npouecc; diffusion ~ nuddysu-
OHHHIH BeTBAUIHHACH npolecc; embedded ~
BJIOXEHHBIH BETBAMACA IpoUecc; extinc-
tion of a ~ BeIpoX/[eHHE (n) BETBALIETOCS
npouecca; general ~ obuIMik BeTBSIIMHCS
npouecc, npouecc Kpamna-Mone-Arepca;
indecomposable ~ Hepa3JIoXHMBLIA BETBA-
mmiics npouecc; reduced ~ pexyuupoBan-
HBIH BETBALMHACA Tpouecc; regular ~ pe-
TYJAADHEIH BETBALIMACA mpouecc; subcrit-
ical ~ HOKPDUTHYECKHH BETBAIIAMCA TPO-
mecc; supercritical ~ HagKpPUTHYECKUR
BeTBSAIIMMACA Tpolecc; transient phenom-
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ena for ~ nepexoaHBIe SABJCHHUA O BeE-
TBALLIAXCA IIPOLECCOB

branching random field BerBsmeecs
chyyaiiHoe HoJe
branching random walk BeTBsIeecs

ciyqaifHoe GJIYXOaHUe, BETBAIIUACA IIPO-
mecc ¢ Oy OaHHEM

breakdown point noporosas Touxa

Brent—Vaissala frequency wactora (f)
Baijiccena—Bpenta

bridged graph wmocToBo#t rpad

broadcast channel iumpoxoBeraTens-
HBIH KaHaJjl

Brown'’s method wmeron (m) Bpayna

Brownian bridge 6poyHoBckuit MocT

Brownian excursion 6poyHoBckas 3Kc-
KypCHA

Brownian motion 6poyHoBckoe mBHXKe-
uue: reflected ~ mpouecc (m) oTpaxen-
HOTO 6POYHOBCKOTO IBHXEHHA

Brownian motion process mnpouecc (m)
6POYHOBCKOTO [BUXKEHUS

Brownian sheet 6poynoBckmil auct/npo-
cTraus (f)

Bruen chain uens (f) Bpysua

bubble model monens (f) nyssipbkoB

Buffon ring 6oddonoro xonsuo (n)

Buffon’s needle-tossing problem sanma-
ya (f) Brogpdona 06 urae

bundleless measure Gecnyukosas Mepa

Bunyakovsky/Bunyakowskii’s inequal-
ity mepagenctso (n) Byusakosckoro

Burg method wmeron (m) Bepra

Burgers equation ypasnenue (n) Brop-
repca

Burkhélder—-Gundy—Davis inequalities

HepaBeHCTBa bypxxoasiepa~I'angu—[s-
BHCa

Burling’s inequality wHepasencTso (n)
bepaunnra

Burr distribution pacnpepenenue (n)
Beppa
busy period nepxog (m) sanaTocTH

C

cactus (pl. cacti), n. xaktyc (m)

Campbell measure wmepa (f) Komn6enna

Campbell theorem Teopema (f) Kamn-
Genna

canonical, adj. xamouumveckuii: Lévy—
Khinchin ~ representation KaHOHHYECKOE
npencrtasiende Jlesu—Xunuuna; Lévy ~
representation KaHOHMYECKOE NPECTABIE-
gue JleBu; ~ correlation xaHoHMYecKas
Koppessuus; ~ correlation analysis ana-
a3 (m) KaHOHWYECKHX KOPPENAUMH; ~
correlation coefficient XxaHOHMYECKHH KO-
sbpdunmenT xoppeasuum; ~ distribution

KaHOHHMYeCKOe pachpefielieHne, pacrpefie-
aenne (n) Tubbca; ~ measurement KaHo-
HMYeCKoe M3MepeHHe; ~ parameler KaHo-
HUYEeCKHH mnapameTp; ~ parametrization
KAHOHMYECKas [apaMeTPH3ALMA; ~ Iep-
resentation KaHOHHYECKOE PEACTABJCHHE;
~ spectral equation XxaHOHHYECKOEe CHEK-
TpaJbHOEe ypaBHeHHe; ~ variable xanonu-
yeckas BeJMuMHa; small ~ ensemble Ma-
JIBIH KaHOHHYeCKHH aHcaMbiab

Cantor distribution pacupegenenue (n)
Kanropa

capacity, n. emrocts (f): Choquet ~ em-
xocte lloke

Caratheodory theorem Tteopema (f} Ka-
paTeonopu

Carleman condition yciosue (n) Kap-
JeMaHa

Carleman criterion kpurepuit (m) Kap-
JeMaHa

carrier signal mecyumii curuasi

Cartesian product ngekaproBo mpou3sse-
nenue

cascade, n. kackan (m), XacKanHEIA: ~
code kackamguuli kon; ~ decimation Kac-
KajJHad OENEMALUS; ~ PIOCESs BETBAIIMHA-
¢S IpoNeCC ¢ dHeprue

categorical weather forecast xareropu-
YeCKHi ITPOrHO3 TMOTOMEI

Cauchy-Bunyakovsky inequality mue-
paeencTso (n) Komn—Byuakosckoro

Cauchy distribution pacnpenesenne (n)
Kown

Cauchy sequence mocienoBaTerLHOCTE
(f) Kown, pynmaMeHTaIbHAA NOCHKEIOBA-
TEJBHOCTH

Cayley graph rpad (m) Koau

cell, n. suedika (f), karerka (f): simplicial
~ CHMILIAOHAJIBHAA SYeHKa

censored, adj. ueHzypupoBaHHbIH: ~ da-
ta UeH3ypHpOBaHHEIE NaHHEE; ~ sample
HeH3ypUpOBaHHad BHOOpKa

censoring, n. UeH3ypupoBaHue (n)

center of a distribution nentp (m) pac-
HpeeeHus

centile, n. uentuxs (f)

central, adj. uenTpasbumi: ~ differ-
ence NeHTpaJbHas Pa3sHoCTh; ~ limit the-
orem UEHTpajibHas HpefedbHas TeOpeMa,;
~ mixed moment HEHTPAJIBHLIA CMELLaH-
HEIH MOMEHT; ~ moment NEHTPAJbHBIR
MOMEHT

centroid, n. nenrpoun (m)

certain event noctoeepHoe cobriTHE

certainty noctosepuocts (f)

CFA (configuration frequency analy-
si8) KOH(HIypauMOHHEIH YaCTOTHHIN aHa~
aun3

Chacon—Jamison theorem teopema (f)
Yexona—xemMucona

chain, n. uens (f): Bruen ~ nent Bpyona,;



~ of partitions nens pa3buenuit; ~ parti-
tion nenHoe pasbuenue; Markov ~ uens
Mapxoba

change point moment (m) paznagku: ~
problem 3anava (f) obuapyxenus pasian-
KH

channel, n. xamaxn (m): asymmetric ~
ACHMMETPHUHBIA KaHaJ; asynchronous ~
ACHHXPOHHBIH KaHat; broadcast ~ wupo-
KOBEUTATENLHBIH KaHAJ; ~ capacity mpo-
NycKHas cnocoGHOCThL KaHaka; ~ fading
3aMMpaHMsd B KaHaJge; ~ with feedback
KaHaJa ¢ o0OpaTHOH cBA3bIO;, ~ with fi-
nite number of states kKaHaJ ¢ KOHEUHEIM
YHCJIOM COCTOAHMM; ~ with synchroniza-
tion errors KaHaJj ¢ OUIHOKaAMH CHHXPOHH-
3alMK; communication ~ KaHaJ CBA3K;
degraded ~ yxymueHHEIH kKaHaJa; deter-
ministic ~ [IeTEpPMUHHPOBAHHBIN KaHAJ;
finite-memory ~ KaHaJl C KOHEYHOH Ina-
MATbI0; homogeneous ~ OTHOPOIXHKIA Ka-
HaJx; interference ~ WHTep(epEeHIHOHHBIH
KanaJ; memoryless ~ KaHan 6e3 mams-
Tu; multiple access ~ KaHaJl MHOXECTBEH-
Horo focTyma; multiterminal ~ MHOro-
KOMIICHEHTHBIH KaHaJ; multiway ~ MHo-
FOCTOPOHHHH KaHand; network of ~s ceTs
KaHauoB; nonanticipating ~ xaHaa Ge3
NPENBOCXHINECHU A, quantum communica—
tion ~ KBAHTOBBIM KaHaJ CBA3H; semide-
terministic ~ TOJYyXeT€PMUHUPOBAHHKIH
KaHaJ; stationary ~ CTallHOHAPHEIH Ka-
HaJ; symmetric ~ CHMMETPHYHEIA KaHaJ;
synchronous ~ CHHXpPOHHEIH KaHaJ; zero-
error ~ KaHaJ C HyJEeBOH OLUUOKOH

chaos, n. xaoc (m): homogeneous ~ on-
HOPOOHEBIA XaocC

characteristic, n., adj. xapaxTepuctuka,
XapakTepHCTHYeCKHH: ~ function xapak-
TepucTuveckas dbyukuus; analytic ~ func-
tion aHAJIUTHYECKAs XapaKTepUCTHYECKAT
¢yukuus; ~ functional xapakTepHCTHYE-
CKHA GYHKUHMOHaJ; ~ operator XapakTe-
PHCTHYECKMH ONIEPATOp

characterization xapakTtepusanus (f): ~
of a distribution xapaxTepusanus paclpe-
nesenus; ~ theorem teopema (f) xapak-
TepU3ANUK

charge, n. sapsx (m), sHakonepemeHnas/
oGoGirieHHas Mepa: random ~ CIy4aWHRIR

3apij
Charlier distribution pacopenenenne
(n) Mapase

Chauvenet test xpurepuii (m) Illosene

Chebyshev’s inequality muepasencTBO
(n) YebrIieBa

Chebyshev polynomial
Yeboiena

chemical potential xumuyeckuii moren-
oHas

Chentsov distribution density estima-

noaunom (m)
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tor oueska (f) maoTHocTH pacmpenese-
uus Yenunona

Chernov boundary rpauuua (f) Yepuo-
Ba

chi distribution xn-pacnpenesenue (n)

chi square xu-kBagpat (m): ~ distribu-
tion X¥-XBalIpaT paclpelelenue; ~ statis-
tic cratuctuka (f) xu-xBagpat; ~ test
XU-KBaApaT KpuTepui (m)

chi-divergence xu-pacxogumocts (f)

Choquet capacity emxocts (f) Iloke

Choquet theorem Tteopema (f) llloxe

chord graph rpa¢ (m) xopn

chordal graph xopnosrrit rpad

chromatic, adj. xpomaTuyeckuit: ~ num-
ber xpomaruueckoe umcao (rpada); ~
partition XxpoMaTwdyeckoe pa3bHeHHE; ~
polynomial XxpoMaTH4YeCKHH IIOJHHOM

Chung’s law of the iterated logarithm
3akoH (m) nosTopHOTO JoTapudMa B (op-
me Yxyna

Chung process mnpounecc (m) Uxyna

cipher, n. wndp (m): periodic ~ nepuo-
nuveckui wuchp; Vernam ~ wudp Bep-
HaMa

circuit, n. uxa (m) /xoutyp (m)

circulant, n. wupxyasut (m): skew ~ xo-
COH UHMPKYJIAHT; ~ graph muxkioBbi# Tpad

circular law xpyroso# 3axon

circumference of a graph okpyxuocTs
(f) rpada

Clark formula ¢opmyaa (f) Kaapka

class, n. xaacc (m): Baire ~ xaacc Bapa;
complete ~ of statistical procedures noiu-
HBIH KJ4cC CTaTHCTHYECKMX HpOLERyp;
Linnik ~ xuaacc Jlunuuxa; minor-closed
~ MHHOp-3aMKHYTEIH KJacc; Steiner ~
knacc Iltefinepa; van Dantzig ~ xnacc
Bai [Hanuura; Vapnik—Chervonenkis ~
xiacc Banuuxa-Yepponenkuca

classical definition of probability xkmxac-
CHYECKOEe ONpE/ENEHUE BEPOATHOCTH

classification, n. xnaccupuxanus (f)

classifier, n. xraccupukarop (m)

climate, n. xuumat (m)

climatic norm xaumaruyeckas HOpMa

climatic time series xkaumaTHueckui
BpPEMEHHOH DA

clinical trials xiaWHWYecKkHe HCHBITAHAA

clipper, n. orpanuuurens (m)

clique, n. xuuka (f): ~-decomposition
pasnoxenre (n) #a xauxku; ~ problem sa-
Iada (f) o Kimke; ~ tree 1epeBo (n) KIUK

close hypotheses 6uuskue/cbnuxaoniu-
€csl THIIOTE3bI

close-packed graph Touno ynaxosaHHEIRX
rpad

closed, adj. samkuyTwid: ~ contour 3a-
MKHYTH# KOHTYpP; ~ plan 3aMKHyTHIH
IIaH; ~ queueing system 3aMKHyTas CH-
cTema OBCHYXKHBAHHA, ~ set 3aMKHYTOe
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MHOXECTBO

closure problem mnpobaema (f) 3ambika-
HUs

cluster, n. kmacrep (m): ~ analy-
sis xiacTep-aHadu3 (m); ~ model xaa-
cTepHasi MoOeab; ~ -procediure KiaacTep-
npouenypa (f); Eden ~ xnacrep Hnena;
method of ~ expansion merox (m) xaa-
CTEPHEIX Pa3JoXKeHUH

Cochren theorem Teopema (f) Kokpana

cochromatic graph xoxpomatTuveckui
rpad
code, n. xom (m): block ~ GiokoBEH

Koxm; cascade ~ KacKagHBIH Kom; ~ dis-
tance komoBoe paccrosuue; ~ length xnu-
Ha (f) xoma; ~ memory naMaTs (f) ko-
na; ~ rate ckopocTs (f) xoma; ~ sequence
KOJIOBaA MOCHENOBATENLHOCT; ~ word Ko-
fosoe cioBo; convolutional ~ cBepTOY-
HBEIH Kom; cyclic ~ uuxianmveckuit Kom;
error-correcting ~ MCIIPaBJIAIOIIHA OLUIKO-
KM KO, group ~ TpYyURnoBoH kom; linear
~ JHHEHHHIH konm; linear tree ~ JHHEH-
HBIA OPEBOBMOHEIA KOM; recurrent ~ pe-
KYPPEeHTHEIR Xox; snake-in-the-box ~ xox
“3mes B Ammuke”; time-constant ~ To-
CTOAHHEIA BO BPEMEHH KOJI; time-varying
~ TIepEMEHHEIH BO BDEMEHH Koi; tree ~
IpeBOBHAHBIN Kom; trellis ~ peleTdaThii
xon; trellis linear ~ peleTYaThi JUHEHR-
HEH koX; variable-length ~ HepasHOMep-
HEIH KOJ

coder, n. xomep (m)

coding, n. xonwposanme (n): probabilis-
tic ~ BepOATHOCTHOE KOOHPOBaHHe; qUan-
tum ~ XBaHTOBOE KOAHMpOBaHHe; random
~ CILyYaHHOEe KOMMPOBaHUE

coefficient, n. xospduument (m): bi-
nomial ~ GUHOMHAJBHBEIA KO3DPHIHEHT;
canonical correlation ~ KaHOHHYECKHH
k03P PHUHEHT Koppeasuud; ~ of excess
K03 dUIHenT 3Kcuecca; ~ of skewness ko-
3)PHUKEHT acHMMETPHH; ~ of variation
k05 PUIHEHT BapHALHH, CPelHEE OTHOCH-
TeJIbHOE OTKJOHeHHe; coherence ~  xko-
3¢ AIHEHT KOrepeHTHOCTH; concordance
~ x03hGdHUIMEHT KOHKOpHAauuu; correla-

tion ~ Kk03pPUIHEHT KOppesasuuy; de-
lay ~ xosddmument 3anepxku; diffu-
sion ~ xoapduument guddysuu; drift

~ xo3dduIHMeHT cHoca; Informational cor-
relation ~ wuHPOPMaUHMOHHEIA KO3bdhu-
LHeHT Koppeasiiuu; interclass correlation
~ MEeXTDYHNOBOH Ko3b(HUHEHT KOppe-
gsaunn; Intraclass correlation ~ ko3d-
GOHUMEHT BHYTPHUIDYIIOBOH KOPPEIAUMHE;
Kendall rank correlation ~ kosddunuent
paHroBoil koppeniuun Kenganna; maxi-
mal correlation ~ MakcCHMaJbHBIH KO-
3pGUUHEeHT Koppeasuuu; multinomial ~
NONWHOMUAJBHEIR koaddunuenr; multiple

correlation ~ MHOXECTBEHHEH K03ddH-
uueHT Xoppensuuu; Pade ~ xosddumu-
ent llapge; paired correlation ~ xo>ddu-
UHEeHT NapHO#l Koppendauuu; partial corre-
lation ~ xoadduLHeHT YacTHOH Koppe-
asuuu; Pearson rank correlation ~ xosd-
¢unnenT panrosoil koppeasuuu Ilupcona;
rank correlation ~ xoappUUHEHT paHTo-
BOH KOppensuuu; regression ~ xosbodu-
IueHT perpeccun; sample ~ of excess BH-
Gopounn# Ko3GHUMeHT 3Kcuecca; sample
~ of skewness BEIGOPOYHHIA KO3bIUIHERT
acumMmeTpuK; sample ~ of variation cpen-
HEe OTHOCHTEJILHOE OTKJIOHEHHE BHIGODKH;
sample correlation ~ BEIGOPOYHEIH KO-
¢uuMeHT Koppensnmuu; sample regression
~ BEIOOPOUYHEIH KO3QDHIHEHT perpeccH;
serial correlation ~ cepHaJIbHEIH KO3dPH-
UHEHT KOppeNsuuyu; Spearmen rank corre-
lation ~ xo03¢bOdUIHEHT paHTOBOH KOppe-
asuuu Crnupmena; transfer ~ xospdunu-
€HT Nepefavyn

coherence, n. xorepenTHocTh (f): ~ co-
efficient xo>dpduuKeHT (m) KorepeHTHO-
ctH; ~ function dyuxuus (f) korepent-
HOCTH; ~ specirum CIeKTp (m) KorepenT-
HocTH; multiple ~ MHOXecTBeHHas Kore-
PEHTHOCTH; partial ~ yYacTHas korepeHT-
HOCTb

coherent, adj. xorepewTHni: ~ configu-
ration KOTepeHTHasA KOHPHTYypauus

coin tossing 6pocanue (n) MoHeTH

collinearity, n. xomaumeapuocts (f)

collineation, n. xoamuneanus (f)

collisions method wmeton (m) croxkHo-
BEHHH

color-critical graph
uBeTy rpad

coloring, n. packpacka (f): balanced
~ ypaBHOBellleHHad Ppackpacka; edge ~
peGepHasi packpacka; hook-free ~ Gec-
KpiokoBasd packpacka; locally-perfect ~
JIOKaJBHO-COBEPLUCHHAA packpacka, pal-
tial ~ wvacTHuHas pacKpacka; sequential
~ HOCJeNOBATENbHEIE PACKPACKH; super-
modular ~ cynepMoayJaspHas pacKpacka;
vertex-~ pacKpacKa BEDLUHH

combination, n. coueraume (n): ~ with-
out repetitions coyeTanue Ge3 HOBTOPEHH |

combinatorial, adj. xomGunaTopHEI: ~
analysis KOMOMHATODHHIH aHaJK3; ~ con-
figuration xoMGHHATOpHAsA KOHGUTYpAIUS;
~ encoding XOMGUHATOPHOE KONMPOBAHHUE;
~ identity KOMGHHATOPHOE TOXIECTBO; ~
integral geometry xoMOMHATOpHas MHTe-
rpajnHasi TEOMETPHs; ~ numbers xoM6H-
HATOPHEE YHCJA

combinatorics, n. xom6uraTOpuka (f)

combined test xoM6GMHHpOBaHHEIH KpHTe-
prit

common probability space method

KDHTHYECKHH IIo



MeTon (m) OZHOIO BEpPOSTHOCTHOTO NPO-
CTpaHCTBa

communicating states coofmaoimnecs
COCTOAHUA

communication complexity xomMmynu-
KallHOHHAS CJIOXHOCTD

communication theory reopus (f) ne-
penavyd HHGOpPMAIHH

commutative, adj. XOMMyTaTHBHEIH: ~
group KoMMyTaTuBHas/abeneBa Tpynna;
~ relation XOMMYTaTHBHOE COOTHOULIEHHE

compact, n. koMHaxT (m), KOMIAKTHEIN:
~ law of the iterated logarithm xoMnakT-
HBI# 3aKOH HOBTOPHOro Jorapudma; ~
measure KOMIIakKTHasi Mepa

compactification, n. xommaxTudpuxanus
(f): Ray-Knight ~ xomnaxtudpukanus
Pss—Hanra

compactness of a family of measures
koMnakTHocTh (f) cemedicTBa Mep

compactum, n. xommnaxt (m): Martin ~
koMnakT MapTuna

comparison theorem veopema (f) cpas-
HEHUA

compatible observables
HabJoqaeMble

compensator, n. koMuescaTop (m)

competing risks KoHKypHpyIOIITHE PHCKH

competition model wmomeas (f) xomky-
peHunA

complement of an event pononnenne
{n)  cobpiTRIO

complementarity principle
{m) nonoJHHTENILHOCTH

complementary  IONOJHHTENLHbIH: ~
event NOMOJHHTEJNBHOE COOBITHE; ~ Ob-
servable nonosauTeSbHAA HabJuiomaemas

complete, adj. mnoauwi: ~ convergence
cxogumocth (f) Bmoane; ~ block design
NOJHBIH OaounEld maan; ~ class of sta-
tistical procedures MOAHBIA KJIACC CTaTH-
CTHYECKHX Tpoluenyp; ~ class of strate-
gles MOJHBIA KJacc cTpaTerui; ~ class of
tests MOJHBIA KJAacC KPHTEDHEB; ~ facto-
rial design mosubl# GaKTOPHBIH MJAAH; ~
family of distributions mojaHoe ceMeicTBO
pacupeneneHuit; ~ graph noansin rpad;
~ Latin square MOJHEIH JaTHHCKWH KBa-
opaT; ~ measure MoJHas Mepa; ~ prob-
ability space moaHoe BEPOATHOCTHOE MpO-
CTPAHCTBO; ~ Statistic MOJHad CTATHCTH-
ka; ~ stochastic basis MONHBIA CTOXACTH-
yecku# Gazuc

completely, adv. nosHocTeIO, BIOAHE: ~
additive measure BIOJHe afgHTUBHAL Me-
pa; ~ additive set function BmoJne an-
OuTUBHAs GYHKIMA MHOXECTB; ~ positive
mapping BIOJHE TMOJOXHKTeIbHOE 0TO6pa-
XKeHHue

completeness, n. noanora (f): essential
~ CYLIECTBEHHAs IMOJHOTA

COBMCCTHMEIE

IIPHHIOHUIL
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completion, n. nonoamenue (n): ~ of a
measure monoJaHenue Mmepsl; ~ of a prob-
ability space MoNoJHEHHE BEPOATHOCTHOTO
MpPOCTPAHCTBA

complex Kommuexc (m), KOMIIEKCHBIH: ~
demodulation XOMILJIEKCHAA AEMOLYNALAS;
~ (Gausslan process KOMIIEKCHBIH Trayc-
COBCKHH mpolecc; ~ normal variable kom-
NJIEeKCHAA HOPMAJbHAA CIyYaiHas BEIHYH-
Ha; cutting ~ pa3pe3alolHi KOMILJIEKC

complexity, n. caoxuocts (f): communi-
cation ~ KOMMYHHKalMOHHAS CJOXHOCTH

component analysis KOMIIOHEH THEIR
aHaJIH3

composite hypothesis ciaoxunas runore-
3a

composition, n. xomnosuuus (f): ~ of
distributions KOMIO3WIIMA paclpelelcHHH;
method of ~s MeTon (m) KOMIO3HUMH

compound Poisson distribution o0606-
menHoe /caoxHoe pacnpegenenue [lyacco-
Ha

compound Poisson process ofobimen-
HBIH /CIIOXKHBIA TyaCCOHOBCKHH Tpolecc

computer simulation xomusioTEpHOE
MOIETHPOBaHHE

concave function Boruytas QpyHRuHA

concentration function o¢yukuus (f)
KOHIEHTPaIHH

concordance coefficient xoapdpuumenT
(m) xoHKOpAALYH,/COTMaCOBAaHHOCTH

condition, n. ycaosme (n): Aldous—
Rebolledo ~ ycnosue Anmoyca—Pebou-
aego; Carleman ~ yciaoBue Kapiaema-
Ha; ~ pumber yuci0 06YCIOBIECHHOCTH;
Doeblin ~ ycnosue Ile6auna; Dudley
~ ycaoeue amuu; ergodicity ~ ycao-
BHE 3proguyHocTH; invertibility ~ for AR-
MA process ycioBHe o0paTHMOCTH OJIA
APCC mponecca; Lindeberg ~ ycaosue
Jlunnebepra; Lyapunov ~ ycnosue Jls-
OYHOBa; miXxing ~ YCHOBHE NepeMeLIH-
BaMus%; regularity ~ ycioBHe peryaap-
HocTH; separability ~ ycaosue pasuenu-
MocTH/oTaeAuMOCTH; uniform asymptot-
ic negligibility ~ ycnoBue paBHOMEDHOH
npeneNbHOR TpeHeGperaeMocTu; uniform
infinitesimality ~ ycaoBHe paBHOMepHOR
MaJIOCTH

conditional, adj. ycaosuni: ~ den-
sity ycioBHas ILIOTHOCTB; ~ distribu-
tion ycnoBHoe pacnpenesnenue; ~ distribu-
tion function ycioBHas GYHKUHS pacmpe-
OeJleHHs; ~ entropy ycJaoBHas SHTPOIIHS;
~ expectation ycJoBHOEe MaTeMaTHYECKOe
OXuanue; ~ information ycioBsoe XoJH-
yecTBO uHpopMauuu; ~ likelihood func-
tion ycaoBHas (YHKUMsS NPaBIONONOGHS;
~ probability ycnoBHas BepOATHOCTB; ~
utility ycioBHas NOJNE3HOCThL; ~ variance
YCJIOBHAA THCHEPCUS
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cone, n. KoHyc (m)

confidence, n. nosepme (n), noBepu-
TeJbHHH: ~ band noBepuTensHad IIO-
Jgoca; ~ band of level o pnosepuTenb-
Has IOJOCa YpOBHA a; ~ bound pmoBepm-
TeJbHas rpaHHIla, MOBEPHTEJLHBIA IIpe-
nen; ~ ellipsoid DOBepHTEILHBIH 3JJIH-
mcoum; ~ interval NOBEPUTEABHEIR HHTEP-
Bad; ~ level mOBEepHTEJNbLHMELIH yPOBEHS;
~ limit noBepHTeAbHAs TpPaHMIA, JOBEPH-
TeJbHEIH mpenen; ~ probability noBepH-
TeJbHasd BEPOSTHOCTB; ~ region HOBEPH-
TeabHas 06/acTh; ~ Sel NOBEPHTEILHOE
MHoXecTBo; lower ~ bound/limit HHX-
HAA JOBEPUTENbHas TpaHMua; most selec-
tive ~ set HauBosee celeXTHBHOE/TOYHOE
JOBEpHTEALHOE MHOXECTBO; sequential ~
bounds/limits nocnegoBaTenLHLIE NOBEPH-
TeJbHblE TPaHEIH; upper ~ bound/limit
BEPXHsid [OBEpUTEJNbHad TPaHHIA

configuration, n. xoudurypauus (f)

confirmatory data analysis mnonTsep-
K OAOIHA aHaJHU3 TaHHBIX

conflict, n. konduuxT (M)

confluence, n. xondpuoentHocrs (f)

confluence analysis xoHdIIOeHTHLIA aHa-
JIHu3

confound method wmeton (m) cmeurusa-
HESA

congruence, n. KOHIpy>HTHOCTH (f)

congruential generator KoOHrpyIHTHHI
reHepaTop (cayyaHHEIX Yuces)

conic, n. xouuxka (f)

conjugate distribution
pacnpefeeHue

conjunction of events cosmemenue (n)
COGHITHH

connected graph cBa3unti rpad

connectivity, n. ceasnocTs (f)

consensus, n. coriacobanue (n)

conservative matrix xoncepsaTuBHas/
nepexofiHas MaTpHUa

consistency, n. cocroarensrocts (f):
universal ~ yHMBepcaJbHasi COCTOATENH-
HOCTH

consistent, adj. cocTosTeasunii: ~ distri-
butions corsacoBaHHHe pacIpefic/IeHHA;
~ estimator cocToATedbHad OLEHKa; ~
test COCTOATENBHEIH KPHTEPUR

constrained estimation ouenusanue (n)
IPH HAJIHYMH OrpaHMYEHHH

constrained least squares method wme-
Top, (™M) HaMMEHBUINX KBaJAPATOB C Orpa-
HUYEHHAMH

constraint, n. orpannuen¥e (n), cBa3b
(f): tree-type ~ orpaHHYeHHe THIa fe-
pera

construction, n. xomcTpyxums (f), mo-
crpoenre (n):  Hitsuda-Skorokhod ~
koHcTpykuus Xutcynei-Cropoxona (pac-
UIHPEHHOTO MHTerpaJa)

COTpPAXEHHOE

constructive quantum field theory
KOHCTPYKTHBHasd KBaHTOBad TEOPHA MOJS

contact process mpouecc (m) KOHTaxTOB

contaminated sample 3arpazHennas Bei-
6opka

contamination, n. sarpasnenue (n)

contiguous alternatives xonTHryaasHse
JbTePHATHBEL

contiguity, n. konturyaanHocTs (f)

contingency table Ttabuuua (f) compsa-
XEeHHOCTH NPH3IHAKOB

continued fraction wuenpepriBHas npo6e

continuity theorem Treopema (f) Henpe-
PHIBHOCTH

continuous, adj. HenpepuBHH#: ~ dis-
tribution HeMpepHBHOE pacHpeaeseHne; ~
flow HenmpepHIBHEIA TMOTOK; ~ matroid He-
IPEpPHBHHA MaTPOUA; ~ process Hempe-
puBHEIH npouecc; random walk ~ from
above/below nempepriBHOE cBepxy/cHu3y
ciayyaiHoe OJyXAaHHE

contour, n. xoHTyp (m)

contracted graph cxathi# rpad

contractible edge cxumaemoe pe6po

contraction, n. craruBamme (n): ~-
critical graph KpHTHYECKH CTATHBaeMEIR
rpad

contrast, n. xontpact (m)

control, n. ynpassen#e (n), KOHTpOJIB
(m): ~ chart xouTpoiabHas KapTa; opti-
mal stochastic ~ onTHMaJIbHOE CTOXACTH-
Yeckoe ympasideHHue; quality ~ KOHTPOJB
KavecTBa; statistical quality ~ ctaTucTH-
YeCKHH KOHTPONbL KayeCTBa

controlled, adj. ynpaBaseMu#, pery-
JupyeMuii: ~ branching process pe-
TYAHPYEMHHA BeTBAIIMICA Ipolecc; ~
discrete/continuous time random pro-
cess yNpaBJAe€MEIH ciaydalHEBIH Ipouecc ¢
QUCKPETHEIM /HEIIPEPLIBHEIM BPEMEHEM; ~
diffusion process ynpasiaseMulit 1udpdysu-
OHHHH Tpolecc; ~ jump process yupa-
BAAEMHBH CKauxooOpasHEIA Ipouecc; ~
Markov chain ynpasaseMas uens Mapxo-
Ba; ~ Markov jump process yupasase-
MBI# MapKOBCKMH CKa4YKOOOpa3HHI# Ipo-
necc; ~ Markov process ymnpaBiseMEIi
MapKOBCKHMH Tpomecc; ~ object ynpasise-
Mu# 06bekT; ~ random process ynpaBis-
eMEIH cayvYadHH# nponecc; ~ random se-
quence ynpasiaseMas CAydadHas IMOCTEN0-
BaTeJHHOCTH

convergence, n. cxogumocTs (f): almost
certain ~ CXOOQUMOCTEH NMOYTH HaBEPHOE;
almost sure ~ CXOMMMOCTL TOYTH HaBep-
HOE, CXOIMMOCTD C BEPOATHOCTHIO 1; com-
plete ~ cxomuMocTh, BHOJHE; ~ In dis-
tribution CXOZHMOCTE 1O pacHpefeNeHHIO;
~ in law CXOQHMOCTH 1O PACHpEENEHHIO;
~ In mean CXOGHMOCTH B CPeHeM; ~ in
mean of order p cXOMMMOCTL B CpefHEM



HMOPSOKA p; ~ IR Mmean square CXOA¥MOCTh
B CpeqHEM KBaIpaTHYHOM; ~ iﬂ measure
CXOTMMOCTD HO Mepe; ~ in probability cxo-
IMMOCTH N0 BEPOATHOCTH; ~ in quadrat-
IC mean CXOOHMOCTb B CPefHEM KBapa-
THYHOM; ~ In variation CXOOHMOCTL MO
Bapuauuu; ~ In weighted mean cxonu-
MOCTH B cpeaHeM c BecoM; ~ of distri-
butions cxomMMoCTb pacupeleiedu; ~ of
random processes CXOMMMOCTE CJAy4alHBIX
upoueccos; ~ of random variables cxo-
OMMOCThH CJOYYalHEIX BeJdu4ydH; ~ of se-
ries of random variables cxonquMocTs pafa
CIydYaMHbIX BeJawuun; ~ with probability
1 CXORMMOCTE C BEpOATHOCTBIO I, CXOmH-
MOCTH HoYTH HaBepHoe; Linnik zones of
~ 30HH cxog¥MocTH JlmHuMKa; narrow
~ ¥3Kasi CXOOQHMOCTD; pointwise ~ MOTO-
YeyHas CXOOHUMOCTL; rate of ~ CKoOpocTh
CXONMMOCTHM; strong ~ CHJIbHas CXOMNH-
MOCTh; uniform ~ paBHOMepHasd CXOIM-
MOCTB; Weak ~ ciaabas CXOOMMOCTB, CXO-
IMMOCTBL B OCHOBHOM; zone of normal ~
30Ha (f) HOpMAJbHOH CXOTHMOCTH

convergent, adj. cxomdmmica: ~ se-
quence cCXOOAWAACA HOCHENOBATENLHOCTD;
~ series CXORAIMHACA DAL

convex, adj. BHNYyKJbH: ~ function BbI-
nykiaas QYHKUMSA; ~ graph BEINyKJBIH
rpad; ~ hull sBemykias obosouka; strictly
~ function cTporo BHIMyKJdasd PYHKIUA

convolution, n. ceeprka (f): ~ tree gepe-
Bo (n) cBeptkH; generalized stochastic ~
06o0IeHHas CTOXACTHYECKad CBEPTKa

convolutional, adj. cBeprouHbll: ~ code
CBEPTOYHBIA KOl ~ Semigroup CBepTOY-
Has TMOJYTpynumna

cooperative game xoomepaTHBHai Hrpa

correction, n. nonpaska (f), HcupaBJenue
(n): ~ for continunity nonpaska Ha Henpe-
pBIBHOCTH; ~ for grouping mompaBka Ha
rpynnuposky; Sheppard’s ~ for discrete-
ness monpaBka lllenmapma ma muckper-
HocTh; Sheppard’s ~ for grouping monpas-
ka lllennapna Ha rpynmuposky; Yates ~
nonpaBka Hedtca

correlated variables xoppenuposaunbie
BEJHYMHBI

correlation, n. koppeasuus (f): canonical
~ KaHOHMYECKas KOppeJsuus; ~ analy-
SIS KOpPeJAUHOHHEIN anain3; ~ coefficient
kospduunenT {m) xoppensuuu; ~ equa-
tion KOpPeJNSUHOHHOE YpaBHeHHe; ~ func-
tion koppensuHoHHas GyHKuMSA; ~ func-
tional KOpPeAAUMOHHBIH (YHKUWOHAN; ~
Inequality KoppeJasUMOHHOE HEPABEHCTBO;
~ matrix KOppeJAUHOHHAsd MAaTpHLa; ~
measure KOppelslUHOHHasd Mepa; ~ ratio
KOpPeJIALUHOHHOe OTHOLUEHHE; ~ reception
KOpPedAUHOHHBIH npHueMm; ~ table xoppe-
JiunvonHas Tabuauua; ~ theory xoppeas-
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HMOHHasA Teopus; curvilinear ~ KpPHBOJH-
HelHas Koppessuus; generalized ~ func-
tion o6o0IIeHHas KOppeJasUMOHHas (GyHK-
must; homogeneous ~ function omHOpogHas
KoppenasuuonHas Gyuxkuus; homogeneous
isotropic ~ function onHOpOLHAas H30TPOI-
Has KoppedslUHOHHas PYHKIHUA; interclass
~ MeXKJaccoBas Koppeasuus; interclass
~ coefficient MeXrpynnoBoii Kos(pHIH-
eHT KoppeJsuuu; intraclass ~ coefficient
k03 dunuenT (m) BHYTPHIPYNNIGBOH KOp-
pensunu; linear ~ JMHEHHas KoppeJss-
uus; longitudinal ~ function mpomois-
Hasd KOppeJALUHOHHas QYHKUMs; maximal
~ coefficient MakxcuMaJbHEIH K03dduun-
€HT KOppeNsAuuw; negative ~ oOTpHIa-
TesbHas Koppeasuus; paired ~ coefficient
Ko>QQHIHEHT MAapHOH KOPPEIALUMH; par-
tial ~ coefficient ko3hdUUHEHT YaCTHOR
Koppeasiuuu; partial ~ function yacrHas
KoppeasuHoHHas ¢yHKUHA; Pearson rank
~ coefficient xoadpduuuenT (m) paHro-
Boit Koppessuun [upcona; polar ~ func-
tion mossApHas KOppeNsSUMOHHAS DYHKIMS;
positive ~ MOJOXHTEJbHAA KOPPEASLH;
rank ~ pasroBas Koppeasuus; rank ~ co-
efficient xooQPuUMeHT (m) paHTOBOH KOp-
peasuun; relay ~ function peneiinas xop-
peasuuonHas Gbyukuus; sample ~ func-
tion BEIGOpPOYHAd KOPPEJANMOHHAs (PYHK-
ums; serial ~ coefficient cepHalbHHIA KO-
3bbUIHEHT KOppeaduuy; Spearmen rank
~ coefficient xoa¢dunuenT (m) panrosoit
xoppeasnuu CnupMmeHa; spurious ~ JoX-
Has Koppeusuus; stationary ~ function
CTalMOHapHas KOppeJAUHOHHAA QYHKUHA;
transverse ~ function momepeusas Koppe-
asuuonHad Gyuxuma; ~ dependence xop-
PCHAAIHOHHAA 3aBHCHMOCTD

correlator, n. xoppeaomerp (m), koppe-
Jgorpad (m)

correlogram, n. koppegorpamma (f):
sample ~ BBI6GOpOYHAdA KOppENOTpPaAMMa,

correlograph, n. xoppenorpad (m)

cospectral, adj. xocmexTpanbubii: ~ den-
sity xocmexTpaJbHas WIOTHOCTH; ~ func-
tion KocnekTpaJdbHai PYHKIHA

cospectrum, n. xocmekTp (m)

co-strongly perfect graph
COBepUIeHHHH Tpad

countable, adj. cyeTnniii: ~ Markov chain
cuerHas uenb Mapxkosa; ~ probabilistic
automaton CYETHHIH BEpPOATHOCTHHIH aB-
TOMAT

countably additive set function cyerno-
anauTHBHas GYHKUUA MHOXECTB

counterfeit coin ¢aupnBas Monerta

counting, adj. cudralormui: ~ measure
CYMTAIONad Mepa; ~ Process CUNTAIOIIMH
mpouecc

coupling method wmetox (m) cxiaeusa-

KO-CHJADbHO
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HHA, KalLIMAT-MeTon {m)

covariance, n. xopapuamus (f): analysis
of ~ KoBapHANMOHHHIN aHaJiM3; ~ func-
tion KoBapWallMOHHas (QYHKIHA;, ~ mMa-
trix KOBapHAalMOHHAA MaTDHIA; ~ Opera-
tor KOBapHAIIMOHHEIH onepaTop; empirical
~ matrix SMI¥PHYECKas KOBapHAUHOHHASL
marpuna; Gaussian ~ TrayccoBcKas KOBa-
puauus; sample ~ BHGOPOYHAA KOBApH-
amus; sample ~ function BEIGOpOYHas Ko-
BapHalUOHHasd QYHKUHA

covering, n. mnokpuTHe (n): antipodal
~  aHTHIOONAJBHOE NOKPHTHE; ~ sub-
graph noxprBasormuii nogrpad; cyclic ~
KOHTYpHOe NOKpHITHe; matroidal ~ Ma-
TPOMAHOE NOKPHTHE; point-bounded ~
TOYEYHO-OrpaHHIEHHOEe TOKDPLITHE

Cox point process KOKCOBCKHH Toyey-
HEIA HpoNecc

Cox process mnpouecc (m) Kokca

Cramér—Rao inequality nepasenctso
(n) Kpamepa-Pao

Cramér—von Mises test xpurepuit (m)
Kpamepa~dpon Muszeca

Cramér series pan (m) Kpamepa

Cramér theorem Tteopema (f) Kpamepa

Cramér transformation npeobpasosa-
uue {n) Kpamepa

Cramér’s inequality
Kpamepa

cribbing encoding xomupopanue (n) c
HOATJIANbIBAHEEM

criterion, n. xputepui (m): average
reward ~ KDHTEDHH CDEIHEro MHOXOMa;
Carleman ~ xputepuit Kapnemana; en-
tropy ~ SHTDONMHHBIA KDHTEPHH; ex-
pected reward ~ XpHTEpHH OXMIAEMO-
ro moxoma; Foster ~ kpurepuit Pocte-
pa; Hannan—Quinn ~ xpuTepuii XenaHa—
Kyunna; Kesten ~ of amenability xpure-
pui amenaGuiabHoctd Kecrena; Mallows
~ kpurepuit Maioyca; Masset ~ xpu-
Tepui Macce; minimax ~ KpUTepH# MHu-
HuMakcHoctu; Parzen ~ xpurepuit Ilap-
sena; Prokhorov ~ xpurepnit IIpoxopo-
Ba; Reynolds ~ xpurepuit Peitnonnaca;
Schwarz—Rissanen ~ xpurepuii llIBapua-
Puccanena; Shibata ~ xpurepuit Hlu6a-
THL

critical, adj. xputwyecku#t: ~ branching
process KpATHYECKHH BETBAIUMHUCA IPO-
Hecc; ~ exponent KPHTHYECKME TNOKa3a-
Teab; ~ function xpuTHYeCKas PyHKIUS;
~ level xpuTHUECKHi ypOoBeHB, HabMONaE-
MBI pasMep; ~ point XpUTHYECKas TOYKA;
~ probability KpUTHYeCKas BEPOATHOCTE;
~ region xpuTHYeckas obiacte; ~ value
KPUTHYECKOE 3HAUEHHE

cross, adj. B3aMMHLIA, HEPEKPECTHHIA: ~ -
correlation function B3auMHas Koppeis-
HHOHHas (BYHKUHUA; ~ -covariance function

HepaBeHCTBO (1)

B3aMMHas KOBapHallHOHHAA (QYHKIUA; ~ -
covariance operator B3aMMHBIH KOBapHa-
HMOHHHIH ONepaTop, omepaTop (m) B3a-
HMHOK KoBapwanuu; ~ -helicity kpocc-
CIHpANBHOCTS (f); ~ intersecting families
B3aMMHO HEPECEKalOHecs CeMeHCTBa; ~ -
over design NepeKPeCTHEIH IJIaH; ~ -phase
spectrum B3aHMHBIH (Ha30BEIA CHEKTP; ~ -
spectral density B3aMMHasi CIeKTpaJdbHas
IIOTHOCTD; ~ -spectral function B3auMHas
cnekTpasibHas QYHKUHUA; ~ -spectrum B3a-
MMHLIH CIeKTp; ~ -validation mepexpect-
Has mpoBepKa, Kpocc-nposepka (f)

crossing, n. mepecevenue (n): ~ time mo-
MeHT (m) nepeckoka/mepecedeHu s/ IOCTH-
XKEHUA

Crump-Mode—Jagers process mpouecc
(m) Kpammna—-Mone-SIrepca, ofmmuii Be-
TBATITMHACA TMPOIECC

cryptosystem kpunrtocucrema (f)

cubic graph kybuueckuil rpad

cuboid, n. xy6oun (m)

cumulant, n. xymyasst (m), ceMuunBa-
puant (m): ~ generating function npons-
BoAmias PYHKUHA KYMYJIANTOB; ~ Spec-
tral density XyMyJIsHTHaA cHeKTpaJbHas
miaoTHocTh; factorial ~ (GarTOpHANLHBIR
KyMyJAsHT/CeMMUHBADHAHT

cumulative, adj. xymyasTHBHBIH, HaKoI-
JeHHEH: ~ distribution function pysxuus
(f) pacnpenenenus; ~ spectral density xy-
MYJATHBHAA CHEKTPAJbHAA MJAOTHOCTH; ~
spectrum KyMyJATHBHEIN CHEKTD; ~ sum
HaKONJEeHHai CyMMa

curve, n. xpuBas (f), sunus (f): influ-
ence ~ KpuBasA BIMAHUA; Lorentz ~ Kpu-
Bas Jlopenua; regression ~ JHHUA/KpUBas
perpeccun; scedastic ~ ckemacTHueckas
KpHBas

curved exponential function wuckpu-
BJIEHHOE 3KCHOHEHIHAJILHOE CEMEHCTBO

curvilinear, adj. XpMBOJIMHEHHEIH: ~ cor-
relation xpuBoJMHEHHAS KOppeNsmuA; ~
regression KpUBOJIMHEHHAS PETPECCHS

cusum method merox (m) HaxomreHHBIX
CcyMM

cut, n. paspes (m): minimum ~ MuHHE-
MaJbHEA pa3pe3; modular ~ wMomyusp-
HEIA pa3pe3; ~-off process oGpHIBaIOIHI-
cA mponecc

cutset, n. paspes (m)

cutting complex
ILJIEKC

cybernetics xuGepueruxa (f)

cycle, n. umkx (m): ~-space uuxIHve-
ckoe mpocTpaHcTBo; de Bruijn ~ uuka me
Bpeitna; enclosing ~ oKpyXamouTuil BHKJ;
Hamilton ~ raMHJILTOHOBHIH WHKJI

cyclic, adj. uaxIHYEeCKHH, TepHOTHIECKHH:
~ code UHKIHYECKHH KOM; ~ covering KOH-
TypHOe IOKPHTHE; ~ frequency nukJnde-

Pa3pe3aloluil KOM-



ckas vactota; ~ Markov chain mHxJIH-
veckas/nepuonuyeckas nens Mapxkosa; ~
permuta.tion IIHKJHYECKaA TepeCTaAHOBKA,
~ state UMKJIHYeCKoe/IepHOSHYECKOE CO-
CTOAHHE

cyclomatic index UMKJIOMaTHYECKHH UH-
HEKC

cyclotomic integer
neJoe

cylinder, n. uwmunap (m), HAIMHAPHYE-
CKO€ MHOXeCTBO

cylindrical, ad). unnuuapwyeckmit: alge-
bra of ~ sets anrebpa (f) ummmuopuue-
CKHX MHOXECTB; ~ measure MUIHHIpHYe-
ckas Mepa, kBasumepa (f), npomepa (f);
~ o-algebra unawnnpuyeckas o-aarebpa

D

Darling theorem Tteopema (f) Iapanura

Darmois—Skitovich theorem Teopema
(f) Hapmya-Cxurosuua

data, n. nanunie (pl): censored ~ ueH-
3ypHpOBaHHLIE HaHHhle; ~ collection cGop
(m) maHHBIX; ~ Window okHO (n) DaHHEIX;
doubly censored ~ pBaX[OBI UEH3YPHPO-
BaHHEIEe HaHHBIe; graphical representation
of ~ rpaduyeckoe MpEACTAaBAECHUE aH-
HbIX; grouped ~ CrpYNNMPOBAHHBIE HaH-
Hble; incomplete ~ HeNONHbIE MaHHBIE;
missing ~ NpOIaBlIKE AaHHEIE

Davis’ inequality mepasenctso (n) Hspu-
ca

de Bruijn cycle uuka (m) ge Bpeiina

de Moivre-Laplace theorem rteopema
(f) Myarpa-Jlanaaca

debut of a set pe6ior (m) MuoxecTna

decile, n. pemmas (f)

decimation, n. geuumauns (f), npopexu-
BaHue (n): cascade ~ KacKaJHas NelLU-
Malus

decision, n. peurenue (m), peurarormui:
admissible ~ function momycrtumas pelira-
rommas GyukuusA; Bayes ~ function Geie-
coBckad pewatomas Gpyukuus; ~ function
pewaomias GyHkuus; ~ rule peuarolee
npasuio; ~ theory Teopus crarucruye-
CKWX pelueHu#; empirical Bayes ~ func-
tion sMmIupuyveckas GelecoBckas peLIAO-
mas GyHKuua; invariant ~ function wu-
BapMaHTHas pelfaioias (QYHKUMA; min-
imal ~ function MHHMMaJbHAs pellLalo-
Mas QYHKUHS; minimax ~ MHHHMAaKc-
Hoe peluenue; optimal ~ function onTH-
MafdbHad pewawmas GyHkuus; random-
ized ~ function paHmEOMU3HpOBaHHas pe-
utafomias GyHkuus; statistical ~ theory
TEOpHsl CTATHCTHYECKMX pelleHu#; unbi-
ased ~ function HecMellieHHad PelLLAIOIaA

IMHKJOTOMHYECCKOE
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¢yuxuus; uniformly best ~ function pas-
HOMEPHO JIy4lllas peuraronias QyHKuusl

decoding, n. nexogupoBanue (n): alge-
braic ~ aJareb6pandeckoe NAEKONHPOBAHHE;
block ~ 6aokoBoe nexommposanue; list
~ CIHCOYHOE HEKONMPOBaHHE; maximum
likelihood ~ mexomHpoBaHWe II0 MaKCH-
MyMmy npasgonono6us; probability of error
~ BepOATHOCTH (f) owmGoYHOTO mEXKOIMH-
POBaHHA; quantum ~ XBaHTOBOE NEKOIH-
poBaHue; sequential ~ mocaeNOBaTENBHOE
JNEeKOMHPOBAHHE

decomposable, adj). pasnoxumpii: ~
Markov chain pasnoxumas/npusonumas
nens Mapxosa; ~ branching process pas-
JIOXKMMBIH BETBAIIMACA TPONECC

decomposition, n. pasjoxenne (n):
Doob-Meyer ~ paznoxenue IlyGa-
Meitepa; Krickeberg ~ pasmoxenue Kpu-
kebepra; Lebesgue ~ pasaoxenne Jle-
Gera; Lévy ~ pasmoxenue Jlesu; Riesz
~ passoxenue Pucca; singular ~ cuury-
JApHOe pasnoxenue; spectral ~ of a ma-
triX CIIeKTPAJBHOE PA3JICKEHHE MATPHIIH;
Wold’s ~ pasnoxenue Bonbnga

defect of a random walk nepext (m) /
HeOCKOK (m) cay4aiHOro GJayXIaHus

deficiency of a test pedpext (m) xpure-
pHa

degenerate, adj. BolpoxaeHHbIH: ~ distri-
bution BHIPOXIEHHOE paclpeleNeHre; ~
measure BHIPOXKICHHAA Mepa

degraded channel yxymurenss#t kazasux

degree of freedom crenens (f) cBoGonst

delay, n. sanmepxka (f)/sanasmeiBanue
(n): ~ coefficient koapdprunent (m) za-
OEPXKKH

demodulation, n. memopynsuus (f): com-
plex ~ xomnaexchas meMoOmyJIAIHA

demographic statistics memorpadmue-
CKasd CTaAaTHCTHKa

demography, n. nemorpadus (f)

dendrogram, n. ngennporpamma (f)

dense, adj. nunotHBIA: ~ graph NAOTHRIH
rpad; ~ set NJIOTHOE MHOXECTBO

density, n. mnotHocts (f): asympiotic
~ of a set acUMIITOTHYECKas IJIOTHOCTH
MHOXecTBa; averaged spectral ~ ocpen-
HeHHas CNEKTpaJbHasd MJIOTHOCTD; bispec-
tral ~ GucmekTpadbHas MIOTHOCTH; COn-
ditional ~ yclJoBHas WJIOTHOCTB; COSpec-
tral ~ xocunexTpaJbHas MJIOTHOCTD; CIOSS-
spectral ~ BaaWMHas CHEKTPatbHasd IJIOT-
HOCTh; cumulant spectral ~ KyMyJnsanT-
Hafd CHeKTpadbHas IUIOTHOCTH; cumula-
tive spectral ~ KyMyJIATHBHAA CHEKTPaJb-
Had IJIOTHOCTL; ~ operator onepaTop
(m) nmotnoctu; distribution ~ maOT-
HOCTH pacnpenenenus; Gibbs ~ mwroT-
HocTh ['mG6ca; exit ~ MJIGTHOCTH Bepo-
ATHOCTH BbIXofa; frequency-time spectral
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~  YaCTOTHO-BPEMEHHas CHEKTPAJbHAA
IOTHOCTH; generalized spectral ~ 0606-
HIeHHas CHeKTPaJbHas IJIOTHOCTH; infor-
mation ~ HHPOPMAUUOHHAL TIOTHOCTE;
joint probability ~ coBMecTHas HJAOT-
HOCTL BepOATHOCTH; Kkernel ~ estima-
tor sgepHas OlleHKa NJIOTHOCTH; moment
spectrum ~ MOMEHTHas CNEKTpadbHas
IJIOTHOCTE; multivariate ~ MHoromep-
Hasd IJOTHOCTH; multivariate probabili-
ty ~ NJOTHOCTL MHOIOMEDHOTO paciipe-
[eJeHHs, MHOTOMEpHasd IJIOTHOCTBH; non-
parametric ~ estimator HemapaMeTpHYe-
CKas ONleHKa IJIOTHOCTH; nonparametric
estimation of probability ~  senapa-
MEeTpHYECKOe OINEHWBaHHE IJIOTHOCTH Be-
posiTHocTeit; phase ~  ¢da3zoBad maoT-
HocTh; polyspectral ~ nomxMcoexTpaJyab-
Has IJIOTHOCTD; POSterior ~ aloCTePHOp-
Has ILIOTHOCTD; potential ~ HOTeHUHAIb-
Has MJIOTHOCTh; Prior ~ alpHOpHas IN0T-
HOCTB; probability ~ miIOTHOCTH BeposAT-
HOCTH, IJIOTHOCTb PacClpeleleHus Bepo-
ATHocTel; quadrature spectral ~ xBampa-
TypHas CIEKTPaJbHasd IJOTHOCTH; ratio-
nal spectral ~ pallHOHaJbHas CNEKTPAIb-
Has TJIOTHOCTB; Ssemi-invariant spectral ~
CeMHMHBapHaHTHasd CIHeKTPaJbHasi MJOT-
HOCTB; spectral ~ cHeKTpaJbHas MJOT-
HOCTB; transition ~ TepexogHas MAOT-
HOCTh, TJIOTHOCTH BEPOATHOCTH Iepexoia
denumerable, adj. cyernbii: ~ Markov
chain cyetHas nens Mapxkosa
dependence, n. saBucumocts (f)
dependent, adj. 3aBucuMBIi: ~ events
3aBHCHMEIE COOHITHA; ~ random variables
3aBHCHMEIE CJAYYaHHbBIE BEJHYMHB
depth-first search nouck (m) B rayGuny
derivative, n. upoussomnas (f): Fréchet
~  mpoussoguasx Ppewe; Gateaux ~
npou3BonHas 1ato; Malliavin stochastic
~  CTOXacTEYeCKai NpoMsBoHas MaJj-
JssaBeHa; partial ~ YacTHas HpowsBol-
#asd; Radon-Nikodym ~ mupou3BogHas
Panona—Huxonuma; Skorokhod stochastic
~ cToxacTHyeckas npouspomuas Cxopo-
xoma; stochastic ~ cToxacTHYecKad npo-
H3BOMHAA
design, n. maau (m), cxema (f), nnanu-
poBaHHe (n): asymptotic ~ aCHMITOTH-
yeckuk miaan; balanced block ~ cGanan-
CHpOBaHHEIH Oiounblii miau; balanced ~
cbanancupoBaHHsi naaH; block ~ 6aoy-
HHH TaaH; complete block ~ moanbii
6mounsii mian; complete factorial ~ moa-
HEIH HakTOPHEIN ILUIaH; Cross-over ~ Ime-
PEKPeCTHHIH IaaH; ~ matrix MmaTpuna (f)
nnaHa; ~ of discriminating experiments
NJaHUPOBaHHE NHCKPUMHHUPYIOLTHX 3KC-
nepHMeHTOB; ~ of experiments nJaaHH-
poBaHHMe B»KcmepuMeHTa; ~ of extremal

experiments TJIaHHPOBaHHE SKCTPEMatb-
HEIX 5KCIIEPHMeHTOB; ~ of regression ex-
periments MJIaHUPOBaHUWE DPEIPECCHOHHBIX
IKCIepUMeHTOB; ~ of screening experi-
ment IIAHAPOBAHKE OTCEHBAIOIIMX 3KCIE-
puMenTOB; ~ of simulation experiments
IJIaHHPOBaHHE WMHTALNMOHHLIX 3KCIEDH-
MEHTOB; exact ~ TOYHHIHN IJaM; experi-
mental ~ nAaHHpPOBaHHe 3KCIEPAMEHTA;
fractional factorial ~ pgpoGHEI daxTOp-
HHHA miaaH; generalized block ~  0606-
LIeHHBH GJoyHBIH Inau; group divisible
~ CXeMa C AeJIHMOCTBIO Ha TPyNIHL; in-
complete block ~ wenmosubIi 6JIOYHEIR
maaH; matrix of ~ wMarpuna (f) nuaa-
Ha; mutually balanced ~s B3auMHo ypas-
HOBellleHHbIE CXeMHI; nested ~ THe3No-
BOJ/BIOXEHHEIH IMaH; optimum ~ ONTH-
MaJbHEIH NoaH; orthogonal ~ oproro-
nagsReri miuaH; Pareto set of ~s MHOXe-
cTBo maaHoB [lapero; partially balanced
~ YaCTHYHO yPABHOBEIIEHHAA CXEMa; parl-
tially balanced block ~ wacruuno c6a-
JIAHCHPOBAaHHBIH OJIOYHEIA TIJIaH; projec-
tion of a ~ CTaTHCTHYECKas MPOEKUHUS
nmnana; randomized ~ paHIOMH3MPOBaH-
HBIH MJiaH; resolvable ~ paspeliumas cxe-
Ma; rigid ~ XecTkas cxeMa; saturated ~
HaCHIILEHHEIH iaH; sequential ~ of exper-
iments MoclefoBaTeNbHOE IIAHHPOBAHHE
akcnepumenTa; spectrum of a ~ cuexTp
(m) nuana; statistical ~ craTucTHyeckui
naan; supporting point of a ~ omnopHas
Touka IMaHa, ysexn (m) niaana; switch-
back ~ nnaH c MOBTOPHRIMH BKJIIOYEHMUSI-
ME; symmetric ~ CHMMETPHYHAA CXeMa;
ternary ~ TepHapHaf cxeMa; twofold ~
aBycnoinas cxema; uniformly optimal ~
PABHOMEDHO ONTHMAJbHBIM ILIaH; univer-
sally optimal ~ yHUBepCaJbHO ONTHMAIb-
HBIH nuaH; weighting ~ nsaH B3BelUWBa-
HUA

destructive testing paspywasomnme uc-
nsrranus (pl)

determinant, n. onpemexuTens (m), ge-
TepmuHant (m): Vandermonde random
~ cayd4aliHEH NeTePMUHAHT/ONpelNesH-
Tens BanpepMmonaa

deterministic, adj. neTepMuHHpOBaHHLII:
~ channel neTEpMYHHPOBaHHBIH KaHAJ; ~
chaos theory Teopns (f) nerepmuuupo-
BaHHOTO Xaoca; ~ tact interval nerepmu-
HUDOBaHHEIA TaKTOBHH MHTEPBAaJ

deviation, n. orxiaoHenue (r), ykiaoHenne
{n): absolute ~ aBcomwoTHOE OTKJOHE-
H¥e; ~ function dyukuus (f) ykaonenni;
large ~s 6oabiine ykaonenns (pl); studen-
tized ~ CTBIOAEHTHU3UPOBAHHOE OTKJOHE-
Hue; zone of moderate ~s30Ha yMepeHHEIX
YKJIOHEHHH

diagnosis, n. nmarsos (m)



diagnostics, n. guarHocTuxa (f)

diagram, n. nuarpamma (f): block-~
6J0K-cxeMa; ~ expansion technique pua-
rpamMMHas TexHHKa; ~ method metox (m)
nuarpamu; influence ~ pguarpamma BJIH-
anus; Venn ~ puarpaMMa Benna

die (pl. dice), n. WrpanbHas KocThb

dichotomy, n. nuxoromus (f)

difference, n. passocts (f), pasHocTHEI:
backward ~ pa3sHOCTH Ha3all, HHCXOLA-
mas pasHOCTH; central ~ uUeHTpajgbHAd
Pa3HOCTh; ~ equation pa3HOCTHOe ypaBHe-
Hue; ~ pseudo-moment pa3HOCTHEIN NCEB-
IOMOMEHT; ~ scale wikana (f) pasnocrei;
~ set pa3HOCTHOE MHOXECTBO; finite ~ Ko-
HeyHas pasHOCTh; forward ~ Ppa3HOCTH
BIIEPE, BOCXOAAIas Pa3HOCTH

differential, n. nuddepenunan (m), nug-
¢epeHuHANbHEIN: stochastic ~  cToxa-
cTHueckui muddepeHunan; ~ entropy
zmcpcpepeuunaﬂbnax/ornocm*e.rxbnax 3H-
Tponus; ~ inclusion mudpdepenunaILHOE
BKJIOYEHHE; ~ operator nuddepeHuaIb-
HEIH onepatop; ~ operator with ran-
dom coefficients nuddepenunanbupiil ole-
paTop €O CAYYaHHHIMH Ko3hPHIHEHTaMH

differentiation, n. guddepenunpopanue
(r)

diffuse, adj. paccesHHmI: ~ measure pac-
CesHHasA Mepa

diffusion, n. xuddysus (f), guddysuos-
HHH (mpouecc): ~ branching process Be-
TBAIIMHECA TUdbY3MOHHEE TpolLece; ~ co-
efficient koapdunuent (m) auddysnu; ~
measure nuddy3Hag Mepa; ~ process qucd-
GY3HOHHBIE TIpollecc; ~ process with re-
flection muddysnonnbi npouecc ¢ oTpa-
KeHHeM; ~ vector BekTop (m) nuddysuu;
relative turbulent ~ oTHocHTeaBHAs TYp-
OyaentHas nuddysus; turbulent ~ Typ-
6yneHTHas mHpDy3Ha

digamma function guramma-pyHruusa
)]

digraph, n. oprpad (m)/opuenTupopan-
HBIH rpad: acyclic ~ amuKaMYecKu# oOp-
rpa¢g; adamant ~ aJMa3HBIi oprpad;
signed ~ 3HaKXOBHI# oprpad

digital modulation uudposas Momyns-
A

dimension, n. pasmepsocts (f)

Diophantine approximation aguodan-
TOBO NMpUOJHXEHHE

Dirac delta function pensTa-pynxmus
(f) Iupaxa

direct product npsmoe mpoussenenne

directed, adj. HampaBgeHHEIR: ~ animal
HanpaBJeHHOE XHMBOTHOE; ~ graph opuen-
THPOBaHHBIM Tpad; ~ Set HanpaBJjcHHOE
MHOX€eCTBO

directrix, n. nampasasomas (f)

Dirichlet distribution pacnpenenenue
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(n) Oupuxae

Dirichlet form ¢opma (f) Jupuxae

Dirichlet measure wepa (f) Jupuxae

Dirichlet process mpouece (m) Hupuxiae

Dirichlet space npocrpancteo (n) In-
pHxJe

disconnection of a tree passenunenue
(n) mepesa

discounting, n. auckonTHpoBaHHe (n)/
obecuenuBanue (n)

discrete, adj. mmckpeTtHnii: ~ distribu-
tion mUCKpeTHoe pachnpefnesenue; ~ dis-
tribution function muckperHas QGYHKIHS
pacupenenenus; ~ ergodic method nuc-
KDETHEIH 3proguvyeckui Meron; ~ Fouri-
er transform IRCKpeTHOe nmpeo6pa3oBaHue
®ypre; ~ measure QUCKpeTHad Mepa; ~
random variable muckpeTHas ciayvaiHas
BeJHYHHA; ~ renormalization group muc-
KpeTHad peHopMrpymma; ~ time random
Process CIy4adHBIA TPOLECC C THCKPET-
HHIM BpeMeHneM; ~ white noise muckper-
HBIH GesibIi 1Iym

discretizable random field auckperusn-
PyeMoe CJaydaiHoe ToJe

discretization problem
THCKPETH3AHY

discriminant, n. guckpuMunanT (m):
~ analysis TMCKpUMHHAHTHEIH aHAJIHU3] ~
function gMCKpHMUHAHTHas GYHKUHA; ~
model THCKPHMHUHAHTHAA MOIEJD

disjoint, adj. pasgeNeHHBIH, NH3BLIOHKT-
HBIH: ~ edges Hemepecekawouiuecs pebpa
(pl); ~ events HecoBMecTHBIE COGBITHA
(pl); ~ family of measures pasnenennoe
ceMeHCTBO Mep; ~ spectral type of mea-
sures AM3BIOHKTHHIA CHEKTDPAJBHEIR THIL
Mep; ~ spectral types TM3BIOHKTHHE CIEK-
TPaJbHbIC THIIBI

dispersion, n.  pacceuBanme (n): ~
method in number theory qucnepcHOHHBIA
MeTOJ B TeopuH yuces; ~ of a distribution
pasbpoc (m) pacupenenenus; ~ of a sam-
ple paccenBanne BRIGOPKH

dissection of a polygon pas6uenue (n)
MHOTOYTOJbHUKA

dissipation, n. muccumanus (f): ~ rate
NHCCHNIaUMs, cKopocTh (f) mMccHmanww;
turbulent energy ~ HOHCCHIAIUS HEPTHH
TYpPOYAEH THOCTH

distance, n. paccrosnue (n): Banach-
Mazur ~ paccroanue Banaxa-Masypa,
Bhattacharya—Rao spherical ~ coe-
pudeckoe pacctosuue Bxarravapus—Pao;
code ~  KOMOBOE PDAcCCTOAHHE, ~ -
regular graph MCTaHIMOHHO-PETYJIIPHEIH
rpad; ~ -transitive graph nucraHmHOHHO-
TpauswrusBubeld rpad; Fuclidean ~ es-
kaugoBo paccrosuue; Hellinger ~ pac-
crossnue XeJuuHrepa; information ~ ®H-
¢opMmanuonHas paccrosHue; Kemeny ~

npobaema (f)
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paccrosnre Kemenn; Kullback-Leibler in-
formation ~ uHbOPDMAIHOHHOE PpacCTOS-
uue KyuanGaka-Jleibaepa; Lévy ~ pac-
croauue Jlesu; Lévy-Prokhorov ~ pac-
croauue Jlepu-Ilpoxoposa; Mahalanobis
~ paccTosuue Maxananobuca; minimum
~ method MeTof (M) MEHEMAJIBHOTO Pac-
crosuus; probabilistic ~ BeposTHOCTHOE
paccrosume; Rao ~ paccrosuue Pao;
Wasserstein ~ paccrosaue Baccepurrei-
Ha

distortion, n. uckaxenue (n): ~ measure
Mepa (f) uckaxeHus

distributed lags model wmopesns (f) pac-
NpeNeNeHHEIX JaroB/3ana3qEBaHui

distributed system pacnpenenennas cu-
cTeMa

distribution, n. pacnpefiereHue (n):
a posteriori ~ anoCTEpPHOpHOE  pac-
npeneseHue; a priori ~  alpHOPHOE
pacupenesnenue; absolute ~  a6comoT-
Hoe/6GesycaoBHoe pacupenenenue; abso-
lutely continuous ~ aBcosnoTHO HeIpe-
PHIBHOE pacIpeflelEHHEe; accompanying ~
CONPOBOXKAAOLIEE PACHpENcNeHHE; age ~
pacCHpefiefieHUe BO3pacTa; aging ~ cTape-
10lllee pacnpeneeHue; arcsine ~ pacnpe-
JeJleHMe apKcuHyca; asymptotically uni-
form ~ acHMITOTHYECKM DaBHOMEPHOE
pacnpenesieHre; atomic ~ aTOMHYECKOe
pacupenenenue; beneficial aging ~ Mouo-
Iewoilee pacnpenenenue; Bernoulll ~ pac-
npepenenne Bepuyanu; beta ~  GeTa-
pacnpeneienue; bimodal ~ 6GumonaJsin-
Hoe/ABYBepUIMHHOe pacnpesenenue; Bing-
ham ~ pacnpenenenve Bunrxsma; bino-
mial ~ 6uHOMHaJBHOE pacnpenedenue; bi-
variate ~ [OByMepHOe pacnpenejienue; bi-
variate normal ~ QOByMepHOe HOpPMaJb-
Hoe pacmpegenenne; Boltzmann ~ pac-
npenenenre bonsumana; Borel-Tanner ~
pacupepnenesue bopeans—-Tannepa; Brad-
ford ~ pacnpenenenne Bpeadopna; Burr
~ pacnpefenenue beppa; canonical ~ xa-
HOHHYECKOE Ppaclpe/eieHHe, paclpeneie-
une ['n66ca; Cantor ~ pacnpenenenue
Kanropa; Cauchy ~ pacnpenenenue Ko-
1H; centre of a ~ UEHTp pacnpee/eHH
characterization of a ~ xapaxTepH3alus
pacupenenenus; Charlier ~ pacnpenese-
uue Mlapave; chi ~ xu-pacnpegesneHue;
chi square ~ xu-kBagpaT pacupegeie-
uue; complete family of ~s moxsoe ce-
MeHCTBO pacupeneseHuit; composition of
~s xoMmno3unua (f) pacnpenenenuii; com-
pound Poisson ~ obobriennoe/coxuoe
pacnpenenenue Ilyaccona; conditional ~
YCJOBHOE pacIpefieieHue; conjugate ~ co-
HpsXEHHOE paclpefeJenne; consistent ~s
COTJIaCOBaHHEIE PacIpefeNeHusi; continu-
OUS ~ HENPEPHIBHOE pachpelefeHne; con-

vergence in ~ cxog¥MocTh (f) mo pac-
npeneleHuo; convergence of ~s CXomm-
MocTh (f) pacupenenenwit; cumulative ~
function ¢ynxuus (f) pacnpenenenus; ~
density mnoTHocTs (f) pacnmpeneneHus; ~
function pynxuns (f) pacnpenenenus; ~
law 3axon (m) pacnpenenenns; ~ type
THUI pacnpenelneHus; degenerate ~ BHPO-
X nenHoe pacnpenesnense; Dirichlet ~ pac-
npenenenne Iupuxiue; discrete ~ guc-
KpeTHoe pacupenenenue; dispersion of a
~ pa3bpoc (m) pacnpenencuns; domain
of attraction of a stable ~ o6aacTs
(f) npuTAXenus ycTOHYMBOTO pacupene-
senus; dominated family of ~s gOMHHHpO-
BaHHOe CeMEHCTBO pacnpeneneHui; double
exponential ~ OBYCTOpOHHEE MOKA3aTE/Mb-
Hoe pacnpenenenue; Dyson ~ pacmpe-
nemenne Iadiconma; empirical ~ sMunupn-
yeckoe pacnpenesenne; empirical ~ func-
tion sMunpryeckas GYHKUHA pacnpenele-
HHA; entrance ~ pacnpefeleHHe BXOIOB;
equilibrium ~ paBHOBeCHOe paclpefeJe-
uue; Frlang ~ pacnpenenenue Dpaanra;
excess of a ~ 3KcHecC pacnpefeseHus;
exponential ~ nokasaTeabHoe pacmpefe-
jgenue; exponential family of ~s sxcno-
HEHIIMAJBHOE CEMEHCTBO paclpeleleHHI;
fiducial ~ GuAyUHAIbHOE pacIpenede-
HHUe; finite-dimensional ~ KoHeYHOMepHOe
pacnpenenenune; Fisher-Snedecor ~ pac-
npegenenne Puinepa—Cuenexopa; Fisher
F-~  F-pacupepenenne ®Puurepa; Fish-
er z-~ z-pacupenenenne Puuiepa; gam-
ma ~ raMMa-pacnpefenenue; Gaussian ~
rayCCOBCKOE/HOpMAlbHOE paclpe/eNeHue;
generalized arcsine ~ o0606IeHHOE pac-
npefejenne apkcumyca; generalized hy-
pergeometric ~ 0000IIEHHOE THIEpPreo-
MeTpHYeCcKoe pacmpefeiienue; generalized
hypergeometric series ~ o6o6Iuennoe pac-
npeaeJeHne TUNnepreoMeTpHYeCKOro psajga;
generalized Wishart ~ o6o6iieHtoe pac-
npefiesieHHe YHIUapTa; geometric ~ Teo-
METPHYECKOE pacinpefejeHne; genus -~
pacnpeneieHne no pony; Gibbs ~ pac-
npenenenue 'u66ca; Hotelling T?-~ T2-
pacnpenenenue XoTeaaunra; hypergeo-
metric ~ TUNEPIreOMETPHYECKOE pacmpe-
neaenwe; hypergeometric series ~ pac-
npenelieHHe THNEPTEOMETPHYECKOTO PAda;
improper ~  Hecof6CTBeHHOE pacnpene-
Jgenne; indecomposable ~ Hepazmoxu-
Moe pacnpenenenue; index of a ~ HH-
nexc (m) pacnpenesnenus; infinitely divis-
ible ~ OesrpannuHO JEJHMOE pacmpefne-
JeHue; initial ~ HavaabHOE pacmpenele-
HHe; invariant ~ WHBapHaHTHOe pacIpe-
JlesieHne; isotropic ~ H30TpONMHOE pac-
npeneneune; Jeffreys prior ~ anpuopHoe
pacnpenenenue xebdpuca; joint ~ co-



BMecTHOe pachpenedeHue; joint ~ func-
tion copMecTHas QYHKIMA pacHpeeseHus;
Joint probability ~ coBMecTHoe paclpe-
JeJeHHe BepoATHOCTel; Lagrange ~ pac-
npenesnenune Jlarpanxa; lattice ~ peler-
yaToe pacnpefenenue; least favourable ~
HamMmeHee GJIaropUATHOE paclnpelelenue;
left Palm ~ nepoe pacnpenenenue [lanap-
Ma; lifetime ~ pacnpenejieHe BDEMeHH
xu3nu; limit ~ wupeneabHoe pacupene-
sneuue; logarithmic series ~ pacnpeje-
JeHHe JorapudMudeckoro papa; logistic
~ JIOTHCTHYECKOE pacnpefeenne; lognor-
mal ~ norapudmuueckd HopMaabHOE (J10-
THOpMaJibHOe) pachpeneienne; Kapteyn
~ pacnpenenenue Kenrteina, Kolmogorov
~ pacrnpenenende Komnmoroposa; Laplace
~ pacnpenenenne Jlannaca; Lévy—Pareto
~ pacnpegenenue Jlesu—Ilapero; marginal
~ Mapr¥HaihbHOe/YyacTHOe pacnpepele-
HHue; marginal ~ function MapruHaigbHas
dyuxuua pacnpeneaenus; Maxwell ~ pac-
npenencune Makcsenaa; microcanonical
~ MHKPOKAHOHMYECKOEe paclpefeleHHe;
mixture of ~s cMech (f) pacnpeneneHui;
mode of a ~ wmoma (f)/Bepunna (f)
pacupefeienus; monotone ~ MOHOTOH-
Hoe pacupenenesue; multimodal ~ wMHo-
roBepLIXHHOE/MYJILTHMOLAJNLHOE Pacipe-
mesenue; multinomial ~ TOJHHOMHAJL-
Hoe pacmpenenenue; multivariate beta ~
MHoroMepHoe GeTa-pacnpenenaenue; multi-
variate ~ MHOTOMEDHOE paClpENE/NEHHE;
multivariate normal ~ MHoTroMepHoE HOp-
MaJIbHOE pachpeneineHue; negative bino-
mial ~ oTpHUaTeNbHoe OHHOMHAJbLHOE
pacupeneieHue; negative hypergeometric
~ OTPHIATENBHOE THIEPreOMETPHYECKOE
pacnpeneneuue; negative multinomial ~
OTPHIATENLHOE TOJHHOMHAJILHOE pacipe-
nenenme; net of ~s cers (f) pacmpe-
neJeHui; nonatomic ~ HeaTOMHYECKOe
pacnpenesenue; noncentral chi square ~
HEelleHTPaJbHOEe XHW-KBa[ApaT paclpefele-
Hue; noncentral F-~ nenenTpasnHoe F-
pacnpenesenne @Puuiepa; nondegenerate
~ HEBBIPOXIEHHOE pacHpeleJeHHe; nor-
mal ~ HopMaJibHOe pacnpenejenue; off-
spring ~  pacupelecJeHHE YHCHA HENo-
CPeACTBEHHHX MIOTOMKOB; OmMega square ~
oMera-KBaapaT pacipeieienne; one-sided
infinitely divisible ~ omwocToponuee 6ea-
I'PAHMYHO [EJHMOE paclpefejeHue; op-
erator stable ~ onepaTopHo ycTOWYH-
Boe pacupenesaenue; Palm ~ pacupene-
nenue [lansma; Pareto ~ pacnpefenenne
Hapeto; Pascal ~ pacnpenenenne [la-
ckaus; Pearson ~ pacupenenenne [lup-
cona; Planck ~ pacnpeneienue Ilaan-
ka; Poisson ~ pacnpenenenue Iyacco-
Ha; Polya ~ pacupenenenue [lona; pos-
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terior ~ aNOCTEPHOPHOE paclpeleseHHe;
power series ~ pacHpefcieHHe CTeNeH-
HOTO pfAna; prior ~  AUPHOPHOE pac-
npepenenue; probability ~ BeposiTHOCT-
HOe paclpefejeHHe, paclpelesieHHe Bepo-
ATHOCTEH; proper ~ coGCTBeHHOE pac-
npefieNieHune; quasi-symmetric ~ KBa3H-
CHMMeTpHuyHOe pacupepeneHne; Rayleigh
~ pacnpeneneuue Pajes; rectangular ~
npAMOYToabHOe pacnpeneienue; relative-
ly weak compact family of ~s caabo ot-
HOCHTEJNILHO KOMIIAKTHOE CeMEHCTBO pac-
npefienenni; Rényi ~ function ¢pyuxuus
{f) pacnpenenenus Penwu; sample ~ Bo-
6OpOYHOE/3MIIMPHYECKOE DPACIPESEIEeHHE;
scaling limit of a ~  aBTOMOmENBHBIN
npenen pacnpenenenus; self-decomposable
~ CaMOpa3JIOXXHMoOe pacupefnenenue; self-
similar ~  aBTOMOOEJBHOE paclpenese-
Hue; semistable ~ mwonyycroiuusoe pac-
nupenenenue; Sherman ~ pacnpeneneHue
lllepmana; Simpson ~ pacnpefejicHue
CuMIICOHa, TpPeyroJibHOe paclipefeNeHHe;
singular ~ CHHTYJApHOE pacHpefescHHE;
skewness of a ~ acummerpus (f) pac-
npedejerns; Smirnov ~ pacnpenejeHue
CuupHoBa; smoothing ~ craaxusaloliee
HepaBeHCTBO; Snedecor ~ pacupenene-
e CHenexopa; span of a ~ (Maxcu-
MaJbHBIH) war (m) pacupeneieHus; sta-
ble ~ ycroliuuBoe pacupepneieHue; stan-
dard normal ~ cTanzapTHOe HOPMAaJIbLHOE
pacupenenenue; stationary ~ cTalMoHap-
HOoe pacmpeneienue; steady-state ~ cra-
LMOHApHOe pachpelesenue; strictly sta-
ble ~ cTporo ycro#uuBoe pacnpeneieHue;
strictly unimodal ~ CHIBHO OHOBEPLIHH-
Hoe/yHUMOIaJbHOE paclpeleeHne; Stu-
dent ~ pacnpenenenue CThloneHTa; Sym-
metric ~ CHMMeTPHYHOE paclpelecHHtEe;
tail of a ~ xBocT (m) pacnpeneneHus; tri-
angular ~ TpeyroJabHoe pacnpencieHue;
trinomial ~ TpUHOMHAJbLHOE pacIpe/e-
genue; truncated ~ yceueHHoe paclpe-
neaenune; unconditional ~ GesyciaoBHoe
pacrpenenenne; uniform ~  paBHOMep-
Hoe pacmpenenenue; unimodal ~ yHuMO-
AAJBbHOE /OMHOBEPLIMHHOE DacHpeeleHKe;
variance ratio ~ paclnpefejeHne TucIe-
DCHOHHOTO OTHOlUeHHd; weak ~ ciuaboe
pacnpelesieHue, THIARHAPHYECKas BEPOAT-
Hocte; Weibull ~ pacnpegenenue Beii-
6yaua; Wigner ~ pacnpenenenne Bur-
nepa; Wilks ~ pacnpenesnenne Y Hik-
ca; Wishart ~ pacupepenenue YHuuapra;
worst ~ HauXy[lliee PaCHpefeseHue
divergent, adj. DacXOOALIMHCA:  ~
sequence pacXoNAINASACA NOCHAEIOBATENb-
HOCTD; ~ Series pacXOMsIIHKCS PAL
divide-and-conquer algorithm
pury™ (m) “pasmensit u BracTByi”

aJITo-
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dodecagon, n. pecaTHyroasHux (m)

Dodge plan naau (m) Honxa

Doeblin condition ycnosue (n) lebanna

Doeblin theorem teopema (f) lebauna

Doeblin universal law ynusepcaspHbIN
3akoH lleGauna

domain, n. obxacts (f): ~ of attraction of
a stable distribution 061acTh TpRTAXKEHAL
YCTOHYMBOTO pacmpeneienus; ~ of normal
attraction of a stable law obaacTb HOp-
MaJIbHOTO NPHT/AKEHHS YCTOWYHBOIO 3a-
xoHa; ~ of partial attraction of an infinite-
ly divisible law 06iacTh YaCTHYHOTO HpH-
TAXKEHNA GE3rPaHUYHO AETHMOIC 3aKOHA

domatic number noMaTHYeckoe WHCIO

dominated family of distributions mo-
MHHHDPOBaHHOE CEMEHCTBO paclpefeJeHHT

dominating, adj. moMuHHpyOIHHE: ~ set
OOMHHHPYIOILlee MHOXECTBO; ~ Vector O0-
MHHHMPYIOIIHH BEKTOD

domination, n. nomuunpopanue (n)

Donsker—-Prokhorov invariance prin-
ciple npunuun (m) uHBapHaHTHOCTH
Honckepa—Ilpoxoposa

Doob—Meyer decomposition pasioxe-
uue (n) Hy6a—Meiepa

Doob’s centering constants uwenTpupy-
tomue noctosuuse (pl) Hy6a

Doob’s inequality nepasenctso (n) y6a

double, adj. nBoitno#: ~ exponential
distribution IByCTOpOHHEE IOKa3aTEIbHOE
pacupenenenue; ~ selection problem sana-
va (f) o mBoiinoM BEIGOpE

doubly censored data gmBaxpgwe nensy-
pupoBannnle ganuste (pl)

doubly stochastic matrix mBaxms cTo-
XacTHieckas MaTpHIla

downset, n. Teus (f)

drift, n. cuoc (m): ~ coefficient xoapdu-
uHeHT (m) cHoca; ~ vector BekTop (m)
cHoca

dual, adj. KBOKACTBEHHEBIH, CONPAXKECHHEIN:
~ Markov process IBONCTBEHHBIH MapKOB-
CKMH npouecc; ~ transfer problem conps-
XKeHHas 3afiada MepeHoca

duality, n. gsoiictBennocts (f): ~ of in-
finitely divisible distributions nBocTBeH-
HOCTP Ge3rpaHMYHO AENUMBIX pacipenese-
HUH

Dudley metric merpuxa (f) Hagnu

Dudley’s condition ycuaosue (n) Hamnn

durability, n. moaroeeunocts (f): ~ test-
ing npoBepka. (f) doJroBeYHOCTH

Durbin—-Watson test kputTepmit (m)
Hyp6una—Yorcona/Batcona

Dvoretzky—-Rodgers theorem Tteopema
(f) Hsopenkoro-Pomxepca

Dvoretzky procedure upouenypa (f)
Jleopeuxoro

dyadic process muamuyeckuii mpouecc

dynamic programming muHamMHYecKoe

nporpaMMHpOBaHMe: sensitive criteria in
~ JYBCTBUTENHHBIE KPUTEPHH B {AHHAMH-
YeCKOM NPOTPaMMHDOBaHHH; Stochastic ~
CTOXaCTHYECKOE IHHAMMYECKOE IPOTrpaM-
MHpOBaHHE

dynamical system nuHaMmYecKas CHCTe-
Ma: ~ with pure point spectrum quHamu-
YecKas CHCTeMa C YHCTO TOYEYHBIM CIEK-
TpoM; entropy of a ~ suTponusa (f) quua-
MHYECKOH CHCTeMBI; equilibrium ~ pasHo-
BeCHasd MUHAMHYECKas CHCTEMa; quotient
of a ~ (akTop-cucrema (f) nuHaMuye-
cxol cucTeMEl; small stochastic perturba-
tions of a ~ MaJible CTOXaCTHYECKHE BO3-
MYIIEHUS THHAMHYECKOH CHCTEME; (opo-
logical entropy of a ~ TomoJoraueckas
SHTPONUA TUHAMHMYECKO# cHcTeMel; weak-
ly isomorphic ~s cnabo uzomopdHre TH-
HaMHYeCKHe CHCTEME

E

econometrics, n. skoHomerpuka (f)

Eden cluster xmacrep (m) Mnena

EDF (empirical distribution function)
SMOMPHYECKas GYHKIUMA PACHpEfeNeHus

edge, n. pebpo (n), pe6Gepubid: con-
tractible ~ cxumaeMoe pe6Gpo; disjoint ~s
Henepecekalomuecs pebpa; ~ coloring pe-
OepHas packpacka; ~ connectivity pe6Gep-
Had CBS3HOCTB; ~ covering number YHCIIO
(n) pe6GepHoro mokpeiTus; ~ density pe-
GepHas MHOTHOCTH; ~ Independence num-
ber uncao (n) peGepHoll He3aBHCHMOCTH;
~ packing peGepHas ymakoBKa

Edgeworth—Cramér expansion pa3io-
xeunte (n) Opxsopra-Kpamepa

effect, n. adpdext (m): Slutsky-Yule ~
spdexT Cayukoro-IOna

efficiency, n. apdexrusnocrs (f): asymp-
totic ~  acuMoToTHYecKas 3(p@PexTHB-
HOCTh; asymptotic relative ~ acHMIITOTH-
Yyeckad OTHOCHTENBHas 3(pPeKTHBHOCTSD,
Bahadur ~ sddexTuBHOCT, IO Baxamy-
py; ~ of a statistical procedure 3¢dexTusn-
HOCTH CTATHCTHYECKOH Hpouedypsl; Pit-
man ~ sddexkrusrocts mo [{uwrmeny; rel-
ative ~ OTHOCHTeJNbHaA 5hdEKTHBHOCTD;
resource ~ 3(PpPEKTHBHOCTh pecypca; ~
preservation index xoadduuuent (m) co-
XpaHeHHA 3¢ PeKTHBHOCTH

efficient, adj. s¢pdexTuBHbIA: ~ estimator
s dexTUBHAn oneHKa; second order ~ es-
timator addexTHBHAA OLlEHKA BTOPOTO M0-
pinka

eigenvalue, n. coGcTpeHHOe yMClO/3HaYe-
HHe

eigenvector, n. co6CcTBEHHEIH BEKTOp

Einstein—Smoluchowski model mopens



(f) Ounrreitna—CMOLYXOBCKOro

Ekman layer cuok (m) Dxmana

Ekman spyral coupans (f) Dxmana

element, n. asaemenr (m): random ~
cay4yarHbI# suaeMent; Gaussian random ~
TayCCOBCKHH CAYYaHHBIH DJEMEHT

elementary, adj. sneMeHTapHHER: ~ event
BJeMEHTapHOEe COBBITHE; ~ measure 3Je-
MeHTapHai Mepa; ~ probability siemen-
TapHad BEPOATHOCTE; ~ Set sJeMeHTapHoe
MHOXecCTBO; space of ~ events mpocTpaH-
cTBO (n) 5J€eMEeHTapHBIX COBBLITHA

Elfing equivalence theorem Teopema
(f) sxBuBasenTHOCTH DAdHHTa

elimination, n. uckmouenue (n): perfect
~ COBepllIeHHOE HCKJIIoYeHHe; semiperfect
~ TOJYCOBEPUIEHHOE HCKJIIOYCHUE

ellipsoid of concentration sasmnconn
(m) paccesnus

elliptic, adj. snaunTuyeckuit: ~ equation
SJJIMITHYECKOE ypaBHEHHE; ~ law >iJH-
NI'THYEeCKHH 3aKOH

embedded, adj. Baoxeuuvid: ~ branching
pProcess BJIOXEHHHIH BETBALIMACI TPOIECC;
~ Markov chain Baoxenunas nens Mapko-
Ba; ~ Process BAOKEHHEIH Npouecc

embedding, n. Bioxkenue (nr)

emigration, n. smurpauus (f)

empirical, adj. SMIHPHYECKHH: ~
Bayes approach smnupuveckust Gefecos-
ckuit moaxox; ~ Bayes decision func-
tion smnupuveckas OelecoBckas peuraio-
mas ¢yukuus; ~ Bayes estimator sm-
nupuveckas OellecOBCKas OUEHKa; ~ CO-
variance matrix >MIHpHYECKad KoBapHa-
HHOHHad MaTpuua; ~ distribution smim-
puYeckoe pacnpefejeHue; ~ distribution
function smnupuyeckas GyHKUHs pacnpe-
nenenus; ~ influence function smnupuye-
ckast (pYHKLUHA BJIMAHUA; ~ measure 3M-
IUpHYecKad Mepa; ~ moment SMIHpHYe-
CK¥R/BEIGOPOYHEI MOMEHT; ~ orthogonal
functions »>MOMpUYecKHe OPTOrOHaJbHBIE
QYHKIMH; ~ Process SMIHPHYECKHH MPO-
mecc; ~ quantile function omMnupudeckas
KBaHTHJAbHas GYHKUHSA; ~ regression line
SMIUPHYECKAsA JUHES PETrPECCHH

enclosing cycle oxpyxalomui THK.I

encoding, n. xomuposanue (n): combi-
natorial ~ xOMOHHATOpPHOE KONUPOBAHME;
cribbing ~ KonMpoBaHMWe C MOATAANbIBa~
HueM; source ~ with side information xo-
OUPOBalHKe HCTOYHHKA C JOTNOJHHTENbHOH
nHpopmanueir; stochastic ~ BeposTHOCT-
HOe KOAMpOBaHWe; universal ~ yuumpep-
CaJIbHOe KOIHPOBaHHE

end vertex KoHieBas BeplUHHa

endomorphism, n. sugomopdusm (m):
Bernoulli ~ sugoMopdusm Bepnynmu; ~
of a measure space 3HIOMOPGHU3M TPO-
CTPAHCTBA C Mepoil; exact ~ TOYHBIH 3H-
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noMoppH3IM

energy, n. osueprua (f): ~ level ypo-
BeHb (M) HEPruH; ~ Spectrum 3HepreTH-
4YeCKMHl cnekTp; free ~ cBoBoqHas >Hep-
rus; turbulent ~ dissipation mMcCHNalns
(f) oHeprum TypGynenrHocTu; turbulent
~ equation ypaBHeHMe (n) SHEPIHM TYP-
byJeH THOCTH

Engset formula ¢opmyaa (f) Durcera

ensemble, n. ascaMbap (m): canonical
~ KaHOHMYECKMH aHcaMOub; grand canon-
ical ~ GosblIOH KAHOHHYECKMH aHCAMOJbL;
Wigner ~ ancambar Burnepa

enstrophy, n. sHerpodus (f): potential ~
MOTeHUUANbHAS YHCTPOdHA

entrance, n. Bxox (m), BXomHOH: ~
boundary rpammua-sxon (f); ~ distribu-
tion pacnpegenenue (n) BXoaos; ~ law 3a-
KOH {m) Bxoia

entropy, n. suTpouus (f): algorithmic
~  aJTOPUTMHMYeCKas »HTponus; condi-
tional ~ ycuosHasa auTponus; differen-
tial ~ #uddepeHUHATbHASL/OTHOCHTEND-
Has DSHTPONHA; ~ criterion SHTPONMM-
HEIH KpuTepuit; ~ of a dynamical sys-
tem SHTPONMA NUHAMMYECKOH CHCTEMBI;
~ of a partition 3HTpONHA pa3OHEHHSN; ~
power 3HTPONMHHAA MOIIHOCTD; epsilon-~
ancHIOH-3HTponuA; Hardy ~ suTponus
Xapau; metric ~ MeTpHYecKas SHTPOIMA,
prefix ~ upedukcuas >HTponus; relative
~ OTHOCHTeNBbHas 3HTponus; Rényi ~
sHTponus Pennu; Shannon ~ »HTpomus
IMenuona; thermodynamical ~ Tepmonu-
HaMu4YecKas 3uTponus; topological ~ of a
dynamical system TonoJoruyeckas 3HTpoO-
K THHAMHYECKOH CHCTEMEL

enumeration, n. nepeuucienne (n):
binomial ~ GHHOMMaJLHOe NepevHcIe-
HHe; ~ algorithm TepeYHCIHTENBHBIH aJ-
roput™; ~ theory Teopus (f) nepeuncie-
HHH

enumerative problem nepeunciuTeID-
Has 3amaya

envelope, n. orubaromas (f): ~ of a power
function oruBaroias GyHKIHH MOIHOCTH;
~ of a random process oru6amomas ciy-
yalHOro mpouecca; signal ~ orubGaromas
curHaaa; ~ delay rpynnoBas 3anepxkka

equalizing strategy yPaBHUBAIOIAS
CTpaTerus

equation, n.
ic random ~
HOE YpaBHEHHE;
~ obpaTHOE
Ba; Bellman ~

ypasuenue (n): algebra-
anrebpanHyeckoe cayqa-
backward Kolmogorov
ypaBHenue Kouamoropo-

ypaBHehiue beanma-
Ha; Boltzmann ~  ypasHenue DBouabu-
Mana; Burgers ~ ypasuenwe bBioprep-
ca; correlation ~ KOppeJAIHOHHOE ypaB-
nenue; difference ~ pasHocTHoe ypas-
Henue; elliptic ~ 2AIUNTAYECKOE ypak-
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nenue; filtering ~  ypaBHeHHMe ¢HIb-
Tpauud; Fokker-Planck ~  ypaBHenue
®okxepa—Ilnanxa; forward Kolmogorov
~  mpamoe ypaBHenue Kouamoroposa;
Friedmann—Keller equations ypaBHeHHuSA
®punmana-Kennepa; heat ~ ypaBHeHHe
Tennonpooauoctd; Hopf ~ ypaBHenue
Xonga; hydrodynamics equations ypasne-
HHA THapoaMHaMuku; Karman—Howarth
~  ypaBHenne Kapmana-Xosapra; ki-
netic transfer ~  XuHeTHYeCKoe ypaB-
Henue mNepeHoca; Kolmogorov backward
~  obpaTHoe ypasHeHMe Koamoropo-
Ba; Kolmogorov—-Chapman ~  ypaghe-
une Koamoroposa—Yenmena; Kolmogorov
~ power series CTeNeHHOW PAL ypaBHe-
uua Koamoroposa; Lagrange ~ ypas-
nenue Jlarpanxa; Langevin ~ ypasHe-
une Jlanxesena; likelihood ~ ypasHenne
upasnononous; linear stochastic differen-
tial ~ JuHelHoe cTOXacTHYecKoe nudde-
peHUHAJIbHOE ypaBHeHue; linear stochas-
tic parabolic ~ JnuHeliHOoe cTOXacTHYe-
ckoe mapaGoJnueckoe ypaBHeHue; Liou-
ville stochastic differential ~ croxacTuue-
ckoe mudpdepennuanbHoe ypapHenue Jluy-
BHJIA; logistic ~ JIOTHCTHYECKOE ypaB-
Heuue; Markov renewal ~ ypaBHenue
MapKOBCKOTC BoCCTaHoBiaeuMs; Navier—
Stokes stochastic differential ~  cTo-
xacTu4yeckoe guddepeHnuaibioe ypaBHE-
Hde Hapre-Crokca; nonlinear ~  He-
JHHEHHOEe YypaBHeHHe; operator stochas-
tic differential ~ onepaTopHOe CTOXaCTH-
yeckoe guddepeHIHAJBHOE YPaBHEeHUE;
Orr-Sommerfeld ~  ypasuenne Oppa—
3omMepdenrna; Palm—Khinchin ~s ypas-
Henuss [lampma—Xunuuna; partial differ-
ential ~ ypaBHeHHe B YaCTHEIX IPOHM3-
pouuIx; Peierls ~ ypasneuue [laiiepica;
quantum stochastic differential ~ xBaH-
TOBOE CTOXAaCTHYECKOe IUbDepeHnHaTDb-
Hoe ypaBHeHHe; random algebraic ~ cay-
vaiiHoe asireGpamvyeckoe ypaBHEHHe; re-
gression ~ ypaBHEHHe perpeccH; renewal
~ ypaBHEHME BOCCTaHOBJeHM#; resolvent
~ Ppe30JbBEeHTHOe ypaBHeHue; Reynolds
~s ypasHenus PeiiHombaca; Schrédinger
~ ypasHenue lllpenunrepa; self-similarity
~$ ypaBHEHHS aBTOMOJENLHOCTH; Stochas-
tic differential ~ cToxacTuueckoe gudde-
peHIlHaJdbHOe ypaBHeHHMe; stochastic par-
tial differential ~ cToxacTuyeckoe Tud-
depeHnyadbHOE ypaBHEHHE C YaCTHBIMH
MPOM3BOMHEIMY; symmetric stochastic dif-
ferential ~ cuMMeTpHYeCKOe CTOXACTHYE-
ckoe guddepeHIHaJIbHOEe YPaBREHHE, CTO-
xacTudyeckoe nfuddepeHIHAIbPHOE ypaBHE-
Hue B ¢dopme CrpaToHoBHYa; system of
normal ~$ CHCTeMa HOPMAJLHEIX ypaB-
HeHUH; transfer kinetic ~  KHHeTHYe-

CKoe ypaBHeHHMe TiepeHoca; turbulent ener-
gY ~ YypaBHeHMe >Hepru¥ TYpOYJeHTHO-
ctH; Vlasov ~ ypasuenue Biaacosa; wave
~ BoJHOBoe ypaBHenue; Wiener—Hopf ~
ypaBHenue Bunepa—Xonda; Yule-~Walker
~ ypapuende IOna-Yoxepa

equilibrium, n. pasnosecue (n), pasHo-
BecHHI: ~ distribution paBHOBecHoe pac-
npenesenue; ~ potential paBHOBECHEIH 1MO-
TeHUHaJ; ~ statistical mechanics pasHo-
BecHad CTATHCTHYECKads MeXaHHKa; ~ dy-
namical system paBHOBeCHas JHHaMHue-
CKas CHCTeMa

equivalent, adj. >kBUBaJeHTHHIH: ~ mea-
sures sKBUBaJeHTHEIe MepHl (pl); ~ parti-
tions >kBUBaJEeHTHHE pasbuenus (pl)

equivariant estimator skBuBapHanTHas
oleHKa

Erdos—Rényi law of large numbers 3a-
kon (m) Gonbuux uncen Oppemra—Pensn

ergodic, adj. spromuveckuii: abstract ~
theorem abcTpakTHas 3proguyeckas Teo-
pema; Birkhoff-Khinchin ~ theorem spro-
nuyeckas Teopema bupkroda-XuHYHHA;
~ Markov chain sproguyeckas uens Map-
koBa; ~ random process >progudYecKuit
CHyYalHEIH IpolecC; ~ Set SProAHYeCcKHiH
kaacc (cocrosHuit); ~ theorem sproau-
yeckasd TeopeMa; ~ theory spromuyeckas
Teopus; individual ~ theorem WHIHBUIY-
aNpHas Spromuueckas TeopeMa; subaddi-
tive ~ theorem cyGagauTHBHAA 3proguye-
cKas TeopeMa

ergodicity, n. oproguwymnocts (f): ~ con-
dition ycioBue (n) sprogudHOCTH

Erlang distribution pacnpenenenne (n)
OpJaanra

Erlang formula dopmyaa (f) Dpaanra

erosion, n. sposus (f)

error, n. ouwmbka (f): ~ -correcting code
HCOPABJISAIONIHA OWHEKH xom; ~ of ex-
periment owWHOKa 5KCHEPHMEHTA; eXper-
iment ~ owunbka skcnepuMmenrta; first
kind ~ owmbkxa mepsoro poma; gross
~ sensitivity 4yBcTBUTedbHOCTHL (f) X
bosblIHM ourMbKaM; mean square root
~ CcpemHekBafpaTHYHas OlIMGKa; mean
squared ~ kBagpaTHuHasA olKOKa; mea-
surement ~ ownbka H3MepcHHuA; obser-
vation ~ owumbka Habaiomenus; predic-
tion ~ oOlIKOKa NpeCcKa3aHus,/IPOrHO3a;
probable ~ BeposTHOe/CcpenuHHOE OTKJIO-
HeHHe; quadratic ~ KBagpaTHYHasA OLIMG-
ka; random ~ caydaiinas ownbka; round-
ing ~ ourubka okpyrienus; second kind ~
ourubxa BTOpOrO poma; standard ~ cTaH-
napTHoe/cpemHeKBaJPaTHYHOE OTKJOHe-
HHe; systematic ~  cHCTeMaTH4YecKas
ownbka; theory of ~s reopus (f) owmubok;
type I ~ oumm6ka nepsoro pona; type Il ~
owrnbxa BTOporc poma; vector of ~s Bek-



Top (m) oHGOK

Esseen theorem Teopema (f) Dcceena

essential, adj. cymecTBenunii: ~ com-
pleteness cyimecTBeHHas MOJHOTa; ~ state
CYIIECTBEHHOE COCTOSAHHE

essentially complete class of tests cy-
[IECTBEHHO NMOJHBIA KJIACC KPHTEPHEB

estimable function ¢yuxuns (f), nomyc-
Kalolas HECMEILIEHHYIO OUEHKY

estimate, n. ouenka (f) (cm. estimator)

estimation, n. omenusanme (n): adaptive
~ alJalNTHBHOE OlEHHBaHHWe; asymptot-
1c theory of ~ acHMITOTHYECKas TEOPHA
OUeHHBaHHA; constrained ~ olUeHUBaHHE
NpH HAJWYHH OTPAHMYEHUH; ~ from ob-
servations oUeHHBaHHE 1O HabJIIONCHUSM;
interval ~ WHTepBaNbHOE/IOBEPUTENBLHOE
oueHMBaHue; nonparametric ~ of proba-
bility density memapaMeTpuueckoe OLEHH-
BaHME IJIOTHOCTH BEPOATHOCTEH; param-
eter ~ OIICHHBaHME IapameTpa: recur-
sive ~ pexyppeHTHOe oueHWBaHue; robust
~ pobacTHoe OleHWBaHUe; sequential ~
[MOCAedOBaTeNbHOE OUEHHBaHue; statistical
~ CTATHCTHYECCKOEC OIICHHBAHHUE] Uﬂiform-
ly consistent ~ paBHOMEpPHO COCTOATENb-
HO€ OLECHHBAHHE

estimator, n. ouenka (f): adaptive ~
aflalTHBHad omeHka;, admissible ~ [o-
nycTHMas oueHka; asymptotically Bayes
~ aCHMITOTHYECKH GedecOBCKas OlLeHKa;
asymptotically efficient ~ acumMnTOTHYE-
CcKkM 3ppeKTHBHAS OLEHKa; asymptotical-
ly minimax ~ aCHMITOTHYeCKH MUHH-
MaKCHad oleHKa; asymptotically normal
~ ACHMITOTHYECKH HOPMaJbHasd OLEHKa;
asymptotically unbiased ~ acumnrToTH-
YeCKM HeCMelIeHHasd OlEHKa; autoregres-
sive spectral ~ aBTOperpeccMOHHas CIEK-
TpanbHad onenxa; BAN (best asymptot-
ically normal) ~ HaMJaydilas acMMnTo-
THYECKH HOPMaJbHasi OUeHKa; Bartlett ~
onenka bapriaerra; Bayes ~ Geitecos-
ckas ouenka; best invariant ~ HaWayy-
1ras WHBapMaHTHas oleHka; best linear
unbiased ~ HauWdydlllagd JMHeHHas He-
cMellleHHas oneHka; bias of an ~ cMme-
menue (n) oueHkw; biased ~ cmemien-
Has ouenxa; Chentsov distribution den-
Sity ~ oOlleHKa MJIOTHOCTH paclipenede-
HuA Yennosa; consistent ~ cocToATeNb-
Hasf ollenka; ~ of location (scale) parame-
ter olleHKa TMapaMeTpa COBHra (MacuiTa-
6a); efficient ~ oddexTHBHAA OLEHKA;
empirical Bayes ~ sMmnupuueckas Geie-
COBCKas OLEHKa; equivariant ~ 93KBHUBa-
pHaHTHas oueHka; generalized Bayes ~
oBobirieHsas GeriecoBcKad onenka; Hodges
~ omenka Xomxeca; Huber ~ ouen-
xa Xpiobepa; Inadmissible ~ wuepgomy-
cTMMas oOlleHKa; lInconsistent ~  Heco-
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CcToATeNbHasd ONEHKa; Interval ~ WHTEp-
BaJibHas oOlEHKa; Invariant ~ UHBapH-
anTHad olleHkKa; James—Stein ~ olleH-
Ka Ixeitmca-Creitna; Kaplan-Meier ~
ollenka Kanunana—Meiiepa, MHOXHTeJE-
Has olleHKa QYHKUMY pacupeneseHus; ker-
nel density ~ saaepHas olleHKa NJIOTHOCTH;
kernel ~ snepHas onenka; L-estimator L-
OlleHKa; linear ~ JHHeliHasa oueHKa; linear
minimum variance ~ JHHeHHai OUEHKa
c HaWMeHbLIEH AMcnepcuen; M -estimator
M-oueska; maximum entropy spectral ~
CHEKTpaJbHasA OUEHKa MaKCHMAaJbHOR SH-
Tponiun; maximum likelihood ~ onen-
Xa MaKCHMa/lbHOTO IpaBionogobus; max-
imum likelihood spectral ~ cnexTpaJb-
Has OUEHKa MaKCHMaJbHOTO MPaBAONONO-
6us; median-unbiased ~ MenuaHHO He-
CMellleHHas OUEHKa; minimax ~ MHHH-
MaKcHas olleHKa; minimum distance ~
OlleHKa MUHMMAJIBHOIO PACCTOSHHA; min-
imum variance ~ ONEHKa C MHHMMAaJb-
HOU NMCHepcued; minimum variance un-
biased ~ HecMellleHHas OLEHKa C MH-
HUMaJAbHOH [HcCHepcHel; mode-unbiased
~ MOMaJBLHO HECMEIleHHas OLeHKa;, mo-
ment method ~ oneHka mo MeTomy MO-
mento; MVU (minimum variance unbi-
ased) ~ HecMellleHHas OLEHKa C MHMHH-
manbHOM mucnepcuedr; Nadaraya—Watson
~ ouenka Hanapas—Barcona; nonlinear
~ HeJWNeHHas OlEHKa; nonparametric
density ~ HemapameTpHYecKas OlEHKa
NJOTHOCTH; nonparametric ~ of spectral
density HenapaMeTpHYecKas ONEHKa CIIEK-
TPaJbHOH TJIOTHOCTH; nonparametric ~
HellapaMeTpUYeCKas oHeHka; orthogonal
series ~ TpPOEKTHBHas OlleHka; paramet-
ric spectral ~ napaMeTpHYecKas CIEK-
Tpaabuas oueuka; Parzen ~ ounenka [lap-
sena; Pisarenko spectral ~ cnexTpadb-
Has oneHka [lucapenxo; Pitman ~ ouen-
xa [luTMena; point ~ Toueunas oueHKa;
product-limit ~ MHOXHUTeJbHAs OLEHKA
GYHKUMH paCIpefiesIeHus; proper ~ Ipa-
BHJIbHas oneHka; R-~ R-omenka; ran-
domized ~ paHZOMH3UPOBaHHAA OLEHKA;
recursive ~ peKypDpeHTHas OII€HKa; re-
gression ~ OLEHKa perpeccu; ridge ~
rpebreBas/xpebToBas onenka; risk unbi-
ased ~ HecMeIlleHHas TO PHCKY OlleHKa;
robust ~ po6acTHas ouenka; Rosenblatt—
Parzen ~ ouenka Posenbnarra—Ilapaena;
second order efficient ~ »ddexTHBHAL
BTOPOrQ IOpPAAKA OUEHKA; sequent ~ Io-
clenyiolllas oleHKa; sequential ~ mocue-
JoBaTejdbHas OleHKa;, Shorack ~ oueH-
xa Illopaka; shrinkage ~  CxXHMalo-
illas OUEHKa; spectrograph ~ crardcTu-
ka (f) Tuma [D'penangepa-Poszen6urarra;
spline ~ cnjaids-oneHka; stable ~
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ycToliyuBas/cTabuabHas oUeHKa, suffi-
cient ~  [OOCTaTOYHaf OlIEHKa; Super-
efficient ~ cBepxaddexTnBHad/Cynepad-
¢exTHBHas ouneHka; Tukey—Henning ~
oneHka Treioku—Xeununra; unbiased ~
HecMellleHHasA olleHka; unbiased linear ~
HeCMeIlleHHas JiHHeHHas OneHKa; Yule—
Walker ~ ouenxa IQaa—Yokepa

Euclidean approach eBXIHmoB MOXX0X
(m)

Euclidean distance epxaumoBo paccTos-
Hue (n)

Euclidean quantum field theory es-
KJIMO0BA KBAHTOBaA TEOPHA MOJA

Euclidean shape eBranfos wein (m)

eugenics esresuka (f)

Euler—Maclaurin expansion pa3sioxe-
une (n) Dinepa-Maxkaopena

Euler number uucao (n) Diixepa

Euler polynomial nosausom (m) Ditnepa

event, n. cobutie (n): algebra of ~s
aare6pa (f) cobmiTui; certain ~ go-
cToBepHoe coOnITHe; complement of an
~  [ONOJHHTeJNbHOe/MPOTHBONOJOXKHOE
cobriTHe; complementary ~  [ONOJHHE-
TenbHoe cobriTHe; conjunction of events
coBMeruenue (n) coberruii; dependent ~s
3aBHCHMEIe COOLITHA; disjoint ~s Heco-
BMecTHBIE cobbiTHA; elementary ~ 3Je-
MeHTapHoe cobeiTHe; favourable ~ 6aa-
ronpusTHOe coOBITHE; frequency of a ran-
dom ~ wactora (f) ciayvaitHoro coGsi-
THs; impossible ~ uHeBoaMoxkoe coOGkI-
THe; Independent ~s He3aBHCHMBIE COOHI-
Tus; indicator of an ~ wuuaukatop (m)
cobblTrs; Intersection of events nepecede-
uue (n) cobertui; mutually exclusive ~s
HECOBMECTHEIE COBRITHA; negation of an
~ NPOTHBONOJOXHOe cobbiTHE; random
~ cayya#HOe coOmITHE; recurrent ~ pe-
KyppeHTHOe/BO3BpaTHOE COGHITHE; remote
~ ocTaToYHOe coGRITHE; renovating ~
obHoBJsOIEe coBLITHE; space of elemen-
tary ~s IpOCTpaHCTBO (n) sJeMeHTap-
HHX cOGHTHI/HcxonoB; sum of ~s cymma
(f) / o6benunenue (n) cobriruit; union of
~s obbenunense {n)/ cymma (f) cobrrrui

evolutional stochastic differential
equation spomonHOHHOE cTOXacTHYe-
ckoe nuddepeHIMaIbLHOE YPaBHEHHE

evolutionary, adj. sBoaOUMOHMDYIOIITHI:
~ spectral function >BOJIOHHOHHPYIOILAS
CHeKTpaJdbHad QyHKuMs; ~ spectral mea-
sure 3BOJIOUAOHHPYIOWIAf CHEXTPAJNbHASN
Mepa; ~ spectral representation smoumio-
HHOHHPYIOIIEE CHEKTPAJBHOE IPECTaBJIE-
HHe

exact, adj. Touumii: ~ algorithm Tounwrit
aJropuT™; ~ band Touynas moJsoca; ~ de-
sign TOMHEIA IiaH; ~ endomorphism Tou-
HEBIA 3HAOMOP}H3M; ~ test TOYHEIH KpHTe-

pUH

excess, n. sKcuecc (m), mepeckok (m)
(6nyxmanna): coefficient of ~ xoadpdu-
umentT (m) skcuecca; ~ of a distribution
sKcliecc pacupenesenus; ~ of a random
walk sxcuecc/nepeckok cayvaitHoro 6.ry-
K IAHHS

excessive, adj. skcueccHBHEIN: ~ function
SKCUeCCUBHAas (YHKIMA; ~ measure 5Kc-
LHEeCCHBHas Mepa

exchangeable random variables nepe-
CTaHOBOYHEIE CiydaHHEIe BeJdHyHHsl (pl)

exchangeability, n. mepecTanoBounOCTB
(f)

exclusion method wmeton (m) uckioue-
HUS

excursion, n. sxckypcusa (f)/BmEbpoc
(m): Brownian ~ G6pOYHOBCKas 3KCKyp-
cus; shifted ~ cnBHHYTas SKCKYPCHA

exit, n. BeIxon (m): ~ boundary rpanuna-
Berxof, (f); ~ density maorocts (f) Bepo-
ATHOCTH BBHIXOfa; ~ rate MHTEHCHBHOCTL
(f) suixoma, miorHocTh (f) BeposTHOCTH
BHIXOZa

expander, n. pacuuprTeas (m)

expansion, n. pasioxenne (n): Edge-
worth—-Cramér ~ paasnoxenue O mHXBop-
Ta~Kpamepa; FEuler-Maclaurin ~ pas-
JoxexHe Jinepa-Makinopena; ~ into or-
thogonal series pa3foXeHue B OPTOTOHAb-
HBIH psn; ~ with respect to a small param-
eter pa3oXeHHE N0 MAJIOMY IapaMeTpy;
high temperature ~ BBICOKOTEMIIEDATYD-
Hoe paznoxenue; Karhunen—Loéve ~ pas-
soxenune Kapynena—Jlossa; Mayer ~ pas-
noxenune Maitepa; orthogonal ~ of a ran-
dom process OPTOTOHAJIBHOE DPa3JIOXKEHHE
chaydaiHoro mpouecca; virial ~ BHpHaJIb-
HOe PasjiokKeHHe

expectation, n. MaTeMaTHYeCKOE OXH-
NaHHe, cpeiHee 3HaueHue: conditional ~
YCIOBHOE MaTeMaTHYECKOEe OXHIaHUe

expected, adj. cpepHuH, OXHMIaeMBLA: ~
recurrence time cpegHee BpeMs BO3Bpaillle-
HMA; ~ reward criterion kpuTepuit (m)
OXHIaeMOro gmoxoma; ~ utility oxumae-
Mas TOJE3HOCTh; ~ value MaremaTHye-
CKOe OXHIaHHe, CpelHee 3HAUEHHe

experiment, n. askcnepumenT (m), omHT
(m): design of extremal ~s mianupoBa-
HHe (n) 3KCTPeMAIBHEIX SKCIEPHMEHTOB;
~ error ounbka (f) skcmepumenta; facto-
rial ~ ¢axTopHEIH 5kcnepuMenT; filtered
~ SKCIEpHMEHT ¢ (puavrTpanuei; fraction-
al factorial ~ ppobHBIA JaKTOPHEIH 3KC-
NEPHMEHT; I'egressiol ~ PperpecCHOHHLIH
SKcHepuMeHT; symmetric factorial ~ cum-
METPHYHBIH QaKTOPHBIH 3KCIEPUMEHT

experimental design nuranuposanue (n)
SKCHEPHMEHTA

explicit, adj.

ABHHIHA: ~ formula sBHag



popmyaa

exploratory data analysis passemounsiit
CTATHCTHYECKHH AHAJIHK3 [JaHHEIX

exponent, n. nokasareas {m): ~ of a sta-
ble distribution moxa3aTeib YCTOMYHBOTO
pacupeneseHus

exponential, adj. sxcrnoHeHIHaJbHBIA, TO-
Ka3aTeJLHBIH; SKcnoHenTa (f), mokasa-
TenbHas QYHKUMS: ~ autoregressive mod-
el 3KcHoHEHIMAMbHAA ABTOPEr PECCHOHHas
MOfIENL; ~ autoregressive process 3KCio-
HEHIMAJBHBIH aBTODErPECCHOHHEIN Mnpo-
necc; ~ distribution noxasaTesbHoe/oK-
CHOHEHIHAJAbHOE pacnpefeienne; ~ fam-
ily SKCHOHEHILHAJIbHOE CEMEWCTRO; ~ gen-
erating function >KCHOHEHUHMAJBHAS MNpPO-
H3BOAAILAS QYHKIMA

extendable plane
KOCTh

extended, adj. paclidpeHHBIH, npoaos-
XKeHHBIH: ~ stochastic integral pacuiupen-
HBIH CTOXaCTHYECKWH MHTETpaJ

extension, n.  pacumdpenue (n), mpo-
IOJIXEHHE (n) ~ of a Markov pro-
cess MpooJIKeHHe MapKOBCKOTO TIPOIECca;
quadratic ~ KBaOpaTHYHOE PAaCUIHpEHHE

external, adj. BHewHu#: ~ magnetic field
BHELLIHEE MAaTHUTHOE I0Je

extinction, n. Buopoxpmenue (n): ~ of
a branching process BBIDOXIEHHE BETBI-
merocs mpouecca; ~ probability Bepo-
aTHOCTh (f) BBIpoXieHMs (BeTBALLETOCK
npouecca)

extrapolation, n. skcrpancasuus (f),
nporuos (m): ~ of a random process sKc-
TPANOJNALKA/IPOr HO3HPOBaHHE CJIyYaHHO-
ro mpouecca

extremal, n. skcrpeManbunid: ~ prob-
lem sxcTpemansHas 3amava; ~ statistical
problem skcTpeMaibHas CTaTHCTHYECKAA
3agada

pacliupseMad IJOC-

F

face, n. rpans (f)

facet, n. dacera (f), rpaus (f)

factor, n. ¢akrop (m), MHOXHUTenbL (M):
~ analysis akTopHEIN aHaau3; ~ matroid
MaTpoun (m) ¢akropos; interaction of ~s
B3aMMorelicTere (n) dbaxTopos; main ef-
fect of a ~ rJaBHbIH 3¢¢ekT dakTOopa;
step ~ 11aroBHIH MHOXHTEJb

factorial <¢akTopHBIH, (akTOpHANLHBIN,
daxtopuan (m): ~ cumulant dak-
TOPHAJBHBIH KYMYJAAHT/CEMUHHBADHAHT;
~ experiment GaKTOPHBIH 3KCIEPHMEHT;
~ model QakTopHas Mogedab;, ~ mo-
ment GaxTOpHAIBHBIA MOMEHT; ~ Semi-
invariant GakTOPHAJILHBEIH CEMHMHBADH-
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aHT/KyMyJAsSHT; rotation of ~ axes Bpa-
mierne (n) GakTOPHEIX oceH

factorization, n. daxTopuzamus (f): ~
Identity (hakTOpH3ALMOHHOE TOXAECTBO;
~ method meton (m) dakrTopusamum; ~
theorem $akTOPH3ALKOHHAS TEOPEMa

fading, n. saryxauue (n)/3amupanue (n):
Rayleigh ~ paJeesckoe 3amMupanue; slow
~ MelJieHHOe 3aMMpaHue; time-selective
~ BpeMA-CeJEKTHBHOE 3aTyXaHHe

failure, n. orkaz (m): ~ rate function
(OYHKUMS WHTEHCHBHOCTH OTKa3a

false alarm usoxuas TpeBora

family, n. cemeiicTBo (n): cross inter-
secting families B3aMMHO NepeCceKaOIH-
ecs cemeiictBa (pl); curved exponential
~ WCKPHUBJEHHOE DSKCIHOHEHUMAJIHHOE Ce-
meHcTBo; dominated ~ of distributions
JNOMMHHPOBAHHOE CEMEWCTBO paclpefede-
uui; exponential ~ of distributions sxcmo-
HEHUMAJILHOE CEMEHCTBO DACHpeNeCHHUH;
~ of distributions cemeilicTBo pacupege-
JEHUH; group ~ TPYNNOBOE CEMEHCTBO;
shift compact ~ CHOBUT-KOMIAKTHOE Ce-
MEeWCTBO; Sperner ~ LINEePHEPOBO ceMeil-
CTBO

Fano algorithm anroput™ (m) Pano

Fano inequality wuepasenctso {n} ®axo

farthest neighbor algorithm axropur™m
(m) “nanpHero cocema”

fast, adj. GeicTpwi: ~ algorithm 6eicTpBIA
aaroput™; ~ Fourier transform 6wicTpoe
npeobpazosanue Pypre

fatigue, n. ycranocts (f), ycTamocTHbIHR

fault tree mepeso (n) oTkaszos

fault-tolerance neuyscTBUTENBLHOCTH (f)
K OTKa3aM

favorable event GuaronpusTHOe COGHITHE

feedback, n. oGparTHas cBi3s: ~ arc ayra
(f) obpaTHo# cBA3M

Feller Markov chain ¢enneposckas nenb
Mapxkoba

Feller process ¢enneposckuil npomece

Feller semigroup desneposckas nouay-
rpynma

Feller transition function
cKas mepexofHas QpyHKIHA

Fermi-Dirac statistics cratucruka (f)
®epmu—Hupaxa

fermion space
CTBO

Fernique theorem Tteopema (f) Pepruxa

ferromagnetic model d¢eppomarauTnas
MOJIEJNE

Feynman graph rpa¢p (m) Pefinmana

Feynman-Kac formula ¢opmyaa (f)
beitnmana-Kana

fiber process npouecc (m) Boaokon

Fibonacecl sequence MOCJIe10BaTE b~
Hocts (f) Pubonauun

Fibonacci number uwuciao (n) Pubonau-

dennepos-

bepMHOHHOE HpPOCTpaH-
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Fibonacci tree nepeso (n) ®ubonayyu

fictitious state ¢uxTHBHOe cocTofHHe

fiducial, adj. ¢uayumansueii: ~ distri-
bution ¢unyuuaspHoe pacupefeseHHe; ~
interval GpumyuMaNibHEIE MHTEPBA

field, n. mome (n): Borel ~ 6opexaes-
ckoe monte; branching random ~ BeTmsIue-
ecs cayvaHOe moJae; constructive quan-
tum ~ theory KOHCTPYKTHMBHasi KBaHTO-
Bas Teopusa Mous; discretizable random ~
OUCKPETH3NpPYeMoe ciydaiHoe moJse; Eu-
clidean ~ eBxaMOOBO MoJe; external mag-
netic ~ BHeulHee MarHHTHOE NOJE; ~ (ri-
als monesnie ucnmtanus; free Markov ~
cBoBofiHOE MAapPKOBCKoe liose; free ~ cBoO-
Gonnoe mode; generalized random ~ 0606-
meHHoe caydainoe mose; Gibbs random
~ rub6coBckoe caydyainoe mode; Gibbs
~ potential norenuuax {m) ru66coBCKO-
ro mnoJs; harmonizable random ~ rapmo-
HH3YEMOe cAy4YanHoe Toue; homogeneous
random ~ oOmHOpOXHOe cliydaiiHoe IO-
Je; isotropic random ~ W30TpPONHOE CJIY-
vaiinoe mnoae; Lévy ~ mone Jlesu, mHo-
ronapaMeTpHYECKOe GPOYHOBCKOE [IBHKE-
uue; locally homogeneous random ~ no-
KalbHO OJHOPOIHOE ChydaliHoe mnoue; lo-
cally isotropic random ~ JIOKaJBHO H30-
TpoIHOe caydYaiHoe noJje; Markov random
~ MapKOBCKoOe ciaydaiinoe mnodge; Nelson ~
nose Heancona; ordering ~ mose ymnops-
noueHus/upennourenns; point random ~
ToYeyHOe caydvainoe moae; Poisson ran-
dom ~ ILyaCCOHOBCKO€ CJaydaiHoe MoJie;
quantum FEuclidean ~ xBanTOBOE €BKJIH-
noBO moJe; random ~ clydYalHoe MOJE;
random ~ with homogeneous increments
cydaifHoe 10Jie C ONHOPOTHLIMH IIpHpa-
menusmu; random ~ with isotropic in-
crements caydaiHoe 10Je C H30TPOMHLIMY
npupamienusMu; Wiener ~ BHHEDPOBCKOe
none; Yang-Mills ~ none Aura-Muaica

FIFO (first-in-first-out) gucuuninua
(f) “nepBbiM mpHues — nepBEIM ofciay-
xuBaeTcs”

figurate number ¢urypnoe gucio

filling, n. 3anoanenme (n)

filter, n. QuasTp (m): ~ phase dasa (f)
dunvtpa; FIR }finite impulse response) ~
GUIABTP C KOHEYHEIM MMIYJALCHEIM OTKJH-
koM; gain of a ~ xoaddumuenT (m) ycu-
nenns puawnrtpa; IIR (infinite impulse re-
sponse) ~ GUILTP C GECKOHEUHHIM WM-
myJabCHBIM oTkauKkoM; Kalman ~ GuasTp
Kaamana; linear ~ JHHeHHHIH GHALTP;
response of a ~ ¢yukuus (f) oTkuamka
duavrpa; time response of a ~ BpeMmeH-
Hasid XapakTEePHCTHKa GHIBTPa

filtered experiment skcmepament (m) c
duabTpanuer

filtering, n. ¢uasrpauns (f): ~ equa-
tion ypasHenne (n) ¢uabTpauuu; ~ of a
random process GUIABTpAUHA CIYyYaHHOTO
npouecca; nonlinear ~ of a random pro-
cess HeJIMHeHHas (PHABTPaLUA CJHy4aidHOro
mpouecca; signal ~ GUABTpaU¥s CATHaJa

filtration, n. ¢uasrpauns (f), notox (m)
{o-anre6p)

final, adj. ¢uHANLHBEIA, OKOHYATENLHBIH:
~ probability ¢puHaJIbHai BEPOATHOCTD; ~
reward ¢uHaNbHas WJAaTa; ~ type ¢u-
HaJBHBIH THI

fingerprint, n. oTmevarok (m) naasna

finite, ad;. xomeunwiit: ~ difference ap-
proximation XOHeYHOPA3HOCTHAA ANNPOK-
cuManus; ~ -dimensional distribution ko-
HeYyHOMepHOe pacnpefenenue; ~ Markov
chain xoneuynas wens Mapkosa; ~ mea-
sure KoHeUHas Mepa; ~ -memory channel
KaHaJ (m) ¢ KOHeYHOH NaMAThIO; ~ par-
tition xoHeyHoe pasbuenue; ~ population
KOHEUHas COBOKYNHOCTH, ~ probabilistic
automaton KOHEYHBIH BEPOSTHOCTHBIA aB-
TOMaT; ~ -range potential PUHMTHEH Ho-
TeHIHaI

finitely additive set function xomeuno-
ANAMTUBHAS DYHKUHA MHOXECTB

FIR (finite impulse response) filter
GUALTD (M) C KOHEYHHIM HMILYJILCHEIM OT-
KJIAKOM

first, adj. nepsmi: ~ arrival time MOMeHT
(m) mepporo mocTHXeHWd/TOMaZaHUA; ~
kind error ournbka (f) nepmoro pona;
~ passage time moment (m)/Bpems (n)
[epBOro JOCTHXEeHMA/NonafaHus/nepece-
4eHus; ~ return time MoMeHT (m) mepso-
I'0 BO3BpallleHUs

Fisher approximation ¢uireposckas an-
MPOKCHMalHs

Fisher exact test Tounni kpurepusi Pu-
Lrepa

Fisher F-distribution F-pacnpenenenue
(n) Puiepa

Fisher inequality HepaBencTso (n) ®u-
wepa

Fisher information undpopmaunus (f) du-
urepa

Fisher—Irwin test xpurepmii (m) ®ume-
pa-Hpsuna (Puwepa-AsiiTuca)

Fisher—Snedecor distribution pacnpe-
neneuue (n) Puurepa—Cuenexopa

Fisher transformation npeo6pasopanue
(n) ®uurepa

Fisher—Yates test xpurepnit (m) ®uuue-
pa—Hoasituca (Purepa—HWpeuna)

Fisher z-distribution z-pacnpenenenue
(n) ®uurepa

Fisk integral unrerpax (m) ®ucka

fixed-effects model mopexns (f) ¢ pukcu-
POBaHHHMH 3bdexTaMu

fixed point nenogBmxHax Touka



FKG-inequality ®K>K-nepasercTspo (n)

flat regression miaockas perpeccus

flatly concentrated family of probabil-
ity measures NJOCKO KOHUEHTPHPOBAH-
HOe CeMeHCTBO BEPOATHOCTHEIX Mep

flock, n. nyuwok (m), duok (m)

flow, n. mnorox (m): Bernoulli ~ notok
Bepuynau; continuous ~ HenpepbIBHLIA
IOTOK; input ~ BXOXHOH/BXOAALUMH IIO-
ToK; measurable ~ HM3MepUMEI# HOTOK;
multicommodity ~ MHOTONPOLYKTOBBIH
norox; Poisson ~ IIyacCOHOBCKHH IIOTOK

Fock representation npeacrasaenue (n)
doxka

Fock space npoctpancteo (n) ®oka

Fokker—Planck equation ypasneuue (n)
doxxkepa-Ilaanka

forbidden, adj. 3anpemesuwii: ~ minor
3allpEllleHHbIH MUHOp; ~ subgraph sanpe-
UIeHHEI# noArpad

forecast, n. uporuos {m): alternating me-
teorological ~ aJbTepHaATHBHHIH MeTeo-
POJIOTHYECKHH MporHos; statistical weath-
er ~ CTaTHCTHYECKHH MPOTHO3 MOTOABI

forest, n. gec (m): random ~ cayyaiusii
fec

form, n. ¢opma (f): bilinear ~ GuiuHed-
Has ¢opma: linear ~ JaHHelHas dopMa;
quadratic ~ xBanpaTu4Has popma; Wick
~ ¢opMma Buxa

formula (pl. formulae, formulas), n. ¢op-
myna (f): asymptotic ~ acUMOTOTH-
yeckas (opmynaa; Bayes ~  ¢opmyaa
Betieca; Clark ~  ¢opmyna Kuaapka;
Dynkin ~ ¢opmyaa Huukuna, Engset
~ ¢opmyaa Ourcera; Erlang ~ ¢dopmy-
Jaa Opaanra; explicit ~ saBHas popmyaa;
Feynman-Kac ~ ¢opmynsa Peitnmana—
Kana; Heisenberg ~ <¢opmyaa [eiszen-
6epra; inversion ~ <¢opmMyna obGparie-
aus; [t6 ~ opmyna HUro; Karman ~
¢opmysa Kapmana;, Khinchin ~ ¢op-
myna XwunuuHa; Kolmogorov ~ dopmy-
aa Koamoroposa; Kotel’nikov—Shannon
~  ¢opmyna KoreapuukoBa—Illennona;

Little ~  ¢opmyaa Jlurraa; Palm ~
¢opmyaa [laasma; Paoc ~  dopmyra
ao; Pollaczek-Khinchin ~  ¢opmyaa

[Tonnauexa—Xunuuna; quadrature ~ xBa-
npatypHas opmyaa; quadrature ~ with
random nodes xBaApaTypHad $HopMyJia co
caydakHbIMH y3jiamu; random quadrature
~ chayvaiHasd KBaJpaTypHasd ¢opMyJa;
reciprocal ~ ¢opmy.aa obpainenns; Shan-
non ~ dopmyna lllennona; Stirling ~
dbopmyna Crupaunra; stochastic Taylor ~
croxacTHyeckas ¢opmynaa Tsiiopa; total
probability ~ ¢opMyJsia NOAHOH BEpoOAT-
nocth; Weyl ~ ¢opmyna Beus

Forsythe algorithm asxropurm (m) ®op-
caiiTa
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Forsythe method meron (m) / ajroput™
(m) Popcaiita

Forsythe relation cootnowenue (n) ®op-
cadTa

Fortet—Kac
dopre-Kana

Fortet—Kharkevich—-Rozanov spectrum
cuekTp (m) Popre-Xapkesuua—Posanosa

Fortet—Mourier metric wmertpuka (f)
®opre-Mypre

forward difference passocts (f) Bnepen,
npAMad pasHOCTh

forwarding index wunnmexc (m) yckopenus

Foster criterion xpurepust {m) Pocrepa

four-fifth rule npasmio (n) yersipex na-
THIX

four-thirds law 3axon (m) yeTwpex Tpe-
reit (Puvyapacoua)

Fourier series psn (m) ®ypse

Fourier-Stieltjes transform mpeoGpazo-
Ban¥e (n) Pypoe-Cruarheca

Fourier transform npeo6pazosanue (n)
bypre

fractal, n. ¢ppakrtan (m)

fraction, n. npo6o (f): continued ~ ne-
npepeiBHas Apobb

fractional, adj. npoGumii: ~ Brownian
motion Apo6HOE GPOYHOBCKOE HBHIKEHHME;
~ factorial design npoGHHIA (aKTOpPHEIH
mnaH; ~ factorial experiment NpoGHBIH
(aKTOPHBIH 3KCIHEPUMEHT; ~ white noise
ApoOHEIA Gennldl 1UIyM

frame of reference cucrema (f) orcuera

Fréchet derivative npoussopHas (f)
®peure

free, adj. csoGomuniin: ~ Markov field cBo-
foqHOe MAapKOBCKOEe TOJE; ~ energy CBo-
GonHasa sHeprus; ~ field cBobonnoe noue;
~ gas cBOGONHEIH ra3

frequency, n. wacrora (f): absolute ~
abcodoTHas wactora; angular ~ yrio-
Bax vacrtora; block ~ 6nokoBas wacTO-
Ta; Brent—Vaissala ~ dacrota Bsaliccena—
BpenTa; cyclic ~ nuxauveckas 4acToTa;
~ interpretation of probability yactoTHas
MHTepIpeTallus BEPOATHOCTH; ~ modula-
tion yacToTHas monyusauus; ~ -modulated
oscillation 4aCTOTHO-MOOYIHPOBaHHOE KO-
aebanue; ~ of a random event dactora
caydaiiHoro coGHTHA; ~ -time spectral
density 4aCTOTHO-BpeMeHHas CIEKTPaJb-
Had IIOTHOCTh; Nyquist ~ wactota Haii-
kpucTa; phase ~ characteristic dasoBas
YaCTOTHas XapakTepucTuka; relative ~
OTHOCHTeJNbHad 4YacToTa; sample ~ BbI-
Oopounas vactora; side ~ GokoBas 4a-
crora, cuytHuk (m); statistical stability
of frequencies craTHCTHYECKAA YCTOHYH-
BOCThH 4aCTOT

Friedmann—Keller equations
Hus (pl) Opuamana—Kenrepa

theorem Teopema  (f)

ypaBHe-
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Frobenius partition pas6uenne (n) Ppo-
GeHuyca

Fubini theorem Teopema (f) OyGunu

fully accessible queueing system mos-
HONOCTYTIHasd CHCTeMa O6CIYXHBaHUA

function, n. ¢yukuus (f): additive ~
agguTHBHas QyHKuuA; additive set ~
adIUTHBHAs QYHKIMA MHOXecTB; admis-
sible decision ~  pgonycTHMas pelIaio-
mas ¢yukuus; alpha-excessive ~ anabga-
sKclueccHBHaA (yHkuus; almost Borel ~
noutu OopesdeBckas GYHKUHMA; autocor-
relation ~  aBTOKOppeNALUHOHHAA/KOp-
pesiuoHHas (GYHKIMS, autocovariance
~  aBTOKOBapHAIHOHHai/KOBapHALHOH-
Has GyHkuus; averaged spectral ~ ocpen-
HEHHas CHeKTpaJbHad QyHxums; DBayes
decision ~ BelecoBckas peliaoiias GyHkK-
1muA; Bessel ~ ¢yukuus Becceas; beta
~ Gera-byukuus; bispectral ~ 6Gucnek-
TpansbHad ¢yukuus; Borel ~ Gopeses-
ckad ¢yHkuus; cadlag ~ xamaar GyHK-
mus (HENpepHIBHAs CIpaBa W HMeOIad
KOHEUHHIE mpefennl caesa); characteristic
~ XapakTepHCTHYecKas (PYHKUUA; COm-
pletely additive set ~ BHoXHE anTUTHB-
Has QYHKUMA MHOXECTB; COncave ~ BO-
ruyTas GyHKUMA; concentration ~ QYyHK-
KA KoHuedHTpauuu; conditional distribu-
tion ~ ycioBHas GYHKIHA pacipeleie-
uui; conditional likelihood ~ ycioBHas
YHKIHUA NpaBAOMONOOUs; convex ~ Bbl-
nykaas GyHxius; correlation ~ xoppe-
JSUHOHHAS (GYHKIUuSA; cospectral ~ Ko-
cnekTpaJdbHas ¢yHKIuA; countably addi-
tive set ~ CUYETHO-aAQUTHBHAA (QYHK-
Ui MHOXECTB; covariance ~ KOBapHa-
UHOHHas (GYHKIOMA; critical ~ KpHTHYe-
ckass byHKUHUA; cross correlation ~ B3a-
MMHad KOpPpeJAUMOHHAas GYHKIHUA; CLOSS
covariance ~  B3aMMHas KOBapHAlMOH-
Hast QYHKUUSA; cross-spectral ~ B3aHMHas
cnekTpaabHas yHkuusA; cumulant gener-
ating ~ TpoHM3BoAAINas (PYHKUIHS KyMY-
asuTos; cumulative distribution ~ GyHk-
UM pacupefenenus; cumulative spectral
~ KYMYJATHBHas CHeKTPajJbHas (PYHK-
wus; decision ~ pentatomias GyHxuus; de-
viation ~ Gyuxuus yxjsonewuw; digam-
ma ~ pguramMma-dysxuma; Dirac delta
~ penvra-pyuxuus Hupaxa; discrete dis-
tribution ~ MUCKpeTHOE pacHpeleJeHHEe;
discriminant ~ HOHCKpAMHMHaHTHasi PYyHK-
uus; distribution ~ ¢yHKUMs pacipene-
neuus; empirical distribution ~ >MIOHpH-
yecKas (YHKIUMA paclnpelejeHusd; empiri-
cal influence ~ >mnupHYeckas GYHKIHSA
BausHusA; empirical orthogonal ~s smun-
PHYECKHEe OpPTOTOHAJbHHE (YHKIHHU; em-
pirical quantile ~ 3>MIHpHYecKas KBaH-
THJIbHAA (yHKuUMs;, envelope of a power

~ orubaorad QYHKIHH MOIIHOCTH; €S-
timable ~ @yukuusA, gomyckamolas He-
CMeIeHHYI0 OUeHKY; evolutionary spec-
tral ~ >BOMIOHMOHUPYIOMIAA CHEKTPANb-
Hast QYHKUMA; excessive ~ BSKCIHECCHBHAA
byukuus; exponential generating ~ 3kc-
TIOHEHUMAJbHAA TPOU3BOAAIIAA (DYHKIIA;
F-adapted ~  F-apmantuposannas (F-
corsacoBaHHasn) Gyuxkuus; failure rate ~
(GYHRIMA HHTEHCUBHOCTH oTkKa3za; Feller
transition ~ (ensepoBCKas NepexogHas
$yuxuus; finitely additive set ~ xonedHO-
aAMTHBHAaA (QYHKUMA MHOXECTB; gain
~  ¢yukuMs seiurpaima; Gallager ~
dyuxuusa [anmarepa; gamma ~ ramma-
dyuxuusa; Gaussian random ~  rayc-
COBCKas cayvaitHas yukuus; generalized
correlation ~ 060bIIEHHAA KOPPEJIAUHOH-
Had ¢yHKuus; generalized ~ o06obien-
Hag GYHRUMS; generating ~ TPOU3BOAA-
mas ¢yukuus; Green ~ ¢ynkuusa ['pu-
Ha; Haar ~ ¢yuxuus Xaapa; Hankel ~
dyukuus Taukens; harmonic ~ rapmo-
HHYecKas ¢yurums; harmonizable corre-
Iation ~ rapMoHu3yeMas KOppeJIAIHOH-
Hasd pyHkuus; hazard ~ QYHKIHA HHTEH-
CHBHOCTH OTKasa; hazard rate ~ Qyux-
U MHTeHCHBHOCcTH oTKa3za; Hilbert ran-
dom ~ ruanGeproBa caydadHas QyHK-
uds; homogeneous correlation ~ onno-
pomHas KoppedsliMoHHas QyHkuu#; homo-
geneous isotropic correlation ~ omHopon-
Hasd HM30TPONHas KOppeAAUuoHHas GyHK-
wus; homogeneous transition ~ omHOpoOa-
Haj/cTalMOHapHad TepexonHas PYHKIHA;
hyperbolic ~ runepboanyeckas ¢yHk-
uusA; impulse response ~ UMOyJbLCHas
nepexofHas dyHKuus; incomplete gamma
~ HenonHas raMmMma-byukiuus; influence
~ GYHKUHA BJHAHMA, invariant decision
~ HMHBApHaHTHai pelraliias QYyHKIUS;
Joint distribution ~ cosMecTHast ¢yHK-
nus pacupeneaenus; leading ~ Bemymas
dyuxuus; leading ~ of a point process
Benyuias QYHKIMA TOYEYHOTO TPOoHecca;
Lévy spectral ~ cnexTpajabHas QYHKIUHS
Jlesn; likelihood ~ GyHKLHA npaBIoOINoO-
nobus; load ~ ¢yHkuus sarpysku; log-
concave ~  JOrapudMUUYECKH BOTHYTas
byuxuus; log-convex ~ JjorapubmMuye-
ckH BhInykJias oyukuug; log-likelihood ~
norapudmMudeckas GYHKIHA TPaBAONOnoO-
6us; logarithmic likelihood ~ sorapug-
MuYeckas GyHKUMA npasmononcbus; lon-
gitudinal correlation ~ muponoabHas Kop-
pensiiuonHas yHxkuus; loss ~  pyHK-
U TMOTeph; lower ~ HHXHAA QYHKIOHA;
Lyapunov stochastic ~ cToxacTuyeckas
dyukuus JlanyHosa; marginal distribu-
tion ~ MapruHajdbHas QYHKOHA paclpe-
neneuus; marginal likelihood ~ wmapra-



HadibHass (YHKUMs TPaBAOMONOGHA; Mmea-
surable ~ u3amepumas dyukuus; member-
ship ~ GYHKUMS TPUHAMIEXHOCTH (He-
YEeTKOMY MHOXecTBY); minimal decision ~
MUHMMaJbHAA Delllalollad QYHKIHA; mini-
mal excessive ~ MUHHMaJibHaA SKCUECCHB-
Has ¢yHKuds; modified Bessel ~ Monu-
¢uumMpoBaHHas GyHKuHA beccens; Mobius
~ yrxuus Mebuyca; moment ~ GyHK-
uns MoMenTOB; multiplicative ~ MyJabTR-
naMKaTHBHass GyHkuMs; negative definite
~ OTPHIATEJBHO OIpefecHHas GYHK-
uHus; nonanticipating ~ HeylpeXJaloLias
¢yuxuua; normal transition ~ HOpMaJb-
Hasf nepexonHas GyHkuus; objective ~ ne-
sneBast pyHKUMA; optimal decision ~ onTH-
MaJbHas pellawinas QyHruus; orthogo-
nal ~s oproronansnsie pynkuun; Palm ~
¢yuxuus lanxema; partial autocorrelation
~  (YHKIMA YaCTHOK aBTOKOpPENSLHH;
partial autocovariance ~ (GYHKIUHA 4aCT-
HOW aBTOKOBapuauuu; partial correlation
~ YacTHasd KOppeAsnHOHHas GYHKIHA;
partial covariance ~ (QyHKUHA YacTHOH
KOBapHauuy; penalty ~ wrrpadHas GpyHk-
uus; polar correlation ~ noasphas koppe-
asuMoHHas GyHKUuA: polygamma ~ mno-
auramma byHkuus; polyspectral ~ nosu-
cneKTpajbHas QYHKIUA; positive definite
~  TOJOXWTEJILHO ONpeHeJeHHas (YHK-
uus; positive semidefinite ~ HeoTpuua-
TEJbHO onpedeneHHas GYHKIUL; potential
~ NOTeHUHaJbHast YHKUHA; power ~ of
a test GYHKIASA MOIIHOCTH KDHTEDHS; pIi-
mordial ~ dyunaMeHTaJIbHASL YHKIUSA;
probabilistic generating ~ BeposTHOCT-
Haid NpoM3Bolsmiad GYHKUMA, quadratic
loss ~ kBanpaTHueckas GQYHKIMA MO-
Tepb; quadrature spectral ~  KBalpa-
TypHas CHeKTpaJbHas GYHKUUA; quasi-
likelihood ~ @GyHKXUHS KBa3HIPABIONO-
nobus; Rademacher ~ @ynkuns Pane-
maxepa; random Boolean ~ cayuaiinas
GyneBa GyHKIHUA; random ~ caydadHas
pyuknus; randomized decision ~ panmo-
MHU3UPpOBaHHadA peuratorias GyHKuus; rate-
distortion ~ CKOpPOCTb CO3[aHHA COOOILIe-
HUH; regression ~ (QYHKUHS DErpeccHy;
relay correlation ~ pejelinas koppeJs-
nnouHads Gyukums; relay cross correlation
~ peneliHas B3aMMHAsd KOPPENANHOHHASL
dyukuus; reliability ~ (QyHKUMS Haaex-
HOCTH; renewal ~  (YHKIMI BOCCTAHO-
saeuus; Rényi distribution ~ ¢yuxuus
pacnpenenenus Penvu; response ~ $yHk-
IHA OTKJIMKa; reward ~ TeKyuias IJia-
Ta; ridge ~ rpebuenas/xpebToBas pyHK-
uus; risk ~ byuxuus pucka; sample cor-
relation ~ BrIGOpOYHA® KOPPEJSIHOHHAS
¢yukuus; sample covariance ~ BEGO-
poYHas KOBapHalMOHHas (QYHKIUHA; sam-
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ple ~ BpoiGopouHas GYHKUMA, TPAEKTO-
pus, peadusanus; Schwinger ~ yHKUIHA
[liBunarepa; score ~ (PpyHKUAA METOK; sign
correlation ~ 3HaKoBasd KOppeJdsIMOHHAS
dyuxuns; slowly varying ~ MeIJEHHO Me-
Hsomascs ¢Gpyukuus; spectral ~  cnek-
TpanbHas QyHKuHsA; stationary correlation
~ CTallHOHapHas KOPPEeNAUHOHHA DYHK-
uuA; stationary transition ~ CTaHOHApP-
Haf TiepexofHas MYHKUHHA; step ~ CTy-
nenyatas HyHkuus; stochastically contin-
wous transition ~  CTOXaCTHYECKH He-
npephiBHas TepexogHas (QYHKUHA; Strict-
ly convex ~ crporo BeinykJaas GbyHKIus;
strong Feller transition ~ cuabHO deie-
pOBCKas mepexofHas (GYHKuHs; structure
~ cTpyxkTypHas &yukuus; submodular
~ cybMmomynsphas GyHKuus;, supermod-
ular ~ cynepmonynaspHas ¢GyHKuMs; tem-
perature Green ~ TemnepaTypHas QyHK-
uus ['puna; terminal decision ~ QyHKIHA
3aKJIOYUTENBHOTO pelleHns; transcenden-
tal ~ TpaHcueHmeHTHas GYHKUMA; trans-
fer ~ nmepemaTounas ¢GYHKUHA; transi-
tion ~ mepexonuas (QyHKUUA; transverse
correlation ~ TionepeYyHas KOPPeASLHOH-
Has ¢yukuun, trial ~ mpobHas pyHxius;
U-estimable ~ ¢ynkuus, nonyckaiormias
HecMereHnylo ouerky; U-estimable linear
~ JIMHEeHHad DYHKIHUSA, JONYCKAIOIas He-
cMeteHHY10 oueHky; unbiased decision ~
HecMellleHHas pellafoas GYHKUMS; Uni-
formly best decision ~ paBHOMepHO Jyu-
ulas pewiaoinas QYHKUKA; Upper ~ Bepx-
HAA ¢yukuus; Ursell ~ dynkuus Y pcei-
aa; utility ~ GyHKuRS noJesHocTel; value
~ ¢yukuus nennoctu; Walsh ~ ¢ynk-
uus Yourra; weight ~ BecoBas GYHKUHS;
Wightman ~ ¢ynxuus YaiiTMaHa

functional, n. ¢yukuuoran (m): action ~
dyukuMonan neucteus; additive ~ amnu-
THBHBIH yHKUKOHAN; associated ~ co-
TPOBOXKAAIOMIME DYHKUHOHAH {CIydadHO-
ro MHOXecTRa); boundary ~ rpaHWYHBIH
dyukumonan; boundary ~ of a random
walk rpanuyHbii QYHKIHMOHAN OT CIYYaH-
Horo Gsryxnanus; characteristic ~ xapax-
TEPUCTHYECKHH GyHKUMOHaAJ, correlation
~ KOPPEJIAUHOHHEIH GyHKIMOHAL; ~ of a
Markov process GyHKuuoHaJ OT MapKOB-
ckoro uponecca; lower boundary ~ HuX-
HHH T'DaHUYHBIA GYHKIHOHAJ, minimum
distance ~ QYHKHMOHAJ MMHHUMAJILHOIO
paccrosuus; Minkowski ~ QyHKUHOHAN
Munkosckoro; multiplicative ~ MyJabTH-
MJIHKATUBHBIA (YHKUMOHAT; totally dis-
continuous ~ BIOJHE Pa3PbIBHBIH QYHK-
uMonad; upper boundary ~ BepXHHUH Trpa-
HUYHBIA $ynkumonas; Wiener ~ BuHe-
POBCKHH DYHKIHMOHAN

fundamental, adj. pynnaMenTanbHbI#H: ~
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lemma of mathematical statistics dpynna-
MeHTaJbHaA JEMMa MaTeMaTHYeCKOH cTa~
Tuctukk (nemma (f) Helimana-Ilupcona);
~ matrix GpyHAaMeHTanbHas MaTPHIA

G

gain, n. BuErpHiu (m), KospdHuneHT (M)
ycunends: ~ of a filter xoaddunnent ycu-
nenus puabTpa; ~ function dyuxuus (f)
BHIMTDHIILA

Gallager function ¢ynkuus (f) Famra-
repa

Galton—Watson process
TaasTona~-Barcona

Galerkin’s approximation
uue (n) Fanepxuna

gambler’s ruin problem
pazopeHHH (HIpoKa)

game, n. wurpa (f): cooperative ~ ¥o-
onepaTuBHas urpa; lower value of a ~
HUXKHAA LeHa MrpH; mixed ~ cMellaH-
Hasi/paHIOMU3MPOBaHHAas HMIrpa; RONCOOD-
erative ~ HeKoonepaTHBHas urpa; pebble
~ ¢uuteynas urpa; randomized ~ pan-
HOMHM3HpOBaHHad Wrpa; statistical ~ cta-
THCTHYECKas Hrpa; two-person ~ HIpa
IByx Jauu; upper value of a ~ BepxHas
IeHa MT DI

gamma approximation raMMa-anmpox-
cumanus (f)

gamma distribution ramma-pacnpeneie-
e (1)

gamma function ramma-pysxuus (f)

gamma-percentile operating time to
failure ramma-upouenTHas HapaGoTKa

Garcia—Wachs algorithm  aaropurm
(m) lapcua—Yoxkca

Gateaux derivative
Taro

gauge model kaxuGpoBoyHas Monelb

Gauss—Markov theorem TeopeMa (f)
laycca-Mapkosa

Gauss inequality Hepasenctso (n) I'ayc-
ca

Gauss transform
Tlaycca

Gaussian rayccosckui: ~ channel rayc-
COBCKMH KaHaJ; ~ covariance rayCccoBCcKas
KOoBapHalus; ~ cylindrical measure rayc-
COBCKas UHJIMHAPHYECKad Mepa; ~ distri-
bution rayccoBckoe/HopMasbHOE pacnpe-
peaenune; ~ dynamical system rayccos-
cKad OMHAMMYECKas CHCTeMa; ~ law rayc-
COBCKMA/HOpMaJbHBIH 3akoH; ~ Markov
process TayCCOBCKMM MAapKOBCKHH TNpoO-
HeCc; ~ measure IayCcoOBCKas Mepa; ~
Drocess TayCCOBCKMN WPpOLECC; ~ ran-
dom element rayccOBCKMH cJhyvaWHBIH

npouecc (m)
pHOJIHKe-

samava (f) o

npouaBofgHas {m)

npeobpazosanue (n)

sneMeHT; ~ random function Tayccos-
cKas caydaiHas QYHKHuA; ~ random ma-
trix rayccoBckasd ciydadHas MaTpHla; ~
random set rayccoBckoe cJaydaiiHoe MHO-
xecTpo; ~ random variable rayccoBckas
cayyailinad BeJIMYHHa;, ~ semimartingale
rayCCOBCKMH CEeMMMapTHHTal; ~ state
rayCcCoBCKOe COCTOsIHME; ~ stationary pro-
Cess TayCCOBCKHH CTallHOHAPHBIH TPOLECC;
~ white noise rayccoBckuil GeJnlit 11yM

Gelfand integral wunterpan (m) Texs-
danga

general branching process ofmmi Be-
TBAMMHCA mpolecc, npomecc Kpamma—
Moge-Srepca

general linear model o6was aunelnas
MOZiENb

general population
KYTHOCTH

generalized, adj. o06oGmeHHEI#H: ~ arc-
sine distribution o6oblIenHOe pacipenede-
HHe apKkCHHyca; ~ Bayes estimator 0606-
mieHHas GedecoBckas ouenka; ~ block de-
sign o6OGIEeHHBIH GJOYHBIM IJIaH; ~ COI-
relation function o6obwenHas xoppeds-
unoHHas yHkuus; ~ function o6obien-
Hast ¢yHkuma; ~ hypergeometric distri-
bution oGo6IenHoOe THIIEPreoMeTPHIECKOE
pacupenenenue; ~ hypergeometric series
distribution ofGofnienHoe pacnpenesienne
I'HAEPreOMETPHYECKOTO Pifla; ~ Mmeasure
o6obrieH At /3HaKonepeEMENHAA Mepa, 3a-
paa (m); ~ random field oGobiiennoe ciy-
yalivoe mose; ~ random process 0606-
INeHHBIH ClyYalHBIH Hpouecc; ~ regres-
sion experiment 0GOCLIEHHBIH perpeccu-
OHHEIX 3KCIEpHMEHT; ~ spectral density
obobmenHas crnekTpa/abHad IOTHOCTD; ~
stationary process oGOGILEHHBIH CTALHO-
HapHEIH mpolecc; ~ stochastic convolu-
tion o600IIeHHas CTOXaCTHYECKas CBEPT-
Ka; ~ variance o6o6leHHas QUCIEPCHA; ~
Wishart distribution o6o6IeHnHoe pacipe-
nejenne Y MiapTa

generating function MPOU3BOAKILIAL
¢yukuuia: ~ of a random variable npo-
H3BOMATHAA DYHKUHS CIYYAHHONA BEJIHUH-
HBI; moment ~ HPpOU3BonAMlas QYHKIHAA
MomeHTOB; probability ~ BeposTHoCTHaR
NMPOH3BOAANIax DYHKIUA

generator, n. TPOH3BONAINHMA/MHDUHKTE-
3MMaJaBHEE oneparop, obpasyiomas (f),
redepatop (m): congruential ~  KoH-
IPYSHTHHH reHepaTop (CIyYaHHBIX YH-
cen); ~ of random numbers paTyuK
(m) / renepatop (m) cayyaiHEIX YHCEN

generatrix, n. obpasyiomas (f) (aunus)

genetics, n. rewetuxa (f): populational ~
NONyJAAUHOHHAS TeHETHKaA

genus distribution pacnpegenenne (n)
Ao pony

TeHepaJibHafg COBO-



genus of a graph pox (m) rpada

geodetic block reomesnueckun Giaok

geometric, adj. reomerprueckmi: ~ dis-
tribution reoMeTpHYeCcKoe paclpefie/IeHHE;
~ graph reoMeTpuueckun rpad; ~ process
TeOMEeTPHYECKHH Npollecc

geometry, n. reomerpus (f): integral ~
HHTerpajJbHad reoMerpus; stochastic dif-
ferential ~ cToxacTuueckas nupdepen-
uuaJibHas reomerpus; stochastic ~ cro-
XaCTHYECKas reOMeTpHA

geophysical turbulence reodusnyeckas
TYpOyfeHTHOCTH

geostrophic turbulence
ckasd TypOy/aeHTHOCTH

Gibbs density nsorsocts (f) I'nG6ca

Gibbs distribution pacnpenesenne (n)
I'u66ca

Gibbs effect ssaenne (n) ['n66ca

Gibbs finite state xoneunoe cocrTosnue
['u66ca

Gibbs postulate nocryasar (m) ['u66ca

Gibbs random field rué6cosckoe cay-
yaifHoe IHoJie

Gleason theorem reopema (f) I'nucona

Glivenko—Cantelli theorem Teopema
(f) Tunpenxo-KanTennu

Glivenko theorem teopema (f) I'nuen-
KO

Gnedenko theorem reopema (f) 'renen-
KO

goodness-of-fit test xputepuit (m) co-
rJIacHq

Goursat stochastic problem croxacTu-
yeckas 3aqava ['ypca

Gram—Schmidt orthogonalization op-
Toronaysusanus (f) I'pama—IlImunra

grand canonical ensemble Goabwioi xa-
HOHUUECKHMH aHcaMOab

granulometry, n. rpanysomerpus (f)

graph, n. rpad (m): antipodal ~ amu-
THNOZAJLHLIA rpad; biconnected ~ nBy-
cBA3HHIA Tpad; bicyclic ~ GUUUKJIAYE-
ckui#t rpad; bidirected ~ pByHampaBieH-
et rpad; binding number of a ~ um-
cno (n) ceasHocTH rpada; bipartite ~
OBYIONbHEIH Tpad; biplanar ~ Gumia-
HapHbIH rpady; bipolarizable ~ 6Gumoas-
pusyeMbii rpad; bridged ~ MocToBoil
rpad; Cayley ~ rpadp Ksam; circum-
ference of a ~ oxpyxuocTs (f} rpa-
da; close-packed ~ TOYHO ymaKOBaHHBIH
rpad; chord ~ rpad xopa; chordal ~
XOpHOOBEIR Tpad; circulant ~ UUKJIOBBIH
rpad; cochromatic ~ KoOXpoMaTHYECKHH
rpad; color-critical ~ KpHTHYeCKH# 1O
uBeTy rpad; complete ~ noNHBIH rpad;
connected ~ cBa3HBIA rpad; contracted
~ CXaTH# rpad; contraction-critical ~
KPHTHYECKH CTArMBaeMBlil rpad; convex
~ BHINYKJAHI rpad; co-strongly perfect

reocTpoduie-
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~  KOCHJIbHO-COBEpIUEHHEH rpad; cubic
~ Kybuueckuit rpad; dense ~ IIOT-
Hbli rpad; directed ~ OpPHEHTHPOBAHHEBIR
rpad; distance-regular ~ OUCTaHIKOHHO-
peryaspHbeii  rpad; distance-transitive
~  IHCTAHIMOHHO-TPAH3HTHBHHIH Tpad;
eigenvalue of a ~ coGcTBEeHHOe 3HaYeHHe
rpada; extension of a ~ pacuUIMpeHHe rpa-
¢a; Feynman ~ rpadp Peiinmana; genus
of a ~ pon (m) rpada; geometric ~ reo-
MeTpHYecKHil rpad; ~ coloring packpac-
xa (f) rpada; ~ of finite genus rpad xo-
HEYHOro pofa; ~ rewrite system cacreMa
(f) nepenucu rpados; grid ~ peuleTya-
T rpad; hallian ~ rajanauHOBHI rpad;
hereditary modular ~ HacleacTBeHHO Mo-
OyJApHEIR Tpad; interchange ~ rpad 3a-
MeH; interval containment ~ rpad BJiOXe-
HUA HHTEPBAaJOB; interval ~ WHTEPBAIb-
ubI# rpad; join of graphs coenuuenue (n)
rpados; labelling of a ~ paamerka (f)
rpada; minimal cut of 4 ~ MHHMMAJIb-
HEIA pa3pe3 rpada; multipartite ~ MHo-
TOOOJBHEIN rpad; n-partite ~ n-JOJbHBIA
rpad; niche ~ rpag-uuwa (f); node-
weighted ~ rpad CcO B3BELUEHHBIMH ¥3-
namu; non-Hamiltonian ~ HeraMuJabTO-
HOB rpad; nonoriented ~ HEOPHEHTHPO-
BaHHBIA rpagd; opposition ~ ONINO3HIH-
OHHBIA rpad; outerplanar ~ BHelIHenda-
HapHBIN Tpad; pancyclic ~ maHuuKAHYe-
cku#t rpad; path-like ~ uemuo# rpad; per-
ceptual ~ mnepuentyaibHH#E rpad; per-
fect ~ cosepuieHubi#t rpad; permuta-
tion ~ rpad mnepecTaHOBKHW; planar ~
nJaaHapHEIA rpad; polytopic ~ mosnuTon-
e rpad; prime distance ~ rpad mpo-
CTHIX DacCTOAHUMH; quasi-parity ~ KBa-
3HYeTHHIH rpad; random ~ CHOydYadHBIH
rpad; rooted ~ xopHeBoH rpad; self-
complementary ~ CcaMOZONOJHHTEJIbHEIA
rpad; signal flow ~ curHaabHeii rpad;
slim ~ cTpouHbIi rpad; sparse ~ paspe-
XEHHBIH rpad; strict quasi-parity ~ cTpo-
ru#l KBa3uueTHbH rpad; strongly connect-
ed ~ cHJIbHO CcBA3HBIN rpad; strongly reg-
ular ~ cHAbLHO peryiaspHHui rpad; theta
~ ToTa-rpad; Turan ~ TYypaHOBCKMH
rpad; undirected ~ HeOpHEHTHPOBAH-
HbIi rpad; unicyclic ~ yHHUHKAWYECKUH
rpad; vertex-transitive ~  BEPUIMHHO-
TPaH3UTHBHEIH rpad; visibility ~ rpad
BUIMMOCTH; weak bipolarizable ~ cna6o
6HIONAPH3YeMBIH Tpad

graphical representation of data rpa-
¢duyeckoe mpefcTaBIEHNE TAHHBIX

greatest common subgraphs nau6osan-
wue obume noarpadur (pl)

greedoid, n. rpunonn (m)

greedy set xalgHoe MHOXeCTBO

Greek-Latin rpeko-nratunckuii: ~ cube
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rpexko-JaTHHCKHR Ky6; ~ square rpeko-
JATHHCKMH KBanpaT

Green function ¢yuxuus (f) I'puna

grid, n. pewetka (f): ~ graph pewerya-
TH# rpad

Griffiths inequality
I'pudpdurca

Gross topology Tonosorns (f) ['pocca

gross-error sensitivity uyscTBuTENH-
HOCTH (f) K Goasuimm omwnGKam

ground state ocHOBHOe COCTOAHHE

group, n. rpynna (f): discrete renormal-
ization ~ OWCKpeTHas PEHOPMIpYINa; ~
allocation of particles pasmeinense (n) ya-
CTHI KOMIJEKTaMHu; ~ code IpynnoBOK
xon; ~ delay rpynmoBas sanepxkxa; ~ di-
visible design cxema (f) ¢ meIMMOCThIO Ha
rpynnsl; Korvin ~ rpymna Kopsuua; Lie
~ rpynna Jlu; measurable ~ u3mepumas
rpynna; Moore ~ rpyunna Mypa; random
walk on a ~ caydaiiHoe OnyxIaHHe Ha
rpynine; renormalization ~ peHOpPMaJiH3a-
IMOHHAsA TpyNna; root-compact ~ KopHe-
KOMIIaKTHaf rpymnmna; statistical ~ theory
CTaTHCTHYECKas TeopHA Tpynm; stochastic
~ CTOXacTHYeCKas TPyIIa

grouped data crpynnupoBaHELIe NaHHEIe
(1)

grouping, n. rpynnuposka (f): correction
for ~ monpaska (f) Ha IPYyNIHPOBKY

H

Haar function ¢yuxnus (f) Xaapa

Haar measure wmepa (f) Xaapa

Hadamard matrix marpuna (f) Anama-
pa

Hahn theorem Tteopema (f) Xana

Hall theorem Teopema (f) Xomuaa

hallian graph raasuHoBLIE rpad

Hamburger theorem teopema (f) 'am-
Oyprepa

Hamiltonian cycle raMHIbTOHOB HKKJI

Hamiltonian path rammuibToHoB TYTH

Hamiltonian strategy ramuasTOoHOBa
CTpaTerus

Hankel function ¢ysxuusa (f) Fanxens

Hannan—-Quinn criterion xpurepuit (m)
Xenana-Kyuuna

Hardy entropy smtponns (f) Xapau

harmonic, adj. rapmonuveckuit: ~ av-
eraging TapMOHHYECKOE YCDENHEHHE; ~
function rapMonuyeckas GyHKUHA; ~ in-
terpolation TapMOHWYECKas HHTEPIOJS-
IHS

harmonizable, adj. rapmomuzyemerit: ~
correlation function rapMoHM3yeMas KOp-
pessuuoHHas ¢GyHkuus; ~ random field
rapMOHHM3yeMoOe cAaydaiHoe ToJie; ~ ran-

HepaBeHCTBO (1)

dom process TapMOHM3YeMBIH CIYYaHHBIH
Hpouecc

Harris recurrent Markov chain sos-
BpaTHas no Xappucy uens Mapkosa

hashing, n. xeumposanue (n), cMeninsa-
H¥e (n): ~ scheme cxema (f) cMenBanus

Hausdorff theorem Teopema (f) Xayc-
nmopda

hazard function ¢yuxuus (f) unrencus-
HOCTH OTKa3za

hazard rate function ¢yuxuns (f) un-
TEHCHBHOCTH OTKa3a

heavy traffic Goaburas marpyska

Heisenberg formula dopmyna (f) ei-
3eHOepra

Heisenberg model wmonens (f) Tekzen-

6epra

helical turbulence cuupansuas Typ6y-
JIEHTHOCTH
helicity, n. cnupamsrocTs (f): mean ~

CpeloHss CHHPAJBHOCTH

Hellinger distance paccrosuue (n) Xea-
JHHTEepa

Hellinger integral wunterpan (m) Xea-
JIHHTEDA

Hellinger metric merprka (f) Xeuanun-
repa

Hellinger process npouecc (m) Xemaun-
Tepa

Helly theorem teopema (f) Xesun

hereditary, adj. HacnemcTBeHHEIA: ~ sys-
tem HacJaeACTBeHHas cHCTeMa; ~ modular
graph HacJencTBeHHO-MONYJAPHEIA Tpad

heritability, n. maciencTsennocts (f)

Hermite polynomial mnoaunom (m) Op-
MHTa

Hermitian matrix spmuToBa MaTpHua

Hermitian random matrix >pMuTOBa
caydaiinas MaTpHIa

heterogeneity, n. neomnopomsocTs (f)

heteroscedasticity, n. rerepockenactuu-
HocTh (f) (HeomHOPOZHOCTH MHCIEPCHH)

heteroscedastic regression rerepocke-
OacTHYeCKas Perpeccus

heuristic algorithm osepucTHueckui au-
TOPUTM

hexagon, n. wectnyroassuk (m)

hierarchical classification procedure
nponcaypa HepPapXWYecKod KiracCHOUKa-
IHH

hierarchical model uepapxuyeckas Mo-
NeJb

hierarchy, n. uepapxusa (f)

Higgs model mogeas (f) Xurrca

high-order Markov chain ciaoxnas nens
Mapxkosa

high temperature expansion sricoko-
TeMOEepPATYPHOE PA3fIOKEHHe

Hilbert random function ruas6epTona
cayvyainad GyHKUHS

Hille-Tosida theorem  reopema (f)



Xunae-Hocupa

histogram, n. rucrorpamma (f)

Hitsuda—Skorokhod construction xon-
crpykuus (f) Xurcynei—Ckopoxona (pac-
UIMPEHHOI'O CTOXAaCTHYECKOro MHTErpaJa)

hitting time momenTt (m) nepsoro noctu-
XKeHMd /NoNlafaHus/ iepecedeHu s

Hodges estimator ouenxa (f) Xomxeca

Hoeffding test xpurepuit (m) Xedauura

Holder’s inequality nepasencTso (n)
leaspepa

Holt—Winters model moneas (f) Xouas-
Ta~YHHTEpCa

homogeneity, n. ogsoponHocTs (f)

homogeneous, adj. oqnoponusii: ~ chan-
nel omHopomubld Kamajd; ~ chaos ogno-
PONHBIH Xaoc; ~ geometric process ofi-
HODOOHBIA Te€OMETPHYECKHH MNpoUecc; ~
isotropic correlation function ogHoponHas
H30TPONHAA KOPPEAAUHOHHAA QYHKIHA; ~
Markov chain ogHoponnas uens Mapxosa;
~ Markov process omHopomHEIT MapKOB-
CKMH MPOIECC; ~ measure OMHOPOTHAs Me-
pa; ~ random field onHoponHoe cayvaiHoe
noJie; ~ Space paBHOMEpPHOE MOPOCTpaH-
cTBO; ~ transition function ogHopomguas/
CTalMOHapHas TepexomHas GyHKuus

homogenization of a stochastic differ-
ential equation ycpennenue (n) croxa-
cTudeckoro quddepeHnatbHOTO YpaBHe-
HUA

homoscedastic regression roMockenga-
CTHYeCKas perpeccus
homoscedasticity, n. romockemacTuy-

HocTh (f) (onHOpOmHOCTH mHCHepcHi)
honeycomb lattice coToBas pelieTka
hook-free coloring Geckprokosas pac-

KpacKa.

Hopf equation ypasuenne {n) Xonda

horizon of a model ropusont (m) Monenn

Hotelling T?_distribution T%-pacnpege-
senue {n) Xoremuuura

Hotelling test xpurepuit (m) XoTennun-

ra, T?-xpurepuit (m)

Huber estimator ouenka (f) Xbiobepa
hull, n. o6oxouka (f): convex ~ BBIIyKaas
obousiouka; linear ~ JsuHedHas 060J0YKa

Hunt process npouece {m) Xanrta
Hurst effect spaenue (n) Xepcra
hydrodynamic limit rugponunamuye-

CKHH Tpeues
hydrodynamics equations

{pl) runpoguHaAMHKY
hydromagnetic turbulence rugpomar-

HUTHaZ | MarHETOTrHIPOLMHAMHYECKAA

TYypOYJEeHTHOCTH
hyper, n. runep (m)
hyper-Greek-Latin cube (square) ru-

Heprpeko-IaTHHCKUH Ky6 (kBaapat)
hyperbolic function runep6onnueckas

dyHKUAA

YPpaBHEHHUSA
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hyperclaw. n. runepkorots (m)
hypercube, n. runepxy6 (m)
hypergeometric distribution runepreo-
METPHYECKOE PaclpenesieHue
hypergeometric series runepreoMeTpH-
YeCKWH PAL
hypergeometric series distribution
pacupefieseHue (n) rAIEPreOMeTPHYECKO-
ro pAxa
hypergraph, n. runeprpad (m): attribut-
ed ~ UpUNHMCAHHBLIH THHeprpad
hypergroup, n. runeprpynna (f)
hyperoval, n. rumeposaa (m)
hyperplane, n. runepmiockocts {f)
hypomorphism, n. rumomopdusm (m)
hypothesis (pl. hypotheses), n. runoTe-
sa (f): close hypotheses 6auskune/c6an-
xaronruecs runotessl (pl); composite ~
cloxHas rumotesa; ~ of the local kine-
matic self-similarity of turbulence rumno-
Tesa JMOKAJbHONO KHHEMATHYECKOIO MOLO-
611 TypOyJNeHTHOCTH; ~ testing IpoBep-
ka (f) rumoreser; Kolmogorov’s similar-
ity ~ rHnoresa momobus Kodamoroposa;
linear ~  JauHeWHas rHnoresa; null ~
HyJeBas/OCHOBHa IuinoTesa; one-sided ~
OHOCTODPOHHAS THIIOTe3a; sequential hy-
potheses testing mocaenoBaTedbHas MWpoO-
BEpKa THNOTe3; simple ~ mpocTas runo-
Tesa; testing of statistical ~ nposepka (f)
CTATHCTHYECKOH UIOTE3H!

I

ideal, adj. WpeaJBHEIH: ~ gas HACAJBHEIR
ra3; ~ metric uieajbHas METPHKaA

idempotent measure
Mepa,

identical, adj. ToxjecTBeHHBIH, OMUHAKO-
BBIH

identically distributed (i.d.) onunako-
BO paclpefieJieHHEIE

identifiability, n.
(f) (mapameTpoB)

identifiable parameter wunesTuduuUpy-
e€MbIH mapaMeTp

identity, n. Toxuectso {(n): combinato-
rial ~ KoMGHHATOpHOE TOXNECTBO; fac-
torization ~ ¢axTOPH3AMHUOHHOE TOX[E-
cTBO; ~ preserving transformation mnpe-
obpasoBaH#e (n), COXpaHAOLIee TOXMIe-
cTBO; resolvent ~  pe30JBBEHTHOE TO-
xaectBo; Riordan ~ Toxpectso Puop-
nana; Plancherel ~ Toxnecrso Ilnan-
wepens; Pollaczek—Spitzer ~ ToxaectTso
Hoanayexka-Cuutuepa; Spitzer—Rogozin
~ toxnaectBo Cuutuepa—Porosuna; Wald
~ ToxpecTBo Baanma

IIR (infinite impulse response) filter

HIEMIIOTEHTHAA

HIEHTHPHIHPYEMOCTD
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$UABLTP (M) ¢ GeCKOHEYHKM HMIYJIbCHBIM
OTKJIHKOM

image analysis anaun3 (m) uso6paxeHns

image processing o6padoTka (f) uzobpa-
KEHHA

immigration ummarpamas (f) (s BeTBI-
ILIeMCA TIponecce)

impossible event nesoamoxHoe cobniTHE

improper, adj. HecobcTBeHHHH: ~ distri-
bution HecofcTBeHHOE pacnpeleleHue

impulse, n. wmnynsc {m): ~ noise um-
NyJbCHasd NOMeXa, MMHYJIbCHBIA LIYM; ~
Poisson process MMnyJbCHEIH I1yacCOHOB-
cKuii mpomecc; ~ random process WM-
OYJbCHBEIA CIy4YadHEIH IpOLECC; ~ re-
sponse function ¥MoyascHas GyHKIHA OT-
KJIHKa

inadmissible estimator
OLIEHKa.

incidence, n. wHmMpenTHOCTH (f)

inclusion, n. sxaiouyenne (n): differential
~ pudpdepeHnHaILHOE BKIIOYEHHE; ~ -
exclusion method meron (m) BRIIOYEHHS
H MCKJIIOYEHHS

incompatible observables wuecoBMecTH-
Msle Habaonaembre (pl)

incomplete, adj. wemoanmi: ~ block de-
sign HeMOJMHBIN GiOUHbIH IaH; ~ data He-
nonHble nauusie (pl); ~ gamma function
HeTioNHad TaMMa-QYyHKHHs; ~ information
HenodHad uHpopmanus; ~ Latin square
HENOJHEIH JaTHHCKHA KBagpaT

inconsistent estimator mecocrosTens-
Has OLEHKa

increasing random process Bo3pacTato-
LIMH CIYyYaHHEIH IPOUECC

increment, n. npupamenue (n)

indecomposable, adj. HepaszaoXUMEA: ~
branching process Hepa3noXUMBIH BEeTBI-
wmitcs npouecc; ~ distribution Hepasio-
XUMoe pacmpefienenue; ~ Markov chain
Hepa3JoXuMas/HenpuBoguMas uens Map-
KOBa .

independence, n. HeszaBucumocTs (f): ~
number uncao (n) He3aBHCHMOCTH; mutu-
al ~ B3aMMHas He3aBHCUMOCTL, pairwise
~ TomapHad HE3aBHCHMOCTB; test of ~
KpHTepH# (m) He3aBHCHMOCTH

independent, edj. uesaBMcHMEIE: ~
events He3aBHCHMELe coBbiTHA (pl); ~ ran-
dom variables He3aBHCHMELIe ciyyaiiHEIe
Beauyuunl (pl); ~ trials HesaBUCHMBIE HC-
nsitanus (pl)

index (pl. indices, indexes), n. wuHAexc
(m): forwarding ~ WHIEKC YCKODEHHS; ~
of a distribution uHpgeKC pacmpeneJeHH;
ladder ~ JiecCTHHYHBEIH HHAEKC

indicator, n. unaukaTop (m): ~ metric
HHIMKATODHad MeTpHKa; ~ of an event
HHAXKATOP COORITHA

indifference part 6espaznruunas noas

HeOOIIYyCTHMaA

indifference zone 3ona (f) Gespasauyus

individual ergodic theorem uanxusuny-
aJbHad 5progudyeckas TeopeMa

induced subgraph nopoxpaenusii/unny-
HUpOBaHHLIA moaTpad

inequality, n. HepaBeHcteO (n): An-
derson’s ~  HepaBeHCTBO AHIEpPCOHa;
Bernstein’s ~ wuepasenctTso BepHiuTei-
Ha; Bernstein-Kolmogorov ~ mnepapen-
crBo Bepmtreiitna—Koamoroposa; Berry-
Esseen ~ mnepasencro bBeppu-Occee-
Ha; Bienaime—Chebyshev ~ HepapeHCTBO
Boeneme~Yebriuesa; Bonferroni’s ~ He-
pasenctBo DBondepponu; Bunyakovsky/
Bunyakowskil’s ~ HepaBeHCTBO ByHSIKOB-
ckoro; Burkhélder—-Gundy—Davis ~  we-
paseHcTBo Bypxxoasaepa—Tanns—Ilasu-
ca; Burling’s ~ HepaBencTso bepauura;
Cauchy—-Bunjakovsky ~ uepaseuctno Ko-
wn—Bynsakosckoro; Chebyshev’s ~ Hepa-
peHcTBO Yebmmmiera; correlation ~ xoppe-
JAUMOHHOE HepaBeHCTBO; Cramér’s ~ He-
paBercto Kpamepa; Cramér-Rao ~ He-
paBenctBo Kpamepa—Pao; Davis’ ~ nepa-
peHctBo IlaBuca; Doob’s ~ HepasencTBO
Hy6a; exponential ~ 3KcmoHeHUHANLHOE
HepaBeHCTBO; Fano’s ~ HepaBenctso Pa-
no; Fefferman’s ~ wuepasenctso Ped-
depmana; Fisher ~ mnepapenctrso Puuie-
pa; FKG-~ ®KXK-uepasencrso; Gauss’
~ HepaseHcTBo ['aycca; Griffiths’ ~ He-
paBetictso ['puddurca; Hélder’s ~ He-
paBeHcTBo ['enbmepa; Jensen’s ~ Hepa-
senctBo Mencena; Khinchin’s ~ Hepapen-
ctBo Xunumna; Kolmogorov’s ~ HepaBeH-
crBo Koamoroposa; Kolmogorov—Doob ~
HepaBeHCTBO Koamoroposa—Ily6a; Kraft—
McMillan ~ HepaBeHcTBO Kpadra—
Maxmaanana; Kunita-Watanabe ~ we-
pasercTBo Kyuura-Barana6s; Lebowitz’
~ HepapeHcTBO Jlebomuna; Lévy’s ~ me-
pasenctso Jlesu; Lyapunov’s ~ HepaBeH-
cTBo JlanyHosa; Markov’s ~ HepaBeHCTBO
Mapkosa; Minkowski’s ~ HepaBeHCTBO
Munkobckoro; Mises’ ~  HepaBeHCTBO
Museca; quasi-variational ~ xBa3uBa-
pHanKoHHoe HepaBeHcTBO; Rao—Blackwell
~ HepaBeHCTBO Pao—Baexysama; Rao-
Cramér-Wolfowitz ~ wuepaserictso Pao-
Kpamepa-Boabdosuna; Rosenthal ~ He-
paBeHcTBO PoseHTaus; Sanov ~ Hepa-
BesctBo Camona; Schwartz’ ~ mnepaBen-
creo IlIBapua; Slepian’s ~  uepaBen-
creo Crensna; smoothing ~ HepaBeHCTBO
CrJIa)XHBaHHUA; variational ~ BapHauu-
OHHOe HepaBeHCTBO; Varshamov-Hilbert
~ HepaBeHCTBo Bapuwamosa-T'uas6epra;
Wald-Hoeffding ~ nepaBeHcTBO Banbma—
Xedbauura

inertia, n. unepmus (f): ~ of meteorologi-
cal instruments HHEpUHA METEOPOJOTHYE-



ckux npubopos; ~ range of scales unepun-
OHHEBIH MHTEpBaJ MacIITaGoB

infant mortality wmaagendeckas cMmept-
HOCTb

inference, n. cTaTHCTHYECKHE BHIBOLEI
(pl): nonparametric ~ HelapaMeTpHYe-
CKMe CTaTHCTHYeCcKHe BhIBofbL (pl)

infinite, adj. Geckxoneunntii: ~ divisibility
Oe3srpaHuYHas NeJuMocTb; ~ Latin square
6eCKOHEYHBIH JATHHCKHH KBaxpaT

infinitely divisible 6esrpanuuso nesu-
mui: duality of ~ distributions nBo#-
cTBeHHOCTH (f) Ge3rpaHHYHO [EIUMBIX
pacnpenenenuit; ~ distribution Gearpa-
HHYHO [EeJHMMO€ pachpeaesieHue; ~ point
process 6e3arpaHHYHO OEMHMEIH TOYECYHBIH
npouecc; ~ random process Ge3rpaHny-
HO OeJHMBIH CJOyYadHEIH Ipollecc; ~ ran-
dom set 6e3rpaHUYHO AEAMMOE CAyYailHOe
MHOXecTBO; mixture of ~ distributions
cmech (f) GearpaHHYHO JEJHMEIX PacIpe-
JeJeHui

infinitesimal, adj. MHPHEHTEIHMAAbLHBIH:
~ matrix *HQUHATE3UMAIbHAA MAaTPHIA;
~ operator HHGUHUTE3UMAJILHEIA ONepa-~
TOp; ~ system of measures HHOUHUTE3IH-
MaJbHai CUCTEMa Mep

influence, n. Buausume (n): ~ curve Kpu-
Bad (f) Bausauus; ~ diagram gumarpamma
(f) Bumsiaus; ~ function dyuxuus (f) au-
SAHHA

information, n. uupopmanus (f), xouauve-
cTBO (n) HHQOPDMAUMH: a priori ~ anpH-
opHas HHbopManug; amount of ~ KoJuue-
cTBO MHpopManuHu; conditional ~ ycuos-
HOE KOJHYECTBO MHGpoOpMaluK; incomplete
~  HemonHas wuHbOpManmuA; ~ density
WH(POPMAUMOHHAA NJIOTHOCTH; ~ distance
HHqJOpMaJ.[KOHHOe PacCTOdAHHE; ~ measure
HHpOPMALMONHAS Mepa; ~ sequence WH-
dopMalMOHHAA TOCAEAOBATENLHOCTD; ~
stability unpOpMalMOHHAA YCTOHYHBOCTE;
~ theory Teopus (f) uubpopmaumu; ~
transmission nepenava (f) uHpopmauuu;
intrablock ~ BuyTpHu6GJOYHas HHPpOpMa-
itnst; Kullback-Leibler ~ wagopmans-
onnoe kxoawdecTso KyawnGaxa-Jleiibaepa,;
loss of ~ noteps (f) uadpopmauny; prior ~
anpuopHas wHopMmanus; rate of ~ trans-
mission ckopocTs (f) nepenaun mudopma-
uuy; Riemann ~ metric puManoBa uHbOp-
MalMOHHas MeTpuka; Shannon ~ wndop-
manus [llennona

informational correlation coefficient
HHDOPMAUHOHHKIK KO3PPUIMEHT Xoppe-
JAALAK

informativeness, n.
(f)

initial distribution mavamnHoe pacmpege-
JleHne

innovation, n.

HWH)OPMATHBHOCTDH

obuosJyenne (n): ~ com-

infant e Integral 109

ponent o6HOBJAIOI A KOMIOHEHTA; ~ Pro-
cess OCHOBJIAIONMH TPOLECC

input, n. Bxox (m), BXOZHOMH /BXONAIHKI
notok: Palm ~ Bxomno# motokx Ilauabma;
~ flow BxomgHolt/BXOMAMMA MOTOK; ~ sig-
nal BxomHo#l curHan; ~ stream BxomHo#/
BXOHJALUMH MOTOK; nonstationary ~ He-
CTAIMOHADHEIA BXONHOHM NOTOK; recurrent
~ onnHoﬁ/on,uﬂmni MOTOK C OrpaHu-
YEHHBIM IOCJAEOEHCTBHEM, PEKYPPEHTHHIN
TOTOK

inscribable polytope
MHOTOTPAHHUK

insensitivity problem npo6rema (f) He-
4yBCTBHTEILHOCTH / HHBAPHAHTHOCTH

inspection, n. koHTpoas (m), mpoBepKa
(f): acceptance ~ cTaTHCTHYECKME NMDH-
€MOYHEIH KOHTPOJb; ~ plan mian (m) KoH-
Tpoas; sampling ~ BEIGOpOYHas TMpOBEp-
ka; statistical acceptance ~ cTaTHCTHYe-
CKMiHl IPHEMOYHBIH KOHTDOJIb

insurance theory reopus (f) cTpaxosa-
HHA

integer, n. uenoe (yucao (n)): cyclotomic
~ IHUKJIOTOMHYECKOe LEeN0e

integrability, n. wunTerpupyemocts (f):
Bochner ~ wunTerpupyemMocTth 1o boxue-
py; Pettis ~ wunrerpupyemocts mo Iler-

BIIHCHIBACMBIH

THCY
integral, n.  wmmrerpan (m): Bochn-
er ~ wunrerpah boxuepa; combinato-

rial ~ geometry xomMGHHaTOpHas WHTE-
rpajibHas reoMeTpus; extended stochastic
~ PaCUIMPeHHHIH CTOXaCTHYECKMH HHTe-
rpaa; Fisk ~ wurerpan ®ucka; Gelfand
~ wuHrerpan leandanna; Hellinger ~
HHTerpas XeJJHHIepa; ~ geometry WH-
TerpaJjbHas reoMeTpus; ~ limit theorem
HHTErpafbHaid HNpeacJbHas TeopeMa; ~
renewal theorem unTerpadnHas Teopema
BOCCTAHOBJEHHA, ~ representation MuTe-
rpajiLHoe lpeacTaBieRHe; ~ scale of cor-
relation MHTeTpaJbHHHE MacuiTab Koppe-
JALUHH; ~ structure MHTErpaidbHas CTPYK-
Typa (BEpOATHOCTHOH METPHMKH); ~ trans-
form uHTerpaJbHOEe Npeobpa3OBaHHE; ~
tree neJsiounciaeHHoe nepeso; [t6 stochastic
~ cTroxacTHYecKuH uHTerpat Wro; line ~
KPUMBOJUHEHHKN HHTerpaJt; Loytsansky ~
unrterpan Jloiusnckoro; multiple stochas-
tic ~ XpaTHBEIX CTOXaCTHYECKHH MHTe-
rpas; multiple Wiener ~ xpaTHb# BH-
HEPOBCKHH MHTerpaJt; path ~ ¢QyHruuo-
HAJAbLHEIN/KOHTHHYAJILHEIH MHTErpas, HH-
TerpaJ mo TpaekTopuaM; Pettis ~ wun-
Terpan [lerrtuca; probability ~ wunTe-
rpag BeposTHocTH; Stieltjes-Minkowski
~ yaTerpaid CrTHaTheca—~MHHKOBCKOTO;
stochastic ~ cToxacTHYecKHH HHTerpasi;
stochastic ~ with respect to a martin-
gale cToxacTHYyeckM# HHTErpaj Mo Map-
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THHraay; stochastic ~ with respect to a
martingale measure CTOXaCTHYECKH¥E HH-
TerpaJ MO MapTHHTaJbHOH Mepe; stochas-
tic ~ with respect to a random measure
CTOXaCTHUYECKHH MHTErPaJ MO CAyUaWHOH
Mepe; stochastic ~ with respect to a semi-
martingale cTOXacTHYeCKMH MHTerpal Io
ceMMMapTHHTrady; stochastic line ~ cTo-
XaCTHYECKHH KPHBOJIMHEHHBIA HHTErPaJ;
stochastic multiple ~ cToxXacTHYeCKHH
KpaTHBIH HHTerpadJ; Stratonovich stochas-
tic ~ croxactudeckuii muterpan Crpa-
TOHOBHMYa; symmetric stochastic ~ cum-
METPHYECKHH CTOXAaCTHYECKMH HHTErpal,
unterpad Crpatonosuua; Wiener ~ Bu-
HEPOBCKHMH HWHTETpaJ

integration, n. unrerpuposanue (n): nu-
merical ~ YuWCIeHHOE WHTEr PHPOBAHUE

intensity, n. unTencusrocts (f): ~ mea-
sure mepa (f) unTeHcMBHOCTH;, ~ of a
point process HHTEHCHBHOCTb TOYeYHOTO
mporecca

interaction, n. B3aumoneiicTeue (n): ~ of
factors B3amMoneiicTBHe (HakTOPOB

interchange graph rpa¢ (m) saMen

interclass correlation  mexxaaccoBas
koppeasuus: ~ coeflicient mexrpynnoBoi
KO3(PPHIHEHT KOppeASIuH

interdecile range wunTeprenHNbHAA 1UH-
pora

interference channel unTepdepennuon-
HEIH KaHaJ

interpolation, n. unTepnonauus (f): har-
monic ~  TapMOHHYECKas UHTEPIOJIS-
uus; optimal ~ onTUMaJgBHas HHTEpP-
noasuus; polynomial ~  mnapabonmue-
CKast/NOJIHHOMHUAIEHAS WHTEPHOJALUA

intersection of events nepeceuenne (n)
CcOGLITHH

interval, n. uuTepsan (m): confidence ~
NOBEPHTEJNbHBIH HHTEpBaJd; deterministic
tact ~ ODeTEpMHHAPOBAaHHHIH TaKTOBHIH
unTepBay; fiducial ~ QuuyuuagbHbii HH-
TepBadl; ~ containment graph rpad (m)
BJIOXEHHS UHTEPBAJOB; ~ estimation uH-
TepBaJibloe/(OBEPUTEIbHOE OLCHABAHHUE;
~ estimator AHTepBaJbHasi OUEHKA;
graph unTepBaAbLHBIN Fpad; ~ scale wka-
Jla HHTePBAJIOB; renewal ~ uHTepBan (m)
BOCCTAHOBJIEHHA; tolerance ~ ToJepaHT-
HHIH uHTepBaJ; two-sided confidence ~
JBYCTODOHHHH JOBEPHTEJNLHBIH HHTEPBAJI

intrablock information suyTpubsounas
HHPOpPMaAIHUA

intraclass correlation coefficient xoad-
duuyeHT (M) BHY TPUIPYIIOBOR KOppeJs-
UK

invariance, n. uuBapuanTHOCTH (f): ~
principle npunIMT (M) WHBAPHAHTHOCTH

invariant, n. uHBapmasT (m), HHBapHAHT-
HEH: almost ~ TOYTH HHBapHAHTHHIN;

~ decision function vuBapuaHTHas pella-
omas byuxkuus; ~ distribution MHBapH-
aHTHOE paclpefefeHue; ~ estimator HH-
BapHaHTHas OUEHKa; ~ measure WHBAPH-
aHTHas Mepa; ~ statistic HHBapHaHTHaA
CTaTHCTHKa; ~ statistical structure us-
BapHaHTHas CTaTHCTHYECKas CTPYKTYDa;
~ test UHBapHAHTHHIH KPHTEpHHW; maxi-
mal ~ MakCHMaJbHLIA HHBaApHAHT; metric
~ MeTPHYEeCKHH HHBapHaHT; monotone ~
MOHOTOHHEIH HHBapHAHT

inventory model mogess (f) 3amacos

inverse, adj. obpartubii: ~ distribution
function method Meron (m) oGpaTHEIX
byuxumii; ~ sampling o6paTHbIi BE1IGOD

inversion, n. wuuBepcus (f), obpaiuenue
{n): ~ formula dopmyaa (f) obpammenns

invertibility condition for ARMA pro-
cess ycuaose (n) obpatuMocTy mias AP-
CC upouecca

involution, n. wuBomOnUA (f)

Ionescu Tulcea theorem Tteopema (f)
Honecky Tyaua

irreducible Markov chain Henpubomgu-
Masi/HepasioxuMas nenb Mapkosa

irredundance, n. zecsomumocts (f) (rpa-
®a)

irregular point upperyaspnas Touka

Ising model mopeas (f) Usunra

isohedral tiling wzosmpanbHoe NOKpHITHE

isomorphism, n. usoMopdusm (m): met-
ric ~ MeTpHYECKH#H H3OMOPDH3M

isotropic, adj. wusorponumii: ~ distribu-
tion M30TpPONMHOEe paclpefedenue; ~ finite
space H30TPONHOE KOHEYHOC IIpOCTpaH-
cTBO; ~ random field uzoTponHoe cayyai-
Hoe moJe; ~ random process W3OTPOMHBIH
caydadusiil npouecc; ~ random set u3o-
TPONMHOE CJAydYalHoe MHOXeCTBO; ~ turbu-
lence uzorponnas TypOyJeHTHOCTH

isotropy, n. msoTpomsocTs (f)

iteration, n. mrepanmus (f)

iterative, adj. wrepaTHBHBIH

It6 formula ¢opmyaa (f) Hro

It6—Nisio theorem Teopema (f) Hto-
Hucwo

Itd process npouecc (m) Uto

Ité representation npeacrasienue (n)
Hro

J

Jjackknife method meron (m) cxaapgsoro
HOXa.

Jacobi polynomial nosunom (m) Axobn

Jacobian sxobuan (m)

James—Stein estimator
Hxetmca—Creiina

Jeffreys prior distribution ampuopnoe

onenka (f)



pacnpenenenre Ixepdppuca

Jensen’s inequality wmepasencTso (n)
Hencena

Jessen-Wintner theorem Tteopema (f)
Ixeccena—BuutHepa

Jifina process npounecc (m) Upxuus

Johnson—Welch transformation npe-
obpazoBanue (n) Ilxoncona—Ysaua

join of graphs coegunense (n) rpados

joint, n. nrapuup (m), coBMecTHREIH: ~ dis-
tribution coBMeCTHOe pacupefiejeHHe, ~
distribution function cosMecTHas yHK-
HuA pacupeneteHus; ~ probability density
COBMECTHas IJIOTHOCTH BEDPOATHOCTH; ~
probability distribution coBmecTHOE pac-
npefejdenne BeposTHocTed; multiple ~
MHOXECTBEHHBIN 1HAPHUD

Jordan measure xopnaHoBa Mepa

Jordan volume xopmaHoB 06neM

jump, n. ckavok (m): ~ measure Mepa (f)
CKa4YKOB

K

Kahane’s contraction principle npusn-
uun (m) cxaTus Kaxana

Kalman-Bucy method meron (m) Kaa-
Mana-brlocu

Kalman filter ¢uastp (m) Karmana

kangaroo random process ciayyaWHbii
TIPOLECC THNA KEHTYPY

Kantorovich metric wmerpuxa (f) Kan-
TOpOBHYa

Kantorovich theorem reopema (f) Kan-
TOpOBHYaA

Kaplan—Meier estimator ouenka (f)
Kannana—Meliepa, MHOXHTeNbHas OlEH~
Ka (bYHKIHH pacTpefeNeHns

Kapteyn distribution pacnpenenenne
(n) Kenreitna

Karhunen-Loéve expansion pa3zioxe-
uue (n) Kapynena-Jlossa

Karhunen theorem reopema (f) Kapy-
HEHa

Karman formula ¢opmyna (f) Kapmana

Karman—Howarth equation ypasnenue
(n) Kapmana—Xosapra

Kemeny distance paccrosuue (n) Keme-
HH

Kemeny median mennana (f) Kemenn

Kendall rank correlation coefficient
ko3 punMenT (M) paHIOBOH KODPEJNALUH
Ken manna

KEPSTR (Kolmogorov Equation Pow-
er Series Time Response) kenctp (m)

kernel, n. agpo (n): ~ density estimator
saepHas OllEHKa IJOTHOCTH; ~ estimator
sfepHas oueHka; negative definite ~ or-
PHIATENLHO ONpPENeJdeHHOe AApo; positive
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definite ~ TONCKHTENBHO ONpPeNeeHHOe
a0po; stochastic ~ cToxacTHYeckoe AAPO

Kesten criterion of amenability xpu-
Tepu# (m) amenabuabnocty Kecrena

key renewal theorem ocuosHas/y3noBas
TeopeMa BOCCTAHOBJEHHA

Khinchin formula ¢opmyna (f) Xunun-
Ha

Khinchin’s inequality #epasenctso (n)
XHHYKHA

Khinchin-Kolmogorov theorem Teo-
pema (f) Xununna-Konmoroposa

Khinchin theorem rteopema (f) Xunuu-
Ha

Kiefer—-Weiss problem  sagaua (f)
Kugepa-Baiica
Kiefer—Wolfowitz procedure of

stochastic approximation upounenypa
(f) croxacTuueckoi anmpoxcuMauuu Ku-
dbepa—Boabdpopuna

killed Markov process ofphBaommics
MapKOBCKHH ITporecc

killing of a Markov process yGusanue
(n) mMapxoBckoro npouecca

killing time wmomesT (m) 06pbiBa

kinetic transfer equation kumernyeckoe
ypaBHEHHE MEpeHoca

Kirkman square xsampat (m) Kupkma-
Ha

Klein bottle 6yrruika (f) Kueitna

knapsack problem sanaua (f) o pioxzake

Kolmogorov—-Arak theorem teopema
(f) Koamoroposa~Apaka

Kolmogorov’s axiomatics of the prob-
ability theory xouamoroposckas akcuo-
MaTHKa TEOPHH BepOSATHOCTEH

Kolmogorov backward equation o6-
patnoe ypasHenne Koamoroposa

Kolmogorov—-Chapman equation ypa-
sHenue {n) Koamoroposa—Yenmena

Kolmogorov condition yciosue (n)
Koamoroposa

Kolmogorov distribution
uue (n) Koxmoroposa

Kolmogorov—Doob inequality
peHcTBo (n) Kommoroposa-/ly6a

Kolmogorov equation power series
crenexHoil pAx ypasHenus Kosumoroposa

Kolmogorov formula ¢opmyaa (f) Koa-
MOTOpOBa

Kolmogorov forward equation npsmoe
ypaBHenne Kosmoroposa

Kolmogorov’s inequality wnepaBencTBo
(n) Koamoroposa

Kolmogorov metric merpuxa (f) Koa-
MOTOpOBa, PAaBHOMEpHAs METPHKa

Kolmogorov-Obukhov five-thirds law
sakoH (m) naTH TpeTeil Kommoroposa-
O6yxosa

Kolmogorov—Petrovsky problem 3a-
nava (f) Kommoroposa—Ilerposckoro

pacmpefese-

Hepa-
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Kolmogorov’s similarity hypothesis
runoresa (f) momobus Koumoroposa

Kolmogorov-Smirnov statistic craru-
creka (f) Koamoropopa—CmupHOBa

Kolmogorov-Smirnov test xpurepuit
(m) Koumoroposa—CmupHOBa

Kolmogorov spectrum cnextp (m)
Koamoroposa

Kolmogorov statistic
Koamoroposa,

Kolmogorov test xpurepuit (m) Koamo-
TOpOBa

Kolmogorov three-series theorem Te-
opema (f) Konmoroposa o Tpex pamax

Kolmogorov’s two-thirds law 3axon
(m) oByx Tpereit Konmoroposa

Koopman test of symmetry xputepnit
(m) cammerpun Kynmana

Korolyuk theorem Teopema (f) Kopo-
JIIOKa

Korvin group rpynna (f) Kopeuua

Kotel’'nikov theorem Teopema (f) Ko-
TeJbHHKOBA

Kotel’'nikov—Shannon formula ¢opmy-
aa (f) Koreasnuxosa-Illennona

Kraft—-McMillan inequality
cro (n) Kpagra—Maxmunmana

Krein theorem Teopema (f) Kpeitna

Krickeberg decomposition passoxenue
(n) Kpukebepra

Kronecker lemma semma (f} Kponekepa

Kullback—Leibler information uundop-
MaIHOHHOEe KoJHYecTBo Kyanbaxa—Jlei-
6aepa

Kullback-Leibler information distance
uHboOpManuoHHOe paccTosune Kyanbaka—
Jeitbaepa.

Kunita—Watanabe inequality nepaben-
ctBo (n) Kynura-Barana6o

Kwapien theorem teopema (f) Ksanens

Kwapien—Schwartz theorem Teopema
(f) Ksanens—IlIsapua

L

label, n. merxa (f)

labeling, n. pasmerxa (f): ~ of a graph
paameTKa rpada

ladder, n. aectuunma (f): ~ epoch sect-
HUYHEIH MoMeHT; ~ height secTHuuunas
BBICOTA; ~ Index JeCTHHYHRIA HHIACKC; ~
point JlecTHHYHAs TodYka/napa

lag, n. samepxxa (f)/aar (m)/3amas-
auiBanne (n): distributed ~s model mo-
neab (f) pacnpenelieHHEIX JaroB; ~ win-
dow koppeJAUMOHHOE OKHO, OKHO (n) 3a-
Ha3ALIBaAHUA

lagged variable
MeHHas

craTHcTHKa (f)

HEpaBEH-

3ama3gblBalolilas Iepe-

Lagrange distribution pacupenenenue
(n) llarpanxa

Lagrange equation ypasnenue (n) Jla-
rpaHxa

Lagrange multiplier
Jlarpanxa

Lagrangian description of turbulence
JIaTPaHXEeBO OMUCAHHE TypPOYNeHTHOCTH

Laguerre polynomial noausom (m) Jla-
reppa

Langevin equation ypasuenue (n) Jlan-
XKeBeHa

Laplace distribution pacnpenesenne (n)
Jlanaaca

Laplace method meron (m) Janxaca

Laplace transform mnpeo6paszosanue (n)
Jlangaca

large deviations
(pl)

large deviations probabilities BeposaT-
HOCTH (pl) GONIBIIKX yKIOHEHHH

large dimensions effect sddext (m)
GoJuBlIAX pa3MepHOCTEH

latent variable narentHas {ckpbiTas) me-
peMeHHas

Latin cube xaTuuckuit xy6

Latin rectangle natuuckuii npamoyroas-
Huk: normalized ~ HopMaNH30BaHHBIN
JATHHCKMA IPAMOYTOJLHHK

Latin square JjaTHHCKMH XBaipar: ~
with restricted support naTHHCKHH KBa-
IOPAT C OrPaHMYEHHHIM HOCHTEIEM

Latin subsquare agaTunckHi nogxsagpat

lattice, n. peuetka (f): honeycomb ~
coToBas pelleTKa; ~ animal pelrerva-
Toe xuBoTHOe; ~ distribution peluerda-
Toe pacnpefesenue; ~ model peureryaTas
Mmogenb; ~ path myte (m) Ha peweTke;
pseudomodular ~ nceBpoMoayJipHad pe-
eTKa

law, n. 3akon (m), 3akoH pacHpefeJeHH::
arcsine ~ 3akOH apKCMHyca; arctangent
~ for random matrices 3aKOH apKTaHTeH-
ca mis caydadHbix Matpui; Borel strong
~ of large numbers ycHleHHH# 3aXoH
G6onsurux uucen Bopens; Borel zero-one
~ 6OpefeBCKMil KDHTepHiH/3aKOH HyJs-
enununul; bounded ~ of the iterated log-
arithm orpaH¥vYeHHEIH 3aKOH MOBTOPHO-
ro sorapudma; Chung’s ~ of the iterat-
ed logarithm 3axos mosropHoro sorapudg-
Ma B dopme Uxywa; circular ~ xpy-
roBod 3akoH; compact ~ of the iterated
logarithm XOMNaxTHHIA 3aKOH TOBTODHO-
To JorapudMa; convergence in ~ CXogu-
Mocts (f) no pacnpenenenuto; distribution
~ 3akoH pacnpefenenus; Doeblin uni-
versal ~ yHuBepcaJbHHN 3akoH lebuu-
Ha; domain of partial attraction of an in-
finitely divisible ~ o6aacts (f) wacTuy-
HOTO NPHTAXEHUA Ge3srpaHHYHO NEIHMO-

MHOXHTeHb (m)

6oNbIINE YKJIOHEHHSA



ro 3akona; elliptic ~ 3JJIMNTHYECKHHA 3a-
KOH; entrance ~ 3akoH Bxona; FErdés—
Rényi ~ of large numbers 3akoH Gouab-
WHX yucea Dpueiia—Pennn; five-thirds ~
3aKoH nATH TpeTel; four-thirds ~ 3a-
kol ueTwipex Tpereil (Puuapacona); four-
thirds Richardson ~ 3akon YeTHIpex Tpe-
teli Puvapacona; Gaussian ~ rayccos-
CKHH/HOpDMaJbHBIA 3akoH; ~ of large num-
bers 3axon Goabliux umces; ~ of the it-
erated logarithm 3akon nosTopsoro jora-
pudpma; Kolmogorov—Obukhov five-thirds
~ 3akoH natH Tpeteit Kosmoroposa-
O6yxoBa; Kolmogorov’s two-thirds ~ 3a-
KOoH aByx TpeTei Kosmoroposa; Prandtl
wall ~ mnpuctennriit sakon IIpampris;
semicircular ~  TNOJAYKpYroBo# 3axoH;
Strassen’s ~ of the iterated logarithm
3aKOH NOBTOpDHOro Jorapudma B ¢opMme
MITpaccena; strong ~ of large numbers
YCHIEHHEBIH 3aKOH GOJBLUMX YHCEN; two-
thirds ~ 3axou aByx Tpeteit; wall ~ npu-
crenubit 3axoH; Wigner semicircular ~
HOJYXPYTOBOH 3akoH Buruepa; zero-one ~
32KOH HYJsS ¥ eOWHUILL

leading function senymas ¢pynxuus

learning process mnpouecc (m) obydenus

least-cost partition pas6uenne (n) mu-
HUMaJbHOH CTOMMOCTH

least favorable distribution uaumenee
GJIarONpPUATHOE pacHpefelcHHe

least squares method weron (m) Hau-
MEHBbUIMX KBaAPATOB

Lebesgue decomposition
(n) JleGera

Lebesgue measure mepa (f) Jle6era

Lebesgue theorem Teopema (f) Jle6era

Lebowitz’ inequality nepaBencrso (n)
JleGoBuua

Lee-Yang theorem
Aura

Legendre polynomial noaunom (m) Jle-
XKaHapa

Legendre transform
{n) Jlexannpa

left Markov process JeBblii MapKOBCKHH
Iponecc

left Palm distribution usaesoe pacnpene-
nenue [lansma

Lehmann-Sheffe theorem Teopema (f)
JNlemauna—Illepde

lemma nemma (f): Borel-Cantelli ~ nem-
Mma bopens—Kanrenan; Kronecker ~ mem-
ma Kponekepa; Neyman—Pearson ~ Jjem-
ma Heiimana-Ilupcona

Lenard-Jones potential norennuan (m)
Jlenapaa—Jxonca

level yposenw (m): critical ~ xpuTuye-
CKHH yDOBeHb; energy ~ ypOBeHb DHep-
ruM; ~ of a test ypoBeHb KPHTEpMS; sig-
nificance ~ ypoBeHbL 3HAYHMOCTH

PAa3JIOXKEHHE

Teopema (f) Jlu—

npeobpa3oBaHue
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Levenberg—Marquardt method meron
{m) Jlesenbepra—MapkBapata

Levinson algorithm aaropurM (m) Jle-
BHHCOHA

Lévy canonical representation xanonn-
yeckoe npencTasieHue Jlesu

Lévy—Cramér theorem
JleBu-Kpamepa

Lévy decomposition
Jlenu

Lévy distance paccrosuue (n) Jlesn

Lévy field noae (n) Jlesn, MHOronapame-
TpHYecKoe GPOYHOBCKOE QBHKEHHE

Lévy-Khinchin canonical represen-
tation KaHOHMYECKOe IpelCTaBJeHHE
Jepu—~Xununna

Lévy measure mepa {f) Jlesu/cxauxon

Lévy metric merpuka (f) lleBu

Lévy—Pareto distribution pacnpenene-
uue (n) Jleen-Tlapero

Lévy—-Prokhorov metric metpura (f)
JleBu-IIpoxoposa

Lévy spectral function
dyuxuus Jlebu

Lévy system of a Markov process cu-
creMma (f) JleBn MapkoBckoro mponecca

Lévy theorem Tteopema (f) Jlesn

Lévy’s inequality HepaBencTso (n) JleBn

lexicographic, adj. sexcuxorpaduyeckuit

lexicographic relation aekcukorpacduue-
CKO€ OTHOILIEHHE

life expectancy cpenusas nNpoacJXHTE b~
HOCTH XH3HH

life period mepuon (m) xu3un

life-testing wcnuitanus (pl) Ha npomoxn-
XKHTENBHOCTD XH3HH

lifetime, n. mpomomxutensHocTs (f) Ku3-
Hu: residual ~ oCTaTOYHads IPOMOJIKH-
TeJNBHOCTH XKu3uu; ~ distribution pacupe-
neneHue {n) BpeMeHH XH3HH

LIFO (last-in-first-out)  aucuunauna
(f) “nocaennyum npuiea — nepBEIM o6CTy-
xupaerca”

likelihood, n. npabnonomoGue (n), dyux-
uus (f) npabpmomomobus: conditional ~
function ycioBHast QPYHKUHMA NPaBAONONO-
6us; ~ equation ypasHeHHe (n) npasuo-
nonobus; ~ function gyukuus (f) npae-
ponono6us; ~ ratic orHolleHue (n) npas-
nononoGus; ~ ratio test KpuTepuiit (m)
OTHOLUEHHA INPABAONOROOHA; marginal ~
function MapruHaabHas QYHKUMS MPABIO-
nopobus; maximum ~ estimator oueHka
(f) MaxcuManbHOrO NPaBACMONOGHS; MAax-
imum ~ method meTton (m) MakcHMaib-
HOTO mpasjonofobus; maximum ~ prin-
ciple npurUMn (m) MakCHMAJBHOTO MpaB-
monono6us; maximum ~ spectral esti-
mator cleKTpaibHas OLEHKA MaKCHMaJb-
HOro mpabfiononobus; monotone ~ ratio
MOHOTOHHO€ OTHOLUEHHME NPaBIONONOOHH;

Teopema (f)

pasioxenue (n)

ClIeKTpaJibHas
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strong ~ principle yCUAeHHEIH TPHHIMI
npasaononobus; weak ~ principle caabeii
IPHHUMHN TPaBJONONOGHS

limit, n. mpemex (m), rpaunua (f); mpe-
OeabHBIH: ~ distribution npenenbHoe pac-
npenenenue; ~ theorem mpepenbHas Teo-
peMa; regulation ~ TpaHHNIa peryJMpoBa-
Hus; tolerance ~ TonepaHTHas rpaHuua

Lindeberg condition ycunosue (n) Jiun-
nebepra

Lindeberg—Feller theorem Tteopema (f)
JlunneGepra-Pennepa

line, n. smuma (f): regression ~ Jau-
Husi/npaMas (f) perpeccun; ~ integral
KPHBOJIMHEHHBIH HHTETPAJ

linear, adj. swHelinbili: ~ approxima-
tion JawHe#Has AaNNpPOKCHMAIuA; ~ al-
rangement problem 3anava (f) nuneiHOTO
PAHXHDOBaHMA; ~ code IHHEHHBIA KOX; ~
correlation nunelnas KoppessAuus; ~ esti-
mator AHHelHas oueHka;, ~ filter muHeR-
HHIH GUIALTD; ~ form nuueiinas ¢popma; ~
hypothesis nuHelHas runoresa; ~ inter-
polation AMHeHHas MHTEPNOJALKA; ~ Min-
Imum variance estimator JHHeHHas OLEH-
Ka C HauMeHbUIEH OHCHepCHe#d; ~ pro-
gramming JTMHEAHOE MPOrpaMMUPOBAHHE;
~ rank statistic TuHeHHas paHroBad CTa-
THCTHKA; ~ regression JHHeHHas perpec-
CHf; ~ regression experiment JHHeHHBIN
PETPECCHOHHBIN SKCIEPHMEHT; ~ stochas-
tic differential equation JauHeltHoe CTO-
xacTudyeckoe nUdpdepeHHaIbHOE ypaBHe-
Hue; ~ stochastic parabolic equation nu-
HEHHOE CTOXACTHUYECKOEe MapaboluyecKoe
ypaBHEeHHe; ~ system JNUHeHHas CHCTEMA;
~ test MUHEHHLIH KpUTepHl; ~ tree code
NMHEeHHBIH APEBOBHAHEIH KoI

linearization, n. auneapusauus (f)

linguistics, n. auursuctuka (f)

Linnik class xaacc (m) Jlunuuka

Linnik dispersion method aucnepcuon-
HBIH MeTof JImnuHuKa

Linnik zones of convergence 3onnt (pl)
cxoguMocTH JIMHHHKA

Liouville stochastic differential equa-
tion cToxacTHMueckoe naddepeHnnaIb-
Hoe ypaBHeHue JluyBuiis

list chromatic number mnpeanucaunoe
XPOMaTHYECKOE YHCIO

list decoding cnucounoe mexomuposaHue

Little formula ¢opmysa (f) Hurraa

load function ¢ysxuus (f) sarpysxu

local, adj. noxampuen: ~ ergodic theo-
rem JaoKaJdbHasg 5ProIMYecKas TeopeMa; ~
limit theorem sokadabHad npemenbHas Te-
opeMa; ~ martingale JOKaJbHLIA MapTHH-
ran; ~ renewal theorem nokajibnHas Teo-
peMa BOCCTaHOBJIEHMA; ~ time JoKalbHoe
BpeMs

locally, adv.

JIOKAJBHO: ~ finite mea-

sure JOKaJbHO KoHe4YHad Mepa; ~ homo-
geneous random field nokadsHO OZHOpOX-
HOe cay4YaiHoe 1moJe; ~ integrable process
JIOKQJBHC HHTETPHPYEMBIH HOpoUecc; ~
isotropic random field sokaapHo m30TPOI-
HOe cayuaWHoe moJe; ~ Isotropic turbu-
lence noxanpHo M30TpOmHad TYpOyJeHT-
HOCTB; ~ most powerful test JOKaJdBHO
HauOoJee MOIMHEIA KpPHTepHH; ~ -perfect
coloring JloKaJIbHO-COBEpLIEHHAs PAaCKpac-
Ka

location family cemeiicteo (n) (pacupe-
[eJIeHHH) C MapaMeTpoM C[BHTa

location parameter mapamerp (m) case-
ra

location-scale family cemeiictBo (n)
(pacnpenenenuit) ¢ mapaMeTpaMu CABHTA
¥ MacuiTaba

log-likelihood (function) morapugpmu-
geckas GYHKUMA NPaBIONONOGUS

logarithmic likelihood function sora-
pudmuyeckas GyHKIHA IDpaBromonobus

logarithmic series distribution pacnpe-
nesenne (n) gorapudpMHYECKOro paga

logistic distribution msoracruyeckoe pac-
TpefiesieHKe

logistic equation aorucrryeckoe ypasne-
HHe

logit, n.
aHaJIu3

lognormal distribution msorapudpmuye-
CKM HOpMaJjbHOe (JOIHOPMAaJbHOE) pac-
npefeIeHre

lognormal model
nens

loop, n. netas (f): self-avoiding ~ metus
Ge3 camonepeceyeHuR

loopless map xapta (f) Ges nereas

Lorentz curve kpusas (f) Jlopenna

loss, n. morepu (pl), dynxuus (f) noreps:
~ function pyukuus noreps; ~ of infor-
mation noreps (f) uudpopMauuu; ~ queue-
ing system cucrema (f) obciyxuBanus c
OTKa3aMH

lottery, n. aorepea (f)

low traffic manas Harpyska

lower, adj. wuxmuuii: ~ bound HEHXH:AK
rpaib; ~ boundary functional nwxuui
TPaHWYHLIK Gyuxuuonay; ~ confidence
bound wmxHsA ROBEpUTENbHAA TPAHHIA;
~ function HuxuAs GYHKUKA, ~ semicon-
tinuous process NOJYHENPEPHIBHBIA CHH3Y
HpOIECC; ~ SeqUence HHXKHAL MOCIeN0Ba-
TeJNBHOCTH; ~ value of a game HUXHAA Ne-
Ha UTDH

Loytsansky integral unterpan (m) Jou-
LUAHCKOTO

LR (likelihood ratio) test
(m) oTHOweEHUs UpaBHONONO6US

Lyapunov condition ycaosue (n) Jlany-
HOBa

gorut (m): ~ analysis morut-

JIOTHOpDMAJBEHaA MO-

KPDHTepH#



Lyapunov fraction npo6s (f) Jlsanyzosa

Lyapunov stochastic function ctoxa-
cruveckas Gyukums JlanyHoBa

Lyapunov theorem Tteopema (f) Jamy-
HOBa

Lyapunov’s inequality nepasenctso (n)
JlsanynoBa

M

MacDonald theorem Tteopema (f) Mak-
noHaJbna

Maclaurin series pan (m) Makaopeuna

magic square MarWvecKHi KBaIpaT: ~
over a field mMaruvecku#l kBampaT Hamd NO-
JeM

magnetohydrodynamic turbulence
MarHUTOTHAPONIUHAMHYECKas TypOyJeHT-
HOCTH

Mahalanobis distance wmerpuxa (f)/
paccrosaune {n} MaxanaHoGuca

main effect of a factor raapubit 3pdekT
pakTopa

majorant, n. Maxopauta (f): minimal
excessive ~ HaMMEHbIUAA/MAHEMAJIbHASA
3KCHECCHBHasid MaXXOpaHTa

Malliavin stochastic derivative ctoxa-
CTHYECKas MPoU3BogHas MaJisiBeHa

Malthusian parameter MaJbTyCOBCKHH
napaMeTp

mandatory representation
TeJIbHOE TMpencTaBieHue

manifold, n. muoroo6pasue (n)

Mann—Whitney test xputepuit (m)
Manna-Yuruu

MANOVA (multivariate analysis of

NpUHYOH-

variance)  MHOMOMEPHBIH [HUCHEPCHOH-
Hbik aHaJH3
map, n. xapra (f), oTobpaxenue (n):

loopless ~ xaprta Ge3 nerenn; planar ~
nnaHapHas kKapTa; rooted ~  KopHeBoe
oTobpakeHue

mapping, n. orobpaxenue (n): complete-
Iy positive ~ BIONHe MOJOXUTENBHOE OTO-
OpaxeHnue; random ~ caydadHoe oToGpa-
wenue; weakly measurable ~ cnabo u3-
MepHMoe 0TObpaXeHHne

Marcinkiewicz theorem
Mapuunkesuya

marginal, adj. Mapruwanpaein: ~ dis-
tribution MaprunajsHoe/YacTHoe pacipe-
neaerne; ~ distribution function mMapru-
HaJbHas OYyHKUMS pachpeiencHus; ~ like-
lhood function mapruMangbHat yHKIUHSA
MpaBaCIoONoOHU st

mark, n. meTka (f)/mapka (f): ~ space
NpOCTPaHcTBO (n) MeTok/Mapok (MapKu-
POBAaHHOTO TOYEYHOIO MpoLecca)

marked point process MapK¥pOBaHHBIH

Teopema (f)
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TOYeYHLEIR TIpoliecc
Markov allocation of particles mapkos-
CKOe pa3MeilleHHe YacTHI

Markov automorphism asroMopduzm
{m) Mapkosa
Markov chain  uems {f) Mapkoga:

absolute distribution of a ~  abco-
JIIOTHOe /Ge3yCiOBHOE pacnpeleNeHue  iie-
nu Mapkosa; aperiodic ~ Henepuoguye-
ckas nemb MapkoBa: asymptotic aggrega-
tion of states of a ~ acHMITOTHYECKOE
YKpynHeHHe cocTosHui uenu Mapkosa;
controlled ~ ynpapasemas uenb Mapxko-
Ba; countable ~ cueTnas memn Mapxkosa;
cyclic ~  uMKaWdYeckas/NepHOaUYECKas
nens Mapkosa: decomposable ~ pasao-
»HMas/npuBonumas uent Mapkosa; de-
numerable ~ cuernas uens Mapxosa;
embedded ~ Bnoxennas uens Mapko-
Ba; ergodic ~ aproguveckas penb Map-
xopa; Feller ~ ¢enneposckas uene Map-
koBa; finite ~ koweuydas iuens Mapko-
Ba; Harris recurrent ~ Bo3BpaTHas IO
Xappucy uems Mapkosa; high-order ~
cioxHas uent Mapkosa; homogeneous
~ OOHOpOIHadA uent Mapxkosa; indecom-
posable ~ Hepasznoxumas /HenpuBOIUMAas
mens Mapkosa; irreducible ~ He-
NpHBONMMas /HepasNoXuMas nenb Mapxo-
Ba; nonhomogeneous ~  HEOMHOPOTHAS
uens Mapkosa; periodic ~ nepuomuye-
ckas/uukauveckas uent Mapkoma; recur-
rent ~ BosBpaTHas uenb Mapxkosa; re-
ducible ~ npnBomuMas/pasioxEMas Uens
Mapkosa; regular ~ peryaspHas Uens
Mapkosa: reversed ~ obpallieHHas ienb
MapxoBa; transient ~ HeBO3BpaTHAs UElE
MapxkoBa: transitive ~  TpaH3WTHBHAA
nens MapkoBa
Markov decision process
HpOUeCcC NPUHATHA PeLICHHH
Markov dynamical semigroup mapxos-
CKasd AMHAMHWYECKas NMOJyTpyTna
Markov’s inequality HepaBencTBO (1)
Mapkosa
Markov linear-wise process
ThIA MapKOBCKHH TIponecc
Markov measure mapkoBckas Mepa
Markov policy mapkoBckas cTpaTerus
Markov process MapKoBCKMH Ipotecc:
additive functional of a ~ agIWTUBHLIN
(GYHKIMOHAJN OT MapPKOBCKOTO MpolLecca
Markov property MapKoBCKOe CBOKCTBO
Markov random field mapkosckoe cay-
YauHOoe MOoJe
Markov random walk Mapkosckoe cay-
YaiiHoe HayXkIaHue
Markov renewal equation ypashenue
{n) MapKoBCKOro BOCCTAHOBJEHHUS
Markov semigroup MapkoBckad HOJY-
rpynna

MAapPKOBCKHH

JTHHERYa-
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Markov shift cgsur (m) Mapxkosa

Markov source MapKOBCKHH HMCTOYHHK
(coobruenuit)

Markov strategy MapxoBckas cTpaTerus

Markov time MapKOBCKWA MOMEHT, MO-
MEHT (M) OCTaHOBKH

Martin compactum xommnakt (m) Map-
THHA

martingale, n. wmaprunran (m): local
~ JIOKaJIbHHIH MapTHHrasd; ~ -difference
MapTHHraJ-pasHocTs (f)}, abconroTHo Gec-
NPHCTPACTHas TMOCJHENOBATEILHOCTD; ~
method MapTHHTaJbHHIH MeTod; ~ prob-
lem npobaema (f) MapTrHraJjoB; ~ trans-
formation mapTuHraJbHOe mpeolpa3oBa-
uue; predictable characteristic of a ~
IpeACKa3yeMas XapaKTEPHCTHKA MapTHH-
rana; predictable quadratic characteris-
tic of a ~ 1peackasyeMas KBaIpaTH4-
Hasd XapakKTepHCTHKa MapTHHTaJda; pure-
ly discontinuous local ~ 4HMcTO pasphiB-
HBIH JIOKAJBLHEIH MapTHHTaJd; purely dis-
continuous ~ YHCTO Pa3pHIBHHH MapTHH-
raJ; quadratic characteristic of a ~ KBa-
MpaTHYeCKas XapaKTEPHCTHKa MapTHHTa-
aa; quadratic variation of a ~ Ksanpa-
THYECKas BapUAHHA MapTHHTala; square
integrable ~ KBampaTHYHO MHTErpHpye-
MBI MapTHHTaJ; stochastic integral with
respect to a ~ CTOXaCTHYECKHH MHTe-
rpad no MapTHHraty; stochastic integral
with respect to a ~ measure cToxacTHYe-
CKHH HHTErpaJ N0 MapTHHTaJbHOH Mepe;
stopped ~ OCTaHOBJCHHBIH MapTHHIAJ;
Wiener ~ BMHEpOBCKMH MapTHHIAJI

Masset criterion xputepnit (m) Macce

matching, n. noeropenus (pl) (B cayvai-
HHIX TOCJEOBATEABHOCTAX), HApOCOoYeTa-
H¥e {n): threesome ~ TpexMecTHOe Code-
TaH#e

mathematical statistics
CKas CTATHUCTHKa

matrix (pl. matrices), n.
adjacency ~ MaTpHlla CMeXHOCTH; al-
ternating ~ aNbTEpHUpYIOLas MaTpH-
Ha; conservative ~ KOHCEpBAaTHBHaA Ma-
Tpulla; correlation ~ KoppeJasuHOHHAS
MaTpHIIA, Covaria,nce ~ KOBapHAaIlHOHHai
maTpuna; design ~ MaTpHua nuaHa; dou-
bly stochastic ~ gBaXABI CTOXaCTHYECKAS
MaTpMua; empirical covariance ~ 3>MIH-
PUYeCKas KOBapHalMOHHad MaTpuua; fun-
damental ~ (QyHnaMeHTadbHas MaTPH-
ua; Gaussian random ~ TayccoBcKas CJIy-
yaiinas maTpuua; Hadamard ~ matpuuna
Anamapa; Hermitian ~ 3pMATOBa MaTpH-
ua; infinitesimal ~ uKPUHUTEIUMANbHAS
Marpuua; ~ of a regression experiment
MaTpHIla PErPECCHOHHOTO 3KCIEPHMEHTA;
~ of design maTpuna nnava; normalized
Hadamard ~ HopmaJsM3oBaHHasi MaTpH-

MaTeMaTHYC-

marpuua (f):

una Apmamapa; orthogonal ~ oproronasis-
Had MaTpuua; random ~ ciaydaiihas ma-
TpHuua; rank of a ~ paur (m) maTpHuby;
regression ~ MaTpHIIa PETPECCHOHHBIX KO-
3G PUIUEHTOB, pEerpecCHOHHas MaTpHIA,
MaTpMlla Derpeccus; routing ~ Maplu-
pyTHas MaTpuua, skew-symmetric ~ xo-
COCHMMeTpHYECKad MaTpula; spectral de-
composition of a ~ cHekTpasnbHOE Da3-
JIOXKeHHe MaTpuusr; stochastic ~ croxa-
CTHYecKas MaTpHHa; structure ~ CTpyk-
TypHaa Matpuua; substochastic ~ 1o-
JycTOXacTHYeCKas MaTpHla; Sylvester ~
Matpuna Cunbsectpa; symmetric random
~ CHMMeTPHYECKas CiaydailHas MaTpUIa;
Toeplitz ~ Tenaunesa maTpuua; transfer-
~ TpaHchep-MaTpHua; transition ~ 1e-
pexofHas MaTpMLa; unitary ~ YHHTap-
Has MaTpHHa; weight ~ BecoBas MaTpH-
ua; well conditioned ~ Bnoaune obycio-
BieHHas Matpuua; Wishart ~ MaTpHla
Yuurapra

matroid, n. Matpoun (m): bicircular ~
OMHMKIMYECKHH MaTpOHI; continuous ~
HENpepLIBHBIA MaTpousm; factor ~ matpo-
una ¢axTopos; oriented ~ OpPHEHTHPOBaH-
HbI# MaTPOHA; paving ~ MaTPOWJ TOKPhI-
Tus; simplicial ~ cAMNIMUMATLHBIA Ma-
Tpoun; sticky ~ KJIeHKHH MaTpoun

matroidal, adj. MaTpoMausIi: ~ covering
MaTpPOHHOe OKPLITHE; ~ system MaTpo-
HOHAA CHCTEMA

maximal, adj. MakcuMaJdbHBEIR: ~ cor-
relation coefficient MakcuManbHBIE KO3~
(PHUHEHT KOPPEeNALUHU; ~ invariant Makcu-
MaJIbHEIH MHBapHaHT

maximin, n. Makcumun (m): ~ test mak-
CHMHHHBIH KDHTepHil; ~ strategy Makcu-
MHHHas CTpaTerus

maximum entropy spectral estimator
CIEKTpaJbHAA OUCHKA MAKCHKMAJbHOH DH-
TPOIUK

maximum waxkcumym (m): ~ permanent
MaKCHMAaJbHbIH IlepPMaHEHT

maximum likelihood  makcumanbHOE
npasaonogodue: ~ decoding mEKOTHPOBa-
HHe (n) MO MAKCHMYMy [paBIONOHOGHS;
~ estimator ouenxa (f) MakcumasnbHO-
ro mpaspononobus; ~ method merox (m)
MaKCHMAJBHOTO NPaBAONONOGHA; ~ princi-
ple npuHunn (m) MakKCHMaJBHOTO MPABIO-
nonobus; ~ spectral estimator cuexrpajis-
Has ONEHKa MaKCHMaJIbHOTO IIPaBJoNono-
ous

maximum mass method wmerton (m)
MaKCHMAaJbHOH MacChl

maximum scheme cxema (f) maxcumyma

Maxwell-Boltzmann statistics craTu-
cruka (f) Makcseasna-Boasumana

Maxwell distribution pacnpenenenue
(n) Makcenna



Mayer expansion pazmoxenue (n) Maii-
epa

MDS (multidimensional scaling) wmmuo-
FOMEPpHOE UIKAJHPOBaAHHE

mean, n. CpegHHH, CpegHee 3HAYEHHE:
a posteriori ~ aIlOCTEPHOPHOE CpEIHEE;
convergence in ~ cxonumocTh (f) B cpen-
HeM; convergence in ~ of order p cxomu-
mMocTh (f) B cpenHem mopsafka p; conver-
gence in ~ square cxogumocTs (f) B cpen-
HeM KBaIPaTHYHOM; convergence in the
quadratic ~ cxomumocth (f) B cpeaneM
KBaJpaTHYHOM; convergence in weighted
~ cxomuMocTb (f) B cpenHeM c BecoM;
k-means method merton (m) k-cpenmmux;
~ absolute deviation cpeanee abcomaioTHOE
oTkJoHeHue; ~ helicity cpeguss cnupaJb-
HOCTB; ~ metric CpemHss MeTPHKa; ~ Op-
erating time cpegHsas HapaboTka; ~ re-
currence time cpegHee BpeMsi BO3Bpallle-
uui; ~ residual life time cpemuee ocrta-
TOYHOE BpeMs XH3HHM; ~ risk cpegHui
PHCK; ~ root square deviation cpeHEKBa~
OApaTHYHOE OTKJIOHEHHE; ~ square regres-
sion cpefHAs KBagpaTHYECKasi PErpPecCHd;
~ square root error cpeqHeKBaqpATHUHAS
owubka; ~ squared error xsagpaTHyHas
owubka; ~ time to failure cpennee Bpe-
Msa GesoTkasHol paborwl; ~ utility cpen-
HAA MONE3HOCTH; ~ value cpeanee 3uaue-
HUE, MATEMATHYECCKOE OXHIAHHC, Samp]e
~ BbIGOpOYHOE cpenHee; trimmed ~ yce-
4eHHOe cpenee; vector of ~s BexTop (m)
cpeanunx; Winsorized ~ yumHcopu3oBaHHOe
cpenHee

measurable, ad). uamepumreii: ~ flow us-
MepHUMBbIH 1OTOK; ~ function WsMepumas
yHKUHA; ~ group U3MepHMasd rpynna; ~
mapping n3MepuMoe oTo0paXeHne; ~ par-
tition m3MepuMoe pa3bueHMe; ~ set H3-
MEPHMOE MHOXECTBO; ~ Space W3MEpPHMOe
TTPOCTPAHCTBO

measure, n. Mepa (f): absolute conti-
nuity of ~s abcofoTHas HENpPEPHIBHOCTH
mep; admissible shift of a ~ nonycrumbii
CIBHT MepHI; atomic ~ aTOMWYECKads Me-
pa; automorphism of a ~ space aBToMop-
dusm (m) npoctpancTBa ¢ Mepoi; Baire
~ GapoBckass Mepa, Mepa bapa; barycen-
ter of a ~ GapuueHTp Mephi; Borel ~ 6o-
peneBckas Mepa; bundleless ~ 6ecnyuxo-
Bas Mepa; Campbell ~ mepa Kamn6enna;
compact ~ KOMIIakTHas Mepa; compact-
ness of a family of ~s xomnaxrtaocTs (f)
ceMeHcTBa Mep; complete ~ TosHad Me-
pa; completely additive ~ Bnosame agmau-
THBHas Mepa; completion of a ~ monoJ-
HeHHe (n) MepHl; convergence in ~ CXo-
nuMocTh (f) nmo mepe; correlation ~ xop-
peJIALMOHHAs Mepa; counting ~ CYHTa-
joias Mepa; cylindrical ~ uuwarHapHye-
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ckas Mepa, kxsasumepa (f), npomepa (f);
degenerate ~ BrIpoXIeHHas Mepa; dif-
fuse ~ paccesunas Mepa; diffusion ~
ouddysuas mepa; Dirichlet ~ wmepa Iln-
puxdae; discrete ~ THCKpeTHas Mepa; dis-
Jjoint family of ~s pa3fenennoe ceMeHCTBO
Mep; disjoint spectral type of ~s nu3b-
IOHKTHEIR CHeKTpaJdbHBIH THI Mep; dis-
tortion ~ Mepa HcKaxeHnus; elementary
~ 3lleMeHTapHas Mepa; empirical ~ 3M-
nupuYeckas Mepa; endomorphism of a ~
space 3HIOMOP(H3M HPOCTPAHCTBa C Me-
poit; equivalent ~s >XBHBAaJICHTHEIE Me-
prl; evolutionary spectral ~ 5BoMIOLH-
OHMpYIOIllas CHEKTpadbHad Mepa; exces-
sive ~ 3KCHeCCHBHasA Mepa; extension of
a ~ mpomosmxenwe (n) Mepwl; finite ~
konevynas mepa; flatly concentrated fam-
ily of probability ~s mJI0cKO KOHUEHTDH-
POBaHHOE CEMEHCTBO BEPOSTHOCTHHIX MED;
Gaussian cylindrical ~ rayccoBckas mu-
JuHApUYeckas Mepa; Gaussian ~ rayc-
coBckasd Mepa; generalized ~ o006obies-
Has/3HaKouepeMeHHas Mepa, 3apam (m);
Haar ~ wmepa Xaapa; homogenecus ~
ofHopoOHas Mepa; idempotent ~ uueM-
noTenTHas Mepa, idempotent probability
~ HOEMIOTEHTHas BEPOATHOCTHAaA MEDA;
infinitesimal system of ~s wHOHHHTE3H-
MaJdbHas cCKCcTeMa Mep; information ~ HH-
dopManMORHasd Mepa; inner ~ BHYTPeH-
HAs Mepa; intensity ~ Mepa WHTEHCHB-
HOCTH; invariant ~ WHBapMaHTHasi Mepa;
Jordan ~ XopJaHoBa Mepa; jump ~ Me-
pa cxaukoB; Lebesgue ~ mepa JleGera;
Lévy ~ wmepa JleBu/ckauxos; locally fi-
nite ~ JIOKaJBHO KOoHeYHasa mepa; Markov
~ MapKOBCKaf Mepa; ~ Space MPOCTPaH-
cTBO (n) ¢ Mepoit; ~ with orthogonal val-
les Mepa C OPTOTOHAJLHBIMH 3HAYEHHs-
Mu; Minkowski expected ~ oxumaemas
Mepa MUHKOBCKOTO; moment ~ MOMEHT-
Has mepa; net of ~s cers (f} Mep; non-
atomic ~ HeaTOMHYeCKas Mepa; normed
~ HOpMHWpOBaHHas Mepa; operator valued
~ olepaTopHO3HaYHasd/omepaTopHas Me-
pa; outer ~ BHeurHas Mepa; perfect ~
coBeplieHHas Mepa; Poisson ~ myacco-
HOBCKasd Mepa; probability ~ BeposTHOCT-
Has mepa; product ~ npoussenenne (n)
Mep; projective system of ~s nipoexTuBHasA
CHCTeMa Mep; proximity ~ w™epa 6amuso-
CTH; quasi-invariant ~ XBa3WMHBApHaHT-
Has Mepa; Radon ~ pamoHoBa Mepa, BHY-
TpeHHe KOMIaKTHO peryjaspHas Mepa; ran-
dom ~ cayvaitnas mepa; random proba-
bility ~ caydaliHas BepOATHOCTHAaA Mepa;
regular ~ peryaspuas Mepa; relative com-
pactness of a family of ~s orHocHTenBHAS
KOMIIaKTHOCTH CeMeHCTBa Mep; renewal ~
Mepa BoccTaHoBjieHHA; Revuz ~ mepa Pe-
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By3a; scalarly degenerate ~ CKaJspHO
BEIDOXK/eHHasd Mepa; signed ~ 3Hakome-
peMeHHas/obobleHHas Mepa, 3apsin (m);
singular component of a ~ cuUHryafpHas
COCTaBJIAIONIasA / KOMIIOHEHTa MePHI; Singu-
lar ~ cunrynsapuas wmepa; singularity of
~S CHHTYJAAPHOCTb Mep; smooth ~ ruan-
Kas Mepa; spectral ~ chnexTpasibHas Me-
pa; spectral moment ~ cHeKTpaJbHas MO-
MeHTHas mepa; splicing of ~s cpallieHue
(n) Mep; stationary ~ cTamMoHapHas Me-
pa; stochastic integral with respect to a
random ~ CTOXaCTHYECKHH HHTETpaJ Mo
cayvaliHoi Mepe; stochastic ~ cToXacTH-
veckas/cayqaiiHas Mepa; support of a ~
HocHTenb Mephl; tight family of ~s mwior-
HOe CeMeHCTBO Mep; tight ~ mnuaoTHas Me-
pa; variation of a ~ BapHallud MEpHI; vec-
tor ~ BekTOpHasA Mepa; weak compact net
of ~s ciabo koMnakTHas ceTh Mep; Wiener
~ BHHEPOBCKasd Mepa

measurement, n. uaMmepenue (n): ~ error
owrnbka (f) nsmepenns; ~ scale mkana (f)
usMepenwit; ~ theory teopus (f) usmepe-
HHWH; quanium ~ KBaHTOBOE M3MEPEHHE;
unbiased ~ HeCMEIIIEHHOE M3MEPEHHE

mechanics, n. mexanuka (f): quantum ~
KBaHTOBad MEXaHWKa; wave ~ BOJHOBAS
MeXaHHKa

median, n. menwana (f): Kemeny ~ wue-
nuana KeMenu; ~ regression MeiMaHHAA
perpeccusi; ~ -unbiased estimator menu-
aHHO HecMeITIEEHas OlleHKa; sample ~ BEI-
6opouHas MegmaHa; spatial ~ mpocrpan-
cTBeHHasA Menuana; spherical ~ cdepude-
cKas MeJHMaHa

Mehta theorem rteopema (f) MeTn

Mellin—-Stieltjes transform npeo6Gpa3so-
Banue (n) Memruna-CrHaTEECA

Mellin transform npeobpasosanue (n)
Mennuna

memoryless channel xawax (m) 6es na-
MATH

memoryless message source HCTOYHHK
(m) coobenu#i 6e3 maMATH

message, n. cooblleHue (n): ~ source Hc-
TouHHK (m) cooblienuil; ~ quantization
KBaHTOBaHHE (n) coobiieHuH

method, n. metom (m): adaptive ~
amanTusHeM Meton; all possible regres-
sions ~ BCeX perpeccHii Meron; anti-
thetic variate ~ MeTO{ aHTHCHMMETDHY-
HOW BHIGODKHM, METOI AHTHTETHYHLIX Ie-
PEeMEHHEIX; asymptotic ~ aCHMITOTH-
yeckwd Meton; Blackman-Tukey ~ wme-
Tor Baskmana—Twioku; bootstrap ~ wme-
Ton Byrcrpena; Box-Jenkins ~ meron
Boxca~Ixenxunnca; Box—Wilson ~ wMe-
Ton Bokca-Yuuacona; branch and proba-
bility bound ~ MeTon BeTBed H BepoAT-
HOCTHBIX rpanuu; Brown ~ wmerton Bpa-

yua; Burg ~ wmeron bBepra; collisions ~
METON CTOJKHOBEHHWH; common probabil-
ity space ~ MeTON OIHOTO BEPOATHOCT-
HOro npocTpaHcTBa; confound ~ MeTog
cMeltnBauus; constrained least squares ~
METO[ HAaHMEHBLIHX KBaIpaToB C Orpa-
HHYEHHAMH; coupling ~ MeTonq CckJeH-
BaHMA, KaNJHHI-METOX; CUSUIN ~ Me-
TOI HakKOINIEHHBIX cyMM; diagram ~ Me-
TON OUArpaMM, THAr paMMHEBIH MeTox; dis-
crete ergodic ~  [UCKPETHBIA SProgu-
vyeckM# Meton; exclusion ~ MeTtonm Hc-
kaiouenus; factorization ~ Merton dak-
Topusanuu; Forsythe ~ meton/anropaTm
(m) ®dopcaiita; Gauss—Newton ~ Me-
Tonx [aycca~Hruiorona; inclusion-exclusion
~  METON BKJIOUEHHA M MCKJIIOUEHUS;
inverse distribution function ~ MeTon
obpaTHBIX yHKUHUHA; jackknife ~  me-
TON CKJAATHOTO HOXa; k-means ~ Me-
Ton k-cpequux; Kalman-Bucy ~ wMetoq
Kammana-brlocu; Laplace ~ wmeron Jla-
naaca; least squares ~ MeTon HaHMEHb-
KX KBajgpartoB; Levenberg—Marquardt
~ wmeton Jlepenbepra—MapksapaTa; Lin-
nik dispersion ~  [IHCINEpCHOHHLIH Me-
Ton Jlummmka; ~ of characteristic func-
tions MeTON XapaKTePUCTHYECKHX (PYHK-
uuit; ~ of cluster expansion MeTon Kaa-
CTEPHHIX pa3fiioXeHud; ~ of compositions
METOJI KOMNO3HIHH; ~ of generations Me-
Tod NOKOJieHHH; ~ of harmonic decom-
position METO/ TAPMOHHYECKOTO Pa3JIoXe-
Hui; ~ of moments MeTon MOMeHTOB; ~ Of
residues MeToi BHIYeTOB; ~ of sieves Me-
Tom peuieta; ~ of semi-invariants MeToOn
CeMHHHBapHaHTOB; martingale ~ Map-
THHTaJbHEIA MeTon; maximum likelihood
~+ MEeTO/l MAKCHMMAJLHOTO NPaB/IOTONCOHu;
maximum mass ~ MeTOl MaKCHMaJbHOK
maccel; minimal paths and cuts ~ wmeTon
MHHHMaJbHBIX lened ¥ pa3pe3oB; mini-
mum distance ~ MeTOE MHEHAMAaJbLHOTO
PACCTOAHHS; moment ~ MeTON MOMEHTOB;
Monte Carlo ~ wmeTor MonTe-Kapuo;
moving average ~ MeTO[ CKOJb3AIIETO
cpemHero; nearest-neighbour ~  mertox
“Gamxaiirero cocena”; Newton—Raphson
~ wmeton Hepworona-Padcona; perturba-
tions ~ MeTof BoaMmyiueHu#; probabilis-
tic ~ BEpPOATHOCTHHIE MeTOX; rejection ~
meton otOpachiBanus; relay ~ of correla-
tion analysis pejleHHBIH MeTOH OIpelele-
HAA KOPPEJIAUMOHHBIX (YHKIUMH; renova-
tions ~ MeTon OGHOBJNeHHH; sampling ~
BBIGOPOUHBIH METOH; scoring ~ MeTO[{ Ha~
KoTJIeHus; sequential simplex ~ mocsaemo-
BaTEeNLHEIH CHMILIEKCHEIH MeTon; shrink-
age ~ MeTO[ CXaTHid; sign ~ of the cor-
relation analysis 3HakoBLIH MeTON Koppe-
JALUMOHHOTO aHaJku3a; simplex ~ cHM-



IJIEKCHBIH MeTof; statistical simulations
~ METON CTATUCTHYECKMX MCIILITAHHH,
meton Mownre-Kapao; stratified sampling
~ METOH CJAOMCTOW BBIGODKH; supplemen-
tary variables ~ MeTOo [OOHNOJHUTEJb-
HbIX IepeMEHHBIX; symmetrization ~ Me-
Tof cummerpusanuu; Taguchi ~ wmeron
TaryTn; truncation ~ MeToN yCedYeHHS;
variate-difference ~ MeTON NEepEeMeHHBIX
pasnocteit; weighted least squares ~ Me-
TON B3BELIEHHBIX HaMMEHBIUHX KBajpa-
ToB; Winograd ~ wmeron Bunorpana

metric, n. wmerpuka (f), MeTpuueckui:
Dudley ~  merpuxa Hanuu; Fortet—
Mourier ~ MeTpuka Popre-Mypse;
Hellinger ~ wmetpuka Xesuaunrepa; ide-
al ~ upeasbnas w™erpuka; Indicator
~ WHIWKaTOpHas MeTpuka; Kantorovich
~ Merpuka Kaurtoposnua; Kolmogorov
~  wmerpuka Kouamoroposa, pasHomep-
Has MetTpuka; Ky Fan ~  Merpuka
Ku-®ana; Lévy—Prokhorov ~ wMeTpuKa
Ilesu-Mpoxoposa; Lévy ~ merpuka Jle-
BH; Mahalanobis ~ Mmerpuxa/paccrosnue
{n) Maxauanobuca; ~ approach merpu-
YeCKMH NOAXOH; ~ entropy MeTpuyecKasd
JHTDPONMA; ~ Invariant METPUYECKHH WH-
BapHaHT; ~ isomorphism MeTpuyueckni
H3oMopu3M; ~ transitivity MeTpudeckas
TPaH3HTUBHOCTH, IMEan ~ CPEeaHAA Me-
TPHKA, minimal ~ MWHHMaJbHas MeTDH-
ka, Ornstein ~ Merpuka OpHCTelHa;
probabilistic ~ BepoATHOCTHas METPHKA;
Prokhorov ~ wmerpuka Ipoxoposa; pro-
tominimal ~ TPOTOMHHHMAJbHas MeTDH-
Ka; quasimetric XBa3uMeTpHKa; Riemann
information ~ pHMaHOBa MHGOPMAIKOH-
Has MeTpHKa; simple ~ mnpocTas MeTpH-
xa; uniform ~ paBHOMepHas METPHKA

microcanonical distribution muxpoka-
HOHMYECKOE pacipeleieHune

midrange, n. cepenuna (f) pasmaxa

migration, n. murpanus (f)

minimal, adj. MHEMMaJBHEIR: ~ com-
plete class of tests MUHUMAJILHBIN NOMHBIH
KJacc KpurepHes; ~ cut of a graph Munu-
MaJIbHBIH pa3pe3 rpada; ~ decision func-
tion MUHMMadbHas pelaloinas QYHKIHI,
~ excessive function MUHHMaJbHAaf 3KC-
nHeccuBHas (YHKUHUA; ~ excessive majo-
rant HaMMeHpllas/MHUHHMAJBHAA SKCleC-
CHBHasd Ma)OpaHTa, ~ metric MUHUMaJb-
Has MeTpHKa; ~ paths and cuts method
MeTon (m) MHHHMAJBHBIX HeNEed ¥ pas-
pesos; ~ sufficient statistic MEHMMAaJIbHAS
NOCTATOUHAs CTATHCTHKA

minimax, n. MuHHMaxc (m); MEUHHMaKC-
HBLH: ~ approach MMHUMaXCHLIM TOmXOM;
~ criterion XpHTepHi (m) MHHHMaKcHo-
cTu; ~ decision MHHUMAKCHOE pellleHHe;
~ estimator MUHEMAaKCHas OleHKa; ~ Iisk
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MHUHMMAaKCHBIH DHCK; ~ strategy MMHH-
MaKCHasd CTPATETHs; ~ test MUHUMAaKCHEIH
KpUTEpUH

minimum (pl. minima), n. MuHEMYM
(m): ~ distance estimator ouenka (f)
MHHHMaJLHOIO paccTofHHA; ~ distance
functional pyHkuHOHAJ (M) MEHMMAIBHO-
ro paccrosHusd; ~ distance method meton
(m) MMHHMAJBHOTG PACCTOAHHUA; ~ Spal-
ning tree MEHUMAJLHOE OCTOBHOE HEPERBO;
~ variance unbiased estimator HecMelIeH-
Has OlleHKa C MUHUMAJLHOH HUCIEpCHER

Minkowski expected measure oxunna-
eMas Mepa MHHKOBCKOTO

Minkowski functional ¢yukunonar (m)
Muuxosckoro

Minkowski’s inequality
(n) Munkosckoro

Minkowski operations
MuukoBckoro

Minkowski space
MuukoBckoro

Minlos theorem Tteopema (f) Munaoca

minor, n. muuop (m): forbidden ~ 3anpe-
IeHHBIH MUHOpP; ~ -closed class muHOp-
3aMKHYTHIH KJIacC

Mises’ inequality nepasencrso (n) Mu-
3eca

missing data nponasuue nanutie (pl)

mixed, adj. cMmeuwrannnii: ~ effects model
Monenb (f) CO CMellaHHBIMH 3ddeKTaMu;
~ game cMmelllagHas/paHIOMH3HPOBaHHAS
urpa; ~ model cMelIaHHas MOLENb; ~
moment cMelIaHHEIH MOMeHT; ~ strategy
cMeluanHas/paHIOMH3NPOBaHHas CTpaTe-
rud

mixing, n. nepememnBanne (n): ~ condi-
tion yciosne (n) nepemewusanus; multi-
ple ~ xpaTHOe nepemelUHBaHUeE; strong ~
CHJBHOE TlePeMelINBaHHe

mixture, n. cmecs {f): ~ of distri-
butions cmecwr pacnpegenenuit; ~ of in-
finitely divisible distributions cMech 6e3-
[PaHUYHO JENHMBIX PacupeieaeHui; ~ of
states cMech COCTOSAHMH; normal ~ cMech
HOPMAJLHLIX pacnpeneiienuii; space of ~s
MNPOCTPaHCTBO (n) cMeced

MMDS (multiple multidimensional
scaling) MHoOXecTBeHHOE MHOTOMEPHOE
LIKAJHPOBAHHE

mode, n. wmoma (f): ~ of a distribu-
tion moma/Bepumna (f) pacumpeneseHms;
~ -unbiased estimator MogaJbHO HecMe-
LEeHHas OLEHKA

model, n. Momeap (f) additive ~ agmu-
THBHas Mofenb; antiferromagnetic ~ aH-
THGeppoMarHHTHad Mongeab; autoregres-
sive — moving average ~ CMeLIaHHaA MO-
[eJIb ABTOPETPECCHH — CKOJB3SIIETO CPefl-
Hero; bond ~ Mogeas ceazeii; Boolean
~ 6yaesa mopens; Borel ~ 6openes-

HEPABEHCTBO
onepaunu (pl)

MPOCTPaHcTBO (1)
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cKad Mofean; bubble ~ Momeab mysbipb-
KOB; cluster ~ xunacTepHas Moneas; com-
petition ~ Mogeab KoHKypeHuwi#; dis-
criminant ~ QUCKPHMHMHAHTHas MOLEJb;
distributed lags ~  Momeab pacupene-
JIeHHEIX JaroB/3anasaniBanuit; FEinstein-
Smoluchowski ~ Mopmens OHHIITeHHAa—
Cwmouayxosckoro; exponential autoregres-
sive ~ OSKCIOHEHIMAJILHAs aBTOPErPECCH-
OHHaf Momens; factorial ~ daxTopHas Mo-
neaw; ferromagnetic ~ ¢eppoMaruuTHas
Moneas; fixed-effects ~ wmopean ¢ ¢ux-
CHpOBaHHEIMH 3¢ddexTaMu; general linear
~ ofmlas JgHHeHHas Momeab; hierarchi-
cal ~ wuepapxuyeckas Mmomenn; Higgs ~
mogens Xurrca; Holt—Winters ~ Moneanb
Xoabra-Yunrepca; inventory ~ Mogelb
sanacos; Ising ~ mopmeas Haunra; lat-
tice ~ peuweryaTas Mogeis; lognormal
~ JOrHOpMaJibHas Mopeab; mixed effects
~ MOIeJNb €O CMEIHaHHLIMH 3deKTaMH;
mixed ~ cMellaHHAs MOJENb; IMoving av-
erage ~ MOMEJL CKOJB3SAIETO CPEIHETO;
neuronal ~ HellpoHHas Mofenb; nonlinear
~ HeJMMHeHHas MONENb; one-way ~ ONHO-
¢daxTopHas MofeNb; ordinary ~ OpAHMHAp-
Hasi MOfieNib; parametric ~ IapaMeTpHYe-
ckad Mogenas; Pareto ~ wmopens Ilapero;
random-effects ~ Momeas Co CiayYalHE-
MH 5bdeKTaMu; regression ~ pPerpeccHoH~
Has Mofenw; seasonal Harrison ~ ce3on-
Hasd Momedab XappHcoHa; seasonal ~ ce-
30HHAaA MOMAENb; semiparametric ~ CEeMH-
napaMeTpHYecKas MOHeJb; site ~ Momexb
y3uoB; square-balanced ~ xBagpaTH4HO
cOanancHpoBaHHas Mogeds; statistical ~
CTaTHCTHYeCKasx Momedb; steady-state ~
paBHOBecHas Mofeab; stochastic ~ cro-
XacTHYecKas MoleJb; switching regression
~ MOfeNb NMepeKIIoYaiomeHcs perpeccuy;
threshold ~ moporoBas mogens; threshold
time series ~ IMOPOroBas MOLEJNL BPEMEH-
HOTO psAla; two-way ~ HOByxdakTopHas
Moflefib; urn ~ YPHOBai cXeMa/MOMieND;
value of a ~ uena (f) mMonenn

modified Bessel function momuduumpo-
BaHHas pyuxuus Becceas

modular cut MonyaspHwi pazpes

modulated signal MogyntHpoBaHHEIA CHT-
HaJI

modulation, n. wmoayaauns (f): ampli-
tude ~ aMUAMTYZHAA MOLOYAALHAA; an-
gular ~ yraoBag Mmonyasuus; digital ~
mudposas Moayisums; frequency ~ ua-
cToTHasx Mopyasuus; phase ~ (asoBas
Monyasuus; pulse width ~ umMpoTHO-
HMIOYAbCHAas MORYIALHA

modulus (pl. moduli) Mopyas (m): ~ of
continuity MoayJb HeNPEPHBHOCTH

Mobius function ¢ynxuus (f) Mébuyca

Moivre (de Moivre)-Laplace theorem

Teopema (f) Myappa—Jlanaaca
moment, n. MomeHT (m):  abso-
lute ~ a6COMIOTHBIA MOMEHT; cen-
tral ~ UEeHTPAJIbHHIH MOMeHT; central
mixed ~ UEHTPAJbHLIK CMEIIAHHBIR MO-
ment; difference pseudo- ~ pasHOCTHBIH

NCEBAOMOMEHT; empirical ~  sMmoupu-
yeckuil/BrIGOpOUHLI MomeRT; factorial
~  (GaKTODHaJBHEIH MOMEHT; ~ func-

tion ¢ynkuus (f) MoMeHTOB; ~ generat-
ing function mpousBogAmas GYHKOAL MO-
MeHTOB; ~ inequality MoMeHTHoe Hepa-
BEHCTBO; ~ measiure MOMEHTHas Mepa; ~
method MeTon (m) MomenTOB; ~ method
estimator ouenka (f) no merony momes-
TOB; ~ problem mnpo6aema (f) momen-
TOB; ~ Spectrum MOMEHTHHIH CIEKTpP; ~
spectral density MOMeHTHaA CIEKTpaib-
Hasl MJOTHOCTS; method of ~s meTon (m)
MOMeHTOB; mixed ~ CMeUIaHHHH MOMEHT;
power ~ problem cremennas mpo6iema
MOMEHTOB; pseudo- ~ NCeBOOMOMEHT (m);
sample ~ BHOODOYHEN MOMEHT; Spec-
tral ~ CHeKTpaJbHHIA MOMEHT; spectral
~ measure CIEKTpaJbHasi MOMEHTHAA Me-
pa

monotone, adj. MoOHOTOHHEIH: ~ class
of sets MOHOTOHHEIH KJIacC MHOXECTB; ~
distribution MOHOTOHHOe pacHpelcieHHE;
~ Invariant MOHOTOHHBIH WHBapHaHT; ~
likelihood ratic MOHOTOHHOE OTHOILUIEHHE
IpaBAONONOOH A

Monte Carlo
MonTe-Kapao

Mood test xpurepuit (m) Myna

Moore group rpynna (f) Mypa

Morgan numbers uucaa (pl!) Moprana

mortality, n. cMmeptrocTs (f): infant
~ MIaleHYecKas CMEPTHOCTH; ~ analy-
sis ananu3 (m) cMepTHOCTH

most powerful test nambosee MomIHbIK
KPUTEPHI

most selective confidence set manGosee
CeJleKTHBHOE/ TOYHOE JOBEPHTENLHOE MHO-
XKeCTBO

most stringent test wnaubosee cTporwuit
KPHTEDHHR

moving average CKOJb3ILice CpegHee:
~ method MeTon (m) CKOMB3ALIETO cpea-
nero; ~ model momens (f) ckoabssiero
CpefiHero; ~ process npouecc (m) cKoJab-
3AMETC CPESHETO

moving boundary noxeuxHnas rpaHuia

moving weighted averages cxoup3sinue
B3BellleHHBe cpenume (pl)

multi-armed bandit problem
(f) o muoropyxom GanmuTe

multiway channel wmuorocTopouuni xa-
Haa

multiway contigency table wmuorosxo-
NoBas TabJMNa CONPSIKEHHOCTH

method  meron (m)

3aada



multicascade queueing system wmnoro-
KacKalHasd CHCTeMa OOCILYy KHBAHHA

multichannel queueing system wnoro-
KaHaJbHas/MHOrOJNMHeHHasd CHcTeMa 06-
CILy XXUBaHHA

multicollinearity
Hocts (f)

multicommodity flow wmuoronpoxyxro-
BBHIH IIOTOK

multicomponent source wmHoroKOMMO-
HEHTHBIH MCTOYHHK (COOBIICHHH)

multidimensional Wiener process MHo-
rOMepHbIH BHHEPOBCKHH mpolecc

multidimensional random walk wmuoro-
MepHoe clyya¥dHoe OayKIaHHe

multigraph, n. myasTurpad (m)

multilateral comparisons maOorOCTOpPOH-
uue cpasHenus (pl)

multimodal distribution MHorosepiuun-
HOe/MyJALTHMOZANBHOE DacIpeeSeHue

multinomial, adj. nonuHOMMaNbLHEIH: ~
allocation of particles monuHOMHaIBHOE
pasMerlleHHe 4YacTHU; ~ coefficient mno-
JHHOMHAJLHBIH KoapduuueHT; ~ distri-
bution mosMMHOMMaJBHOE paclIpeneeHHUe;
negative ~ distribution oTpunaTensuoe
HOJMHOMHAJNLHOE PACHPENEJICHHAE

multiparameter Wiener process wmmuo-
romapaMeTpUYEeCKHH BHHEPOBCKHH NpO-
Hecc, BUHEPOBCKOE ToJjie

multiparametric Brownian motion
process MHOTONApaMeTpPHYECKKH MHpo-
1ecc 6POYHOBCKOTO [BHXKEHHs, moae (n)
JleBn

multipartite graph Muoromonbuwit rpag

multiple, adj. KpaTHBIA, MHOXeCTBEHHBIH:
~ accesS MHOXECTBEHHBIH NOCTYI; ~ ac-
cess channel xanan (m) MHOXecTBeHHO-
ro gocryna; -~ Coherence MHOXeCTBEeH-
Has KOTEPEHTHOCTh; ~ COMpPArisons MHO-
XecTBeHHBle cpaBHenus (pl); ~ correla-
tion coefficient MHOXeCTBEHHEIH Ko3(pdu-
LUEHT KODPPEeJAAlNNH; ~ joint MHOXeCTBEH-
HBIH LIapHHUD; ~ mMIXINg KpPaTHOE Mepe-
MeLIWBaHHEe, ~ regressfon MHOXECTBEHHAA
perpeccus; ~ series MyabTHpAn (m); ~
stochastic integral KpaTHEIH cTOXacTH4e-
ckuit uarerpat; ~ Wiener integral xpar-
HEIH BHHEDOBCKMH WMHTerpaJt; random ~
access CAYYaAMHBIH MHOXECTBEHHBIH [O-
cTyn

multiplication scheme cxema (f) ymuo-
HEHUS

multiplicative, adj. MyJabTHRJIHKATHB-
HEIH: ~ ergodic theorem MyJIbTHILIHKa-
THBHAas 3ProJHvYecKas Teopema, ~ func-
tion MyJbTMILIMKATUBHad OYHKUHA;, ~
functional My bTHDIMKATHBHEIE (yHKIH-
OHaJL

multisample problem
Has mpobJieMa

MYJAbTHKOJJIHHEAD-

MHOTOBHIOOPOY-
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multiserver queueing system Muoroka-
HaJbHad/MHOTONMHERHas CHCTeMa obcay-
KHUBAHUA

multiset, n. MynsTHMHOXecTBO (n)

multiterminal channel Muorokommo-
HEeHTHHIH KaHaJ

multitree, n. myasTumepeso (n): isospec-
tral ~ wW30ocHmeXTpaJBHOE MYJIBTHAEPEBO

multivariate, adj  Mmuoromepmmii: ~
analysis MHOTOMEPHEIH (CTaTUCTHYECKHIR)
anaxu3; ~ beta distribution MHoromepHoe
6eTa-pacnpeneienue; ~ Brownian motion
process MHOTOMEDHEIR Ipouecc GpoyHOB-
CKOTro [OBUXeHMsi; ~ density MHOrOMep-
Has IJIOTHOCTE; ~ distribution MHOrOMep-
Hoe pacnpenenenue; ~ normal distribu-
tion MHOTOMEpPHOE HOPMAJBHOE pacnpeme-
nenme; ~ probability density naoTHOCTD
(f) MHOromepHoro pacmpemeJeHHS, MHO-
roMepHas NJOTHOCTh; ~ statistical anal-
y5IS MHOTOMEDHBIM CTAaTHCTHYECKMH aHa-
nu3; ~ unimodality MHOTOMEDHas YHHMO-
DaapHOCTh; ~ Wiener process MHoroMep-
HBLIH BUHEDOBCKMH Ipollecc

mutual, adj. B3anMunii: ~ independence
B3aMMHas HE3aBHCHMOCTL, ~ quadratic
characteristic B3auMHas KBaqpaTHYECKas
XapakTePHCTHKA; ~ variation B3auMHad
KBaJpaTHYECKas XapaKTePHCTHKA

mutually balanced designs sBaaumwuo
yPaBHOBeLueHHble cXeMul (pl)

mutually exclusive events uecosmect-
Huie cobpiTs (pl)

MVU (minimum variance unbiased)
estimator HecMellleHHas OlEHKA C MH-
HAMAJILHOH TUCIepcHel

N

Nadaraya—Watson estimator
(f) Hapapas-Barcona

narrow, adj. ysxuii: ~ convergence y3kas
CXOMMMOCTS; ~ topology y3kas TONOJOTHs

nat wuart (m)

natural boundary ecrecrpeHHas rpaHu-
ua

natural parametrization ecrecreennas/
HaTypaJbHas MapaMeTpH3aLud

Navier—Stokes stochastic differential
equation cToxacTuyeckoe AHbDepeHH-
aabnoe ypasHenne Haspe-Crokca

nearest lattice point problem 3zanaua
(f) o bamxaiiuieil Touke peLUETKH

nearest mutual ancestor 6amxkainui
o6l peloK

nearest neighbor 6auxaimuuii cocen

nearest-neighbor method wmerton (m)
“Gamxaiuiero cocega”

necessary topology neofxogumas Tomo-

OLIEHKA
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JIOTHA

needle, n. uraa (f)

negation, n. orpunanue (n)

negative, adj. orpHumaTenbHBIH: ~ bi-
nomial distribution oTpuuaTeabnoe 6Cu-
HOMMAJBHOE DpaclpefeieHue; ~ correla-
tion oTpHuaTeAbHas Koppeiamus; ~ def-
inite function OTPYIATENBHO ONpeedeH-
Has ¢yuxuus; ~ definite kernel orpu-
NaTEJALHO ONpefeNeHHoe Aapo; ~ hy-
pergeometric distribution oTpHuaTesbHoe
THIEPIeOMETPHYECKOE PpACIPENeNeHne; ~
multinomial distribution oTpuunaTenbHOE
TNOJHHOMHAJbHOE pacHpelicicHHe

negligibility, n. npene6peraemocts (f)

Nelson field nouxe {(n) Heabcona

nest, n. rHeano (n)

nested design
JIaH

nested system ruesnoBas cucrema

net, n. cetsb (f): ~ of measures ceTp Mep;
~ of distributions ceTb pacupemejenui

network, n. cers (f): planar ~ naanap-
Had ceTh; queueing ~ CeTh OOCIYXHUBa-
HHA

neural network wueitponnas cets

neuronal model nefiponnas mMonean

Newton—Raphson method wmeron (m)
Hrurorona—-Pagcona

Neyman C{a)-test C(a)-xpurepuit (m)
Heilimana

Neyman—Pearson lemma
Hesimana—IIupcona

niche graph rpag-uuwa (m)

node-weighted graph rpa¢ (m) co B3pe-
UICHHBIMHE y3J1aMH

noise, n. wym (m): discrete white ~ guc-
KpeTHLIH Geanld urym; fractional white ~
npobubli Genbid wym; Gaussian white ~
TayCcCOBCKMit Genrit yMm; impulse ~ HM-
NyALCHAsA NMOMEXa, MMIYJbLCHHIA UIyM; ~
-contaminated signal salryMJeHHBIH CMI-
HaJ; ~ Immunity IOMeXOyCTOHYHBOCTH
(f); Poisson ~ mnyacconoBckuit urym; red
~ KpacHHH MIyM

nominal scale moMuHaibLHaA LWIKaJga

nomogram, n. HoMorpamma (f)

nonanticipating, adj. meynpexnasommi:
~ channel xanaa (m) 6e3 npexsocxuIe-
Hui; ~ function meynpexpapolnas (PyHK-
uus; ~ random process Heylpex OaloLTHi
clay4YaHH#E npouecc; ~ strategy Heympe-
X/IAl0Mas CTPaTerus

nonatomic  meaTomMmveckui: ~ distri-
bution HeaTOMHYECKOE pacIpelesieHue; ~
measure HeaTOMHYeCKas Mepa

noncentral chi square distribution ue-
HEeHTpaJbHOe XH-KBaApaT paclupeleicHHe

noncentral F-distribution uemenTpass-
Hoe F-pacnpenenenne ®uiepa

noncentrality parameter mapamerp (m)

CHE3/I0BOH / BIOXKEHHBIA

aemma (f)

HENEHTPAIBHOCTH

noncommutative probability theory
HEKOMMYTATHBHAA TE€ODUA BEPOSTHOCTeH

noncooperative game HekoonepaTHBHAA
Hrpa

nondegenerate distribution wuessipo-
XKJIeHHOE paclpeneseHue
non-Desarguesian plane nepesaprosa

IMJIOCKOCTD

nonequilibrium statistical mechanics
HEDABHOBECHAS CTATHCTHYECKAs MEXaHH-
Ka

nonessential state HecymecTsennoe co-
CTOAHME

non-Hamiltonian graph
HOB rpad

nonhomogeneous Markov chain neon-
HoponHas nens Mapxosa

nonlinear, adj. HemuHeHHBIH: ~ autore-
gressive process mpouecc (m) HeauHel-
HOH aBTOperpeccHH; ~ equation HeJIHHEH-
HOe ypaBHeHHe; ~ estimator HeJHHEHHAs
ouenka; ~ filtering of a random pro-
cess HeMMHeHHas GUALTPAUMs CJaydarHO-
ro mpouecca; ~ model HenuHeHHaA MoO-
nenw; ~ prediction of a random process
HeJHHEeRHOe NMPOTHO3HPOBaHHWE CJAYy4aHHO-
To Ipolecca; ~ programming HeJXWHEH-
HOe NMpOTPaMMHUPOBaHHE; ~ regression He-
JIHHeHHAs PErpeccHs; ~ regression experi-
ment HeTMHEAHEIH pPEerpecCHOHHEIR 3KCIle-
puMeHT; ~ renewal theory Henuueinas Te-
OpHS BOCCTAHOBJEHHS

non-Markovian process HemMapKoBCKHH
mpouecc

nonmeasurable set wHeusmepumoe MHO-
KECTBO

nonoriented graph HeopHeHTHPOBaHHBIR
rpad

nonparametric, adj. HemapameTpuue-
CKHH: ~ density estimator HemapaMeTpH-
YecKad OlieHKa MJIOTHOCTH; ~ discriminant
analysis HemapaMeTPHYEeCKHH JHCKPHMH-
HAHTHBIA aHaJHW3; ~ estimation Hemapa-
METPHYECKOE OLEHMBAaHHE; ~ estimation
of probability density nenapameTpuyeckoe
OUEHUBaHKE IJIOTHOCTH BEPOATHOCTEH; ~
estimator HemapaMeTPpHYeCKas OIEHKA; ~
estimator of spectral density Hemapame-
TPHYECKas OlieHKa CIEKTPAJbHOH MJIOTHO-
cTH; ~ hypotheses testing HemapameTpu-
4yeckas MPOBEpKa ruioTes; ~ inference He-
HapaMeTPHYECKHE CTATHCTHYECKHE BHIBO-
aur (pl); ~ regression analysis Hemapa-
METPHYECKHH DETPECCHOHHEIH aHaIH3; ~
test HemapaMeTPHYECKHH KPHTEpHH

nonrandomized, adj. HepaHZOMH3HpO-
BaHHBIH: ~ strategy HepaHIOMH3UPOBAH-
Hasi CTpaTerud; ~ test HepaHIOMH3MPO-
BaHHBEIH KPHTEPHH

nonstationarity, n.

HEraMHJIBTO-

HECTAITHOHAPHOCTH



)

nonstationary input
BXOJHOH NOTOK

norm, n. HopMa (f): energy ~ oHepreTu-
9eckas HOpMa

normal, adj. HOpPMaJdbHHIH: ~ approx-
Imation HOpMaJbHasd AINMIIPOKCHMALKA; ~
distribution HOpMaJibHOE paclpele/eHHE;
~ Markov process HOpMaJbHBIH MapKOB-
ckuil mpomecc; ~ mixture cMecs (f) HOp-
MaJbHBEIX paclpeleseHuii; ~ random vari-
able nopMadbHas ciyJadHas BeJqMUMHA, ~
space HOPMAJBLHOE TTPOCTPAaHCTBO; ~ (ran-
sition function HopMaJbHas mepexoiHas
GOYHKUUA

normalized Hadamard matrix Hopma-
JMH30BaHHAs MaTpUUa Alamapa

normalized Latin rectangle nopmaau-
30BAHHBIA JATHHCKHH TPAMOYTOJbHUK

normalizing factor nopmupylommi MHo-
KUTeNb, CTATHCTHYECKasd cyMMa {1
pacnpefeienus ['ub6ca)

normed measure HODMHPOBaHHad Mepa

normed random variable nopmupoBan-
Has cAydYalHasd BEJHUMHA

norming of a sequence of random vari-
ables mopMmEpoBaHMe (n) HocjeNoBaTENb-
HOCTH CJIYYAWHBIX BENHYHH

nuisance parameter MelaiomE# napa-
MeTp

null hypothesis nysnesas/ocnopnas rumo-
Tesa

null state wnynesoe cocrosnme

number, n.  uucao (n): acceptance ~
npueMOYHoe 4YHcao; achromatic ~ axpo-
MaTHyeckoe 9vHca0, Bernoulll ~s uucia
bepuysuu; binding ~ w4mcio cpamwea-
uus/ceasnocty; binding ~ of a graph uu-
cno cA3HocTH rpada; chromatic ~ xpo-
mMaTHueckoe uucio {rpada); combinatori-
al ~s xkombuuaTopHble uwHMcaa; condition
~ uucio obycaosnennoctu; dispersion
method in ~ theory nucnepcuonHbId Me-
TON B TEOPUH 4uces; domatic ~ HOMaTH-
yeckoe UMcho; edge independence ~ 4u-
co pebGEpHOM He3aBHCHMOCTH; edge CoOv-
ering ~ 4MCJI0 pebepHOTO NOKpLITHA; Bu-
ler ~ wucao Duanepa; Fibonacci ~ uuciao
bubonavun; figurate ~ GUrypHoe yuciIo;
generator of random ~s natuuk (m) ciuy-
yaWHBIX 4YHcet; independence ~ w4ucso
Hezapucumocty; list chromatic ~ 1npen-
MHCaHHOe XpoMaTHyeckoe umcio; Morgan
~s yncaa Moprana; ~ theory Teopus (f)
yucey; partition of a natural ~ pasbuenne
HaTYpaJbHOTO Yucna; prescribed ~ npen-
IIMCAHHOE YHCJIO; prime ~ NPoCToe YACIO;
probabilistic ~ theory BeposTHocTHas Te-
opus (f) 4ucen; pseudo-random ~ mnces-
NOCAY4YalHOe YHCJIO; quasi-orthogonal ~s
KBa3MOPTOTOHANLHbIE 4Hucaa;, Ramsey ~

HECTAaIHOHaPHBIH
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gmcio Pamces; random ~ caydalHoe 4u-
ciao; Richardson ~ (muHamMuveckoe) uu-
cao Puuapncoma; rotation ~ pOTAIHOH-
HOe WHCHIO; scattering ~ 4YMCIo pacce-
aHUs; search ~ ToHCKOBoe umcho; Stir-
ling ~s wucna Ctupaunra; subchromatic
~ cybBxpomaTuyeckoe YMcho; fotal inter-
val ~ ToTaJdbHOE HHTEPBAILHOE YHCIO;
transposable ~ mepemeraemoe unciO; tri-
angular ~ TpeyroJbHOe YuCiO; unit inter-
val ~ eNMHHYHOE HWHTEPBAJbHOE YHCIO;
van der Waerden ~ wuucio Ban mep Bap-
neHa

numerical, adj. uucaenuni: ~ analysis
YHCJIEHHEIH aHaJNM3; ~ integration uu-
CIIeHHOe MHTerpHPOBaHHE

O

objective function wuesesas pyHrums

oblique rotation of factorial axes xo-
COYTOJIbHOe BpallleHue ¢GaKTOPHBIX OcCed

observable, n. wuabmionaemas (f): alge-
bra of ~s anrebpa (f) naburogaemurx; al-
gebra of quasi-local ~s anre6pa (f) kBa-
3UNOKAJIbHEIX HabdlogaeMEIX; compatible
~5 coBMecTHMBble HabJiongaemeie; comple-
mentary ~ [ONOJHUTeNbHast Habmwonae-
Mas; incompatible ~s HecoBMecTHMbIE Ha-
fJaomaeMble

observation, n. wuabmiomenwe (n): miss-
ing ~ uponymexHoe/Iponabllee HabJro-
neHHe; ~ error ownbka (f) HaGuaoneHus

oceanic turbulence okeanckas Typ6by-
JIEHTHOCTE

octile, n. oxruis (f)

offspring distribution pacnpenenenne
{n) 4MCIa HENOCPEACTBEHHBIX IOTOMKOB

Ogawa construction xkoHcTpykuus (f)
QOrasbr

omega square distribution
KBaApaT pacupeneleHue (n)

one-armed bandit problem 3anava (f)
06 onHOpykOoM GaHauTE

one-dimensional, adj. omnoMepHBIH: ~
random process OMHOMEDHLIH CJIy4alHbBIH
npouecc; ~ turbulence spectrum onuomep-
HBIH CIEKTP TYypOyJEeHTHOCTH

one-sample problem saxava (f) c ogHoit
BEIGOPKOM

one-sided, adj. OMHOCTOPOHHUA:  ~
Bernoulli shift onuocTopounnit casur Bep-
HyJau; ~ Infinitely divisible distribu-
tion OmHOCTOpOHHEE OE3rPAHHYHO IENH-
Moe pacnpepenenue; ~ Student test ogHo-
cropodHud kpurepuit CTbiomenTa; ~ test
OMHOCTOPOHHHH KPHTEPHMI

one-step transition probability oxnno-
1arosas BepOATHOCTH MEpexola

oMera-
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one-way model onHodaxTopHas mMomean

operating characteristic of a sample
inspection plan onepaTéBHas XapakTe-
PHCTHKA MJNaHa BHOOPOYHOIO KOHTPOJA

operating characteristic of a test ome-
PaTHBHA XapaKTEPUCTHKA KPHTEPHA

operations research wuccaegosanne (n)
onepamui

operator, n. onepatop (m): Bessel ~ ome-
patop Becceas; Radonifying ~ panonusu-
pyomui/panoHopHUHPYOIIMA ONepaTOp;
bounded ~  orpaHMYeHHLIH omepaTop;
characteristic ~  XapakTepHCTHYECKHH
onepaTop; covariance ~ KOBapHAIMOH-
HBIH ONMepaTop; Cross covariance ~ B3a-
UMHEIH KOBapHAIHOHHLIK ollepaTop, oIme-
paTop B3aMMHOH KoBapHauuu; density ~
onepatop niaotHocTH; differential ~ mud-
depennnagnueid onepatop; differential ~
with random coeflicients nuddepeHnuais-
HBIH ONlepaTop CO CAYYaHHBIMH Koaddu-
unenTaMu; infinitesimal ~ WHOHHHTE3U-
MAJBHBIH omepaTop; ~ stable distribution
ONEepaTOpPHO YCTOHUHBOE paclpefelieHue;
~ stochastic differential equation onepa-
TOpHOE CTOXaCTHYeckoe AuddepeHInaIb-
Hoe ypaBHeHHe; ~ valued measure ome-
paTOpHO3HauHas/oNnepaTOpHas Mepa; p-
summing ~ P-CYMMHPYIOILIHH ONePaTOp;
quasi-infinitesimal ~ xXBasuMHOUHHTE3H-
MaJIbHEIR omnepaTop; strong infinitesimal
~ CHJbHLIH WHOHHHTE3UMAJLHEIA OIepa-
Top; strong random linear ~ cHABHEIR
CAyYaiHBIH JNUHEHHBIR omepaTop; unitary
~ YHHTapHEIR olepaTop

opinion poll onpoc (m) obiecTsenHoro
MHEHHS

opposition graph onno3uuuoHHEIA Tpad

optimal, adj. onTumansHBIE: ~ con-
trol onTHMa.ILHOE yIpaBieHHe; ~ decision
function onTUMaabHas pelraionias GyHK-
uus; ~ interpolation onTHManbLHas UHTED-
noasuus; ~ policy onruMasbHas crpa-
Terus; ~ redundancy onTHMajbHOE pe-
3epBMpoBanue; ~ stochastic control owr-
MaJbHOE CTOXaCTHYECKOe YNpaBJeHHE; ~
stopping of a random process onTHMAaJIb-
Had OCTAHOBKA CJAYYaHHOro Mpolecca; ~
stopping rule oNTHMAaJbHOE MIPABKJIC OCTa-
HOBKH; ~ Stopping time ONTEMAJbHEIH MO-
MEHT OCTAaHOBKM; ~ strategy ONTHMaJb-
Hasl cTpaTeruf; ~ test ONTHMAJbHBIA KPH-
Tepuii; universally ~ design yauBepcaJb-
HO ONTHMAJbHBIA IJIaH

optimality of a stochastic procedure
ONTHMAJbHOCTE (f) cToXacTHecko#d mpo-
ey phl

optimality principle npunnun (m) ontu-
MaJLHOCTH

optimization, n. ontumusauus (f)

optimum design onruManbHBIE MIAH

optional, adj. omUHOHANLHEIM, BNOJHE H3-
MEPDHMEIH: ~ process ONUHOHAJIBHEIR Mpo-
1ece, BIIOJHE M3MEPUMBIH MPOILECC; ~ pro-
Jection of a process onuyMoHaJbHAsA MPOEK-
IMA MPOUECCa, BIOJHE H3MEPHMas MPOEK-
OHA Tpolecca; ~ Set ONIHOHAIBHOE MHO-
KECTBO

orbit, n. opbura (f)

order, n. TOpAmOK (m); MOPAMKOBBIH: ~
scale mopsaakoBas 1likaja; ~ statistic mo-
PAOKOBasg CTATHCTHKA; partial ~ wacTHu-
HBIA TOPAIOK

ordering, n. ynopanouenne (n): Wick ~
ynopsaodenne Buxa

ordinary, adj. opmunHapumii: ~ marked
point process OpIMHAPHEIH MapKHPOBaH-
HEIH TOYEUHBIH npouecc; ~ model opau-
HapHasA MOJENb; ~ point process opAHHAp-
HEI# TOYEYHHIH INpolecc

oriented matroid opuenTHpoBaEHHEIE Ma-
TPOKI

Orlicz space mnpoctpanctso (n) Opauva

Ornstein metric merpuxa (f) Opncreina

Ornstein—Uhlenbeck process nponecc
(m) Opnrefina—Y nenbeka

Orr—-Sommerfeld equation ypasunenne
(n) Oppa—3oMMepdennaa

orthant opranr (m)

orthogonal, adj. opToroHaJpHBIH: ~
blocks oproronansusie 6ioku; ~ cubes op-
ToroHadbHEE Ky6H; ~ decomposition op-
TOrOHAJIbHOE pasJfioXenue; ~ design opTo-
TOHAJbLHBIA IJIaH; ~ expansion of a ran-
dom process OPTOTOHANBHOE PA3NOKEHHE
cayvaiinoro mpouecca; ~ functions op-
ToroHaJbHule Gyukuuu; ~ Latin squares
OPTOTOHAJBHEIE JATHHCKHE KBAOPATHL; ~
matrix opTOroHaJbHas MaTpuua; ~ poly-
nomials opToroHaJILHEIE TOJIHHOMEI, ~
projection OpTOTOHAJNbLHAA TPOEKUHA; ~
random matrix OpTOroHaJbHasA CJaydaH-
Hasi MaTpHIa; ~ Iegression OpTOTOHAJb-
Has perpeccus; ~ rotation of factorial
axes OpTOTOHaJbHOE BpalleHHe (GakTop-
HBIX OCEH; ~ Squares OPTOTOHAJBHEIE KBa-
OpaThl; ~ System OpPTOTOHAJbLHAA CHCTe-
Ma; ~ table opToronasnHas Tabaupa; ~
transformation oproronanbHOe npeo6pa-
30BaHHE

orthogonality, n. oproronansnocts (f)

orthogonalization, n. oproronanusanns
(f): Gram—-Schmidt ~ oproronaimsanus
I'pama-HImuara

orthomodular poset opromonynsapuoe
YaCTHYHO YIOPANOYEHHOE MHOXECTBO

oscillation, n. kone6Gaune (f), ocunnasous
(f): amplitude-modulated harmonic ~
aMILTMTYIHO-MOAYJIMPOBAHHOE TapPMOHH-
yeckoe koJebanue; frequency-modulated
~  YaCTOTHO-MOAYJHMDOBaHHOE KoJeba-
HMe; harmonic ~ rapMoOHHYeCKoe KO-



nebanue; phase-modulated ~
MOAYJAHDPOBaHHOE KoJebanne
oscillatory random process
PYIOIIHH CAY4YaHHEBIH TpoIecc
outerplanar graph sHenrHenmanapHEIH
rpad
outer measure BHEUIHAA Mepa
outlier, n. BeGpoc (m), pesko BhgensIO-
meecs HabJaionenne
output signal BHXoLHOH cHrHat
overshoot, n. nepeckox (m)

P

packing, n. ynakoska (f)

Padé approximation
(/) Haze

pairwise independence nonapHas He3sa-
BHCHMOCTE

Palm distribution pacnpenenenne (n)
Mansma

Palm formula ¢opmysa (f) Hanbma

Palm input sxomno# nortok Iaabma

Palm—Khinchin equations ypasneuus
(pl) Nansma—Xununna

Palm-Khinchin theorem Teopema (f)
laneMa—XuHuKHA

pancyclic graph nannukanyveckuit rpad

pandiagonal magic square naummaro-
HAJIBHBIA MarudeCcKHi KBagpaT

Pao formula ¢opmyaa (f) [ao

Papygram awarpamma (f) [lanu

paradox, n. napagokc (m): Allais ~ ma-
panokc Aso; Bertrand ~ mapamoxc Bep-
Tpana; voting ~ TapaloKC TOJOCOBAHHA

parallelepiped napavuenenunes (m)

parameter, n. napamerp (m): expansion
with respect to a small ~ pasnoxenue
(n) mo masnomy napamerpy; identifiable
~ HUACHTHQHUMDYEMHH NapamMeTp; loca-
tion ~ mapamerp capura; Malthusian ~
MaJbTYy3HaHCKHK NapaMeTp; noncentrali-
ty ~ napameTp HEUEHTPAJILHOCTH; Rui-
sance ~ MeIIAIONIMA TapaMeTp; ~ esti-
mation oueHuBaHue (1) napaMmeTpa; scalar
~ CKanspHBIH MapameTp; scale ~ mapa-
MeTp MacuiTaba; vector ~ BEKTODPHEIH Na-
pamMeTp

parametric model napamerpudYeckas Mo-
nedib

parametric spectral estimator napame-
TPHYECKas CHEKTPaJNbHas OUEHKA

Pareto distribution pacnpegenenue (n)
[MapeTo

Pareto model mogens (f) Haperto

Pareto set of designs wmuoxecTBo (n)
naanos Hapero

partial, adj. vacTuummi#, vacTHEIA: do-
main of ~ attraction obaacts (f) vactuu-

¢da3oso-
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HOI'O IPpHTAXEHUA (6631‘])3.}[1{‘[]{0 JCIHMO-
ro 3akcHa); ~ autocorrelation function
¢dyuxuus (f) 4YacTHOM ABTOKOPPENALHH;
~ autocovariance function ¢ynxuus (f)
YacTHOM aBTOKOBapHaluM; ~ Bayes ap-
proach yacTHYHBIH GeHeCOBCKMH MOIXOX;
~ coherence 4acTHas KOT€PEHTHOCTH; ~
coloring yacTW4YHAas pacKpacka; ~ COIre-
lation coefficient xoapdunuent (m) yact-
HOH KoppeJdduuu; ~ correlation function
YacTHas KOpPeNAUHOHHAs GYHKUHSI; ~ CO-
variance function ¢yuxuus (f) wacrHo#
KOBapMaluH; ~ derivative yacTHas Inpo-
usBogHas; ~ differential equation ypasne-
H¥e (n) B YaCTHBIX NPOM3BOMHEIX; ~ Latin
Square 4aCTMYHBIH JATHHCKHH KBaipaT;
~ order YaCTHYHHH NOPAOOK; ~ sum d4a-
CTHYHAsA CyMMa

partially available queueing system
HEMOJHONOCTYNHAA CHCTeMa OBCIYXMBa-
HHA

partially balanced block design ua-
CTHYHO cOaTaHCHPOBaHHBIH OJIOYHBIR IIaH

partially balanced design wacruuso
YPaBHOBELIEHHAd CXeMa

particle, n. gactuma (f): tagged ~ meue-
Hasi YacTHIa

partition, n. pas6uenue (n): autonomous
~ aBTOHOMHOe pa3Ouenme; chain of ~s
uens (f) pasbuenuit; chain ~ nenxoe pas-
6uenue; chromatic ~ xpomaTHYecKoe pas-
6uenne; entropy of a ~ »surponus (f)
pa3bHeHns; equivalent ~s 5KBHBaJEHTHBIE
pasbuenns (pl); finite ~ xoHeuHoe pas-
6uenue; Frobenius ~ pa3buenne Ppo-
Gennyca; least-cost ~ pasbHenue MHHH-
MaJbHOM CTOMMOCTH; measurable ~ wu3-
MepuMmoe pa3buenue; random ~ caydyai-
Hoe pa3buenme; skew ~ kocoe pazbuenue;
skew plane ~ acHMMeETPHYHOE ILJIOCKOE
pasbuenue; ultrametric ~ yapTpaMeTpH-
geckoe pa3bHeHHme

partitionability, n. pas6usaemocrs (f)

Parzen criterion kpwrepui (m) llapsena

Parzen estimator onenka (f) [lapsena

Parzen lag window XoppeaslHOHHOE OK-
Ho [lapsena

Pascal distribution pacnpenenense (n)
Hackauas

Pascal triangle Tpeyroasuuk (m) ITacka-
as

passage time  MoMeHT (m) JocTHXe-
s /npoxoxaenus: ~ of a level momenT
OOCTHXEHU S/ IPOXOXKIEHHS YPOBHA

path, n. myrs (m), TpaexTopus (f):
Hamiltonian ~ raMMJIbTOHOB IYTh; ~ In-
tegral GyHKUHOHAJILHEIH / KOHTHHY QJIbHbIH
HHTErpas, MHTerpaj (m) io TPaeKTopH-
am; sample ~ TpaexTopus (f), seibopou-
Hasg PyHKUHA

pathwise uniqueness of a solution
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CHJ[BHa.ﬂ/HOTpa.eKTOpHa.ﬂ CIHUHCTBEHHOCTDH
pelIeHns

Patnaik transformation mnpeo6pasosa-
uue (n) IlaTHaiixa

pattern recognition pacnosnapanve (n)
obpa3oB

paving matroid marpous (m) nOXKpHITH

Pearson curves xpussie (pl) [lupcona

Pearson distribution pacnpenenenue (n}
ITupcona

Pearson rank correlation coefficient
ko>dduHenT (M) PaHTOBOH KOPPEASIHH
upcona

pebble game ¢uinewynas urpa

Peterls condition yciosue (r) Iajkiepaca

Peierls equation ypaszenne (n) Hakiepa-
ca

Pell polynomial moaurom (m) Ienas

penalty function wrpaduas pyukuus

percentile, n. nepuertuas (f)

perceptual graph HepUEeNnTYAJbHEIH
rpad

percolation, n. nepkoasuns (f), npocaun-
BaHHe (n): ~ process npouecc (m) mpoca-
yuBanus; ~ theory teopus (f) mepxosas-
UMM/ npocaduBaHus

perfect, adj. coBepuiennsiii: ~ elimina-
tion copepllieHHOE HCKJoYeHHe; ~ elim-
ination scheme cxema (f) coBepuierHo-
ro MCKJIIOYeHHA; ~ graph coBeplIeHHbIH
rpad; ~ matching cosepurenHoe mapoco-
4YeTaHWe; ~ measure COBEpIUeHHasd Mepa;
~ probability space copeplI¢HHOe BEPOAT-
HOCTHOE TPOCTPaHCTBO

period, n. nepuon (m): busy ~ mnepuon
3aHATOCTH; life ~ TepHON XU3HH

periodic, adj. mepmonuueckuit: ~ cypher
nepuoguyeckud wudp; ~ Markov chain
nepuoguyeckas /uHKIndeckas uens Map-
KOBa; ~ state mepHoZMYeCcKoe COCTOSHHE

periodicity, n. mepwomwunocts (f): spu-
rious ~ JIOXHas NEPHOTUYHOCTH

periodogram, n. nepuomorpamma (f)

periodogram statistic  nepmomorpam-
MHas CTATHCTHKA, CTATHCTHKa (f) Tama
I'penangepa—Pozenbaarra

permanent, n. muepMmaxenT (m): maxi-
mum ~ MakKCHMAJBHBIA IepMaHeHT

permeable boundary npouunaemas rpa-
HHNa

permutation, n. nepecranoska (f), mon-
cranoska (f): cyclic ~ uuknnyeckas mne-
pecTaHoBKa; in situ ~ TepecTaHoBKa 6e3
JOTOJIHUTENLHON NWaMsiTH; ~ graph rpad
(m) nepecraHoBKH; ~ test xpuTepuit (m)
MepecTaHOBOK/paHIOMH3aLuH; ~ With
repetition pasmeruense; random ~ ciay-
vailHas IepecTaHOBKa/NOACTaHOBKA; Sig-
nature of a ~ curxarypa (f) mepecra-
HOBKH

persistent Markov process pozppaTHHIH

MapKOBCKHH Mpouecc
persistent random walk
cayyvajiinoe GJayXNaHHe
persistently optimal strategy ueyxaon-
HO ONTUMAJbHA CTpaTerHs
perturbations method wmeton (m) Bos-
MYINEHUH
Pettis integrability
(f) mo OerTucy
Pettis integral murerpau (m) IlerTuca
Pettis theorem teopema (f) lerTuca
phase, n. ¢asza (f): filter ~ ¢a-
3a QUALTpA; ~ Cross-spectrum B3aMM-
Hetd  da3oBeld cnektp; ~ density da-
30BaA IJIOTHOCTh; ~ diagram ¢a3o-
pasg auarpamma; ~ frequency charac-
teristic $a30B0-4aCTOTHAA XapPAKTEPHCTH-
kxa; ~-modulated oscillation ¢a3oso-
MORYJHpOBaHHOe kojebGanue; ~ modula-
tion da3oBas MonyJaAuMs; ~ shift bazosrii
caBur; ~ spectrum ¢a3oBHIA CIEXTP; ~
transition ¢a3oBEH# Iepexon
phenomenon (pl. phenomena), n.
Hue (n), denomen (m)
phylogenetic tree dunoreneruveckoe nme-
peBo
Pisarenko spectral estimator
TpaJbHai oneHka [Iucapenko
Pitman efficiency s¢pdexTurrocts (f) no
MuaT™meny
Pitman estimator ouenxa (f) Ilurmena
Pitman test kpurepuit (m) lutmena
plan, n. mran (m): acceptance sampling ~
IJTaH CTATHCTHYECKOTO NPHEMOYHOIO KOH-
Tpoas; closed ~ samxnyrTori naan; Dodge
~ nnax Jonxa; inspection ~ NJaH KOH-
TpoJs; operating characteristic of a sam-
ple inspection ~ onepaTHBHas XapakTe-
PHCTHKA IJIaHA BBIGOPOYHOTO KOHTPOJIS;
sampling ~ BHGOpOuHEIH HJiaH; single-
consent ~ IUIaH C OOHHM Ppa3pelIeHHEM;
unbiased ~ HeCMelIeHHHH NJaaH
planar graph naanapuniii rpad
planar map mianapHas XapTa
planar network nuanapuas cetTh
planarity threshold mopor (m) nranap-
HOCTH
Plancherel
Tananuepesns
Planck distribution pacopenenenne (n)
Muanka
plane, n. miockocth (f):  extend-
able ~ pacumpseMas NJIOCKOCTH; non-
Desarguesian ~ Hene3apropa ILIOCKOCTE;
projective ~ - HPOEKTHBHaA IJOCKOCTD;
translation ~ NJIOCKOCTDH TPaHCAAIKK
Poincare process npouecc (m) Ilyankape
point, n. Touka (f); Toweunni: break-
down ~ moporoBas Touka; change ~ mo-
MenT (m) pasnankm; critical ~ KpuTH-
yeckasd TouKa; fixed ~ HemoaBHXHas TOY-

BO3BPAaTHOEC

HHTETPHPYEMOCTE
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xa; irregular ~ upperyaspHas Touka; lad-
der ~ necTHuyHas Touka/mapa (f); ~-
bounded covering ToueuHO-OrpaHHYEHHOE
NOKPHITHE; ~ estimator ToYeYHas OUEHKa;
~ of increase ToOYKa poCTa; ~ Process To-
yeunbld mpouecc; ~ random field Toueu-
Hoe cayyalinoe noue; regular boundary ~
peryiaspHas TpaHW4YHas Touka; saddle ~
ceanoBas Touka; sample ~ Brbopoynas
Touka; supporting ~ of a design onopHas
TOYKa MJiaHa, y3ea (m) maana; ~ random
field Toueynoe caydaiHoe moJe

pointwise convergence HoToYeYHas CXO-
OHMOCTEH

Poisson approximation mnyacconosckas
ANMPOKCHMAaLHA

Poisson distribution pacnpegenenne (n)
Nyaccona: compound ~ cioxsoe pacnpe-
neaenue [lyaccona

Poisson process nyacCOHOBCKHH NpoIIecc

Poisson theorem Tteopema (f) Ilyaccona

polar, adj. noaspuniii: ~ correlation func-
tion NOAApPHAL KOPPERTUHOHHAA QYHKUUK;
~ sel MONAPHOE MHOXECTBO

policy, n. crpaterus (f): Bayes ~ 6eil-
ecoBckad ctparerus; Markov ~ wmapxos-
CKasi cTpaTeruf; steering ~ HalpaBJsiO-
Ias CTpaTerus

Polish space mojibckoe IpoCTPaHCTBO

poll, n. onpoc (m): public opinion ~
OpPOC OBIIECTBEHHOTO MHEHHA

Pollaczek—Khinchin formula ¢opmyaa
(f) Honnauexa—Xunuuna

Pollaczek—Spitzer identity ToxmecTso
(n) Donaauexa-Cnuruepa

Pélya distribution pacnpenenenue (n)
[Tona

Polya theorem teopema (f) [loia

Pdlya’s urn model ypuosas monmess [loita

polygamma function nosuramma ¢yHk-
nux (f)

polygon, n. mHoroyroasHuk (m): dissec-
tion of a ~ pa3sbuenne {n) MHOrOyroJn-
HHKA

polyhedron (pl. polyhedra), n.
rpaHHEK (m), noausap (m)

polymatroid, n. mosumatpousn (m)

polynomial noausoM (m); moJMHOMHAIL-
ueli: Bell ~ noaunom benaa; Bernoulli ~
nosiwHom bBepuynan; binomial ~ GuHomu-
anbubii mosuuoM; Chebyshev ~ moaunom
Yebniwena; chromatic ~ xpoMaTHYecKH#
nonutom; Fuler ~ monunom Dunepa; Her-
mite ~ noauHoM OpmuTta; Jacobi ~ mo-
aunoM Axobu; Laguerre ~ mnomunom Jla-
reppa; Legendre ~ mosunom Jlexannpa;
orthogonal ~s OpTOTOHAJBHEIE NOJIHHOMBI
(pl); Pell ~ nomunom Ilenus; ~ algorithm
NOAHHOMHAJbHEIN aJATOPUTM; ~ Interpo-
lation mapa6oavdeckas/TOAHHOMHANBHASL
MHTEPIONALHA; ~ regression napabonuye-

MHOTO-
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ckas /nonunoMuanbuas perpeccus; Sheffer
~ mouunoM ledpdepa; Tutte ~ moaumnom
Tarra

polyominoe, n. noauoMuuo (n)

polyspectral, adj. monucnexTpaJbHBIH: ~
density ToMMCHEKTPaJbHad MIOTHOCTD; ~
function noavcHekTpadbHas OYHKIMA

polyspectrum, n. moxucnexTp (m)

polytope, n. MEororpannuk (m), mosawron
{m): inscribable ~ BuHCHIBaeMbI# MHOTrO-
TPaHHUK

polytopic graph noanronHei# rpad

Pontryagin’s maximum principle npun-
uun (m) makcumyma IlonTparuna

population, n. cosokynsocrs (f), momy-
asuus (f): general ~ reHepajibHaf CoOBO-
KYIIHOCTh; ~ genetics MONYJIAIUOHHASA Te-
HETHKA

poset (partially ordered set), n. u4a-
CTHYHC YTOPAMCUYEHHOE MHOXKECTBO: OI-
thomodular ~ opToMonysnsapHOe 4acTHY-
HO YHOPsJOYEHHOE MHOXECTBO

positive, adj. NONOXUTEABHBIA: ~ COr-
relation monoXxuTeNbHas KOPPENAUMSA; ~
definite function MONOXWTENLHO ONpele-
JeHHas dyHkuus; ~ definite kernel woso-
XHTEJNBHO oOINpefefeHHOe SIAPO; ~ Semi-
definite function HeOTpHIATENBLHO OIpEae-
JeHHas GYHKLUHA; ~ State NOJOXKHTEIBHOE
COCTOSHHE

posterior, adj. amocTepuopuwbiii: ~ den-
sity anmoCTEpMOpHas WJIOTHOCTH; ~ distri-
bution amocTepropHOe pacupeneneHue; ~
probability anocTepuopHas BepOSTHOCTH

potential notenunan (m); moTeHuHanL-
Holi: alpha- ~ anwda-norenuman; chem-
ical ~ XMMHWYeCKM# NOTeHUHMaN; equilib-
rium ~ paBHOBECHHIH moTenuuai; finite-
range ~ (UHUTHBIH TmoTeHnuan; Gibbs
field ~ mnoreHuHan rUGGCOBCKOro MOJIA;
Lenard—Jones ~ mnorennwuan Jlemapna-
Ixonca; ~ alpha-kernel anvda-sopo (n)
NoTeHIHa 0B, ~ density MOTeHUHaAbHasd
IIOTHOCTB; ~ enstrophy noTenuuasnHas
sHcTpodus; ~ function moTeHIHaAbHasA
¢dynkuus; ~ theory teopus (n) morexuu-
ana; ~ vorticity IOTeHUHAJbLHBIH BHXPb

power, n. womHocTs (f), cremens (f):
entropy ~ SHTPONH#Has MOIMHOCTH; ~
function of a test dpynkuus (f) MomgHocTH
KpuTepus; ~ moment problem cTenennas
npobseMa MOMeHTOB; ~ of a statistical test
MOITHOCTE CTATUCTHYECKOTO KPUTEPHS; ~
series cTemeHHOH psin; ~ series distribu-
tion pacnpeneneHne (n) CTENEHHOTO PAAa;
~ spectrum cuexTp (m) MOIHOCTH

precedence grammar rpamMaTHKa (f)
NpeUIeCTBOBaAHUA

prediction, n. nporHoszmpoBanue (n):
nonlinear ~ of a random process HeuHeH-
HOe INPOTHO3MPOBaHHe CJIYYaWHOTO TPO-
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mecca; ~ error owmnbka (f) mpenckasa-
HHs1/IPOTHO3a; regression ~ pPerpeccHoH-
HEIH NpPOrHO3

predictor, n. npesuxTop (m)

preference, n. npennoutenue (n)

prefix entropy npedukcHas >HTPONHA

prefix search npedpuxcuni moncx

prescribed number npeanucanHoe YUCIO

prime distance graph rpad (m) npo-
CTHIX PacCTOSHHH

prime number npocToe wuciao

primer, n. npajimep (m), 6yksaps (m)

primitive triangle npuMHTHBHEIE Tpe-
VTOJIBHHK

primordial function ¢ynnamentanbuas
QYHKUMA

principal, adj. raapumni: ~ alias raas-
HBIA IBOHHHK; ~ component riaBHasi KOM-
NOHEHTa; ~ component analysis aHaxu3
(m) raaBHEIX KOMIOHEHT; ~ roof TJaB-
HbIH/neppOHOB KopeHb; sample ~ compo-
nents BEIGOPOYHLIE TJaBHBIE KOMNOHEHTHI
(ph)

principle, n. npumuun (m): averaging
~ #pHHUMN ycpemueHus; Bayes ~ Geii-
€COBCKMH mnpunuun; complementarity ~
OPHHUAN OONOMHHMTexbHOCTH; Donsker—
Prokhorov invariance ~ UPHHHMI HH-
BapdanTHocTH [oHckepa—Ilpoxoposa; ho-
mogenization ~ TPHUHIHUN YCpEIHEHHA
(onmepaTopoB B YACTHEIX IPOH3BOSHBIX);
invariance ~ TPHHUKMI UHBapHAHTHOCTH;
Kahane’s contraction ~ NpHHIMI CXATHAL
Kaxana; maximum likelihood ~ npuHuun
MaKCHMaJIbHOTO HpaBHoONonoGus; optimal-
ity ~ INpHHUHED onTHMaJbHOCTH; Pon-
tryagin’s maximum ~ OPHHUMI MaKCH-
myma llonrpsaruna; reflection ~ upuH-
LUI OTpaXeHHA; separation ~ NPHHIMI
pasnenenus; stochastic optimality ~ cro-
XaCTHYECKHH HPHHIUN ONTHMAJILHOCTH;
Strassen’s invariance ~ TIpHHIHI HHBa-
puantHocTH IllTpaccena; strong invari-
ance ~ CHJbHBIH NPHHIMI HMHBapHAHT-
HOCTH, NMPHHUHKI HHBaPHAHTHOCTH TNOYTH
HaBepHoe; strong likelihood ~ ycuaen-
HEIM UpHHUMN npasnomonoGus; sufficiency
~ TNPHHOMN AOCTATOYHOCTH; uncertainty
~ TPHHIKI HEONPENEJEHHOCTH; variation-
al ~ BapHAUMOHHBIY NPHHIKI

prior, adj.  anpmopumtii: ~ distribu-
tion anpuopHOe pacmpenejeHue; ~ densi-
ty anpMopHas IJIOTHOCTH, ~ Information
anpuopHas HHbOpMAUHA

probabilistic, adj. BepoaTHocTHELL: ~
automaton BepOATHOCTHHIH aBTOMAT; ~
characterization BeposTHOCTHas XapaKTe-
pu3auus; ~ coding BEpOSTHOCTHOE KOINH-
poBauue; ~ distance BepOATHOCTHOE pac-
cToskune; ~ generating function BeposaT-
HOCTHas NPOM3BONANIAA PYHKIUA; ~ met-

Iic BepOSTHOCTHAaA MeTpHKa; ~ normal pa-
per BeposTHOCTHas HOpMaJbHas Gymara,
~ number theory BepoATHOCTHaA TEOPHA
yuced; ~ solution BeposTHOCTHOE peliie-
HHe ,
probability, n. BeposThOocTH (f): a pos-
teriori ~ anoOCTEPHOPHaA BEPOATHOCTD; &
priori ~ anp¥opHas BepOATHOCTL; abso-
lute ~ GeaycaoBHadA BepOATHOCTD; absorp-
tion ~ BEpPOATHOCTH MOIJOIEHHA; bound-
edness in ~ orparudensocth (f) mo Be-
posatHocTH; classical definition of ~ xuac-
CHYeCKoe oIlpenesicHHe BEPOATHOCTH; COmM-
plete ~ space noaHoe BEpOATHOCTHOE TIPO-
cTpancTBO; conditional ~ ycnoBHas Be-
posTHOCTh; confidence ~ [OBEpHTelNbHASL
BEPOATHOCTS; CONVErgence in ~ CXOHM-
MocTh (f) MO BepoATHOCTH; convergence
with ~ 1 cxoguMocTh (f) C BEpOATHOCTBIO
1, cxogumocTs (f) mouTu HaBepHoe; crit-
ical ~ KpHTHYecKas BepOSATHOCTH; ele-
mentary ~ 3JeMeHTapHas BEPOATHOCTb;
extinction ~ BEPOATHOCTb BHIPOXACHHS
(BerBamerocs mponecca) final ~ dunaxs-
Hasi BEPOATHOCTh; frequency interpreta-
tion of ~ YaCcTOTHas MHTEpIpEeTallHs Be-
posatHoctn; Kolmogorov’s axiomatics of
the ~ theory xoamoropoBckas akcHOMa-
THKa TEOpUH BepoaTHoctei; large devia-
tions ~s BepoATHOCTH (pl) GOIBILIKX YKIO-
HeHHil; noncommutative ~ theory HexoM-
MYTAaTHBHasi TeOpHS BEpOATHOCTeil; one-
step transition ~ ogHOLIATOBaA BEPOAT-
HOCTBH Tiepexofa; posterior ~ anocTepH-
OpHaf BEPOATHOCTB; DIrior ~ ampHOpHad
BEPOATHOCTh; ~ density miaotwocts (f)
BEPOSTHOCTH, IaoTHOCTH (f) pacupenene-
HMs BeposTHOcTeH; ~ distribution Bepo-
ATHOCTHOE paclUpefielieHHe, paclpeaesie-
H¥e (n) BepoaTHOCTeH; ~ generating func-
tion BepOATHOCTHAA TPOU3BOAAIIAA dYHK-
uus; ~ integral uuTerpan (m) BeposTHO-
CTH; ~ measure BEPOATHOCTHAs Mepa; ~
of breakdown-free operation BeposTHOCTH
6e3oTka3Hoit paboTh; ~ of connectedness
BEPOATHOCTH CBA3HOCTH; ~ of error decod-
ing BEPOATHOCTh OLIMOGOYHOIO HEKOXHPO-
BaHus; ~ of failure-free operation Bepo-
ATHOCTL Ge3oTKasmoi paborhi; ~ of false
alarm BepOATHOCTH JOXHOH TPEBOrH; ~ of
misclassification BepoATHOCTH OLIMGOYHOK
KTacCHUKANHH; ~ space BEPOATHOCTHOE
HpOCTPaHCTBO; ~ theory Teopus (f) Bepo-
ATHOCTeH; quantum ~ theory xBanTOBax
TeOpHA BepOATHOCTeH; random ~ measure
ClIydYaiiHas BepOATHOCTHaf Mepa; regular
conditional ~ peryaspHas ycioBHas Be-
posTHOCTH; stability in ~ ycToluYHBOCTE
(f) no BepoaTHOoCTH; subjective ~ cybb-
€KTHBHAA BEepPOATHOCTH; total ~ formula
¢dopmyna (f) monnoit BeposTHOCTH; tran-



sition ~ mepexoQHas BEPOATHOCTL; UNCON-
ditional ~ 6Ge3ycJoBHas BepOATHOCTD

probable error BeposTHoe/cpenuHHOe
OTKJIOHEHHE

probit, n. npo6uT (m)

problem, n. samava (f), mnpobrema
(f): arrangement ~ 3amaua pa3sMerue-
HUA/PAHXUDOBaHUs; assighment ~ 3ala-
Yya HasHauYeHHWH; augmentation ~ 3amgava
pacuinpenus; best choice ~ 3afiaya 0 HaH-
ayuureM pribope; bin packing ~ 3amava
06 ymakoBKe MellXos/koHTelHepos; bal-
lot ~ sanaua o GamioTuposxe; Behrens—
Fisher ~ npobiaema DBepenca—Puuiepa;
Bertrand ~ 3anaua Beprpara; bound-
ary ~ TIpaHMYHasA 3afmava; boundary ~
for a random walk rpanuyHas 3amada mis
cayqainoro 6ayxknauusa; Buffon’s needle-
tossing ~ 3amava DloddoHa 06 wurie;
Buffon—-Sylvester ~ 3anava Brodgpona—
Cuussectpa; change point ~ 3amaya o6-
HApYXeHMs pa3ianky; cliqgue ~ 3ana-
ya o xJauke; closure ~ npobieMa 3aMuI-
kanus; discretization ~ Tupobrema IHC-
kpetusauuu; dual transfer ~ conpsxen-
Has 3ajava nepeHoca; double selection ~
3aflaya O ABOWHOM BHOOpe; enumerative
~ [epeyMCJHTeNIbHad 3afaya; extremal
~ 3KCcTpeMasbHas 3aaava; extremal sta-
tistical ~ 3KkcTpeMaJbHad CTaTHCTHYE-
ckas 3apmava; gambler’s ruin ~ 3agaua
o pasopenun (urpoka); Goursat stochas-
tic ~ crToxacTH4eckas 3amaua ['ypca; in-
sensitivity ~ 1pobjeMa HEYYBCTBHTEIb-
HocTH/uHBapuanTHOCcTH; Kiefer-Weiss ~
3anavya Kudepa—Baiica; knapsack ~ 3a-
nava o poksake; Kolmogorov—Petrovsky
~ 3amava Koamoroposa-IleTporckoro;
Iinear arrangement ~ 3agava JHHEHHO-
ro paHXKPOBaHUA; martingale ~ mpobiue-
Ma MapTHHTaJOB; moment ~ Tpobiema
momenToB: multi-armed bandit ~ 3anpa-
Yya 0 MHOropykoM Gaumure; multisample
~ MHoropeiGopouHad 3afava; nearest lat-
tice point ~ 3amad4a o GaMXaHluied Tou-
ke peweTky; one-armed bandit ~ 3ana-
ya 06 omHOpyxoM GanauTe; one-sample ~
3a/laya C OXHOM BHIGODKOR; power moment
~ CTemeHHas MPOGJeMa MOMEHTOB; ruin
~ 3afa¥a O Pa3OpEHHH; secretary ~ 3a-
nava o Beibope cekperapi; shortest-path
~ 3afaya o KpaTyakileMm nyTu; Siegel ~
npobaema 3ureas; stochastic Dirichlet ~
cToxacTH4eckad 3amava [lupuxume; target
tracking ~ 3afava CJIE€XeHHA 3a UENbIO;
ternary search ~ 3afada TPOMYHOrO IOHC-
ka; transfer dual ~ conpsxeHnas 3afgaga
nepeHoca; transfer ~ 3agava mepenoca;
traveling salesman ~ 3amaya o KoMMu-
Bosikepe; two-armed bandit ~ 3apmava o
IBYPYKOM BaHOuTe
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procedure, n. npouenypa (f): cluster-~
kaacTep-npouenypa; Dvoretzky ~ upo-
uenypa IiBopeukoro; robust statistical ~
pofacTHas CTATHCTHYECKas IMPOUENYDa;
sequential ~ TocsemoBaTeNbHAA NPOUENY-
pa

process, n. mupouecc {m): adaptive con-
trolled discrete-time random ~ apanTus-
HBIH YIpaBJIseMBId Cay4YalHEIH Mpouecc ¢
OHCKpeTHEIM BpeMeHeM; adapted random
~ adanTHPOBaHHLIH/COTMACOBAHHEIR CaY-
yadHBEIM nmpouecc; almost stationary ran-
dom ~ TOYTH CTAalKOHAPHBIH Ciayvaid-
e npouecc; amplitude-modulated ran-
dom ~  aMIOJHTYIHO-MOLYJHPOBAHHEIN
cayyainbit nponecc; ARIMA ~ APICC-
Tpollecc, NMPOHECC aBTOPErPECCHH — TPO-
HHTETDHPOBAHHOTO CKOJB3SALLETO CpefHe-
ro, mponecc bokca-Ilxenkunca; ARMA
~ APCC-upounecc, mpouecc cMeuraHHoOW
ABTOPErPECCHH — CKOJIB3AIIETO CPEIHETO;
associated spectrum of a ~ unpucoenn-
HEHHBIH CIEKTP npolecca; autoregressive
— integrated moving average ~ mpouecc
aBTOPETPECCHH — NPOMHTEI PHPOBAHHOIO
ckoub3smero cpentero, APIICC-npouecc,
npouecc Bokca-Ilxenxkunca; autoregres-
sive — moving average ~ WpPOHECC CMe-
HIAHHOH ABTOPErPECCHH — CKOJb3AIIETO
cpeaHero; autoregressive ~ NpoleCC aB-
Toperpeccuy; Bellman—Harris ~ mpouecc
Bennmana-Xappuca; Bessel ~ tuponecc
Becceas; binary branching ~ GuHapHBIR
BeTBALMHACA mpouecc; binary randem ~
OMHADHEIH / IMXOTOMHYECKHH CHy4adHBIH
npouecc; birth-and-death ~ upouecc po-
xJeHus W rubean; birth ~ npouecc (uu-
cToro) pasMHOXKeHus; boundary ~ rpa-
HMYHBIH npouecc; Box—Jenkins ~ mponecc
Boxca-I]xeHKkuHCca, HPoOlECC aBTOpErpec-
CYM — TNPOMHTETPHPOBAHHOTO CKOJL3AILE-
ro cpenuero; branching ~ BeTBsMics
npouecc; Brownian motion ~ upouecc
OpOyHOBCKOro NBHXEHHA; cascade ~ Be-
TBAIMEACA npouecc ¢ suepruedd; Chung ~
nponecc YUxyHa; compensator of a point
~ KoMmleHcaTop (m) TouewHoro mpolec-
ca; complex (Gaussian ~ KOMOJEKCHBIH
rayccoBckuii mpouecc; compound Pois-
son ~  OBGOGLIEHHBIH/CIOKHEIE Tyacco-
HOBCKMH mnpoliecc; conditional Markov ~
YCHAOBHBIH MapKOBCKHH Tponecc; contact
~ Tpoluecc KOHTakToB; controlled branch-
ing ~ peryJHpyeMbI# BETBAIIMHCA NpO-
uecc; controlled discrete (continuous) time
~  yHpaBiAAeMBIH COYYaHHEIH Ipolecc ¢
OHCKPETHHIM (HEMPEPHIBHLIM) BpeMeHeM;
controlled diffusion ~ yupaBiageMulit qud-
dyznounsii mpouecc; controlled jump ~
YUPaBIseMBbIH CKauKOOGPA3HEIH mpolecc;
controlled Markov jump ~  yupasase-
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MEI# MapKOBCKMH CKAaYKOOOpPas3sHHIA Hpo-
necc; controlled Markov ~ ynpaBase-
MHIH MapKOBCKMH mpouecc; controlled ~
ynpaBiseMBIH mpomecc; controlled ran-
dom ~ yUpaBAAEeMEIH CJHYyYadHBIH Hpo-
necc; convergence of random ~s cxonu-
MocTs (f) ciayuaiHBIX mpoleccos; count-
ing ~ cYMTalOIMA Tpollecc; counting
random ~ cUATAOLWKE CAydYadHBIH IIpO-
necc; Cox point ~ KOKCOBCKMH TOYEUHEIH
nponecc; Cox ~ mpouecc Kokca; criti-
cal branching ~ XKPHTHYECKHH BETBAIHH-
ca nponecc; Crump-Mode-Jagers ~ npo-
vecc Kpamna-Mone-Arepca, ofmwuit Be-
TBAIMHACA mpoumecc; cut-off ~ o6pEiBa-
owmmics npouecc; decomposable branch-
ing ~ Pa’JIOXUMBIH BETBALIMHCS MPOUECC;
diffusion branching ~ Bersammiica xud-
¢bysuonHEIA mponecc; diffusion ~ mudbdy-
suoHHEIH npouecc; diffusion ~ with reflec-
tion [UPGY3HOHHBIH NPOLECC C OTPAKEHH-
em; Dirichlet ~ npounecc Hupuxme; dis-
crete time random ~ clayJYadHEIA TPOLECC
¢ OUCKpeTHRIM BpeMeHeM; dual Markov
~ [IBOHCTBEHHBIH MapKOBCKHH IPOLECC;
dyadic ~ pwapgwyeckKHil mponecc; embed-
ded branching ~ BIOXeHHLIA BeTBALIUHA-
ca mpomnecc; embedded ~  BIOXeHHBIH
npouecc; empirical ~ 3MIHPHYECKHH MpO-
necc; energy of a Markov ~ sneprua (f)
MapKOBCKOTO Ipolecca; envelope of a ran-
dom ~ ornbaromas (f) cayvalizoro mpo-
Lecca; epidemic ~ TpoueCC STHAEMHH; €r-
godic random ~ 3progMyeckuil crydvai-
HHIA Iponecc; exponential autoregressive
~  BKCIOHEHUHAJBHBIA aBTOPETPECCHOH-
HBIH npouecc; extension of a Markov ~
HponoJKeHKe (Nn) MapKOBCKOTO IPOLECCA;
extrapolation of a random ~ »kcrpa-
nosauus (f)/nporuosuposanue (n) cay-
vaiigoro mpouecca; Feller ~ deniepos-
ckui mpouecc; fiber ~ mpomecc BoOJO-
xon; filtering of a random ~ ¢uiabTpa-
mua (f) cayvaitmoro mpomecca; Galton-
Watson ~ mnpouecc IanbTona—Batcona;
Gaussian Markov ~ rayccoBckui MapKoB-
ckuit mponecc; Gaussian ~ TayCCOBCKHH
npouecc; Gaussian stationary ~ rayccos-
CKHHl CTauMOHapHHEIN mpouecc; generalized
random ~ oGOBGIIEHHE! CyYalHBIA IpO-
necc; generalized stationary ~ o06006reH-
HEIH CTaIIMOHAPHEIR Ipolecc; geometric ~
reoMeTpHdeckuii mwpomecc; harmonizable
random ~ TapMOHHM3YeMEIH CJyYaWHBIA
npouecc; Hellinger ~ mupouecc Xemann-
repa; homogeneous geometric ~ omaHo-
PORHEIA reoMeTpHYeCKHH mpouecc; homo-
geneous Markov ~ oZHOPOOHEI# MapKOB-
ckuii mponecc; Hunt ~ mpoumecc Xaura;
impulse Poisson ~ MMIyJBCHEI Tyacco-
HOBCKHMH mpouecc; impulse random ~ uMm-

NyAbCHHIH COyvadHER npouecc; increas-
ing random ~ BO3paCTAIOUMH cAydai-
HHIH mpouecc; indecomposable branching
~ HCPA3JOKHUMBIH BETBANIMHCA HPOIECC;
independent thinning of a point ~ He-
3aBHCHMOE NPOPEXHUBaHHE TOYEYHOTO IIPO-
necca; infinitely divisible point ~ Gearpa-
HHYHO MeNMMBIH TOYEYHBIH mpolecc; in-
finitely divisible random ~ 6esrpanny-
HO [IEJMMEIH CJyYaHHBIH Tpolecc; innova-
tion ~ OGHOBALIOIUMA mpouecc; intensi-
ty of a point ~ uureHcHBHOCTH (f) TO-
YeYyHOro mpouecca; isotropic random ~
W30TPONHEIR Cay4YaWHbld npomecc; [t6 ~
nponecc Hro; Jifina ~ npouecc Upxu-
HEl; jump Markov ~ cKaukoo6Gpa3HBIK
MapKOBCKMH NPpOLECC; jump ~ CKadKo-
obpasueiid mpouecc; kangaroo random ~
chayya#HBIH Ipouecc THIa Keurypy; killed
Markov ~ oOpBIBAIOIMHCA MapKOBCKHH
npouecc; killing of a Markov ~ y6usa-
HHe (n) MapxoscKoro mnpouecca; leading
function of a point ~ pegymias ¢yHK-
IIMA ToYeyHOro npouecca; learning ~ mpo-
necc obyvenus; left Markov ~  nesmiit
MapKoBCckui mpouecc; Lévy system of a
Markov ~ cucrema (f) Jleen mapxoBcko-
ro npouecca; locally integrable ~ nokanb-
HO MHTEIDHpPyeMbIH mpolecc; lower semi-
continuous ~  TOJYHENPEPHIBHBIH CHH-
3y mponecc; marked point ~ Mapkupo-
BaHHBIH TOYeYyHEIH mnpouecc; Markov de-
cision ~ MapKOBCKHN IIPONECC NIPHHATHA
pewtennit; Markov linear-wise ~ juneit-
YyaTH# MapkoBck®# mpouecc; Markov ~
MapkoBckHil mnpotiecc; Markov ~ with a
countable/denumerable state space map-
KOBCKHHl IIPOTECC CO CYETHBIM YHCIOM CO-
crosuuii; Markov ~ with a finite state
space MapKOBCKHHE IPOUECC C KOHEUHBIM
MHOXecTBOM cocToanui; Markov renew-
al ~ MapKOBCKMH IpOLECC BOCCTAHOBJE-
HHUA; Mmoving average ~ IPOUECC CKOAb3d-
mero cpeanero; multidimensional Wiener
~ MHOTOMEpPHHIH BHHEDOBCKHH HpoIlece;
multiparameter Wiener ~ muoromapame-
TPUYECKHH BHHEPOBCKMM MpOLECC, BHHE-
poBckoe moxe; multiparameter Brownian
motion ~ MHOronapaMeTpPHYeCKM# IIpo-
Hecc GPOYHOBCKOIO NBHXKeHMs, noje (n)
Jlesn; multivariate Brownian motion ~
MHOTOMEPHEIA Tpolece 6POYHOBCKOTO [BH-
xeuns; multivariate Wiener ~ wHoro-
MepHBLI# BHHEPOBCKHH mpouecc; nonantic-
ipating random ~ HeynmpexAaalomwui ciy-
YaHHEIA mponecc; nonlinear autoregressive
~ TPpOIecC HeJHHEHHOH aBTOPErpecCHH;
nonlinear filtering of a random ~ wHe-
JHHeHHas (QHABTPAIMA CIYYaHHOIO MPO-
necca; nonlinear prediction of a random
~ HeJHHeHHOe IPOTHO3MPOBaHME CIydaii-



woro mpotecca; non-Markovian ~ He-
MapKOBCKHMH mnpouecc; normal Markov ~
HODMAJbHBIH MapKOBCKHH NPOUECC; one-
dimensional random ~ OTHOMEpPHBIA CHY-
qaiHLIH Tpouecc; optimal stopping of a
random ~ ONTHMaJbHas OCTAHOBKA CJY-
yafiHoro mpouecca, optional ~ BroJsHe
H3MEPUMBIH IPOIECC, ONIMOHAJIBHLIH TPO-
wecc; optional projection of a ~ on-
HMOHaJbHAsA NPOEKIUUs MpPOUecca, BIOJ-
He H3MepHMas NPOEKUHUs Mpolecca; oOr-
dinary marked point ~  opOHHapHBIHA
MapKMPOBaHHBIH TOYEUHBIH NpoOUECC; Or-
dinary point ~ oOpIMHAPHBIH TOYEYHBIH
npouecc; QOrnstein—Uhlenbeck ~  mpo-
necc OpHiuTeiina-Y nenbeka; orthogonal
expansion of a random ~ opTOroHaJbHOE
pa3fioXeHHe CJAYyYalHOTO mpouecca; Oscil-
latory random ~ OCHHJANMDYIOHIMA CIy-
yaliHBIH mpoitecc; percolation ~ 1ponecc
npocayuBanud; persistent Markov ~ Bo3-
BPATHBIH MapKOBCKMH Npolecc; plecewise
linear ~ KyCcOYHO JMHEHHBIH WPONECC;
Poincare ~ npounecc [lyankape; point
~ TOYeYHHIH Mpouecc; point ~ with ad-
Jjoint random variables ToyeyHBI# Tpolecc
C [NPHUCOENMHEHHBIMHM CJAYYAHHBIMH BeJH-
yuHaMu; Polsson ~ 1yaccoHoBCKM# IpPoO-
uecc; Poisson point ~ NyacCOHOBCKHH TO-
yeuHbl# npouecc; predictable ~ npencka-
3yembiil npouecc; predictable projection of
a ~ T1peicKazyeMas OPOEKIMs INPOLEC-
ca; progressively measurable ~ muporpec-
CMBHO M3MeDHMbIH mnpouecc; pulse ran-
dom ~ MMIYJbLCHBEIA CIYYalHBIA TPOLeCe;
purely discontinuous ~ 4HCTO pa3phiB-
HBbIK npouecc; quantile ~ KBaHTHJIbLHBIK
npouecc; quantum stochastic ~ xBanTO-
BBIM CaydadHbIH npouecc; quasi-diffusion
~ KBasuauddby3MOHHLIH mpolecc; quasi-
smooth Markov ~ xBasurJaikui Map-
KOBCKM# npouecc; random ~  cayda#-
HHIR npolecc; random ~ with independent
increments cayyaWHBI® Npolecc ¢ Hesa-
BUCHMBIMM NpHpaiieHusMmu; random tele-
graph ~ cayvadHbid TederpadHniil npo-
necc; Rayleigh ~ npounecc Poaes; re-
current Markov ~ BO3BpaTHBIH MapKOB-
CKHH mpouecc; recurrent point ~ TodYed-
HBIH NPOLECC ¢ OTPAHHYEHHBIM IOCJeNeH-
cteueM; reduced branching ~ pegyuupo-
BaHHBIH BETBAIMHCA TIpOLECC; regenera-
tive ~ pereHepHpYIOIIHH NPOIECcC; renew-
al ~ mupollecc BoccTaHOBJNEHHA; reversed
Markov ~ ofpallleHHEIR MapKOBCKHH Ipo-
necc; reversed ~ ofpallleHHBIH UPOLECC;
reversible ~ obpaTuMbiit npounecc; right
Markov ~ mnpaBblit MapKOBCKHil Tpolecc;
self-similar ~ aBTOMONEJNBHBIN NPOUECC;
semi-Markov ~ WONyMapKOBCKMH mpo-
necc; Sevast’yanov ~ npouecc CeBacTbs-
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nosa; shot noise ~ 1ponecc npoGoBoro
wyma; simple point ~ TPocTOH TOYEYHHIH
npoiuecc; skew Wiener ~ Kocodl BHHepOB-
ckuii mpoltecc; spectrum of a ~ CHoekTp
{m) npouecca; spherical Wiener ~ cde-
pHYECKHH BUHEPOBCKUH npouecc; stable ~
ycToiunBEIA mpomecc; standard Markov
~ CTAaHOAPTHHIH MapKOBCKHH IIpoOILecC;
standard Wiener ~ cTaHgapTHBIA BH-
HEPOBCKHH mnponecc; stationary geomet-
ric ~ CTalMOHapHBIA TeOMeTPHYECKHH
npouecc; stationary Markov ~ cramuo-
HAPHBIA MapKOBCKHMH Tpouecc; stationary
point ~ CTaUKOHAPHBIH TOYEYHHH INpPO-
uecc; stationary random ~ cTallMOHAp-
HBIH CAydaWHBIM mnpomecc; step Markov
~  CTYHNEeHYaTbhidA MapPKOBCKHH IIPOIECC;
step random ~ CTyneHYaTBIH CJIyyYai-
HBIH npouecc; stochastic ~ croxactude-
cKMif/cayvaitusiil npouecc; stochastically
continuous ~ CTOXaCTHYECKH HENPEePHIB-
HEIR mnpouecc; stochastically equivalent
random ~$ CTOXaCTHYECKH SKBHBAJEHT-
Hble chaydaiinble mpouecchl; strong Feller
~ CHJBHO (PEJIIEPOBCKMH Ipollecc; strong
Markov ~ CTporo MapKOBCKHHl Tpolecc;
synchronous point ~s CHHXpOHHBIE TOY€Y-
Hble nIpoueccei; telegraph ~ Texerpad-
HBIH curHadi/mpouecc; temporally homo-
geneous random ~ OXHOPONHBIH TO Bpe-
MEHM cayvaiiHbli npouecc; thinning of a
point ~ mpopexuBaHue (n) TOYEYHOrO
npouecca; threshold autoregressive ~ mno-
POTOBBIE IPOLECC aBTOPErpeccuw; Lopo-
logically recurrent Markov ~ TomoJsors-
4eCKM BO3BPATHEIH MapKOBCKHMH NPOLECC;
upper semicontinuous ~ TOJYyHeNpPepbIB-
HBIH CBEDXY HpOliecc; voling ~ MPOUECC
rosgocopanus; well measurable ~ Bnosa-
He H3MEPMMBIA NPONECC, ONMUHOHAJbLHBIH
nponiecc; well measurable projection of a
~ BHOJIHE M3MEpUMas NPOEKUHH Ipoliec-
ca; wide-sense Markov ~ MapKOBCKHH
OPOIECC B IIKPOKOM CMbIcie; wide-sense
stationary ~ CTAllHOHADHBIH B IUHPOKOM
cMmuicae nponecc; Wiener ~ BUHEPOBCKWH
npounecc; Wong ~ mnpouecc Youra; Yule
~ mpouecc uaa

product, n. upomssesenme (n): Carte-
slan ~ [OeKapTOBG mpomusBenenue; direct ~
NpAMOE TPOH3BENEHHE; ~ Measure Pou3-
Benenue mep; ~ of measurable spaces npo-
M3BENCHHE M3MEPUMBIX IPOCTPAHCTB; ~ of
probability spaces mpousBeneHHe BEpOAT-
HOCTHBIX HPOCTPAHCTB; ~ sSpace NPOU3Be-
[OEeHHE TMPOCTPAHCTB; semidirect ~ mWoAy-
NpAMOE MPOK3BENEHHE; SKEW ~ KOCOE Ipo-
H3BEJECHHE

product-limit estimator muoxuTeNBLHAK
oleHKa GYHKIHH paclpelesieHus

programming, n. IpOrpaMMHPOBaHHe
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(n): dynamic ~ mHHaMWYecKoe IMPOrpaM-
MupoBaHue; linear ~ JHHeHHOe IPOTpaM-
MHpOBaHHe; nonlinear ~ HeJHHEHHOE TPO-
TpaMMHPpOBaHHE

projection, n. mnpoekuns (f): orthogo-
nal ~ OpTOroHaJbHasi Npoekuus; ~ of a
design cTaTHCTHYeCKas MPOEKUHA MJIaHa;
~ pursuit TeJeHaNpaBJeHHOE NPOEHHPO-
BaHHe

projective plane
KOCTH

propagation of chaos rugpogunamuye-
CKHMH IpeAeJbHBIN Nepexol

proper distribution cobcTeennoe pac-
npefieJicHUe

proximity analysis awnaaus (m) 6amso-
cTe

proximity measure mepa (f) 6ausoctn

pseudoforest, n. mncesnosec (m)

pseudomatroid, n. ncesgomarponn (m)

pseudomodular lattice ncesmomomyasp-
Has peleTka

pseudomoment, n. ucesgoMomenT (m):
absolute ~ aGCONIOTHBIN MCEBIOMOMEHT

pseudorandom numbers ncesgocayvaii-
urle wucaa (pl)

psychology, n. ncuxosnorus (f)

public opinion poll onpoc (m) obrue-
CTBEHHOTO MHEHMS

pulse random process HMNIYJILCHEIH CJIy-
YaHHBIH mpolecc

pulse width modulation wupoTHo-MM-
OyJILCHAA MOLYJASLHA

pure, adj. uncTHii: ~ Bayes strategy uu-
cTas OellecoBCKas cTpaTerus; ~ state 4u-
cToe COCTOsAHHe; ~ strategy YHCTas cTpa-
Terus

purely discontinuous process
Pa3pHIBHEIH IIPOLECC

Q

quadrangle, n. teTspexyronbHux (m)
quadrangulation, n. xsagpatuszamus (f)
quadratic, adj. xBagpaTuyeckuii: ~ char-
acteristic of a martingale XBagpaTuHue-
CKaf XapaKTEePHCTHKa MapTHHIAJa; ~ eI-
ror KsagpaTH4YHas oluMbKa; ~ extension
KBaNpaTHYHOE pacluupenue; ~ form xpa-
npaTtudHas ¢opma; ~ loss function xBa-
IpaTuyeckad QYHKIHA HOTEph; ~ residue
KBaJpaTHYHLIH BHIYET; ~ risk kBagpaTuu-
HHI# pHCK; ~ variation of a martingale
KBafpaTHYecKas BapHallisd MapTHHTaja
quadrature, n. xBagpatypa (f); xBa-
gparypuui#: ~ formula KBagparypHas
¢opmysa; ~ formula with random nodes
kBagpaTypHasi HOPMyda co CAydaHHBIMH
yainamu; ~ spectral density xBampaTyp-

IIpOEKTHBHas ILJIOC-

YHCTO

Hasd CHeKTpajbHad IWIOTHOCTB; ~ Spec-
tral function XBafpaTypHas CHEKTPaJb-
Has QYHKUMA; ~ spectrum KBaapaTypHBIH
CIEKTP

quadric, n. xBagpuka (f)

quadtree, n. kBagpofepeso (n)

qualitative, adj. KavecTBeHHBIH: ~ ro-
bustness KavecTBeHHas pobacTHOCTB; ~
stability of stochastic models xayecTBeH-
Has YCTOWYHBOCTH CTOXaCTHYECKHX Mome-
Jel

quality control konTpoas (m) xayecTBa

quantile, n. xsauTuas (f): ~ process
KBaHTHJLHEIA mpouecc; ~ transformation
KBaHTHJbHOe IpeobpasoBanue; sample ~
BHIGOpoYHaA KBaHTHIL

quantitative, adj. xoauuecTBeHHBIH: ~
robustness xoauYecTBeHHas pobacTHOCTH

quantization, n. xBaHnTOBaHHe (n)

quantum, adj. XBaHTOBHIA: axiomatic ~
field theory akcHoMaTHYecKass KBaHTOBas
Teopua noJd; constructive ~ field theo-
Iy KOHCTPYKTHBHas KBaHTOBas TEOPHA HO-
as; Euclidean ~ field theory esxaumopa
KBaHTOBas TeOpHs Noasd; ~ Brownian mo-
tion KBaHTOBOE GPOYHOBCKOE [(BUKEHHE; ~
Euclidean field xpanTOBOE €BKJIKHAOBO MO-
Je; ~ coding XBaHTOBOE KONMPOBAaHHE; ~
communication channel xBaHTOBEIA KaHaJ
cBa3u; ~ decoding xBaHTOBOEe IEKOIHPO-
Banne; ~ dynamical semigroup xBaHTOBas
IMHaMHYecKasd MNoJyrpynmna; ~ hypothe-
ses testing theory KBaHTOBas TeOpHs IPO-
BepKH THIIOTe3; ~ measurement XKBaHTO-
BOoe H3MepeHHMe; ~ mechanics XBaHTOBaA
Mexanuka; ~ probability theory xBanTo-
Basjg TeOpHs BEPOATHOCTEH; ~ state KBaH-
ToOBoe COCTOAHMe; ~ stochastic calculus
KBaHTOBOE CTOXaCTHYECKOE MCYHCJCHHE;
~ stochastic differential equation xBanTO-
Boe cToxacTuieckoe nuddepeHuraInLHOE
ypaBHenue; ~ stochastic process xkBanTo-
BRIH CJIyYadHBIH mpolecc

quartile, n. kBaptaub (f): sample ~ BH-
GopouHas KBapTHIb

quasi-diffusion process xpasumudpdysu-
OHHEIH ITpolecc

quasi-infinitesimal operator xsazumn-
(PHHHTE3NMAJIBHEIA ONEPATOP

quasi-invariant measure xsa3uuHBapH-
aHTHas Mepa

quasilattice, n. xBasupeurerka (f)

quasi-likelihood function @¢ysxmus (f)
KBa3uNpaBAOTIONOOH

quasi-Markovian approximation xsa-
3MMapKOBCKOE TPHOJIHKEHHE

quasimeasure, n. xsasumepa (f)

quasimetrie, n. xBasumeTpuxa (f)

quasi-orthogonal numbers xpasuopro-
roHaJbHEE YHCIa (pl)

quasi-parity graph xBaswveTuwnt rpad



quasipolytope, n. xBasumosnron (m)

quasi-regular system ksasuperynspuas
CHCTEMa

quasi-smooth Markov process xpasm-
IJ1agKHH MapKOBCKHH Ipolecc

quasi-sufficient statistic xpasupmocra-
TOYHAA CTATHCTHKA

quasi-symmetric distribution xpazu-
CUMMETPHYHOE paclipefic/ieHue
quasi-variational inequality xsa3upa-

PHAIHOHHOE HEPABEHCTBO

quasimartingale xsasumapruuran (m)

Quenouille test xkpurepuit (m) Kenys

queue, n. ovependb (f), oTHONHHEHHAS CH-
cTemMa 06CNy KHBAHAA C OYEPENbIO

queueing discipline pucuunuuna (f) o6-
CIy KHBAHHA

queueing network cers (f) obcayxusa-
HEA

queueing system cucteMa (f) obcayxn-
BaHHA: balk ~ cHcrema o6CayXHBaHHS
¢ otkasamu; blocking ~ cucrema obciay-
uBaHuA ¢ oTkasamu; fully accessible ~
MOJHONOCTYTIHAA CHCTEMa OGCHYXKHBAHHA;
loss ~ cucrema obCIyXHMBaHHA C OTKa-
samH; multicascade ~ MHOTOKackamHas
cucrema obcayxuBauuia; multichannel ~
MHOTOKaHaJbHas /MHOTOJMHEHHAS CHCTe-
Ma ofcnyxuBaHus; multiserver ~ MHOro-
KaHaJbHas/MHOTOJMHEHHA® CHCTeMa 06-
cayxuBaHus; partially available ~ wue-
[HOJHOJOCTYNHAA CHCTEMa OGCHYKHBAHUA;
priority ~ UpHOpHTeTHas cHcTeMa obciy-
XHUBaHHA; ~ in heavy traffic HarpyXxenHas
cucrema obcayxuBanus; single-channel
~ OZHOKaHAJIBbHAA/ONHOJMHEMHAs CHCTe-
Ma ofCayXuBaHHA; single-server ~ oa-
HOKaHaJIbHas /ONHOJIHHENHAA CHCTeMa OG-
cayxxusanus; stability of a ~ ycTolum-
BocTh (f) cHCTEeMEI 06CIy XKUBaHHS

queueing theory teopus (f) cucrem o06-
cayxuBaHui, Teopus (f) MaccoBoro o6-
cayXuBaHuA, Teopus (f) ovepenei

quotient, n. wactHoe (n): ~ group
dakTop-rpynna (f); ~ of a dynamical sys-
tem daxTop-cucrema (f) HUHaMHYeCKOHR

R

Rademacher function ¢yuxuus (f) Pa-
neMaxepa

Rademacher sequence nocnenosaTesn-
noctsb (f) Pagemaxepa

Rademacher theorem Teopema (f) Pa-
neMaxepa

radiocarbon dating pammoyraeponnas
AaTHPOBKa

radius (pl. radii), n. paguyc (m): spectral
~ CHeKTPAJbHBIHA pPaTHYC
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Radon measure panonoBa Mepa, BHY-
TpeHHe KOMIIaKTHO peryJjsipHad Mepa
Radon space paloHOBO IPOCTPAHCTBO
Radon-Nikodym derivative npousson-
uad (f) Papona—Huxonuma
Radon—-Nikodym property
(n) Panona-Hukomuma
Radon—-Nikodym theorem Treopema (f)
Papona-Hukonuma
Radonifying operator pagonusupymno-
1T / paJoHHGRIAPYIOLTHI oNepaTop
Raikov theorem teopema (f) PaiixoBa
Ramsey number uucno (m) Pamces
Ramsey theorem Teopema (f) Pamces
random, adj. cayvaHHBIA: ~ access mem-
Ory OnepaTHBHAf MaMATh, HAMATh C NPO-
U3BOJBHOH BHIGOpKOH; ~ algebraic equa-
tion ciayvailHoe asreGpaMyeckoe ypasHe-
uue; ~ Boolean function cnyvaiinas 6y-
JgeBa GyHKUUA; ~ charge cryuvaitnpii 3a-
pan; ~ closed set cuayyalinoe 3aMKHYTOE
MHOXecTBO; ~ coding ciy4alHnoe KOIH-
poBaHMe; ~ compact set ciayyaiiHoe KOM-
NaKTHOE MHOXECTBO; ~ convex set ciy-
yalHOe BHINYKJIOE MHOXECTBO; ~ -effects
model Mogens (f) co cayyaiiHeIMH 3 dek-
TaMH; ~ element ciy4aHHHHA SJEMEHT; ~
error ciyvyaiHas omumbka; ~ event caydai-
Hoe coOmITHe ~ finite set KoHeuHOe CIy-
YaiHOe MHOXeCTBO; ~ forest caydadHbIR
gec; ~ function ciaydyaiHads QYHKIHA; ~
graph cayvaiineiit rpad; ~ mapping ciay-
yaiiHoe oTo6paXkeHue; ~ measure Cay4da-
Has Mepa; ~ multiple access ciydaiHbIi
MHOXECTBEHHEIH nocTym; ~ number cuy-
ya#HOe YHCJO; ~ open set ciydyalHoe OT-
KPEITOE MHOXECTBO; ~ packing ciy4daiHas
yIaKoBKa; ~ partition caydyainoe pa3bue-
HHe; ~ permutation ciay4aWHas NepecTa-
HOBKa/MoACTaHOBKa; ~ perturbation ciy-
yaliHoe BO3MYIIIEHHe; ~ phenomenon ciy-
yaiiHoe ABJEHHE; ~ probability measure
ciyd4aWHas BEPOATHOCTHaA MeEpa; ~ pro-
cess ciaydaHMHBIH nponecc; ~ quadrature
formula cayvaiiHas KkBagpaTypHas ¢op-
Myna; ~ search ciyuaiiubiii mouMck; ~ se-
quence cayyadHasi IOCJIENOBATENLHOCTD;
~ shape cayvaiiusli wiein; ~ substitution
CIydYailHas MOACTaHOBKa; ~ telegraph pro-
cess Cly4aHHHIH TeJerpadHbIil Mpolecc; ~
tessellation ciyvaiinas Mosamka; ~ time
change cnyualinas 3aMeHa BPEMEHH; ~
tree cayvaHoe [IepeBO
random field cuyuvaiinoe mone: branch-
ing ~ BeTBsllleecd ciaydaiinoe moue; dis-
cretizable ~ pucxperusupyemoe ciayyai-
Hoe Todie; generalized ~ oBobieHHoe cay-
yaiiHoe moJie; harmonizable ~ rapmo-
HH3yeMoe cayudaifHoe mose; homogeneous
~ OIHOPOMHOE CiIyd4adHoe HoJje; isotrop-
ic ~ H30TpOmHOe cJIydaiiHoe InoJge; lo-

CBOHCTBO
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cally homogeneous ~  JOKAJBHO OIHO-
poanoe cayuainoe mose; locally isotropic
~ JIOKAJIbHO W30TPOINHOE CIyYalHOoe HOJeE;
Markov ~ wmapxoBckoe ciyuaiiHoe moJe;
point ~ TodeuHoe cayvaiiHoe mose; Pois-
son ~ MYyacCOHOBCKOE CJAydYaHHOe IoJe; ~
with homogeneous increments ciydaiiHoe
[HoJe C ONHOPOAHLIMH MPYPAICHUAMH; ~
with Isotropic Increments ciydJa#HOe IO-
Jie C H30TPONHLIMHA NPHpPAINEHUIMH; scal-
ing limit of a ~ aBTOMOHENBLHBIN NIpenes
CJAYYaHHOTO INOJA

random matrix cayvyafiHas MaTpHLA:
Gaussian ~ TayccoBcKas clIydaHas Ma-
Tpuna; Hermit ~ >pMmuTOBa CciaydaiHas
MaTpuua; orthogonal ~ oproronanbHas
cayyalHasd MaTpHlla; Symmetric ~ CHM-
MeTpHYecKas ciaydyaiHad MaTpHIla; Uni-
tary ~ yHWTapHas CaydyaiHas MaTpHUa

random sample cayuvaiinas smbopka:
~ without replacement cayvainas 6ecmo-
BTOpHasA BbIOOpKa

random variable cayuyaiiHas BeawuHHa:
Bernoulli ~ GepuynnueBckas caydaiHas
BeJMYAHa; exchangeable ~s mepectaHo-
BOUHBIE cayvalnble Benwuuunl; (Gaussian
~ TrayCcCOBCKas CJIy4aWHas BeJMYUHa; in-
dependent ~s He3aBHCHMBIE CIy4YailHEIE
BEJMYMHBI;, normal ~ HopMafibHas CJy-
yaHHasA BeJIMYHHA; normed ~ HOPMHUPO-
BaHHas CJaydYaiHas BeNHYMHa; truncated
~ ycedeHHas CJydYyaHHas BeJUUHHA

random walk cayvaiinoe 6ayxnanue:
Bernoulli ~ 6ayxnauue (n) bepuyiuin;
boundary functional of a ~ rpaHHY-
HEIA GYHKHHOHAJ OT ciaydaHBoro Gayxnaa-
uus; boundary problem for a ~ rpa-
HMYHAadA 3alada Qs ciaydadHoro Gayxpna-
uua; branching ~ BeTBsmeecs caydainoe
GayxIOaHue, BeTBALIUNACA mpolecc ¢ Buy-
xaauueM: continuous from above (below)
~ HeNpepHBHOEe CBepXY (CHH3y) ciydaii-
Hoe Guayxpmanme; defect of a ~ nmedexT
(m) / megockox (m) cuyualinoro 6ayxna-
Hus; excess of a ~ skcuecc (m) / nepeckok
(m) cayvaiivoro 6ayxpamus; Markov ~
MapKOBCKOE ciydaiinoe Gayxmauue; mul-
tidimensional ~ MHoromepHoe ciaydau-
Hoe Guyxnanue; persistent ~ Bo3BpaTHOE
cayvaiitoe OJayxianne; ~ in random envi-
ronment caydaiHoe OuyXxnaHue B CAyYau-
HO¥W cpefe; ~ on a group ciaydvaiinoe 6ay-
JKJaHKEe Ha TPyNne; recurrent ~ BO3BpaT-
Hoe ciydaiiHoe Gayxpaune; self-avoiding
~ ciaydalinoe Gayxpmanue Gez camonepe-
CedeHuH; t(ransient ~ HeBO3BpATHOE CJIY-
yaiinoe Gayxmanue; unbounded ~ He-
OTpaHHYEHHOE Ciay4aitHoe GayXmanue

randomization, n. pangomusauua (f): ~
test xpaTepHil (m) panmoMuzauuu/nepe-
CTaHOBOK

randomized, adj. pannOMA3MPOBAHHBIN:
~ decision funciion paHIOMU3MpOBaHHAS
peluaomas Gyuxuus; ~ design paHoOMU-
3MPOBaHHBINA IJIaH; ~ estimator paHaOMHu-
3MpOBaHHAsA OHEHKA; ~ game PaHIOMH3H-
poBaHHas HMrpa; ~ strategy paHIOMH3K-
poBaHHas /cMelaHHas CTPATeTHs; ~ test
PaHIOMH3UPOBaHHBIH KPHUTEPHH

rank, n. panr (m): ~ correlation panro-
Basg Koppensuns; ~ correlation coeflicient
KO3 PHIUHMEHT (m) PaHIOBOH KOPPEIALHH;
~ of a matrix paHr MaTpHUKL; ~ statistic
PaHFTOBasd CTATHCTHKA; ~ sum test KpuTe-
pHit (M) CYMMEI paHroB; ~ test paHTOBLIH
KpHTepuH; Spearmen ~ correlation coeffi-
cient ko>dduuUKEHT (m) paHroBoH Koppe-
asuun Crnupmena; vector of ranks BekTOp
(m) pauros

ranking, n. pamxupopka (f)

Rao—Blackwell inequality uepaBencTso
(n) Pao~-Buaexysuna

Rao—Blackwell theorem
Pao-baekysaaa

Rao—Cramér—Wolfowitz inequality ue-
pasenctso (n) Pao—Kpamepa—-Boasdosu-
Tua

Rao distance paccrosune (n) Pao

Rao test xpurepuit (m) Pao

rate, n. ckopocts (f), uHTeHcHBHOCTD (f):
birth ~ poxnaemocTs (f); failure ~ func-
tion ¢yukuus (f) MHTEHCHBHOCTH OTKa-
3oB; mortality ~ cmeprHocTd (f); ~-
distortion function cKopocTs CO3gaHHA CO-
obenuit; ~ of convergence CKOpocTb CX0-
mumoctH; ~ of information transmission
CKOPOCTh Tepefnadd WHGOpMallHH

rational spectral density paunuonajibHas
CHEeKTPaJdbHasd MJIOTHOCTH

Ray—-Knight compactification xommax-
Tudukauus (f) Paa-Hafita

Ray resolvent pesoassenta (f) Pos

Rayleigh distribution pacnpegesenne
(n) Psaes

Rayleigh fading poneesckoe 3ammpanue

Rayleigh process mpouecc (m) Panes

reachable state mocTuxumoe cocTosHue

realization (of a random function) pe-
anu3auus (f), Bribopounas ¢pyHxuus

reciprocal formula ¢opmyaa (f) obpa-
THEHHUSA

record, n. pekopy {m), sanuce (f)

rectilinear tree npsmoyrosbnoe aepeso

recurrent, adj. BO3BPaTHLIH, PEeKypPPeHT-
HEIA: ~ code peKyppeHTHBIH Kom; ~ event
peKyppenTHOe/BO3BpaTHOE cOGBITHE; ~
input BXORHOM/BXOZALIMA TOTOK C Orpa-
HHYEHHBIM IMOC/AeAeHCTBHEM, PEKYPPEHT-
HBIH mOTOK; ~ Markov chain Bo3spaTHas
nens MapkoBa; ~ Markov process Boa-
BPaTHHIH MapKOBCKHH Tpoliecc; ~ random
walk Bo3ppaTHOe CayvaliHoe GayXoaHue;

Teopema (f)



~ state Bo3BpaTHOEe COCTOAHHE

recursive estimation pexyppeHTHOE Olle-
HUBaHHe

recursive estimator pexyppeHTHas oHeH-
Ka

recursive least squares method pexyp-
PEHTHBIH METON HAMMEHBIUHX KBaIPATOB

recursive residual pekypcHBHEIH ocTa-
TOK

red noise kpacubii wyM

reduced branching process penyuupo-
BAHHBIH BETBALIIMUCA IPOIECC

reduced Latin square pexyuupoBasHBIH
JATHHCKMH KBagpat

reducible Markov chain npusonumas/
pasJjoxuMad uens Mapkosa

reduction of dimensionality nouuxe-
HHe (n) pa3MepHOCTH

redundancy, n. uzberrounocts (f), pesep-
BupoBaHde (n): optimal ~ onTHMaJdbHOE
pe3epBHpOBaHHe; separate ~ pasJeJbHoe
pe3epBUpOBaHHE

reference set cnpapouHoe MHOXeCTEO

reflected Brownian motion nponecc
(m) oTpaXeHHOTO GPOYHOBCKOTO NBHXKe-
HHUA

reflecting boundary orpaxaiomas rpa-
HHIA

reflection principle npunuun (m) orpa-
KEHH S

regeneration perenepauus (f)

regeneration time wmoment (m) perene-
palyuK

regenerative process pereHep¥pyIOIIHH
MpOIECC

region, n. obmacrs (f): critical ~ kpu-
THYecKas obnacTs; similar ~ nopgoGHas
obnacTe

regression, n. perpeccus (f): Bayes
~ GeHecoBckas perpeccus; curvilinear ~
KPHBOJIHHEHHas perpeccud; design of ~
experiments nnanupoBanue (n) perpeccu-
OHHBIX 3KCIepUMeHTOB; empirical ~ line
SMIMPHYECKas JUHHS perpeccuu; fat ~
mockas perpeccus; generalized ~ exper-
iment OGOGIEHHHIH pPErPECCHOHHBIA 3KC-
nepumenT; heteroscedastic ~  rerepoc-
KefacTHYecKas perpeccus; homoscedastic
~ TOMOCKefacTHYecKas perpeccus; linear
~ JMHeWHas perpeccus; linear ~ experi-
ment JIMHEHHBIA PETDECCHOHHBIH JKCIIepH-
MeHT; matrix of a ~ experiment MaTpyua
(f) perpeccHoHHOro 3KCIHEpHMEHTa; mean
square ~ CpelHss KBaJpaTHYECKad pe-
rpeccus; median ~ MeIHaHHas perpec-
cust; multiple ~ MHOXecTBeHHas perpec-
cHd; nonlinear ~ HefMHeWHas perpec-
cus; nonlinear ~ experiment HeIMHEHHBIH
perpeccHoHHbIN >kcnepuMenT; orthogonal
~ OpTOroHaJbHas perpeccus; polynomial
~ napaboanveckas/MOJHHOMHAJIbHAS pe-
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rpeccus; ~ analysis perpecCHOHHBIH aHa-
au3; ~ coefficient xospdpuuuest (m) pe-
rpeccuu; ~ curve guuus (f)/xpusas (f)
perpeccun; ~ equation ypasrense (n) pe-
rpeccuu; ~ estimator ouenka (f) perpec-
CHH; ~ experiment perpecCHOHHBIR IKCHe-
pumenT; ~ function pyuxuus (f) perpec-
cum; ~ line sunus (f)/npamas (f) pe-
rpeccuu; ~ matrix matpuna (f) perpec-
CHOHHBIX K0>)PHIUUHEHTOB, perPEeCCHOHHAA
MaTpHuua; ~ model perpeccuonHas Mo-
neab; ~ prediction perpecCHOHHHIH IIpo-
rHO3; ~ spectrum cmnektp (m) perpec-
cuu; ~ surface nosepxuocts (f) perpec-
cuu; ridge ~ rpebHeBas/xpe6ToBas pe-
rpeccusi; sample ~ coeflicient BBIGOPOY-
HHIH K03hUIMEHT perpeccuu

regressogram, n. perpeccorpamma (f)

regressor, n. perpeccop (m), perpeccHoH-
Has fnepeMeHHas

regular, adj. perymspunik: ~ bound-
ary point peryispHas rpaHHYHas TOYKa;
~ branching process peryaspHEIH BeTBs-
mmics mpouecc; ~ conditional probabili-
ty peryjiipHas YCJHOBHas BEPOATHOCTH; ~
Markov chain peryaspuas uens Mapkoba;
~ measure peryaspHas Mepa; ~ random
field perynspHoe cayvakinoe mnoJe; ~ set
PETYJNAPHOE MHOXECTBO

regularity, n. peryaspuocts (f): ~ con-
dition ycnosue (n) peryaspHoCTH

regulation boundary/limit rpaunua (f)
pPeryJaMpOBaHHA

regulus (pl. reguli), n. monyxsanpuka (f)

rejection method wmeron (m) or6pacs-
BaHHA

relation, n. orHowenue (n), cooTHolle-
uKe (n): anticommutative ~ aHTHKOMMY-
TATHBHOe OTHOUIeHHe; binary ~ OuHap-
HOe OTHOLIeHHe; commutative ~ KOMMY-
TaTHBHOe oTHolleHue; Forsythe ~ cooT-
nHowenne Popcaiita; scaling ~ CcrkeHaHH-
TOBOE OTHOLLEHHE

relative, n. oTHOCHTENBLHBIH: ~ compact-
ness of a family of measures oTHOCHTEJNIb-
Had KOMNaKTHOCThH ceMeHCTBa Mep; ~ effi-
ciency of a test oTHocHTeNIbHAA ek THB-
HOCTbL KPHTEDHA; ~ entropy OTHOCHTENb-
Had SHTpomus; ~ frequency OTHOCHTENb-
Has vacTorta; ~ turbulent diffusion oTHO-
cHTeNbHAsA TypOydenTHas MUubdy3us

relatively compact set oTHocHTenRHO
KOMITaKTHOE MHOXECTBO

relatively weak compact family of dis-
tributions cxabo oTHOCHTENBHO KOM-
MaKTHOE CEMEHCTBO pacHpeleeHHH

relay, adj. penedurmi: ~ correlation func-
tion pejiedHas KOPPeAsIUOHHas PYHKIUS;
~ cross correlation function peneinas
B3aUMHAsA KOPPEIAUMOHHAA GYHKUMS; ~
method of correlation analysis peJeii-
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HBIH METOA OnpefefeHus KOppPeailHoH-
HEIX yHKIUH

reliability, n. Hagexuocts (f): ~ function
dynkuus (f) HanexHocTH; ~ index moka-
sateap (m) HaJeXHOCTH; ~ optimization
ontumu3anus (f) HamexHocTH; ~ theory
Teopus (f) HamexxHocTH

remote event ocTaTouHOE COORITHE

renewal, n. BoccTaHoBIeHue (n): key ~
theorem ocHoBHas/y3J0Bas TeopeMa BOC-
cTaHoBJeHMA; nonlinear ~ theory Heman-
HeHHast TEOPHA BOCCTAHOBJEHMS; ~ equa-
tion ypapHeHHe (n) BOCCTAHOBJCHHA; ~
function ¢yukuus (f) BoccTanOBAEHUS; ~
interval wuTepsan (m) BoccTaHOBNEHMS;
~ measure Mepa (f) BocctanoBienus; ~
process npouecc (m) BOCCTaHOBJIEHAS; ~
theorem Teopema (f) BoccraHOBNEHHA; ~
theory Teopus (f) BoccTaHOBIEHHS

renormalization group peHopmanusaunu-
OHHas I'pyMIa

renormalization transformation pe-
HOpMaJH3allMOHHOe NpeoGpa3oBaHue

renovating event oGHoBifIoIee COOEITHE

renovations method wmerton (m) obHo-
BJIEHUH

Rényi distribution function ¢yuxmus
(f) pacnpenenenus Penbu

Rényi entropy sutponus (f) Pennu

Rényi statistic craTucruka (f) Penrn

Rényi test kpurepwit (m) Pensu

reorientation nepeopuenrauns (f)

repairability, n. peMOHTONPHrOgHOCTH
repairable system BoccranaBianBaemas
CHCTeMa

replication, n. penymxka (f)

representation, n. mnpeacrasnenue (n):
canonical ~ KaHOHHYecKoe TNpencTaBJe-
Hue; evolutionary spectral ~ 3BoJIOIHO-
HHPYIOIIEE CIEKTPAJbHOE MPENCTABIECHHEE;
Fock ~ npencrasiaenue ®Poka; mandatory
~ NPpHHYOHTEJbHOE NpeNCcTaBJEHHE; SUc-
cint multigraph ~ cxatoe myabTarpado-
BOe IIPEACTaBJECHHE

representative, adj. npencTaBUTENLHHIH:
~ sample npencTaBYTENLHAA BHIGOpKaA

reproducing kernel Hilbert space
rHILGEPTOBC MPOCTPAHCTBO BOCIPOM3BO-
OAIUETO AApa

residual, n. ocrtaTok (m); ocTaTOYHHI:
recursive ~ PpeKyPDCHBHBIH OCTaTOK; ~
analysis aHaau3s (m) octarkos; ~ lifetime
OCTATOYHAA TPONOIKHTEMILHOCTD XKH3HH;
~ sum of squares oCTaTOYHad CyMMa KBa-
NpaToB; ~ variance OCTaTOMHAsA UCIE-
pcusd; signed ~ 3HAKOBHIH OCTAaTOK; Stu-
dentized ~ CTHIONCHTU3HPOBAHHBIH OCTa-
TOK

residue, n. server (m): quadratic ~ xBa-
OPaTHYHBIA BEIYET

resolution, n. paspewenue (n), paspeura-
oInas cnocobHocts: ~ bandwidth paspe-
wapolias nogoca; ~ of the unity pasbue-
HHe (n) enMHHIE!

resolvable, adj. paspewrnmbri

resolvent, n. pesoansenta (f): Ray ~ pe-
30MbBeHTa Pad; ~ equation pe3oanBeHT-
HOe ypaBHeHHe; ~ Identity pe3osBBEHTHOE
TOXAECTBO

resource efficiency s¢dexrTusnocts (f)
pecypca

response, n. OTKIHMK (m), XapaKTepHCTH-
xa (f): ~ function dyuxmus (f) orxuu-
xa; ~ of a filter oTKJIHK /XapakTepUCTHKA
buasTpa

restriction, n. cyxeuue (n), orpannuenne
(n)

retract petpaxt (m): rigid ~ XecTKHH
peTpakT

reversal, n. obpamenue (n): time ~ o6pa-
LIEHKe BPEMEHH

reversed, adj. oOpawennwi: ~ Markov
chain o6pamennas uens Mapxkopa; ~
Markov process ofpaleHHEIA MapKOBCKHH
IIPONECC; ~ Process oGpalleHHbI# Tponece

reversible process ofpaTuMbiil npouecc

Revuz measure wmepa (f) Penysa

reward, n. naara (f): final ~ QunannHas
maata; ~ function rekymiad miIaTa

Reynolds criterion xpurepuit (m) Peii-
HOJbICA

Reynolds equations
Pe#tnonnaca

Reynolds stress wsanpsxenue (n) Pen-
HOJBACA

Richardson number wuncio (n) Pauapa-
CoHa

ridge estimator

ypaBuenua (pl)

rpe6ueBas /xpe6ToBas

OHEeHKa

ridge function rpeGuepas/xpe6ToBas
bysKUHA

ridge regression rpe6uesai/xpeGroBas
perpeccus

Riemann information metric pumano-
Ba HHGOPMallHOHHAA METPHKA

Riesz decomposition pasnoxenne (n)
Pucca

right Markov process npaBuii MapxoB-
CKHH Ipouecc

rigid design xecrkas cxema

rigid retract xecTkuil peTpakT

ring, n. xoasno (n): Buffon ~ 60ddonoso
KOJBLO; ~ Of sefs KoJbIo MHOXECTB

Riordan identity Ttoxaectso (n) Puop-
naHa

risk, n. puck {m): a posteriori ~ ano-
CTepHOPHHIA DHCK; a priori ~ alpHOPHBIA
PMCK; average ~ cpelInui pck; Bayesian
~ OelHecOBCKHE PHCK; competing ~s KOH-
Kypupyiomue pucku (pl); mean ~ cpen-
HM# DHCK; minimax ~ MHMHHMaKCHBIN



PHCK; posterior ~ anoCTEPHOPHBIH PHCK;
prior ~ ampHOPHBIH pUCK; quadratic ~
KBaJpaTHYHLIA DHCK; ~ function yHx-
uus (f) pucka; ~ of a strategy puck cTpa-
Terwn; ~ unbiased estimator mecMelnen-
Has [o PHUCKY oNeHKa; total ~ mnosHbiH
pHCK

Robbins—Monro procedure npouenypa
(f) Po66muca—Monpo

robust, adj. pobactHwmi: ~ estimation po-
6acTHOe OlleHHBaHUe; ~ estimator poGacT-
Ha.ﬂ/HOMexoyCToﬁana.a OlleHKa; ~ statis-
tical procedure poGacTHas cTaTHCTHYe-
cKas MpoHenypa

robustness po6acraocts (f)

root, n.  xopeHs (m): principal ~
rJ1aBHBIH/NIEpPOHOB kopeHb; ~ of a ran-
dom tree XopeHb CAY4YaWHOrO NEpeBa; ~ -
compact group KOpHe-KOMIIaKTHas I'pyMia

rooted, adj. xopuesoii: ~ graph xopHeBo#
rpad; ~ map xopHeBoe oToGpakeHHe

rose, n. posa (f): ~ of directions posa Ha-
npasnenuit; ~ of intensities po3a HHTeH-
CHBHOCTEH

Rosenblatt—Parzen estimator ouenka
(f) Pozenbnarra-Ilapsena

Rosenthal inequality nepasencTBo (n)
Posenrans

Rossby deformation radius paguyc (m)
nepopmanyuu Pocchu

rotation, n. Bpaimnenue (n), nosopor (m),
BpAlllaTeNbHEIH, DOTANMOHHBIH: ~ num-
ber porauuonunoe yucno; ~ of factorial ax-
es Bpauienne (n) GaxTOPHEIX OCeH

roulette, n. pyxerka (f)

rounding, n. okpyraenue (n): ~ error
ouwrutdka (f) oxpyraenus

routing algorithm asxropur™ {(m) Mapur-
PYTH3aL MK

routing matrix/table MapurpyTras ma-
Tpuna/Tabauna

ruin problem 3agaua (f) o paszopenun

rule, n. npasmuio (n): decision ~ pewsaio-
wee npaBuao; four-fifth ~ npasuio yetsl-
pex nsATHX; three-sigma ~ upaBHiIO Tpex
CHTM

runs test kpurepui (m) cepuil, AByXBHI-
6opouHbI# kpuTepuit Baasna-Bosnngposu-
Ha

RWIRE, RWRE (random walk in ran-
dom environment) cayvaiinoe 6uay-
AKIaHHE B CAYYallHOW cpene

S

saddle point cemgopas Touka: ~ method
MeTof (m) nepepasa

sample, n. sribopxa  (f);
Hbté:  binomial ~

BEIGOpOU-
GHHOMHANBHAA BhI-
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6opka; censored ~  IeH3YpHPOBaHHas
Bribopka; contaminated ~  3arps3HeH-
Has BeIGopka; dispersion of a ~ pac-
ceusanue (n) Buibopku; random ~ with-
out replacement ciyuainas 6ecmoBTOp-
Hasi BpIGOpKa; representative ~  Ipen-
cTaBHTenbHas BeIOOpKa; ~ block BmIGO-
POYHEIH GJIOK/MHTEPBaJ /IPOMEXYTOK; ~
characteristic BbIGOpOYHas XapakTepUCTH-
xa; ~ coefficient of skewness BEIGOpPOY-
HEIH KO3G(HUIHEHT acHMMeTpum; ~ coef-
ficient of variation cpemsee OTHOCHTE.b-
HOe OTKJIOHeHHe BHGopKH; ~ coefficient of
excess BBIOODOUHBLH K03(h(PHIHEHT SKClec-
ca; ~ continuity BI60pPOYHASs HENpPEPHIB-
HOCTB; ~ correlation coefficient BEIGOpOY-
HBIH KO3(QPUUHEHT KOppeJsImuu; ~ COI-
relation function BribopouHas Koppeasiy-
oHHas GYHKUHUA; ~ correlogram BrIGOpoy-
Hasd KOppeJorpaMMa; ~ covariance Bei6Go-
podYHas KoBapHallMd; ~ covariance func-
tion BEIGOPOYHAS KOBapHAIMOHHAA (PYHK-
uHs; ~ dispersion pacceMBaHuMe (n) BHI-
6opku; ~ distribution BEIGOpouHOE pac-
npenenenue; ~ frequency sribopounas va-
croTa; ~ function BeIGOpoYHas YHKIUHS,
TPaekTOpPHA, peatd3auus; ~ interval Boi-
GopouHBI# MHTEPBaJ; ~ mean BHOOPOY-
Hoe cpenHee; ~ median BHGOpoYHast Me-
nuaHa; ~ method BHGOPOYHBIE MeTOX;
~ moment BbIGOPOUHBIA MOMEHT; ~ path
BBIGOpOUHas (GYHKIHA, TPACKTOpHHA, pea-
JH3AUA; ~ point BEIGOPOYHAs TOYKA; ~
principal components BrIGOpOYHBIE TJaB-
HEIE KOMIIOHEHTHI; ~ quantile Beibopounas
KBaHTHJb; ~ quartile BEIGOpoYHas KBap-
THIB; ~ quasirange KBasHpasMax (m) BE-
GOpKH; ~ range pasmax (m) BHIGODKH; ~
regression coefficient BHIGOPOUHEIH Ko3¢-
GHIHEHT perpeccHd; ~ reuse NOBTOPHOE
HCIOJNb30BaHMe BEICOpPKH; ~ size ofbeM
(m) BLibopkHm; ~ space BEIGOpDOYHOE IPO-
CTPaHCTBO; ~ SUIvey BhIGOpOuHOe ofcie-
OOBaHMe; ~ unit BHIGOPOYHAA e€NHHHIA; ~
variance BeIOOpOYHas [UCHEPCHA; ~ Vvaria-
tion pacceuBanme {n) BuGOpKH; stratified
~ paccioeHHas BuIGOpKa; training ~ oby-
valnas Bolbopka; trimmed ~ ueH3ypw-
poBaHHas/ycedennas Brifopka; truncated
~ yceueHHas BHIGODKa (LeH3ypHpOBaHHe
THna 1)

sampling, n. su6opxa (f) (Bubopounas
npouenypa): acceptance ~ plan naau (m)
CTATHCTHYECKOTO MPHEMOYHOTO XOHTPO-
af; acception ~ CTATUCTHYECKHH TpHe-
MOYHEIH KOHTPOJL; Inverse ~ 06paTHEIR
BeIGOp; ~ Inspection BLIGOpoYHas mpoBep-
Xa; ~ method peiGopounsniit MeTon; ~ plan
BHIOOpOYHHIE maaH; ~ without replace-
ment BpiGopka 6e3 BoO3BpallleHHA; Survey
~ BhifopouHoe ofcienoBanue; two-stage
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~ ABYXCTYNEHYATHIH BHIGOpD

Sanov inequality Hepasenctso {n) Cato-
Ba

satellite, n. cuyTnuk (m)

saturated, adj. HacheHHBIH: ~ design
HACHIIIEHHBIR TJIaK

Sazonov property cpoiicrso (n) CasoHo-
Ba

Sazonov theorem Teopema (f} Casonosa

Sazonov topology Tononorus (f) Caso-
HOBa

scalarly degenerate measure cxaaspHo
BHIPOXIEHHAS Mepa

scalar ckaJxsp (m): ~ parameter cKaJsp-
HHIH TlapaMeTp

scale, n. Macwrab (m), wkamna (f): ab-
solute ~ abcosornas wkadaa; difference
~ 1UKaJda pa3sHocTel; Interval ~ 1uka-
Jla MHTePBaJIOB; nominal ~ HOMHHAJIBHASL
wKaga; order ~ TOPAAKOBas 1UKaja; ~
family cemeiictso (n) (pacupemesenuii) c
napaMeTpoM MacliTaba; ~ parameter ma-
pameTp (m) macwiTaba; ~ transformation
macuiTabnoe npeo6Gpa3oBaHue

scaling, n. wxkajaupoBaHwe (n), CKeHJHHT
(m): multidimensional ~ wMuoromepuoe
LIKadupoBanue; ~ limit of a distribution
ABTOMOIEABHHEA Npeliell pacnpelesieHMs;
~ limit of a random field aBToMoneABHEIH
Tpened ciy4aifnoro mods; ~ relation ckeii-
JIHHTOBOE OTHOLUECHHE

scatterer, n. pacceupaTenn(m)

scattering, n. paccesnme (n): ~ number
uncio (n) paccesHus

scedastic curve ckegacTuyeckas KpHBas

scheme, n. cxema (f): hashing ~ cxe-
Ma cMewuMBaHus; multiplication ~ cxema
yMHoXeHHus; perfect elimination ~ c¢xe-
Ma COBEPLIEHHOTO MCKJIOYEHHs; triangular
array ~ cxeMa CepHi

schifted excursion casunyTas skCKypcHs

Schénberg theorem Teopema (f) Illén-
Gepra

Schrédinger equation ypasuenue (n)
lpenunrepa

Schwarz’ inequality
lllsapua

Schwarz—Rissanen criterion xputepuit
(m) Hlsapua—Puccanena

Schwinger function ¢ysxuus (f) Ilsan-
repa

score, n. metka (f): ~ function pyuxuus
(f) meTox

scoring method wmerox (m) HaxomieHHA

screening orcemsaHue (n), CKpUEHHT (m)

SDE (stochastic differential equa-
tion) croxacTuueckoe muddepeHnuans-
HOe ypaBHEHHE

search, n. mowck (m): binary ~ Gumap-
HuIi ouck; depth-first ~ mouck B ray6u-
Hy; prefix ~ 1pebUKCHEIH MOKCK; ~ nUIM-

HepaBeHCTBO (n)

ber nouckosoe yucio

seasonal, adj. cesommmniii: ~ effect ce-
30HHKEIE M3MEHEHHA, CE30HHEIN a3dPdexT; ~
Harrison model cesonnas mogens Xappu-
cona; ~ model cezonnas Momean

seasonality, n. cesonnocts (f)

second kind error owwutka (f) roporo
poia

second-order efficient estimator 3¢-
(EeKTHBHAS BTOPOTO MOPAZKA OLEHKA

secretary problem sagaua (f) o sr6ope
cekperaps

selector, n. cexextop (m)

self-avoiding loop neras (f) 6e3 camone-
pecevyeHun

self-avoiding random walk cayyaiinoe
6nyxnanue 6e3 caMoNepeceyueHUR

self-complementary graph camononos-
HATEJNBHHH rpad

self-decomposable distribution camo-
PA3JIOKHMMOE paclpefeeHue

selfduality, n. camonsoiicTenHOCTS (f)

self-similar, adj. aBroMomenbubri: ~ dis-
tribution aBTOMOAENbHOE pacIpenecHHE;
~ process aBTOMOJEILHBIH TPOIECC

self-similarity, n. asTomomessHocTh (f):
~ equations ypasHenus (pl) aBromMomess-
HOCTH

semicircular law nonyxpyropoi 3axon

semicycle, n. noxyuuxa (m)

semideterministic channel noxygerep-
MHHHPOBaHHHMA KaHaJ

semidirect product monynpsmoe mpous-
BefICHHE

semiflow, n. moaymorok (m)

semigroup, n. moayrpynna (f): convolu-
tional ~ cBeprouynas moayrpynna; Feller
~ ¢esnepoBcKas MoJyrpynua; stochas-
tic ~ croxacTudeckad HOJAyrpyuma; sub-
Markov ~ cy6mapkoBckas moJayrpyiia

semi-interquartile range BeposTHOe/
CpeIMHHOE OTKJOHEHHE, CEMHHHTEPKBAp-
THJIbHAA LIHPOTa

semi-invariant spectral density cemu-
HHBApMAHTHAA CIEKTPaJbHas NJIOTHOCTH

semi-invariant, n. cemMuunBapHanT (m):
factorial ~ ¢axTOpHaNBHEIA CeMHHHBa-
PHAHT/KyMyasHT; spectral ~ clexTpais-
HHIH CEMMHHBapPHAHT

semi-Markov process noJyMapKoBCKHR
npouecc

semimartingale, n. cemumapruuraa (m):
filtering of a ~ ¢uabrpanus (f) cemuMap-
THHrauxa; stochastic integral with respect
to a ~ CTOXaCTHYECKHH HHTErpaj Io ce-
MHMapTHHI a1y

semiparametric model
TpHYecKasd MOHENh

semiperfect elimination moaycosepuren-
HOe HCKIIoYeHHe

semistable distribution moayycToiun-

ceMMnapame-



BOEe pacnpelejeHne

sensitivity, n. uyscreuTeannocts (f):
£ross error ~ 4YyBCTBHTEJNBHOCTH K GOJB-
UM owInbxam

separability, n. pasgearnmocTe (f), ce-
napabesbHocTs (f): ~ condition ycnosue
(n) pasgexumocTH

separable, n. cenapaGenbHbId, pa3genu-
MBIH: ~ process cernapafeJbHEI# NPOILECC;
~ relation cenapabejibHoe OTHOUICHHE; ~
space cenapabeJbHOe INPOCTPaHCTBO; -~
statistic pa3feduMasi CTATHCTHKA, ~ O-
algebra cemapabenvHas o-aarebpa; sym-
metric ~ statistic cUMMeTpHYeCKas pas-
neJuMas CTaTHCTHKA

separate redundancy pasmenbHoe pesep-
BHUPOBaHHE

separation principle npunnun (m) pas-
OeNeHUA

separator, n. cenapatop (m)

sequence, n. THOCIENOBATENLHOCTH (f):
Cauchy ~ mocsemoBaTeabocts Koiu,
(yHIaMEeHTaJIbHAA MOCJENOBATENEHOCTS;
code ~  xomoBad TNOCJENOBATENHHOCTh;
controlled random ~ yupasasemas cuay-
yaiiHas MOCJEeAOBaTEILHOCTH; convergent
~  CXOOAILAACH NOCHENOBATENBLHOCTD; dI-
vergent ~ PpacXoOAIIasici NOCJHe0BATEN]b-
HocTs; information ~ wHPOpPMaluMOHHAS
[OCJNENOBATENLHOCTE; lower ~ HHXHAS
nocnenoBatTeabuocTs; Rademacher ~ 1no-
CAeNOBATENLHOCT, Panemaxepa; random
~ chaydallHad TOCAEfOBATENBLHOCTH; Sta-
tionary random ~ CTalMOHapHas CJayda-
Has TOCJENOBATENLHOCTD; strong divisible
~ CHJABHO NeJMMas MOCJ]eI0BaTENbHOCTS;
upper ~ BEpPXHAA OCJEN0BATENbHOCTH

sequential, adj. mnocnemoBaTesBHBIH: ~
analysis TNocjlefoBaTeNbHBIH aHAJU3] ~
colorings mnocinenoBaTeNLHEIE DPACKPACKH;
~ confidence bounds/limits nocaenosa-
TCJHbHBIC JOBCPHTEJBHBIC I'PAHHULBI; ~ de—
COdng nocJeaoBaTeJbHOE IEKOAUPOBaAHUE,
~ design of experiments nocjaenoBaTe b
HOe TJIAHWPOBAHME >KCNEPUMEHTa; ~ es-
timation TocJeloBaTeJbLHOE OLUCHHBAHHE;
~ estimator TocjedoBaTebHas OUEHKa;
~ hypotheses testing mocaemoBaTejbHas
npoBepka THNoTe3; ~ probability ratio
test mocJemoBATENbHBIA KPUTEPHU OTHO-
EHHA TpaBaonogobus; ~ procedure To-
caefiopaTeJbHad Tpoueaypa; ~ simplex
method nocnegoBaTedbHBIE CHMIIJIEKCHBIH
MeToz

serial, adj. cepuansnmi: ~ correlation co-
efficient cepuaJLHEIE KO3POUIHEHT KOp-
peJsAluK; ~ test CEpHAJILHBIH KPHTEPHH

series, n. pian (m): climatic time ~ xun-
MaTHYeCKHH BpeMeHHOH pAl; convergence
of ~ of random variables cxopumocts (f)
pala cAydaWHBIX BENWYMH; convergent ~
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cxonsmmics panx; Cramér ~ pag Kpame-
pa; divergent ~ pacXogAIIHACA PAX; eX-
pansion Into orthogonal ~ pa3znoxenue
(n) B opTorosanpsbii pan; Fourier ~ pan
®ypre; Gram-Charlier ~ pang 'pama—
Olapave; hypergeometric ~  runepreo-
meTpudeckuit pan; Kolmogorov equation
power ~ CTeleHHOH pAx ypasHeHus Koda-
moropoBa; Maclaurin ~ pag Maxaope-
wa; multiple ~ wmyxvTHpan (m); power
~ CTENEHHOH paM; ~ representation mpes-
cTaBfieHHe (n) B BUIe psna; time ~ Bpe-
MEHHOH pian; trigonometric ~ TpPHIOHOMe-
TPHYECKHH PAL

service, n. ofbcayxuBanue (n): ~ time
Bpems (n)/ naureasnocTs (f) obciayxu-
BaHU%

set, n. MuoxecTBo (n): additive ~ function
annuTHBHAS GyHKIMs MHOXecTB; balanc-
ing ~ ypaBHOBELUHBAWOIIEE MHOXECTBO;
biprefix ~ GUUpepUKCHOE MHOXECTBO;
blocking ~ GuokupyolIlee MHOXECTRBO;
Borel ~ GopeseBCKoe MHOXECTBO; COm-
pletely additive ~ function Bnosne annu-
THBHas QYHKUMA MHOXeCTB; confidence ~
NOBEPHTEIBLHOE MHOXECTBO; connected ~
CBA3HOE MHOXecTBo; countably additive
~ function cyeTHO-aIOUTHBHAA QYHKIHA
MHoXecTB; debut of a ~ pae6ioT (m) MHO-
wectBa; difference ~ pasHocTHoe MHO-
XecTBo; directed ~ HalpaBJeHHOE MHO-
xecTBo; dominating ~ HOMHHHpYIOIlee
MROXeCTBO; elementary ~ 3jieMeHTapHOe
MHOXeCTBO; fuzzy ~ HeYeTKoe MHOXe-
ctBo; Gaussian random ~ rayccoBckoe
caydyaiHOe MHOXeCTBO;, greedy ~ Xal-
Hoe MHOxecTBO; infinitely divisible ran-
dom ~ Ge3rpaHMYHO [EJMMOEe CJydai-
HOe MHOXeCTBO; Isotropic random ~ H30-
TPOIHOE CJIYYalHOE MHOXECTBO; Measur-
able ~ u3MepuMoOe MHOXECTBO; mono-
tone class of ~s MOHOTOHHBIH KJACC MHO-
xectB; most selective confidence ~ Han-
fosee ceAeKTHBHOE/TOYHOE JOBEPHTENb-
Hoe MHoxecTBo; negligible ~ mpene6pe-
KHMOe MHOXeCTBO; nonmeasurable ~ ne-
¥W3MepHMoe MHOXecTBO; optional ~ on-
IHOHaJIbHOe MHOXecTBO; Pareto ~ of de-
signs Muoxectso (nr) naanos [lapero; po-
lar ~ mosspHoe MHOXecTBO; predictable
~ TPEICKa3yeMoe MHOXECTBO; prefix ~
npedukcHoe MHOXeCcTBO; random closed ~
cayyadHHoe 3aMKHYTO€ MHOXECTBO; ral-
dom compact ~ caydaiiHoe KOMIakTHOE
MHOXecTBO; random convex ~ ciaydai-
HOe BBINYKJIOe MHOXecTBO; random finite
~ KOHEeYHOEe CIydYaHHOe MHOXEeCTBO; ral-
dom open ~ ciy4alHOE OTKPBITOE MHO-
XecTBO; reference ~ clnpaBoYHOe MHOXe-
CTBO; regular ~ peryjaspHOe MHOXECTBO;
relatively compact ~ OTHOCHTEJNBHO KOM-
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NaKTHOE MHOXECTBO; ring of ~s KoJbuo
(n) mHOXecTB; ~ of order statistics Bapu-
allnOHHBIA pan; stable random ~ ycrol-
YuBOEe CaydaWHOe MHOXKecTBO; stable ~
YCTOHYMBOE MHOXECTBO; stationary ran-
dom ~ cTauHoHapHOe CIyvYaiHOE MHOXeE-
cTBO; thin ~ pa3pexenHoe/TOHKOE MHO-
xkecTso; unbiased confidence ~ HecMe-
IIeHHOe NOBEPHTEJIBHOE MHOXKECTBO

Sevast’yanov process mpouecc (m) Ce-
BaCTBSHOBa

Shannon entropy surponus (f) Illenno-
Ha

Shannon formula ¢opmyana (f) llennona

Shannon information undpopmauns (f)
Illennona

Shannon theorem Tteopema (f) lllennona

shape, n. wein (m): affine ~ apdunubii
uienn; random ~ Ciay4aiHBIH IHeHI

sheet, n. muct (m): Brownian ~ GpoyHos-
ckuil smcT/npoctand (f)

Sheffer polynomial nomusom (m} lled-
¢epa

Sheppard’s correction for discrete-
ness nonpaska (f) lllemnapma ma amc-
KpPeTHOCTH

Sheppard’s correction for grouping
nonpaska (f) lllennapaa Ha rpynNHPOBKY

Sherman distribution pacnpegenenue
(n) Ulepmana

Shibata criterion xpurtepnit (m) lln6a-
TH

shift, n. cmsur (m): Bernoulli ~ caBur
Bepuynan; Markov ~ casur Mapko-
pa; one-sided Bernoulli ~ ogHocTOpOH-
Hui casur Bepuyauu; phase ~  ¢aso-
BHI cOBur; ~ compact family cnpur-
KOMNAKTHOE CEMEHCTBO

shot noise process mnponecc (m) apo6o-
BOTO 1IyMa

Shorack estimator omenxa (f) Illopaxa

shortest-path problem samava (f) o
KpaTYaileM HyTH

shrinkage estimator cxumalonias oven-
Ka

shrinkage method wmeron (m) cxarus

shuffle, n. packasan (m), racosars

side frequency 6okoBas yacTOTa, COYT-
HHK (m)

Siegel-Tukey test xpurepnit (m) 3urens—
Triokn

Siegel problem upo6aema (f) 3urens

sigma-algebra curma-aare6pa (f)

sigma-field curma-noxe (n)

sign, n. 3Hak (m): ~ correlation func-
tion 3HaKOBasi KOppeJAUMOHHas GYHKIHA;
~ method of the correlation analysis 3ua-
KOBHIH MeTOJ KOPPEJANHOHHOIO AHAJH3A;
~ test xpuTepuil (m) 3HaKOB

signal, n. curuax (m): noise-contaminated
~ 3alUyMJEHHBIH CHATHAJ; output ~ BEI-

XonHOM cHrHaJg; ~ detection oGHapyxe-
HHe CHTHaJa; ~ filtering GpuAbLTPALHA CHT-
Hana; ~ flow graph curnaneHbIE Tpad;
speech ~ peuesoil curnan

signature, n. cursatypa (f)

signed digraph 3naxoBblii oprpad

signed measure 3naxonepemennai/o606-
INeHHad Mepa, 3apag (m)

significance, n. 3naunmocts (f): ~ level
yposeHb (m) 3HaYMMOCTH; ~ test KpUTe-
pui (m) 3HaYMMOCTH

similar, ad;. mono6HBIN: ~ region momo6-
Haf obaacTh; ~ test momOCHBIH KPHTepHH

simplex, n. cummaekc (m): ~ method
CHMILIEKCHBIH MeTON

simplicial matroid
MaTpPOHIL

Simpson distribution pacnpexenenue
(n) Cumncona, TpeyroabHoe pacupefele-
HHE

simulation, n. MomenupoBauue (n)/umu-
tauaa (f): arithmetic ~ of random pro-
cesses apudMeTHYECKOE MONETMPOBAHNE
cayvaiHex mpouecco; ~ of a random
phenomenon uwmntaumsa (f) cryvaitnoro
SBJIEHUSA

Sinai billiards 6uapapa (m) Cunas

single-channel queueing system oa-
HOKaHaNbHas/onHonMHeRHad cHcTeMa of-
Cy XMBAHHA

single-consent plan mnuan (m) c onHEM
paspelleH®eM

single-server queuneing system oxgaoxa-
HaJbHas /OMHOJHHEHHAX cHcTeMa o06Ciy-
KHBaHUA

singular, adj. cuHryXspHBE: ~ compo-
nent of a measure CHHTYJApHas COCTa~
BAAIONIas/KOMIIOHeHTa MepH; ~ decom-
position cuurynspHoe pasjoxenue; ~ dis-
tribution CHHTyJAApHOE pacIpeleleHHE; ~
meastre CHHTyXApHas Mepa

singularity of measures cuHryaapsocts
Mep

site model wmogeas (f) ysmnos

size, n. pasMep (m), o6beM (m): attained
~ HabmonaeMblii pasmep (KpHTepHi); ~
of test pasmep (m) kpurepus; sample ~
o6beM (m) BLIGODKH

skeleton, n. ocros (m)

skew, adj. xocon: ~ circulant xoco#t wup-
KYJSAHT; ~ partition Xocoe pa3bHeHHE; ~ -
symmetric matrix KOCOCHMMeTDPHYECKas
MaTpuna; ~ Wiener process xocoil BHHe-
POBCKMH mpolecc

skewness of a distribution acammerpus
(f) pacnpenenenns

skirted tree okaitMienHoe mepeBo

Skorokhod stochastic derivative cto-
XaCTHYecKas npouspogHas Ckopoxoma

Skorokhod topaology Tomosorus (f) Cxo-
poxona

CHMHJIHI[H&JILHH{{



Slepian’s inequality
Caenssa

slim graph crpoinni# rpad

slow fading wmennensoe 3amupaHue

slowly varying function wemaenHo me-
HALIIaACA QYHKIHA

Slutsky-Yule effect adpdext (m) Cayu-
koro—lOuaa

Slutsky ergodic theorem sproguyeckas
Teopema Cuayuxoro

Slutsky sinusoidal limit theorem mupe-
lNeJbHas CHAHycoHnadbHas Teopema Cuyn-
KOTO

small, adj. manwi: ~ canonical ensemble
MaJbli KaHOHWYeCcKHH aHcambuab; ~ devi-
ations MaJusie ykaonenus (pl); ~ stochas-
tic perturbations of a dynamical system
MaJible CTOXacTHYeCKHe BosMmyluenus (pl)
NAHAMHYECKOH CHCTEMBI

Smirnov distribution
(n) Cmupnosa

Smirnov statistic crarucruxa (f) Cmup-
HOBa

Smirnov test xpurepuii {m) CMmupunosa

smooth measure ruaagkas Mepa

smoothing, n. craaxusanme (n): ~ dis-
tribution crya)HBalollee paclpeleeHHe;
~ Inequality HepaBeHCTBO (n) CriaxuBa-
HUA

smoothness, n. raapkocrs (f)

snake-in-the-box code kop (m) “ames B
aruke”

Snedecor distribution
(n) Cuenexopa

Sobolev space mnpocrpanctso (n) Cobo-
Jaesa

sociometry, n. couuomerpus (f)

software, n. mporpaMmuoe obecnedenne

sojourn time Bpema (n) npebuiBanus

solution, n. peutenue (n): strong ~ of
a stochastic differential equation cuiab-
HOe pelleHHe cToXacTHYeckKoro mudde-
DPEHIHAJABHOTO YyDaBHEHMs; weak ~ of a
stochastic differential equation ciaGoe pe-
LIeHHe CTOXACTHYECKOTO AudbepeHIn AL~
HOTO ypaBHEHHS

source, n. HCTOYHHK (m) (cooClLueHw#H ):
memoryless message ~ WCTOYHHK CO06-
IieHHH 0e3 MaMATH; message ~ HCTOY-
HHK coobuieHd#; multicomponent ~ MHo-
FOKOMIIOHEHTHBIH HCTOYHHK (COOGLICHMI );
~ -channel network cets (f) wcTounmkos
H KaHaJoB; ~ encoding Komg#poBaHue (n)
HCTOYHUKA coobienuit; ~ encoding with
side information xonupoBanue (n) ucTou-
HHKa C JOMOJHHTEIBHOH HEbOpMaluei

space, n. mpocTpaHcTso (n): Alexandrov
~ TPOCTPAHCTBO AJIEKCaHADOBA; antisim-
metric Fock ~ aHTHCHMMeTpHYECKOe Mpo-
cTpancTBo Poka, GepMHUOHHOE MPOCTPaH-
cTBO; boson ~ G030HHOE NPOCTPAHCTBO;

HEpPABCHCTBO (n)

pacipefeseHue

pacnpejeseHue
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complete probability ~ moJHoe BepoAT-
HOCTHOE NpOoCcTpaHCcTBo; completion of a
probability ~ nononHerue (n) BepoAT-
HOCTHOTO HPOCTPAHCTBa; cycle-~ uuxiu-
Yeckoe NPOCTPAHCTBO; decision ~ Hpo-
cTpaHcTBe peluenu#; Dirichlet ~ npo-
crpancTtBo upuxae; endomorphism of
a measure ~ 3sugoMopdusM (m) mpo-
cTpaHcTBa ¢ Mepol; fermion ~  dep-
MHOHHOe TpocTpaHcTBo; Fock ~ mpo-
crpaHctse ®oka; homogeneous ~ pas-
HOMepHOe IPOCTPAaHCTBO; isotropic finite
~ H30TPOINHOE KOHEYHOE MPOCTPAHCTBO;
mark ~ HPOCTPaHCTBO MeTOK (MapKH-
POBaHHOTO TOYEYHOIC IPOLECca); measur-
able ~ wu3MepuMoe IpPOCTPaHCTBO; mea-
sure ~ MPOCTPAaHCTBO ¢ Mepol; Minkows-
ki ~ mpocrpancrso Munkosckoro; nor-
mal ~ wopmaJsHoe mpoctpanctso; Orlicz
~ pnpoctpancTtBo Opauua; perfect prob-
ability ~ coBepllieHHOEe BEpPOSATHOCTHOE
npocrpauctso; Polish ~ moabckoe 1po-
cTpaHcTBO; probability ~ BeposTHoCT-
Hoe MpocTpaHcTBo; product of measur-
able ~s npousBefeHHe H3MEPHMBIX HPO-
crpancts; product of probability ~s npo-
H3BelIcHHE BEPOATHOCTHHIX TPOCTPAHCTS;
product ~ WpoW3BedeHHe NPOCTPAHCTB;
Radon ~ paooHOBO TpPOCTPAHCTBO; re-
producing kernel Hilbert ~ ruapbepToBo
NPOCTPAHCTBO BOCIPOM3BOAAIETO AAPA;
Skorokhod ~ mupoctpancTtso Ckopoxona;
Sobolev ~ upocrpancTso CobGoneBa; ~
average CpefHee IO IPOCTPaHCTBY; ~ of
elementary events mpocTpaHCTBO 3JieMeH-
TapHHX COGBITHH/HUCXOmOB; ~ of mixtures
TIpOCTPaHCTBO cMecel; sample ~ BBIGO-
poYHOe IpocTpaHCTBO; state ~ dasosoe
HPOCTPAHCTEO, IIPOCTPAHCTBO COCTOAHUN;]
state ~ compactification KoMnaxTHDUKa-
nus (f) dasosoro mpocrpancTba; stochas-
tic vector ~ CTOXacTHYeCKOe BeKTOPHOE
IPOCTPaHCTBO; Suslin ~ CyCIWHCKOe Ipo-
crpancTBo; symmetric Fock ~ cumme-
Tpuyeckoe npocrpancTso Poka; topolog-
ical ~ TomoJoruyeckoe IPOCTPAHCTBO;
o-topological ~ o-ToMoJOTHYECKOE MPO-
CTPAHCTBO

spacing, n. cnedicunr (m):
PaBHOMEPHBIH CHEHCHHT

span of a distribution (makcuMaabHEIR)
wrar (m) pacnpenejeHus

spanning tree ocToBHOe IEpeBO

sparse graph paspexennsii rpad

spatial median npocrpancTBenHas Mexu-
aHa

Spearmen rank correlation coefficient
k03 uineHT (M) paHroBod KoppesiuHH
Cuupmena

spectral, adj. cmexTpaupHmIi: averaged
~ function ycpenHeHHas CHEKTpaJbHAsA

uniform ~
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dynxuus; cumulant ~ density KyMyJsHT-
Haf CIeKTpaJbHas IJIOTHOCTE; disjoint ~
types OM3BIOHKTHHIE CHEKTPAJNbHLIE TH-
ubl; frequency-time ~ density yacToTHO-
BpeMeHHasi CHeKTpaJdbHas IJNOTHOCTH; in-
dependent ~ types He3aBHCUMBIE CHEK-
TpaJibHEIE TUIIEL; semi-invariant ~ density
CEeMMMHBADHAHTHAS CIHEXTPajJbHAA WJIOT-
HOCTD; ~ analyser CHeKTDaJbHHIH aHaJIu-
3aTOp; ~ analysis ceXTpa/JibHLIH aHaJIN3;
~ decomposition cneKTpaJbHoe pa3Joxe-
Hue/npencTasnenue; ~ decomposition of
a matrix CIeKTpaJbHOE DPa3joXeHHe Ma-
Tpuusl; ~ density cHeKTpadbHas MNJIOT-
HOCTB; ~ measlre CIeKTpajJbHad Mepa; ~
moment CHEXTPajJbHbIA MOMEHT; ~ mMOo-
ment measure CneXTpabHas MOMEHTHAA
Mepa; ~ radius CHeKTpPaJbHEIH pafguyc; ~
representation COEKTPaJbHOE MpPENCTABIE-
HHe/pa3noxeHue; ~ semi-invariant cnex-
TPANbHHH CEMUHHBAPDHAHT; ~ (ype CIeEK-
TPaJbHBIH THI; ~ window CleKTpaJbHOE
okHO; ~ function cnexTpajibHas QYHKUML
spectrogram, n. cnektporpamma (f)
spectrograph estimator cratucruka (f)
Tuna ['penangepa—Posenbiarra
spectrum (pl. spectra), n. cuektp (m):
associated ~ of a process accouMHpOBaH-
HEIH/IPHCOEMHHERHLIR CIEeKTD MHpolecca;
averaged energy ~ oOCpegHeHHHH B3Hep-
reTUYECKMH CHeKTp; averaged power r
OCpEIHEHHBbIH CIEKTP MoUIHOCTH; coher-
ence ~ CHEKTP KOT€PEHTHOCTH; CIOSS-
~ B3aUMHEIH CHEeKTP; cumulative ~ Ky-
MYJATHBHLIN CHEKTp; energy ~  3Hep-
reruveckui cnexTp; Fortet—Kharkevich—
Rozanov ~ cuexrp ®opre-XapkeBrua—
Pozanosa; Kolmogorov ~ cnextp Koa-
moroposa; one-dimensional turbulence
~  ONHOMEpHHIH CIEKTp TypOyreHTHO-
cTH; phase cross-~ B3aHMHBIH (Ga30BBIH
cnexTp; phase ~ (a3oBbiit ciekTp; power
~ CIEKTD MOIIHOCTH; quadrature ~ kBa-
OPATYPHBIH CIEKTP; regression ~ CHEKTP
perpeccun; ~ of a design cexTp nxana; ~
of a process cnexTp mnpouecca; turbulence
~ CHIeKTP TypOyJeHTHOCTH
speech signal pevesoit curnan
Sperner family mmeprepoBo cemeHcTBO
sphere packing bound rpanuna (f)
AOTHOK /chepriecKoll YIaKOBKH
spherical median cdepuueckas mennana
spherical Wiener process chepuwueckui
BHHEPOBCKHH INpPOUECC
spiral tree cmupaJsHoe mepeBo
Spitzer—Rogozin identity ToxnpecTpo
(n) Cnutuepa—Porozuna
splice, vb. cpalllBaTE, CKJIE€HBATH
splicing, n. cpamusauwe (n), ckaeupanue
(n): ~ of measures cpamenue (n) mep
spline, n. cnuaitn (m): ~ estimator

cnaaiin-oneska (f)

splitting time pacmenaswommi MoMenT

spread, n. paccroenne (n)

SPRT (sequential probability ra-
tio test) OKOB (nocaemosareins-
HBIH KPUTEPHA OTHOLUEHHS BEPOATHO-
cTeii/npasnononotus)

spurious, adj. noxupi#: ~ correlation
JIOXHasd KOppeniauus; ~ periodicity JNoX-
Hasd HepPHOAWYHOCTH

square, n. xBaxpar (m), KBaIpaTHbIH:
complete Latin ~ TOJHBEIA JaTHHCKHI
kBagpaT; incomplete Latin ~ HenoJHbi#d
JATHHCKHMH kBanpar; infinite Latin ~ Gec-
KOHEYHBIH JaTHHCKHH kBagpaT; Kirkman
~ ksaapar Kupxmana; Latin ~ aa-
THHCKWHA kBanpaT; Latin ~ with restrict-
ed support JaTHHCKMH XBagpaT C Orpa-
HHYEHHBIM HOCHTEJNEeM; mmagic ~ Maru-
YeckWi KBagpat; orthogonal ~s oproro-
HagbHble KBaApaTH; pandiagonal magic
~ TaHJHaroHaJbHLIA MAarW4YeCKUH KBa-
npat; partial Latin ~ vacTwuHe# Ja-
TuHCKMH KBaapaT; reduced Latin ~ peny-
IHMPOBAaHHEIH JATHHCKHH KBaJApaT; ~ inte-
grable martingale kBagpaTHYHO MHTErpH-
pyeMbit MapTuuraj; ~ balanced model
KBaZPATHYHO CHATAHCUPDOBAHHAA MOLEND;
~ integrable martingale xBagpaTHYHO-
HHTETPUPYEMEBIH MapTHHI A

SRE (sum of relative errors) cymma (f)
OTHOCHTEJBbHHX OLIHOOK

stability, n. ycroituusocts (f): asymp-
totic ~ aCHMNTOTHYECKas YCTOWYHUBOCTE;
qualitative ~ of stochastic models xave-
CTBEHHAA YCTOWYHUBOCTH CTOXACTHUYECKUX
mopeser; ~ in probability ycroiuusocThb
1o BeposiTHOCTH, ~ of a queueing sys-
tem yCTOHYMBOCTD CHCTEMEI 06CIYyXHBa-
Hus; ~ theorem Teopema (f) ycroitunso-
cTH

stable, adj. ycro#uusmiit: ~ algorithm
YCTOHYMBEIA AJTOPHTM; ~ Process yCTo#-
YHBHIH Hpouecc; ~ state ycToWduBOe
cocToanMe; ~ distribution ycToiuHBOe
paclipefiefienie; ~ estimator CTabHJIb-
Has/ycToWyuBad ouenka; ~ law ycToii-
YHBHIH 3aKOH; ~ random set ycTOWYH-
BOe CIydYaiHOe MHOXeCTBO; ~ Set YCTOM-
YMBOE MHOXECTBO; ~ state YCTOHYH-
Boe/2amiepXuUBalOIee COCTOSAHME; ~ sub-
space yCTOWUHBOE NOANPOCTPAHCTBO

stable distribution ycroiumsoe pac-
npenenenune: domain of attraction of a
~ 0bnacTh (f) IpHTAXKEHUS yCTOHUMBOTO
pacnpenesenys/3akona; domain of normal
attraction of a ~ obnacts {f) HopMaabuo-
TO PHTAKEHHS YCTOHYUBOTO pacnpefelie-
Hus/3axkoHa; exponent of a ~ nokazaTenrk
(m) ycroitumBoro pacnpeneieHus; opera-
tor ~ 0OnepaTOpHO YCTOHYMBOE pacipe-



nNeneHue; strictly ~
pacnpefieleHne

stack-algorithm crex-anropaT™ (m)

standard, adj. crangaptueni: ~ deviation
CTaHJAPTHOE OTKJOHEHHE, CpeXHEKBapa-
THYHOE OTKJOHEHHE; ~ error CTaH apTHOe
OTKJIOHEeHWe, CTaHOapTHad olinbKa, cpen-
HeKBafpaTH4YHOE OTKJOHeHHMe; ~ Markov
process CTaHOAPTHHIM MapDKOBCKHH IIpo-
necc; ~ normal distribution crangaprHoe
HOpMaJbHOe pacmpenenenue; ~ Wiener
process CTaHAapPTHEIH BHHEDPOBCKHH mpo-
necc

standardization cranmaprusaumus (f)

standardized Boolean algebra nopmu-
poBaHHas GyJjesa aiare6pa

star, n. ssesma (f)

state, n. cocroaume (r): absorbing ~ mo-
rJoinapllee CocTosHue; accessible ~ mo-
CTHXHMMOE COCTOosHMe; aperiodic ~ of a
Markov chain HemepHomwyeckoe cocTOs-
H¥e uenu Mapxkosa; automaton ~ co-
CTOsIHWE aBTOMaTa; communicating states
coobmaoiuecs coctosnus (pl); cyclic
~ LHKJIWYeCKOe/EPHOAHYECKOE COCTOS-
HHe; essential ~ CyHIeCTBeHHOE COCTO-
fuue; fictitious ~ GUKTHBHOE COCTOS-
uue; Gaussian ~ TayCcCOBCKOE COCTOSA-
nwue; Gibbs finite ~ KXOHEYHOE COCTOAHHE
T'u66ca; ground ~ OCHOBHOE COCTOSHHE;
mixture of states cMeck (f) cocTosmuii;
nonessential ~ HeCylIeCTBEHHOE COCTOSA-
uue; null ~ wuyneBoe cocrosuue; period
of a ~ mepuon (m) coctosuus; period-
IC ~ TEPHOOMYECKOE COCTOSHHUE; positive
~ TNOJOXHTEJbHOE COCTOSHHUE; product- ~
NPOOaKT-COCTOSIHAE; pure ~ 4YHCTOE CO-
CTOjAHMe; quantum ~ KBaHTOBOE COCTO-
aude; reachable ~ pmocTuxkuMoe cocTo-
AHHe; recurrent ~ BO3BPATHOE COCTOA-
HHeE; ~ space $a30Boe NPOCTPAHCTBO, MPO-
CTPAHCTBO (n) COCTOSHME; ~ space com-
pactification xoMnakTudukanus (f) daso-
BOTO NpocTpaHCTBa; stable ~ ycroitun-
Boe/3alepXKUBAIOLIee COCTOSAHUE; statisti-
cal ~ cTaTHCTHYECKOEe COCTOAHME; tran-
sient ~ HEBO3BPATHOE COCTOTHHE

stationarity, n. crauwonapuocts (f)

stationary, adj. cTauuoHapHbI#: ~ chan-
nel cranmoHapubd XaHaj; ~ correlation
function cTalHOHapHas KOPPeNsUHOHHAL
dyuxumsa; ~ distribution cTallMoHapHOe
pacnpefiesieHue; ~ geometric process cTa-
HHOHADPHEIM TeOMeTpHYECKHH mpolecc; ~
Markov process cTanmMOHapHLIH MapKOB-
CKHH mpouecc; ~ measure CTallMOHap-
Has Mepa; ~ point process crauMoHap-
HHIH TOYeUHHIH mponecc; ~ random pro-
Cess CTAIlMOHAPHEIH CAyYaWHBIH NPOLECC;
~ random sequence CTalHOHADHAS CJY-
YaiHad TMOCJeNOBATENLHOCTh; ~ random

CTPOTO YCTOHUYHBOE
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set CTAHOHAPHOE CJyYalHOE MHOXECTBO;
~ strategy cralMoHapHas CTpaTerdd; ~
transition function cTranuoHapHas uepe-
xoqHas ¢yHkuus; wide sense ~ process
CTAHMOHADHBIH B LUIKPOKOM CMEICJE MpPO-
necc

statistic, n.  craructuka (f) (dyHx-
uns Habmogenuit): ancillary ~  mon-
unHeHHas /nogoGHas cTaTHCTHKA; Ansari—
Bradley ~ cratucteka Ancapu—-Bpanuu;
auxiliary ~  BcmomorarTeilbHas CTaTH-
cTuKa; chi square ~ cTaTHCTHKa XH-
kBagpaT; complete ~ TOJXHA’A CTATUCTH-
xa; Grenander-Rosenblatt ~ nepuono-
rpaMMHas CTATHCTHKa, CTATHCTHKA THIIA
I'penanpepa-Pozenbaarra; invariant ~
WHBapMaHTHasA cTaTHcTHKa; Kolmogorov—
Smirnov ~ craTactuka Koamoroposa—
Cwmupnosa; Kolmogorov ~  craTucTH-
ka Konmoroposa; linear rank ~  um-
HellHas DaHroBas cTaTHCTHKa; Maxwell-
Boltzmann ~ cratucTtuxka MakcBesra—
Boasumana; minimal sufficient ~ wmn-
HHMaJbHasd OOCTATOYHAas CTATHCTHKA; OI-
der ~ TWOpAAKOBaA CTATHCTHKA; peri-
odogram ~  nepHomorpaMMHas CTaTH-
CTHKa, CTATHCTHKa THIa | peHaHOepa—
Posenbaarra; quasi-sufficient ~ xBa3ugo-
CTATOYHAs CTATHCTHKA; rank ~ paHrosas
cTaTHCTHKA; rank ~ projection Tpoex-
uMs paHroBoil crarsctuxu; R/S-~ R/S-
ctaTucTuKa; Rényi ~ cratucruxa Penby;
~ of Grenander-Rosenblatt type cra-
THCTHEKa Tuna ['penanmepa—Posenbaarra;
separable ~ paspgequMas CTaTHCTHKa; set
of order ~s BapHaUMOHHEIN psx; Smirnov
~ craructika CwmupnoBa; subordinate
~ TOJYMHEHHas CTaTHCTHKa; sufficient ~
JOCTaTOYHAs CTATHCTHUKA; symmetric sep-
arable ~ cEMMerpHYecKkad pa3zdeaHMas
CTATHCTHKA; test ~ CTATHCTHKAa KPHTe-
pus; two-sample T?-~ [BYXBHGOPOUHAsA
T“-cTaTHCTHKA

statistical, adj. craTucTuveckuir: equilib-
rium ~ mechanics paBHOBECHaA CTATUCTH-
Yyeckasd MeXaHHKa; ~ acceptance inspec-
tion CTaTHCTHYECKHH IPHEMOYHEIH KOH-
TpoJb; ~ analysis cTATHCTHYECKMH aHa-
sau3; ~ characteristic craTHcTHYeCKas Xa-
PakTepHCTHKA; ~ decision theory Teopus
(f) craTHCTHYeCKHX pelleHHH; ~ design
CTaTHCTHYECKHMH ILIaH; ~ estimation crTa-
THCTHYECKOe OlleHMBaHWe, ~ game CTa-
THCTHYECKas HIrpa; ~ group theory cra-
THCTHYECKad Teopus rpynm; ~ hydrome-
chanics craTHcTHYeCKas THAPOMEXaHWKa;
~ hypothesis cTaTHCTHYeCKas THIOTe3a;
~ independence cTaTHCTHYECKaS HE3aBH-
CHMOCTB; ~ mechanics cTaTHCTHYECKaA
MeXaHHKa, ~ model cTaTHCTHYeCKad MO-
Hedb; ~ procedure CTaTHCTHYECKAA MPO-
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neaypa; ~ quality control cratucTHYe-
CKMH KOHTpOJIb KayecTBa; ~ simulations
method meTon (m) CTaTHCTHYECKHX MC-
neiTakui, Meron (m) Monrte-Kapao; ~
stability of frequencies craTHcTHYecKas
YCTOMYHBOCTDH 9aCTOT; ~ state CTATHCTH-
YecKoe COCTOgHHE; ~ structure CTaTHCTH-
geckas CTPykTypa; ~ tables craTucTuye-
CkHe TabJHUBI, ~ test CTATHCTHYECKUH
KkpHTepuit/TecT; ~ weather forecast cra-
THCTHYECKMH NPOrHO3 MOrOIHI

statistics, n. crarucruka (f): binary rela-
tions ~ CTaTHCTHKa GUHADHEIX OTHOILE-
uuit; Boltzmann ~ crarucTuxa Boasnma-
Ha; Bose—FEinstein ~ cratuctuka Boze-
Oitniureitna; demographic ~ ngemorpadu-
yeckas cTaTHCTHKa; Fermi-Dirac ~ cra-
tuctuka Pepmu—dupaxa

steady-state distribution
HOe pacupeneseHHe

steady-state model pasHosecHas Mopess

steepest ascent meton {m) xpytoro Boc-
XOX JAEHH A

steering policy xanpasasiomas crpare-
rus .

Stein effect spaenne (n) Creitna

Steiner class kuaacc (m) IlTefinepa

Steiner tree wITEeHHEpOBO NEPEBO

step, n. war (m): ~ factor waroBelii MHO-
XHTeab; ~ function crynenvaras (yHK-
uusA; ~ Markov process cryneH4aThii
MapKOBCKHH Ipoluecc; ~ random process
CTYNEHYATH# CHyYaHHLIH Tmpouecc

stereology, n. crepeosorus (f)

sticky boundary ynpyras rpanmuna

sticky matroid xielxuii MaTpong

Stieltjes—Minkowski integral mnTerpasx
(m) Crrarbeca—MuHKOBCKOTO

Stirling formula ¢opmyaa (f) CTupins-
ra

Stirling numbers uncaa (pl) Crupaunra

stochastic, adj. croxacTwyeckuit, cay-
yaWHHRIK: continuous time ~ approxi-
mation cTOXacTHYECKas AMIMPOKCHMaLHA
B HENPEpHIBHOM BpeMeHdW; generalized
~ convolution o6o0bleHHas CTOXaCTH-
yeckas cBepTKa; optimal ~ control
ONTHMAJBHOE CTOXAaCTHYECKOE YIpaBie-
HHe; ~ approximation CTOXaCTHYeCKas
amnpokcuManus; ~ attractor cToxacTH-
YecKHH aTTpakTop; ~ automaton cay-
YaiHKH/BEPOATHOCTHEIA aBTOMaT; ~ ba-
sis cToxacTuyeckdd 6asuc; ~ bounded-
ness CTOXaCTHYECKas OTPAHHYEHHOCTD; ~
derivative cToxacTHYecKas INPOH3BOIHAIL;
~ differential croxacTudeckuit qucdepen-
uuan; ~ differential geometry croxactu-
YecKkad AuddepeHudalbHaid TEOMETPHA; ~
Dirichlet problem croxacTH4eckad 3aqaya
Hupuxae; ~ dynamic programming cTo-
XaCTHYECKOE NHHAMHYECKOE NPOrPaMMHu-

CTallMOHAP-

poBanue; ~ encoding BEpPOATHOCTHOE KO-
OHpOBaHHMe; ~ exponential croxacTHye-
CKasi 5KCHOHEHTa; ~ geometlry CTOXaCTH-
Yeckas TeOMETDPHs; ~ group CTOXacTHYe-
ckas rpynna; ~ independence croxacTu-
Yeckas He3aBHCHMOCTh; ~ integral cToxa-
CTHYeCKHH MHTErpal; ~ integral with re-
spect to a martingale cToxacTuYeckuil MH-
Terpaj N0 MapTHHTaly; ~ integral with
respect to a random measure CTOXaCTH-
YeCKMH MHTErpaJj no cIydaiHOH Mepe; ~
kernel croxactuyeckoe anpo; ~ line inte-
gral croxacTHYeCKH# KPHBOJIMHEHHBIH MH-
Terpat; ~ linear algebra croxacTuyeckas
JauHelHas adarebpa; ~ linear controller
CTOXACTHYECKHH JHHEUHBIH PEryJasTop; ~
matrix croxacTHYecKas MaTpHUA; ~ mea-
Sure cToXacTHYecKas/clydaitHas Mepa; ~
model croxacTHYecKad Momesb; ~ multi-
ple integral croxacTHYecKud KPaTHHH MH-
Terpad; ~ optimality principle ctoxacTn-
YeCKMH NPHHUHMN ONTUMAJILHOCTH; ~ par-
tial differential equation cToxacTH4eckoe
nuddepeHINaIbHOE YDAaBHEHHE C YacT-
HHIMH TPOH3BOOHEIMM; ~ PpIrocess CTOXa-
CTHYECKHH /cTyYallHEIH [polecc; ~ semi-
group CTOXacTHYecKas NOJYTPyNma; -~
Taylor formula croxacTuyeckas ¢opMmyaa
Taitnopa; ~ vector space cToXaCTHYECKOe
BEKTOPHOE NpOCTPancTBo; Stratonovich ~
integral croxacTuyeckuii uHTerpas Crpa-
ToHOBHMYa; symmetric ~ integral cum-
METPHYECKHH CTOXACTHYECKMHA WHTErpaJ,
unTerpaa (m) CTpaToHOBHYA

stochastic differential equation, SDE
cToxacTHYeckoe IuddepeHEnaILHOE YPaB-
Henue: evolutional ~ 3BoJIOUHMOHHOE CTO-
XxacTuyeckoe AU pepeHIHANbHOE YpaBHE-
uue; finite difference approximation to a ~
KOHEYHOPa3HOCTHAs AlIPOKCHMAaIH# CTO-
XacTH4YecKoro au¢@depeHuHaJbHOrO ypaB-
Henus; homogenization of a ~ roMore-
Husanua (f) croxacrudeckoro gupdepes-
IHAJIBHOTO ypaBHenus; Liouville ~ cTo-
XacTHYeckoe nTHddepeHIHaIbHOE ypaBHe-
uue Jluysuwansa; Navier-Stokes ~ cro-
XacTUyeckoe quddepeHnHalbHOE ypaBHe-
nue HaBre-Crokca; quantum ~ xBan-
TOBOE CTOXacTHYeckoe [HPpPepeHmHalb-
Hoe ypaBHenme; ~ in the Stratonovich
form croxacTuyeckoe pmudPepeHUHAATD-
Hoe ypaBHenue B popMme CTpaTOHOBHYA;
strong solution of a ~ CcHubHOe pelle-
HHe CTOXacTHYecKoro OHddepeHIHaATbHO-
r0 ypaBHeHHs; Symmetric ~ CHMMeTpHYe-
CKOE CTOXacTHYecKoe nuddepeHuHaIpHOe
ypaBHeHHe, c.0.y. B ¢dopme CTpaToHOBH-
vya; weak solution of a ~ cmaboe pele-
HHe CToXacTHYecKoro guddepeHunaiLHO-
IO ypaBHEHHA

stochastically croxacTuyecku: ~ contin-



UOUS Process CTOXACTUYECKH HeNpPEPHIB-
HBli mponmecc; ~ continuous transition
function cToOXacTHYECKH HeNpepHIBHAA Tie-
pexonuas QYHKUHA; ~ equivalent random
processes CTOXaCTHYECKH >KBUBAJEHTHBIE
cAydYadHEIE TIPOLECCH

stopped martingale
MapTHHT &l

stopping line nunus (f) ocTaHOBKH

stopping rule npasuio (n) ocraHOoBKH:
optimal ~ onTHMaJBLHOE NMPaBHJIAO OCTa-
HOBKH

stopping time wmoment (m) ocTaHOBKH,
MapKOBCKMH MOMEHT

strange attractor cTpaHHBEIH aTTpaxkTOp

Strassen theorem Tteopema (f) Ulrpac-
ceHa

Strassen’s invariance principle npuu-
nun (m) wuBapuaHTHOocTH LTpaccena

Strassen’s law of the iterated loga-
rithm sakon (m) nosTopHOro JOrapudpma
B popme UlTpaccena

OCTAaHOBJEHHBIH

strategy., n. crpaterus (f): Bayes
~ 6erecoBckas crpaTerus; Hamil-
tonian o~ raMHJbLTOHOBAa CTPaTerHd;

Markov ~ MapxoBckas cTpaTerus; com-
plete class of strategies mOJNHBIA XJacc
crpareruit; equalizing ~  ypaBHHBaio-
mas CcTpaTerud; minimax -~ MHHHK-
MaKCHas CTpaTerus; miopic ~  6Ju-
3opykas crparerds; mixed ~ CcMe-
IUaHHas/paH IOMH3HPOBaHHAs CTPATETHA;
nonanticipating -~ HeyIpeX falolmasn
crpaterus; nonrandomized ~  HepaH-
JNOMM3WDPOBaHHad cTpaTerus; optimal ~
ONTHMaJbHasd CTpaTerus; persistently op-
timal ~ HeyKJIOHHO ONTHMaJbHasd CTpa-
Terus; pure Bayes ~ umucras 6eiiecos-
CKasd CTpaTerus; pure ~~ 4YHCTas CTpa-
Terus; randomized ~ paHOOMH3HpOBaH-
Has/cMelnaHuas crpaterus; risk of a ~
pucK (m) cTpaTeruy; stationary ~ cTa-
uuoHapHas crpaterus; uniformly optimal
~ PpaBHOMEDHO ONTHMaJbHas CTPaTErus;
weighing ~ tan (m) B3BelUMBAHHA

stratified sample paccroennas seibopka

stratified sampling method wmeron (m)
CJOMCTOR BHIGOPKH

Stratonovich stochastic integral cro-
xacTuveckdi uHTerpas CrpaToHoBuya

stratum (pl. strata), n. caoi (m)

strict, adj. cTporuii: ~ quasi-parity graph
CTPOTHMH KBa3sWYETHBLIA rpad

strictly, adv. ctTporo, cuspHo: ~ con-
vex function ctporo BeImykJas PYHKIMS;
~ stable distribution cTporo ycrokumusoe
pacupenesenue; ~ unimodal distribution
CHJIBHO ONHOBEPLIMHHOE / YHUMOMAAbHOE
pacupefeseHue

string, n. crtpoka (f): bit ~ GuHapuas
NOCNEN0BATEALHOCTE (CTPOKa)
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strong, adj. CUIBHBIA, YCHIEHHBIA: ~
admissibility cuibHas OONYCTAMOCTH, ~
convergence CHJIbHaA CXOTUMOCTH; ~ di-
visible sequence cunbHO nenMMas NoCKE-
moBaTedbHOCTh; ~ Feller process cuabno
¢denneposckuii nponecc; ~ Feller prop-
erty CUJAbHO ¢QeJNEPOBCKOE CBOMCTBO; ~
Feller transition function cuasso ded-
JIepOBCKas MNepexomHad GYHKUHs; ~ in-
finitesimal operator cuibHEIH WHOHHHTE-
3MMaJBHBIH OnepaTop; ~ invariance prin-
ciple CHIbHBIA IDHHIKI HHBAPHAHTHOCTH,
APHHIMN (1) HHBADHAHTHOCTH IOYTH Ha-
BepHoe; ~ law of large numbers ycunen-
HBIR 3aKOH GoablIMX yHced; ~ {ikelihood
principle yCuJeHHBIH TPUHUOHUI TPABIONO-
nobus; ~ Markov process cTporo MapKos-
ckuit npouecc; ~ Markov property cuib-
HOE& MapKOBCKOE CBOHCTBO; ~ miXing CHJIb-
Hoe NepeMmeuruBaHue, ~ random linear
operator CWIBHBIH CIyYaWHBIA JIMHEAHBIA
onepatop; ~ solution of a stochastic dif-
ferential equation cHJBHOe pellleHHe CTO-
XacTHYecKoro MuddepeHnaNbHOrO ypas-
HeHHUs; ~ uniqueness of a solution cuabHas
€IUHCTBEHHOCTH PELIEHU

strongly, adv. cuabHo: ~ connected
graph cuanHO cBA3HBIA rpad; ~ measur-
able mapping cuarHO M3Mepumoe oTobpa-
xeHue; ~ regular graph cunsuo peryusp-
HBIH Tpad

structure, n. crpyxrtypa (f): baroclinic
~ GapoKJHHHaAs CTPYKTYpa; barotropic ~
6apoTponHasi CTpykTypa; block ~ 6mou-
Hast cTpykTypa; ~ function cTpykTypHas
pyHKUMS; ~ matrix CTpPyKTypHas MaTpH-
ua; ~ relation analysis ananus (m) cTpyx-
TYPHBIX COOTHOLUCHHH

Student distribution pacnpenenenue (n)
CrbionenTa

Student test xpurepuit (m) CTrionenTa

studentized deviation cTbI0OOEHTH3HDO-
BaHHOE OTKJOHEHHE

subadditive ergodic theorem cyGannu-
THBHas SProguyeckas TeopeMa

subchromatic number cy6xpomatnye-
CKO€e YHCNO

subcritical branching process moxpu-
THYECKHH BETBAIIMAC Mpolecc

subgraph, n. noarpad (m): covering ~
nokpeiBatowmi noxrpad; forbidden ~ 3a-
TpellleHHLIA noarpad; greatest common
~s HaubonblHe obume moarpadpn (pl);
induced ~ MOPOXJAEHHBIA (MHIYLUHDPOBAH-
HBIH) moarpad

subjective probability
BEPOATHOCTDH

sublattice, n. nompeweTtka (f)

sub-Markov semigroup cybmapkosckas
TMOJIYTpynna

submartingale, n. cy6maprruraa (m)

cybbeKTHBHaAS
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submodular function
byHKIEA

subnet, n. noncets (f)

subordinate statistic noguyunennas cra-
THCTHKA

subprocess, n. moguponecc (m)

substitution, n. mnomcranoska (f): ran-
dom ~ cunydyaliHad NOJCTaHOBKa

substochastic matrix nosycroxactuye-
CKas MaTpHIa

succint multigraph representation
cXaToe MyJabTHrpadoBoe MpeAcTaBJeHAe

Sudakov-Dudley theorem reopema (f)
Cynaxosa—laniu

sufficiency, n. pocrarousocts (f): ~
principle npusnyMn (m) KOCTATOYHOCTH

sufficient, adj. mocTaTouHmH: ~ estima-
tor mocTaTouHad OlLEHKa; ~ statistic go-
cTaToYHas CTaTHCTHKa; ~ topology mo-
CTATOYHas TOMOJOTHA

sum, n. cymma (f): partial ~ 4a-
cTHYHas cymMMma; ~ of events cyMMma
(f) / obbenmuenne (n) coGurTuit

supercritical branching process nan-
KPMTHYECKHH BETBAIIHHACA IpOLECC

superefficiency csepxaddexrusnocts (f)

superefficient estimator csepxadpdex-
Tmmaa/ cynep3pdeKTHBHAA ONECHKA

supermartingale cynepmapruurax (m)

supermodular cynepMonyaspunin: ~
coloring cymepMmony/nspras packpacka; ~
function cynepmonyJspuas GyHKIHS

supplementary variables method me-
Ton (M) MOMONHWTENLHEIX NEPEMEHHEIX

support of a measure HocHTeNb (m) Me-
pHl

supporting point of a design onopuas
TOYKa IUIaHa, y3eq (m) miaHa

surface, n. nosepxsocTd (f): regression ~
DOBEPXHOCTH PErPEecCHH

survey, n. ofciaegopanue (n), ocMoTp (m):
sample ~ BniGopoynoe ofciaenopanue; ~
sampling BriGopouHoe ofCcneqoBaHHe

survival analysis anaaus (m) BEDKHBae-
MOCTH

Suslin space cycaunckoe TpoCcTPaHCTBO

switch-back design naan (m) c nosrop-
HEIMH BKJIIOYEHHIMHE

switching regression model mogess (f)
NEePEKJIOYAIOIIEHCT PErPECCHH

switching system nepexmovatontascs cu-
cTeMa

Sylvester matrix w™arpuua (f) Cuasse-
cTpa

symmetric, adj. CcHMMeTpHYHBIA, CHM-
MeTpudeckuii: ~ channel cumMerpruHELi
xaHaJ; ~ design CHMMETPHYIHAS CXEMa; ~
distribution cCAMMeTpHYHOE pacIpefeie-
uue; ~ factorial experiment cuMMeTpHy-
HHIH (aKTOpHHIA 3KcmepumenT; ~ Fock
space cCHMMeTpHYecKoe npocTpancTso Po-

cybMmonyaspHas

xa; ~ random matrix cHMMeTpHYeCKas
cayvyadHas MaTpuua; ~ separable statis-
tic cHMMeTpHYeCKas Ppa3feJHMas CTaTH-
cruxa; ~ stochastic differential equation
CHMMeTPHYECKOe cToXacTHYeckoe nudpde-
pEHIHaJIBHOE ypaBHEHHe, C.A.y. B ¢dopme
CrpaToHoBHYa; ~ stochastic integral cum-
METPDHYECKHH CTOXACTHYECKHH HHTErpaJ,
unrerpaa CrpaTonoBHYA
symmetrization method
CHMMETDH3ANHHK
symmetrizer, n. cummerpusaTop (m)
synchronous point processes caHXpon-
HEle ToYeunsie nponeccs (pl)
system, n. cucrema (f): bonus ~ mpemu-
ajbHad cucTeMa; boson ~ Go3oHHAA cu-
cteMa; distributed ~ pacnpeneseHHas cH-
crema; hereditary ~ HacneCTBEHHasA CH-
cTreMa; linear ~ JHMHeHHas cHCTeMa; ma-
troidal ~ wmarpouaHas cuctema; orthog-
onal ~ opTOroHaJdbHasfs CHCTEMa; quasi-
regular ~ KBa3MpEryJasapHas CUCTEMA; re-
pairable ~ BoccTanaBIMBaeMas CHCTEMa;
switching ~ mepexsOYaOINAACA CACTEMA;
~ of normal equations cucTeMa HOpMaJb-
HEIX ypaBHenuH; Vitali ~ cucrema Bura-
JH

MeTon (m)

T

table, n. Tabauma (f): routing ~ mapur-
pyTHad Tabauua; contingency ~ Tabianua
CONPAXEHHOCTH (IPH3HAKOB)

tagged particle meuenas wacTuna

Taguchi method wmerox Tarytu

tail of a distribution xsoct (m) pacmpe-
JCJEeHH A

taper, n. okHo (n) maHHEIX

tapering of time series criaxupanue
(n) BpeMeHHHIX PAIOB

target tracking problem sanaua (f) cxe-
KEHHA 33 LEJIBIO

Tauberian theorem tay6eposa Teopema

teleconnections Tesecpasu, JaJbHHE CBA-
3u (pl) (B MeTeopotoruy)

telegraph process TtenerpadHsif curaat
{m) / upouecc {m)

temperature Green function Temnepa-
Typuas ¢pyuxuusa ['puna

temporally homogeneous random pro-
CesS ONHOPOOHBIM NO BPEMEHH CIy4Yai-
HHIHA Iponecc

terminal decision function dysxuns (f)
3AKAIOUATENHHOTO PeleHus

ternary design Tepuapmas cxema

ternary search problem sagava (f) Tpo-
HYHOTO IIOHMCKA

terrain, n. mectHocts (f)

tessellation, n. mosauxa (f): random ~



claydYadHas MO3aMKa; Voronol ~ M0O3aHKa
Boponoro
test, n. xputepuii (m)/ Tect (m): admis-
sible ~ pomyctumbid xpurepuit; almost
invariant ~ [OYTH HHBapMaHTHBEIA XpH-
Tepuit; Anderson-Darling ~ xpurtepuit
Anpepcona-apnuura; Ansari-Bradley ~
kpuTepuit Amncapu—-bpsmau; asymptotic
deficiency of a ~ acHMITOTHYECKHH ge-
dekT xpuTepus; asymptotically Bayes ~
ACHMTTOTHYECKH OelleCOBCKHH KDHUTEDHH;
asymptotically minimax ~ acCHMIOTOTH-
YeCKH MHHMMAaKCHBEIH KDHTEPHi; asymp-
totically most powerful ~  acHmMnTo-
THYECKH Haubosiee MOMIHBIH KPHUTEPHH;
asymptotically most powerful unbiased
~  aCHMITOTHYECKM HauboJsee MOLIHBIR
HECMEIIEHHBIH KPUTEpUH; asymptotical-
ly optimal ~ acHMOTOTHYECKH OINTH-
MaJLHBIH KPUTEPHH; asymptotically unbi-
ased ~ ACHMMITOTHYECKH HeCMeIlEeHHLIH
KpuTepuit; asymptotically uniformly most
powerful ~ aCHMITOTHYECKH paBHOMEp-
HO HaHOoJiee MOUTHLIN KpHTepui; Bartlett
~ kpurepuit baprierra; Bartlett—Scheffe
~ kpurepuit baprierra-illedpde; Bayes
~ BellecoBckuit kpurepuit; Bickel ~ kpu-
Tepuli buxens: Butler-Smirnov ~ kpu-
Tepu# batiaepa-Cmupnosa; Chauvenet ~
xputepuit [lloBene; chi square ~ xu-
KBanpaT KpHUTepu#; combined ~ KomGu-
HUPOBaHHBIH KpuTepui; complete class of
fests MOJIHBIA KJACC KpUTEPHEB; consistent
~  COCTOATENLHBIH KpHTepuit; Cramér-
von Mises ~ xkpurepuit Kpamepa—don
Museca; deficiency of a ~ nepext (m)
kputepus; Durbin-Watson ~  xpure-
pun [lypbuna—Yortcona/Barcona; empty
blocks ~ xpuTepdii MycThIX GJIOKOB; emp-
ty cells ~ kpurepuit nycTBHIX SAIIMKOB;
essentially complete class of tests cyme-
CTBEHHO NOJHBIA KJAacC KPDHTEPHEB; eX-
act ~ Tounwb kputepuit; Fisher exact ~
TouHbld kputepuit Pumirepa; Fisher—Irwin
~ gpuTepui Puitepa—Apsuna (Puurepa—
Wsituca); goodness-of-fit ~ KpHTe-
puit cornacus; Hoeffding ~  kpure-
puii Xepaunra; Hotelling ~ xpurepuit
Xoreaaunra, T<-xpurepwii; invariant ~
MHBapHaHTHbIA Kpurepui; Kolmogorov-
Smirnov ~  kpurepuit Kouamoroposa—
CwmupHoBa; Kolmogorov ~  xpurtepwit
Koamoroposa; Koopman ~ of symmetry
KpuTepui cuimMMmerpus Kynmana; level of
a ~ ypowenb {m) xputepus; likelihood
ratio ~ KDPUTEPHH OTHOUIEHHS MpPaBIO-
nomobus; linear ~ JMHEHHBIH KPUTEPHH;
locally most powerful ~ JoKaJbHO HaH-
Gasee motnuslid kputepun; LR (likelihood
ratio) ~ KpHTEpHH OTHOLUEHHsS MPABAO-
nonobus; Mann—-Whitney ~ xpuTepui
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Manna-YuTHH; maximin ~ MaKCHUMHH-
HBIK kpuTepui; minimal complete class of
fests MMHMMAJBHBIA TNOJJHBIA KJacC KDH-
TepueB; minimax ~ MWHMMAKCHEIA KpH-
Tepuit; Mood ~ kputTepuit Mynga; most
powerful ~ uaubosee MOLIHEBIA KPUTEPUT;
most stringent ~ HauboJtee CTPOTUN KpH-
tepuit; Neyman C{a)-~ C(«)-xputepuin
He#imana; nonparametric ~ HemapaMe-
TpPHYeCKHH KpHTepui; nonrandomized ~
HEPaHJAOMH3HPOBaHHLIH KDHTEPHH; one-
sided Student ~ OIHOCTOPOHHHH KpHTE-
puii Croionenta; one-sided ~ omHocTo-
POHHHH KDHTepHil; operating characteris-
tic of a ~ omepaTHBHas XapaKTEePUCTHKA
KpUTEepHA; optimal ~ ONTUMAJbHBIN KpH-
Tepu¥; permutation ~ KpUTEpHHl Tepe-
CTaHOBOK / paH noMu3anuu; Pitman ~ Kpn-
Teputt [lurmena; power function of a ~
GyHKuHA (f) MOIIHOCTH KPUTEPHS; power
of a statistical ~ MomHocTs (f) craTn-
cTHyeckoro kpurepus; Quenouille ~ xpu-
Tepuir Kenyst; randomization ~  xpu-
Tepuil paHIOMU3alUWH/IEPECTAHOBOK; rali-
domized ~  paHOIOMH3HPOBaHHBIH KpH-
TepHH; rank sum ~ KDHUTEpHH CYMMEI
paHroB; rank ~  PpPaHrOBHIH KpHTEpHH;
Rao ~ «xpurepuin Pao; relative efficien-
cy of a ~ oTHOCHTeNbHas dPPEKTHBHOCTH
KpuTepHs; Rényli ~ xputepui Pennu;
runs ~ KPHTEpPUH Cepui, OBYXBHIGOpOU-
Hbli kpuTepud Banbaa—Boabsgposuua; se-
quential probability ratio ~ mnocaenoBa-
TeJIbHBIH KPATEPHUH OTHOLUEHHS IIPABIO-
nogobus; serial ~ cepHanbHBIH KpHUTe-
puit; Siegel-Tukey ~ xpwrepuit 3uresns—
Teioku; sign ~ KpuTepui 3HaxoB; signif-
icance ~ KpUTEPHH 3HaYMMOCTH; similar
~ nonoOHbIA KpHTepHi; size of a ~ pas-
Mep (m) KpUTepHs; SmMIrnov ~ KpUTepui
CumupHoBa; statistical ~ cTaTHCTHYECKUH
KpHTepdii/TecT; Student ~ KpuTepui
CroiogenTa; ~ for multivariate normali-
ty XpUTEpHR s NPOBEPKY MHOTOMEPHOM
HOpMaJsibHOCTH; ~ of homogeneity kpu-
Tepu#t omHopomHocTH; ~ of independence
KPHTEPHH HE3aBUCHMOCTH; ~ of spherici-
ty KpuTepui cdepuyHocTH: ~ of unifor-
mity KpMTepHH DaBHOMEDHOCTH; ~ statis-
tic cratuctuka (f) xputepus; two-sample
Student ~ nBYXBEIGODOYHEIH KPHUTEpUH
CroionenTa; two-sample ~  [AByxBBIGO-
pPOYHHIH KpHTepu#; two-sample Wald-
Wolfowitz ~ nBYXBBIGOPOUHBIH KpHTe-
puii Bansna—Boabdosuna, kpurepui ce-
puit; two-sided Student ~ aBycTopou-
uui xpurepuit Croiomenrta; unbiased ~
HeCMeICHHbIH KpuTepur; uniformly most
powerful ~ pasHoMepHo Haubosee MOIL-
Hbil xpurepuir; van der Waerden ~ xpu-
Tepud BaH nep Bapaewa; variance ratio ~
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KPUTEDHH OTHOLUEHUSA HHCHEDCHit; vector
~ BeKTOpHEIH xpurepuii; Wald ~ xpure-
puit Baasna; Wilcoxon ~ xputepuii Bua-
KoKcoHa (Y HJIKOKCOHA)

testing, n. mposepxa {(f), ucnmiranus (pl):
destructive ~ pa3pyuraloliie HCIEITAHHS;
durability ~ npoBepka HOJITOBEYHOCTH; ~
for normality npoBepKa HOPMAaJbHOCTH, ~
of a hypothesis against an alternative npo-
BEpKa THIIOTe3bI NPOTHB albTePHATHUBHI;
~ of statistical hypothesis nposepka cra-
THCTHYECKOH T'HIOTE3E

theorem, n. Teopema (f): abstract
ergodic ~ abGcTpakTHad B>progmyecKas
Teopema; Abelian ~  abemeBa Teope-
Ma; addition ~  TeopeMa CIOXeHHS;
Alexandrov ~ TeopeMa AJeKCaHAPOBA;
Anderson—-Jensen ~ TeopeMa AHIepcoHa—
Mencena; Aronszajn-Kolmogorov ~ Teo-
pema Aponumaina—Koamoropopa; Bartle—
Dunford—Schwartz ~  Teopema bBapt-
sna—Jlandpopra—Illsapua; Baxter ~ Te-
opema baxctepa; Bernoulli ~ Teope-
Ma bepuynau; Berry-Esseen ~  Teo-
pema Beppu-Occeena; Birkhoff-Khinchin
ergodic ~ sproauveckas reopeMa bBupk-
ropa—Xununna; Blackwell ~ Teopema
Buexysana; Blumenthal-Getoor—-McKean
~ Teopema Buaomentans-I'erypa—Maxk-
kuHa; Bochner ~  Teopema DBoxmepa;
Bochner-Khinchin ~ Tteopema Boxuepa—
Xunuuna; Campbell ~ Teopema Kamn-
6enna; Caratheodory ~ Teopema Kapa-
TeogopH; central limit ~ uenTpasbHax
npepeasHas Teopema; Chacon—Jamison ~
Teopema Yexona—-IIxemucona; characteri-
zation ~ TeopeMa xapakTepusaunn; Cho-
quet ~ Teopema Illoke; Cochren ~ Teope-
ma Koxpona; collectness of a imit ~ cofu-
PaTeALHOCTH NPENeTbHON TEOPEMBI; COm-
parison ~ TeopeMa CpaBHEHHs; continu-
ation of a limit ~ TPOMOIXHTENHLHOCTH
NpeAeabHOH TEOPEMBI; continuity ~ Teo-
pema uenpepsiBHocTH; Cramér ~ Teope-
ma Kpamepa; Darling ~ teopema Hap-
aunra; Darmois-Skitovich ~ Teopema
Hapmya—Cxurosuua; de Moivre-Laplace
~ Tteopema Myaspa—Jlannaca; Doeblin
~ Teopema leGauna; Dvoretzky—Rodgers
~ Teopema JlBopenxoro-Ponxepca; FEIf-
ing equivalence ~ TeopeMa 3KBHBAJEHT-
HocTH Oun¢unra; Esseen ~ Teopema Oc-
ceena; ergodic ~ >progMvyeckas Teope-
Ma; factorization ~ (QaxTOpH3alHOHHAN
Teopema; Fernique ~ Teopema QPepHuka;
Fortet-Kac ~ Tteopema ®Popre-Kana; Fu-
bini ~ teopema Py6unu; Gauss-Markov
~ teopema ['aycca-Mapkosa; Gleason ~
Teopema [nucona; Glivenko ~ Teopema
Fnusenxo; Glivenko—Cantelli ~ Teopema
I'nusenko-Kantenan; Gnedenko ~ Teo-

pema ['nemenxo; Hahn ~ Teopema XaHa;
Hall ~ Tteopema Xouana; Hamburger ~
Teopema ['ambyprepa; Hausdorff ~ Teo-
pema Xaycnopda; Helly ~ teopema Xeu-
au; Hille-losida ~ Teopema Xuane—Hocu-
na; individual ergodic ~ WHIHBHOYaJH-
Hasd opropuyeckad Teopema; integral lim-
it ~ WMHTErpajbHas MpefefbHad TeopeMa;
integral renewal ~ WHTerpajibHas Teope-
ma BoccTaHoBJeHuA; Jonescu Tulcea ~ Te-
opema Homnecky Tyuaua; It6-Nisio ~ Teo-
pema Hto-Hucuo; Jessen—-Wintner ~ Te-
opema Ilxxeccena—Bunrtuepa; Kantorovich
~  TeopeMa Kauroposuua; Karhunen
~ TeopeMa Kapynena; key renewal ~
OCHOBHa#/y3J0Basi TeopeMa BOCCTaHOBJIe-
uua; Khinchin ~ Teopema XuuuuHa;
Khinchin—-Kolmogorov ~ Teopema Xumu-
unna—Kouamoroposa; Kolmogorov three-
series ~ Teopema Koamoroposa o Tpex
panax; Kolmogorov-Arak ~  Teopema
Konmoropoa—Apaka; Korolyuk ~ Te-
opeMa Kopoumoka; Kotel’nikov ~ Teo-
peMa Korensnukosa; Krein ~ Teopema
Kpeitna; Kwapien ~ Teopema Ksanens;
Kwapien—-Schwartz ~ Teopema Ksame-
ua—Isapua; Lebesgue ~ Teopema Jle-
6era; Lee-Yang ~ teopema Jlu-$ura;
Lehmann-Sheffe ~  teopema Jlemama—
llepde; Lévy—Cramér ~ teopema Jlenu—
Kpamepa; Lévy ~ Teopema Ilesw; limit ~
npeneabHad TeopeMa; Lindeberg—Feller ~
Teopema Jlunnebepra—®Pennepa; local er-
godic ~ JOKaJbHasi SProIMYECKad Teope-
ma; local limit ~ JokanbHasA MpegeabHas
Teopema; local renewal ~ JoxaJbHas Te-
opeMa BOCCTaHOBJeHMs; Lyapunov ~ Te-
opeMma Jlanyuosa; MacDonald ~ Teopema
Maknonansna; Marcinkiewicz ~ Teopema
Mapuunkesuua; Mehta ~ Teopema Me-
Thl; Minlos ~ TeopeMa Munioca; Moivre—
Laplace ~ Teopema Myaspa—-Jlamnaca;
multiplicative ergodic ~ MyJbTHIIHKA-
THBHas »proguveckas Teopema; Orey ~
Teopema Opes; Palm—-Khinchin ~ Teope-
ma [lanema—Xunuuna; Pettis ~ Teopema
Ilertuca; Poisson ~ Teopema Ilyaccona;
Pslya ~ Tloia Teopema; Rademacher ~
Teopema Panemaxepa; Radon—-Nikodym ~
Teopema Panona-Hukomuma; Raikov ~
Teopema PaiikoBa; Ramsey ~ Teopema
Pamces; Rao—Blackwell ~ teopema Pao-
Buaexyaana; ratio limit ~ mpeneanHas Te-
opema [OJs OTHOWIEHHH; renewal ~ Teo-
PEMa BOCCTAHOBJIEHHA; Sazonov ~ Teo-
pema Ca3soHoBa; Schonberg ~ Teopema
Illen6epra; Shannon ~ Teopema Illenno-
Ha; Slutsky ergodic ~ sprommyeckas Te-
opema Cuayuxoro; Slutsky sinusoidal limit
~ TpefenbHasi CHHYCOMJaJbHAi TeopeMa
Cayukoro; Smirnov ~ Tteopema CMEpHO-



Ba; stability ~ Teopema yCTOHYHBOCTH;
Strassen ~ Tteopema Mlrpaccena; subad-
ditive ergodic ~ cybagnuTHBHAL SProgH-
yeckad TeopeMa; Sudakov-Dudley ~ Te-
opema CynakxoBa—[annu; three series ~
TeopeMa O Tpex pafgax; transfer ~ Teope-
ma nepenoca; Tauberian ~ TayGeposa Te-
opeMa; uUniqueness ~ TeOpeMa €[{HHCTBEH-
Hoctw; van Hove ~ teopema BaH XoOBa;
von Neumann ergodic ~ sproguyeckas
Teopema. pon Hedimana; Vitali-Hahn-Sacs
~ Teopema Butaau-Xana—Caxca; Vitali
~ TeopeMa Buranu; Watanabe ~ Ba-
TanaGe Teopema; Weierstrass ~ Teopema
Beliepurrpacca

thermodynamical, adj. Tepmomunamu-
YeCKMHl: ~ entropy TepMOOWHaMHYeCKas
sHTpOmMd; ~ limit TepMomMHaMHYEeCKHH
IpenesbHBIH nepexos

theta graph TosTa-rpad (m)

thin set paspexenHoe/ToHKoe MHOXeCTBO

thinning, n. npopexusanue (n): indepen-
dent ~ of a point process He3aBHCHMOe
[IPOPEXHBAHHE TOYEYHOTO MPOUECCa

three series theorem Teopema (f) o Tpex
panax

three-sigma rule npasuio (n) Tpex curm

threesome matching Tpexmectnoe cove-
TaHHe

threshold, n. nopor (m): planarity ~ mo-
por IIAHAPHOCTH; ~ autoregressive pro-
cess MOPOTOBHH HPOLECC aBTOPEIPECCHH;
~ model noporoBast MozeJb; ~ time series
model noporosas MofeJs BPEMEHHOTO Pi-
na

throughput mnpomyckuas cnocobrocTs

tight, adjy. naorustit: ~ family of measures
IIIOTHOE CEMENACTBO Mep; ~ measure MJIOT-
Hasi Mepa

tightness, n.
Mep)

tiling, n. nokpuTHe (n), mapket (m), 3a-
Mornenue (n): isohedral ~ wm3sosppasipHOe

naoTHOCTh (f) (cemedicTBa

MOKPHITHE
time, n. BpeMs (n), MoMeHT (m)
BPDEMEHHM:  Crossing ~  MOMEHT Tepe-

CKoKa/TepecedeHus / IOCTHXEHHUS, expeci-
ed absorption ~  cpegHee BpeMs [0

norJoiieHus; expected recurrence ~
cpelHee BpeMs Bo3Bpaluenus; first ar-
rival ~ MOMEHT IEepPBOTO OOCTHXKe-

HUs/NMonaganus; first passage ~ MOMeHT
IIEpBOIG JOCTHXeHWs/monaaanus,/ nepece-
4yenus; first return ~ MoMeHT mepso-
ro BO3BpallleHHA; gamma-percentile op-
erating ~ to failure ramma-nmpounesTHasA
HapaboTka; hitting ~ MOMEHT mNepBo-
FO JOCTHXEHMs /IonafaHus/lepecedeHn ;
killing ~ wmomenT ofpwmsa; local ~ Jo-
KajgbHOe Bpems; Markov ~ MapkoBckui
MOMEHT, MOMEHT OCTaHOBKM; mean oper-
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ating ~ cpemuss HapaboTKa, mean re-
currence ~ CpellHee BpPeMs BO3Bpallle-
HHsA; mean ~ to failure cpennee Bpems
6e3oTka3noll paborel; mean residual life
~ cpefHee OCTATOYHOE BPEMs XH3HH; OC-
cupation ~ BpeMsf uUpebGHIBaHHA; oOpti-
mal stopping ~ ONTHMaJbHBIH MOMEHT
OCTAHOBKH; passage ~ MOMEHT OOCTHXe-
Hus/npoxoxneuns; predictable stopping
~ TIPEICKA3YeMBIH MapKOBCKHA MOMEHT,
NPEICKa3yeMbii MOMEHT OCTAHOBKH; ran-
dom ~ change cnyvaiiHas 3aMeHa BpeMe-
HM; regeneration ~ MOMEHT pPereHEpaluH;
service ~ Bpems (n)/ pautensnocTs (f)
ofcayXuBaHU#A; Sojourn ~ Bpems npebbi-
BaHus; splitting ~ pacIIENASIONHA Mo-
MEHT; stopping ~ MOMEHT OCTaHOBKH;
~ average cpeiqHee (n) IO BPeMeHH; ~
—average Va]ue BPEMEHHOE CpEAHEee 3Ha4e-
Hue; ~ discretization BpeMeHHas [UCKpe-
TH3alMsi, KBAHTOBAHHE BO BpPEMeHH; ~ of
a jump MOMEHT CKavuka; ~ -quantization
KBaHTOBaHUE BO BpeMEHM, BpeMeHHas [uc-
KpeTH3aluui; ~ response of a filter Bpemen-
Hafd XapakTepHCTHKA (QHILTPA; ~ rever-
sal obpamenue (n) BpeMenu; ~ -selective
fading BpeM#-CcelleKTHBHOE 3aTyXaHHE; ~ -
varying code TepeMeHHBIH BO BPEMEHH
Kom; ~ window BpeMeHHOe OKHO; virtual
waiting ~ BHPTYaJbHOe BpeMs OXHIa-
HHA; waiting ~ nauTeasHocTs (f) / Bpems
(n) oxupnanns

time series Bpemennok psaa: bilinear
~ model 6GuaMHERHAS MONENAL BPEMEHHOIO
psna; threshold ~ model noporoBas Mo-
OeJb BpeMEeHHOro pifa

Toeplitz matrix tenaunesa maTpuita

tolerance, n. TonepamtHOCTH (f): ~
bound TosepaHTHas TpaHHna; ~ interval
TONEPAHTHLIH HHTEpBad; ~ limit ToJe-
paHTHasi [paHHUIa

topological, adj. Tomosorudeckuii: ~ en-
tropy of a dynamical system Tomosaorn-
yeckas SHTPONHA [IHHAMHYECKOH CHCTe-
MBI} ~ Space TONMOJOTHYECKoe NpOCTpaH-
CTBO; - ~Space O-TOMOJOTHYECKOe IPO-
CTPaHCTBO

topology, n. Tonosorus (f): admissible
~ [ONYCTHMAas TONOJOTHA, S-TONOJOrHS;
Gross ~ Tonosorus ['pocca; narrow ~ ys-
Kasl TOINOJIOTHA; necessary ~ HeoGXomuMas
Tomosorus; Sazonov ~ Ttonosorus Caso-
HoBa; Skorokhod ~ Tronosorusi Crkopoxo-
na; sufficient ~ nOOCTATOYHAS TONOJOTHS;
weak ~ cnabas TONOJOTHSA

total, adj. nOAHEIH, TOTaJBLHEIH: ~ In-
terval number ToTaNbHOE HHTEpBaJbLHOE
yucio; ~ probability formula dopmyna
(f) noaHo® BepOATHOCTH; ~ risk MOJHEIH
PMCK; ~ variation MOJHAaA BapHALMA

totally discontinuous functional smoJ-
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He Pa3pbIBHBIH GYHKIIHOHAJI
toughness, n. xectxocTs {f)
tournament, n. Typrup (m)
training sample ofyvaiomas BbiGopka
trajectory, n. TpaexTopus (f)
transcendental function

neHTHaA PYHKIHS
transfer, n. mnepenoc (m), nepemava (f):

~ coefficient koappuunenT (m) nepena-
yu; ~ dual problem compaxennas 3a-
nava nepeHoca; ~ function mnepemaToy-

Had ¢yHkuus; ~ kinetic equation xuue-

THYECKOE ypaBHeHHe NepeHoca; ~ -matrix

TpaHcep-Marpuua (f); ~ problem 3ana-

va (f) mepenoca; ~ theorem Teopema (f)

niepeHoca
transform, n. npeoGpasoBanue (n):

asymptotic Pearson ~ acumntoTHyecku

HHPCOHOBCKOE TNpeobpa3oBaHue; asymp-

totic normal ~ ACHMITOTHYECKH HOP-

MasibHoe npeobpasosanue; discrete Fouri-

er ~ QUCKpeTHoe mpeobpasosanne Pypoe;

fast Fourier ~ 6ricTpoe npeobpasoBanne
dypre; finite Fourier ~ KoHeuHoe mpe-
obpaszosanue ®ypee; Fourier ~ mnpeobpa-
soBanue Pypre; Fourier-Stieltjes ~ upe-
obpazosanne Pypre-Cruarveca; Gauss
~ nupeobpasopanue [aycca; Integral ~

WHTErpaibHoe npeoGpazosauue; Laplace

~ nupeobpazoBanue Jlansaca; Legendre

~ mnpeobpazosanue Jlexaunpa; Mellin
~ npeobpazoBanne Menauna; Mellin—

Stieltjes ~ wupeo6Gpasosanne Memanna—

Cruatseca
transformation, n. mpeoGpasosanue (n):

Cramér ~  unpeobpa3zoBanue Kpamepa;

Fisher ~ upeoGpasosanne ®duiuepa; iden-

tity preserving ~ 1npeoGpa3zoBaHue, Co-

XpaHsgwoiee Toxnectso; Johnson—Welch

~ mnpecbpasoBanue [xoncona-Ysiaua; or-

thogonal ~ oproroHaJjibnoe npeobpa3oBa-

Hue; Patnaik ~ npeoGpazosanune IlaTHaii-

xa; Pearson ~ mupeobpasosanne Ilupco-

Ha; quantile ~ xBaHTHJIBHOe Hmpeobpa3o-

BaHHe; scale ~ MacumTabnoe npeofpazoba-

une; Wilson—Hilferty ~ upeobpasoBanue

Buascona-Xuapeprn
transient, adj.  HeBozBpaTHBIH, mnepe-

xomHon: ~ Markov chain HeBo3BpaTHas

nens MapkoBa; ~ phenomena nepexogHnie
aBaenua {pl); ~ state HeBo3BpaTHOE CO-

CTOSHHE
transition, n. mepexon (m); nepexomHoii:

Feller ~ function ¢ennepoBckas nepexof-

Has pyuxuus; phase ~ (azosmlii epexom;

strong Feller ~ function cuiapHo desie-

poBcKas nepexomHas yuxkuus; ~ density

TepexofHas IIOTHOCTS, INIOTHOCTS (f) Be-

POATHOCTH nepexona; ~ function nepexon-

Hast QYHKUMA; ~ matrix mepexonHas Ma-

Tpuna; ~ probability nepexonnas BepoAT-

TPaHCLCH-

HOCTb; ~ rate HHTEHCHBHOCTH NEpexoia

transitive, adj. TPaH3UTHBHBIH:  ~
Markov chain TpansuTHBHai uens Map-
KOBa

transitivity, n.  TpamsmwrtEBHOCTH (f):
metric ~ MeTpHYecKai TPAH3UTHBHOCTH

translation plane mniaockocts (f) Tpanc-
asuui

transposable number
THCIIO

transversal, n. TpaHncsepcais (f); TpaHc-
BEPCAJBHLIH, NONEpeqyHEIH: ~ correla-
tion function nonepeyHas KOPpPEJALHOH-
Had QYyHKUUA

traveling salesman problem s3anava (f)
O KOMMMBOAXepe

traversal, n. npoxoxpenue (n)

tree, n. mepeso (n): arc-disjoint ~s mepe-
Bba (pl) 6e3 obmmx ayr; binary search ~
6uHapHOe OepeBo MOHUCKa; clique ~ pepe-
BO KJHK; convolution ~ nepeBo CBEPTKH;
disconnection of a ~ pasbeguHeHHe Ie-
peBa; fault ~ pepeBo orka3os; Fibonac-
ci ~ nepeso Pubonayum; integral ~ 1e-
JOYHCIAEHHOE NEPEBO; minimum spanning
~ MHMHHMaJIbHOE OCTOBHOE [epeBo; phy-
logenetic ~ ¢uIOreHETHYECKOE HEPEBO;
random ~ cayyaiiHoe mepeBo; rectilin-
ear ~ TNpAMOYrosbHOe Aepeso; root of a
random ~ kopeHb (m) ciydaiHoro mepe-
Ba; skirted ~ okaliMJieHHOe OepeBO; span-
ning ~ OCTOBHOe fepeBo; spiral ~ cuu-
paidbHoe IepeBo; Steiner ~ lUTeHHepo-
BO NIepeBO; ~ code NPEeBOBUIHBIH KOm; ~ -
cograph nepeso-korpagp (m); ~-type con-
straint orpanuvense (n) THIa JepeBa

trellis code peweruaTsi Kox

trend, n. Tpenn (m)

trial, n. wcnerTanue (n): Bernoulli ~s Hc-
nuitanus (pl) Bepuynau; binomial ~s 6u-
HOMHAJBHHE HcubTaHud, dependent ~s
3aBHCHMMBbIe HCHbITanus; field ~s nouae-
BEIE HCIEITaHHA; Independent ~s He3aBH-
CHMBbie HCIBITaHHA; ~ function npobHas
GYBKIHA

triangle, n. Tpeyroanauk (m): Pascal ~
Tpeyroabhuk [lackadus; primitive ~ npu-
MUTHBHBIA Tpeyroiabhux; Pythagorean ~
nu@aropos TpeyrodbHUK

triangular array nocrenoBaTeNLHOCTH
(f) cepuii: ~ scheme cxema (f) cepuit

triangular distribution Tpeyroasnoe
pacupefeienue

triangular number Tpeyronsnoe wucio

trigonometric series TpHroHOMeTpHYE-
CKHH pAn

trimmed mean yceuennoe cpegnee

trimmed sample uenzypuposannas/yce-
YyeHHad BHIGOpKa

trinomial distribution TpunoMuasLHOE
pacmpefiesieHue

nepeMerrnaemMoe



triplet of predictable characteristics
TPHILIET (M) IMpeNCKa3yeMEIX XapaKTepH-
CTHK

true effect of a level ucTunHBHE 3PdexT
YPOBHA

truncated, ad). yceYeHHHIH, YPe3aHHLIN:
~ distribution yceueHHOe pacnpeneieHHe;
~ random variable ycedyennas ciayvainas
BelIHuYMHa; ~ sample ycedeHHas BHIGOpKa
(uensypupoBanue THmA 1)

truncation, n. yceuenuwe (n), ypesanue
(n): ~ method MeTox (m) ycedenus

Tukey lag window koppessnnonnoe oxso
Teioxu

Tukey-Henning estimator ounenxa (f)
Trioku—XeHuuHra

Turan graph TypanoBcku# rpad

turbulence, n. TypGyaentnocts (f): at-
mospheric ~ arMocdepHas TypOyIeHT-
HocTb; helical ~ cumpanasHas TypOyseHT-
HocTb; hypothesis of the local kinematic
self-similarity of ~ runoresa (f) soxans-
HOTO KHHEMaTHYeCcKoro moaobus Typ6y-
JEHTHOCTH; ISOtropic ~ HM30TPOMHAA TYP-
6ynenTHoCcTh; Lagrangian description of ~
JarpaHXeBo ONMCaHHe TypOYJEHTHOCTH;
locally isotropic ~ JoKkaJlbHO H30TPONHAN
TypbyjenTHocTh; magnetohydrodynami-
cal ~ MarHMTOTHApPOAMHAMMYECKAA TYP-
GyJEHTHOCTE; OcCeanic ~ OKeaHcKas Typ-
OyaenTHocTh; one-dimensional ~ spec-
trum ONHOMEPHBIH CHEKTP TYpPOyIeHTHO-
cTH; ~ in stratified media Typ6yneHT-
HOCTBb B CTPaTHPUUMPOBAHHHIX Cpexax; ~
spectrum cuexTp (m) Typ6yJeHTHOCTH;
two-dimensional ~ pgByMepHas TypOy-
JEHTHOCTH

turbulent, adj. TypOynenTrrit: ~ bound-
ary layer TypOyJeHTHHH IOrPaHMYHELIH
cioH; ~ conductivity TypOyJeHTHas Te-
NAOHPOBOAHOCTE; ~ diffusion TypOysent-
Hast qubdysus; ~ energy dissipation nuc-
cunanus (f) s>Heprum TypEYJEHTHOCTH;
~ energy equation ypaBHeHHe {n) 3Hep-
run TypbynenTHocTH; ~ flow TypGymneHT-
HOE TeYeHHe; ~ jJet TYpOyJeHTHas CTpy4;
~ sound generation resepauus (f) 3my-
Ka TypOyJeHTHOCTBIO; ~ Viscosity Typ-
GyjieHTHasA BA3KOCTH; ~ wake TypOyneHT-
HHIH cJaer

Tutte polynomial monunom (m) Tarra

two-armed bandit asypyxmi 6anmguT

two-dimensional turbulence nBymep-
Hasd TYpOYJAeHTHOCTH

two-person game wurpa (f) aByx Jauy

two-sample, adj. OBYXBBIGODOUHEIH: ~
Student test nByXBHIGOPOYHEIH KPHTEpHI
CrpiomenTa; ~ test nByXBHIGOPOYHBIH
kpuTepuit; ~ T<-statistic nByxBEIGOpOU-
Haft T“-crarucruka; ~ Wald-Wolfowitz
test IByXBEIGOPOYHEIA KpuTepHi Banbna—
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Boasgosuua, xpurepuit (m) cepui

two-sided, adj. naBycToponHmi: ~ confi-
dence interval IByCTOPOHHHHA NOBEPHTEb-
HBIH MHTepBad; ~ hypothesis ABYyCTOpDOH-
HAA THIOTe3a; ~ Student test IByCTOpPOH-
Hud xkpuTepuit CrriogenTa

two-stage sampling nsyxcrynmemuaTwii
BEIOOD

two-thirds law saxon (m) aByx TpeTei

two-way model nByx¢pakTOopHas Moneab

type, n. Tun (m)

U

ultrametric partition yasTpamerpuue-
CKoe pa3bueHue

umbral calculus Tenepoe ucuncienune

unattainable boundary uegocTHXxuMas
rpaHHNa

unbiased, adj. HecMemeHHH#: ~ con-
fidence set HecMellleHHOe HOBEPHTENBLHOE
MHOXecTBO; ~ decision function HecMe-
HIeHHas pellaloias QyHKUHA; ~ estima-
tor HecMellleHHas oLeHKa; ~ linear esti-
mator HECMEILLEHHas J[P[Hei}[a.ﬂ OLECHKaA,; ~
measurement HECMEIIEHHOE H3MEDEHHE; ~
plan wecMellleHHBIH WhHaH; ~ test HecMme-
IMeHHBIH KPHTepHi

unbijasedness, n. HecMmelwenHocTh (f)

unbounded, adj. HeorpanHueHHBIH: -~
random walk HeorpanuyeHHOe CaydafHoe
6ayxIoaHue

uncertainty, n. sueonpepesensocts (f):
~ principle npunuun (m) HeompeneJeHHO-
cTH; ~ relation cooTHolenue (n) Heompe-
JeJIeHHOCTeH

unconditional, ad;. GesycaoBHmi: ~ dis-
tribution 6e3ycjoBHOe pacupeleleHue; ~
probability GeaycioBHas BEpPOSTHOCTH

undirected graph s#eopHeHTHPOBaHHLIK
rpad

unicyclic graph yuunuxaudeckuit rpad

uniform, adj. paBHOMepHHIA: asymp-
totically ~ distribution acmMnTOTHYE-
CKH DAaBHOMEDHOE pacHpelcleHue; ~ ap-
proximation paBHOMEpHaA alIIPOKCHMa-
uua; ~ asymptotic negligibility pasho-
MepHas TpefejbHas TpeHeOperaeMocTh;
~ convergence paBHOMepHas CXOAMMOCTH;
~ distribution paBHOMepHOE pacHpeese-
nue; ~ factorial experiment paBHOMEpHLIH
dakTOpHLIH OSKCmepMMeHT; ~ infinitesi-
mality paBHOMepHas MaJoCTb; ~ integra-
bility paBHOMepHas HHTETPHPYEMOCTD; ~
metric paBHOMEpHai MeTpHMKa, METPHKa
(f) Koxmoroposa; ~ spacing pasHOMep-
HBIH CIEACHHT

uniformly, adv. paBnomepHo: ~ best deci-
sion function paBHOMepHO Jyd4ulas pellla-
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omas QYHKIUA; ~ consistent estimation
PaBHOMEDHO COCTOATENbHOE OLEHUBAHHME,
~ most powerful test paBHoMepHO HauGo-
Jiee MOIIIHBIA KPHTepH; ~ optimal design
PaBHOMEPHO ONTHMAJBHLIA IIAH; ~ Op-
timal strategy paBHOMEPHO ONTHMaJbHas
CTpaTerus

unimodal distribution ynumogansuoe/
OMHOBEPUIMHHOE pachpeleeHne

unimodality ysumomanssoctTs (f): multi-
variate ~ MHOTOMepHas YHHMOZAJILHOCTH

union of events o6venunenne (n)/cym-
Ma (f) coberTuit

uniqueness, n. endMHCTBeHHOCTE  (f):
pathwise ~ of a solution cuibHad/mo-
TpaeKTopHas €AMHCTBEHHOCTL peLUCHHUs;
strong ~ of a solution cuNbHAsA eHHCTBEH-
HOCTb peuieHus; ~ theorem reopema (f)
enMHCTBeHHOCTH; weak ~ of a solution
cnabasi eMHHCTBEHHOCTD PELeHUA

unit, n. exunnua (f): sample ~ BrIGopou-
HasA enMuHua; ~ interval number eguHuy-
HOe HHTEepBaJibHOE YHCJIO

unitary, adj. yuwTapumiii: ~ matrix yuu-
TapHasd MaTpHIa; ~ operator yHUTapHbLIK
onepaTop

universal, adj. yHHBepcaJbHBIH: ~ consis-
tency yHWBepCadbHasi COCTOATENLHOCTD;
~ encoding yHWBepCaJdbHOE KOAMpOBaHHUE

universally optimal design yuusep-
CaJLHO ONTHMAJbLHEIH TJIAH

upper, adj. BepxHHM: ~ bound Bepx-
HAsA rpaHb; ~ boundary functional Bepx-
HUK TPaHUYHBIR GyuxuuoHay; ~ confi-
dence bound BepxHasi AOBEpHTENbHAA T'pa-
HHUa; ~ confidence limit BepXHu# noBe-
pYTeNbHEIA Tpemen; ~ function BepxXHAR
pyHKuMsA; ~ semicontinuous process no-
JIYHENIPEPBIBHEIN CBEPXY NpPOIECC; ~ Se-
quence BepXHsis NOCJAEIOBATENBHOCTH; ~
value of a game BepxHsAsA LeHa UIPHL

Urbanik algebra aure6pa (f) Yp6anuka

urn model ypuoBas cxema (f)/mMomeas
()

Ursell function ¢yuknus (f) ¥Ypceana

utility, n. noaessocTs (f): conditional ~
YCJIOBHAs TOJE3HOCTh; expected ~ OXH-
JlaeMas MOJEe3HOCTh; mean ~ CpemHAs Io-
Je3HocTh; ~ function pyukuus (f) noxes-
HOCTeH

v

valence, n. BanentHOCTS (f)

value, n. 3navenue (n), penuuuna (f), me-
Ha (f) (urpm): critical ~ xpurTHdeckoe
sHaueHue; lower ~ of a game HUXHAA Tie-
Ha HTDHI; mean ~ cpeilee 3HaYeHHE, Ma-
TeMaTHYeCKOe OXHOaHHe; (ime-average ~

BpEMeHHOe CpelHee 3HadveHMe; upper ~ of
a game BepXHAA UeHa WMIpH; ~ function
dyuxuus (f) neHnocty; ~ of a game ueHa
HIpH; ~ of a model uena Monean

van Dantzig class kaacc (m) san [lan-
unra

van der Waerden number wuuciao (n)
BaH nep Bapaena

van der Waerden test
BaH nep Bappena

van Hove theorem Tteopema (f) sau XoBa

variable, n. nepemennas (f), nepeMeHHBIH:
active ~ KOHTpOJAMpyeMaf/akTHBHad Tie-
peMeHHas; canonical ~ KaHOHHYecKas Be-
JanvuHa; complex normal ~ XoMmiekcHas
HOpMaJibHas ClAyyadHas BeJMYMHa; con-
vergence of random ~s cxomumocts (f)
cryyaWHBIX BedwuwuH; correlated ~s xop-
peN¥poBaHHElEe BeldWyuHnl; discrete ran-
dom ~ [McKpeTHas ciayJadHas BeJHYH-
Ha; generating function of a random ~
NpPON3BOAAINAS GYHKIHA CAYYAHHON BeJH-
yunbl; lagged ~ 3anasguBalolias mepe-
mennas; latent ~ cxpuiTas (naTenTHad)
nepeMenHas; normed random ~ HOPMHU-
poBaHHaiA ClydYailHas BeAWuyuHa; random
~ caydvailHasi BeJqudHHa; truncated ran-
dom ~ yceueHHas ClydYaHHas BeJHYMHA;
~ length code HepaBHOMepHEIA Xof,

variance, n. amucnepcus (f): analysis of
~ [OHCIEPCHOHHEIA aHauu3; conditional
~ ycJOBHad QUcIepcHdA; generalized ~
obobLuennas mucnepcus; residual ~ ocra-
TOYHas OUchepcHs; sample ~ BEIGOpoOY-
Had OHCIepcHd; ~ components KOMIOHEH-
TH (pl) mucnepcuu; ~ ratio distribution
pacipegesenye (n) IHCIEPCHOHHOTO OTHO-
WIeHHs; ~ ratio test kputepuit (m) oTHO-
WIeHUd [ucnepcHit

variate-difference method wmertox (m)
IepeMeHHBIX Pa3HOCTeR

variation, n. Bapwanus (f): bounded ~
orpaHMYeHHas BapHalHs; convergence in
~ cxog¥mocTh (f) no Bapuauuu; finite
~ KOHeyHas BapHauua; total ~ moa-
Has BapuaumudA; ~ coefficient xoa¢ppunn-
eHT (/m) BapHallMH, CpefHee OTHOCHTENb-
Hoe OTKJOHeHHe; ~ of a measure BapHauus
Mephl

variational, adj. Bapmauuonnsdi: ~ In-
equality BapHaIlMOHHOE HEDPaBEHCTBO; ~
principle BApHAIIMOHHEIH TPHHINT

vector, n. Bextop (m): Bernoulli ~ Bek-
Top Bepuynnn, mocunan; diffusion ~ Bex-
Top mudbdysuu; dominating ~ ONOMHHH-
pyoumi BekTop; drift ~ BexTOp CHO-
ca; stochastic ~ space cTOXacTHYeckoe
BeKTOpHOEe TPOCTPaHCTBO; ~ configura-
tion xoudurypauus (f) sexTopos; ~ mea-
sure BeKTODHas Mepa; ~ of errors Bek-
TOp ourubok; ~ of means BEKTOP CPENHHX;

KpuTepuii (m)



~ of ranks BexTOp paHroB; ~ parameter
BEKTODHHIA HapaMeTp; ~ test BEXTOPHBIH
KPUTEPHH

Venn diagram guarpamma (f) Benna

Vernam cipher wudgp (m) Bepnama

vertex (pl. vertices), n. sepunna (f): end
~ KOHUeBasi BepuiMHa; ~ -coloring pac-
Kpacka BepuiuH; ~ degree cremeus (f)
BEPIUMHBI; ~ -transitive graph BeplIMHHO-
TPaH3MTHBHHHA Tpad

visibility graph rpa¢ (m) BugumocTH

virial expansion BupHaJbHOE pasioxe-
HYe

virtual waiting time upryasnHoe Bpe-
Mil OXHAAHUA

Vitali-Hahn—-Sacs theorem Teopema
(f) Butann—Xana-Cakca

Vitali system cucrema (f) Burtann

Vitali theorem reopema (f) Burann

Vlasov equation ypasuenue (f) Baacosa

volume, n. o6vem {m): Jordan ~ xopaa-
HOB 00BeM

Voronoi tessellation wmosauka (f) Bopo-
HOTO

vorticity, n. rosocosanue (n): potential
~ NOTEeHHWAJbHBIA BHXDb

voting, n. rosocosanme (n):
Hapamokc (m) roJoCOBaHHA

A%

waiting time pautensuocTs (f)/Bpems
(n) oxupanns

Wald’s identity Toxaecrso (n) Baabna

Wald test xputepuii (m) Baabna

walk, n. 6ayxnauue (n): Bernoulli ran-
dom ~ 6ayxnanue Bepuynau; Markov
random ~ MapKOBCKoe Cly4aiiHoe 6ay-
xjanue; boundary functional of a ran-
dom ~ rpaHHYHBIA GYHKLMOHAJI OT CJy-
yaiHOTO GuyxnmaHus; boundary problem
for a random ~ rpaHHYHas 3ajava IJs
cay4aiiHoro Gayxnauus; branching ran-
dom ~ BeTBAIEeCcs caydadHoe GayxXaa-
HHMEe, BETBAILIMHCA Tpouecc ¢ OJiyXnaHu-
eMm; continuous from above/below random
~ HENPepHIBHOE CBEPXY/CHU3Y CJyYadHoe
6xyxnauue; defect of a random ~ nedekTt
(m)/ Hemockok (m) caywaiiHoro Guyxma-
uusd; multidimensional random ~ wMHoro-
MepHoe ciaydaiiHoe bayxnaunue; random ~
cayvdaiiHoe Gayxnauue; unbounded ran-
dom ~ HeorpaHMdYeHHOE CiayvyadHoe Oury-
XK [IaHUE

Walsh function ¢yuxuus (f) Yorua

Wasserstein distance paccrosanue (n)
BaccepwiTeitna

wave, n. BoaHa (f): ~ equation BoJHOBOe
ypaBHeHHe; ~ mechanics BOJIHOBasA MeXa-

~ paradox

Venn ¢ Wiener 153

HEKA

weak, adj. cunabeii: ~ admissibility cia-
6as momycTuMocTh;, ~ compact net of
measures c1abo KOMIIaKTHas CeThb Mep; ~
convergence cnabas CXOOAMOCTH, CXOLH-
MOCTEL B OCHOBHOM; ~ distribution cmaboe
pacupenesieHue, HHJINHIPHYIECKAs REPOLT-
HocTh; ~ relative compactness ciabast oT-
HOCHTeJbHAs KOMIIaKTHOCTL; ~ solution
of a stochastic differential equation caa-
6oe peurenue cToxacTuyeckoro nuddepen-
DHAIBHOTO ypaBHewus; ~ topology cia-
6as rononorus; ~ uniqueness of a solution
ciabas eMMHCTBEHHOCTb DELUEHHA

weakly, adv. cnabo: ~ isomorphic dynam-
ical systems caabo n3oMopdHBEIE AMHAMH-
4eCKHe CHCTeMbl; ~ measurable mapping
cnabo #3Mepumoe oToOpaXkeHue

weather forecast nporuos (m) norogs

Weierstrass theorem Teopema (f) Beii-
epliTpacca

weighing /weighting, n. B3BewmnBanue
(n): ~ design/strategy naau (m) B3BeLiu-
BaHHA

weight, n. Bec (m): ~ function BecoBas
&yHKUMA; ~ matrix BecoBas MaTpHLA

weighted, adj. B3pewenunii: ~ least
squares method MeTol B3BELIEHHBIX HaH-
MEHBIINX KBalpaTOB; ~ Mean B3BELICH-
HOe CpelHee

welfare, n. 6xarococtosnue (n)

well conditioned matrix xopouio o6y-
CJOBJNEHHAA MAaTpHIA

well measurable process Bsnosase uzme-
PMMBIA IMPOLECC, ONUHOHAMBHBIN TpPOLEece

well measurable projection of a pro-
cess BIOJHE M3MEpPHMas NPOEKUHA Npo-
mecca

wheel, n. xoseco (n)

white noise 6eawrit wym: discrete ~ guc-
KpeTHEIH Geserit myM; fractional ~ npo6-
HBIM Oenbid iyM; Gaussian ~ rayccos-
ckuil Denbid wiym; ~ in a finite bandwidth
GeJIbiH LIYM B KOHEYHOH IIOJIOCE 4acCTOT

Wick form ¢opma (f) Buxka

Wick monom wmoxom {m) Buka

Wick ordering ynopapouenne (n) Buka

wide-sense Markov process wmapkos-
CKHIi MPOLECC B LIMPOKOM CMBICJE

wide-sense stationary process crammo-
HapHEIH B IUMPOKOM CMBICJIE IIPOLECC

Wiener field suneporckoe noue

Wiener functional suHepoBckMH (yHK-
LHOH aJ

Wiener—-Hopf equation ypasuenue (n)
Bunepa—-Xonga

Wiener integral punepobckuii unTerpad

Wiener martingale sunepoBckuit Map-
THHTaJ (mpolecc)

Wiener measure BuHEpPOBCKas Mepa

Wiener process BHHEPOBCKME TpoNECC
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Wiener sausage BHHEPOBCKasd COCHCKa

Wightman function ¢ysxuus (f) Yaiit-
MaHa

Wigner distribution pacnpenenenue (n)
Bursxepa

Wigner ensemble ancambar (m) Burne-
pa

Wigner semicircular law moxyxpyrosoit
3akoH Buruepa

Wilcoxon test xpurepuii (m) Buaxokco-
Ha (YHJIKOKCOHA)

Wilks distribution pacnpenesenne (n)
Yuakca

Wilson action peficrre (n) Buascona

Wilson—Hilferty transformation mpe-
ofpasosanue (n) Buascona-Xuadeprn

window, n. okso (n): Bartlett lag ~
KOppeJAllHOHHOe OKHO baprtamerta; data
~ OKHO OaHHHX; lag ~ XoppensuHOHHOEe
OKHO, OKHO 3amnasjaniBaHuA; Parzen lag ~
KoppeJannonHoe okHo Ilap3ena; spectral

~ CHEeKTpaJbHOE OKHO; (ime ~ BpEMEeH-
Hoe okHo; Tukey lag ~ xoppensuuonHoe
okHo ThioKH

Winograd method meron (m) Bunorpa-
na

Winsorized mean  yuHcopH3oBaHHOE
cpenHee

Wishart distribution pacnpenesnenue
(n) Yuwapra

witch of Agnesi uoxon (m) Aubesn

Wold decomposition pasnoxenue (n)
Bouasna

Wong process mnpouecc (m) Youra

workload, n. xoamyecTBo (n) paboTh

Y

Yang~Mills field noxe (n) dura—Muaica
Yates correction monpaska (f) Heiitca



