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Preface

The purpose of this book is to provide practical guidance to the effective
microstructural characterisation of cement-based materials.

Understanding the microstructure of a material is the key to understand-
ing its properties and performance and how these are related to the process
parameters which form the material. However, the microstructural char-
acterisation of cementitious materials provides many challenges. First, the
important length scales extend through many orders of magnitude, from
the atomic to the metre scale. Second, water is an integral part of the struc-
ture, but it needs to be removed for many characterisation methods. Third,
the majority of the phases making up a hardened cement paste are not well
crystallined.

Over the past few decades there have been tremendous advances in
methods to characterise the microstructure of cementitious materials,
especially in making these techniques more quantitative. Quantification
is essential as most commercial cements have broadly similar composi-
tions. Unfortunately, today it is still not possible to characterise the micro-
structure of a cementitious material with the same precision which can be
obtained in a test of mechanical performance. More precise quantification
depends on good experimental methods and understanding of the work-
ings of the different methods.

Most of microstructural characterisation techniques for cementitious
materials belong to the discipline of materials science and are not well
studied by civil engineers, who make up the majority of researchers on
cementitious materials. At the same time most machine operators in mate-
rials science departments are not familiar with the foibles of cementitious
materials. All too often this leads to poor-quality results. In this book we
aim to provide practical information not usually discussed in scientific arti-
cles to help researchers obtain the best results from microstructural charac-
terisation methods. We aim to highlight common pitfalls and give guidance
on the best use of the different techniques and interpretation of the results.

The main motivation for the book comes from two research groups in
Switzerland, which are among the leading practitioners of microstruc-
tural characterisation: the Laboratory of Construction Materials at Ecole

Xi
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Polytechnique Fédérale de Lausanne (Swiss Federal Institute of Technology
in Lausanne), led by Professor Karen Scrivener and where Ruben Snellings
worked from 2012 to 2014, and the Thermodynamic Modelling Group
at Empa (Swiss Federal Institute of Material Research), led by Barbara
Lothenbach. The content of most chapters comes from the students and
researchers in these groups with practical day-to-day experience of using
the techniques. These contributions are complemented by chapters from
colleagues, experts in particular techniques, with whom we have been long
associated through the Nanocem network (a consortium of 35 industrial and
academic partners fostering fundamental research into cementitious mate-
rials). Here we try to write down the knowledge and tips acquired over the
last 10 to 15 years. The input of the students and researchers working with
these techniques every day is critical to the practical objective of the book.
A critical nucleation step for the book was the work of the International
Union of Laboratories and Experts in Construction Materials, Systems
and Structures (RILEM) Technical Committee 238-SCM, ‘Hydration and
microstructure of concrete with supplementary cementitious materials’, in
which the need for more guidance about the use of common techniques,
such as X-ray diffraction and thermogravimetric analysis, became clear.

Chapter 1 deals with the often-neglected topic of sample preparation,
which is the essential first step in microstructural characterisation. The
emphasis is on cement pastes — the binder phase of concrete — which are
most suitable for microstructural characterisation. As concrete contains
around 70% of aggregates, this dilutes the signal from the cement paste and
greatly diminishes the precision of most methods. Chapters 2 and 3 look at
two valuable methods — calorimetry and chemical shrinkage — to follow the
hydration kinetics. These are not, strictly speaking, microstructural char-
acterisation techniques, but as microstructural development during hydra-
tion is the most frequent topic of investigation, they are an essential first
step to identifying the kinetics of the reaction and indicating at what times
the microstructure should be investigated in more detail.

Chapters 4 and 5 look at the most widespread techniques for identify-
ing the phases making up cementitious materials — X-ray diffraction and
thermogravimetic analysis. The use of X-ray diffraction has been revolu-
tionised in the past 20 years by the practical application of the Rietveld
method to quantify phases, but it still has limitations for investigations of
the hydrate phases, which are often poorly crystallined. Thermogravimetic
analysis has the advantage of characterising also X-ray amorphous hydrate
phases, because of their decomposition during heating, but quantification
is more challenging.

Chapters 6 and 7 detail two very different applications of nuclear mag-
netic resonance. Solid-state nuclear magnetic resonance probes the local
environment of atoms. As it probes short-range order, it is a powerful
technique for studying, for example, the structure of the nanocrystalline
calcium-silicate—hydrate phase, which makes up around half of the volume
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of a hardened cement paste. Unfortunately, the equipment for solid-state
nuclear magnetic resonance is much less widely available than the tech-
niques featured in the other chapters. Also, measurements can be very
time consuming and demand expert interpretation. In contrast, the equip-
ment for 'H proton nuclear magnetic resonance is much less expensive
and should become more widely available in coming years. This technique
probes hydrogen nuclei and so has the huge advantage for looking at the
water component of cementitious materials in situ and in a nondestructive
manner. Recently, many questions about the interpretation of this method
have been resolved to enable a complete description of the state of water in
a cement paste to be obtained.

Chapter 8 looks at electron microscopy, which is the preeminent micro-
structural characterisation technique for cementitious materials. Not least,
this is one of the few techniques which can be applied to mortars and
concretes as well as cement pastes. It can provide a wealth of informa-
tion about the nature and disposition of phases, but obtaining quantita-
tive information is challenging and time consuming. Unfortunately, many
researchers have a poor understanding of the potential and limitations of
this technique, which leads to much misuse and wrong interpretation.

Chapter 9 looks at mercury intrusion porosimetry, which before the
advent of 'H nuclear magnetic resonance was the best available technique
for studying the pore structure of cementitious materials. Although the
technique has been much maligned, we believe it can give good quantitative
information about the pore structure if specimens are prepared correctly
(not oven dried) and the interpretation of the results takes into account how
the technique works.

The penultimate chapter, Chapter 10, details techniques for the charac-
terisation of particles and surfaces. Although this chapter does not directly
relate to the microstructure of hardened cementitious materials, the char-
acterisation of the powders that will transform into the cement is of great
importance. Binder properties such as particle packing and rheology criti-
cally depend on the accurate characterisation of the powder mix. Again,
the study of cementitious materials requires specifically adapted method-
ologies and care to overcome common problems.

In the final chapter, Chapter 11, we discuss phase diagrams and thermo-
dynamic modelling, which are becoming increasingly important methods for
understanding the phase compositions determined by microstructural analysis.

The different chapters cover the common techniques, which together
can usually give a complete and detailed picture of the microstructure of
cementitious materials. We have deliberately focused on these everyday
methods, where the interpretation is well established. A wide range of more
exotic techniques is now featured in publications. However, these are often
only available at specialist centres such as synchrotrons and access is very
limited. For this reason, such techniques can be only, at best, complemen-
tary to techniques found in individual research labs.
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Above all, we hope this book will be a practical guide to all those start-
ing out on microstructural analysis of cementitious materials. Of course,
a book can never be a substitute for hands-on practical experience, but
it is better than nothing. The authors of this book are also dedicated to
more widespread dissemination of knowledge about microstructural char-
acterisation through research collaborations and training courses around
the world. We strongly believe that better microstructural characterisation
is the key to understanding and improvement of these important materials,
which make up over half of all the ‘stuff” human beings produce and are
essential to the infrastructure of modern civilisation.

Karen Scrivener
Ruben Snellings
Barbara Lothenbach
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Chapter |

Sample preparation

Frank Winnefeld, Axel Schéler
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1.1 INTRODUCTION

This chapter gives general information related to sampling, grinding,
homogenisation, and storage of anhydrous binders and preparation and
curing of pastes and mortars as well as stoppage of hydration, focusing
on the experimental work in a research laboratory devoted to studying
cementitious systems. The content given in this chapter will be restricted
mostly to general considerations, while the individual chapters will give
more detailed information related to the respective analytical methods. The
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main purpose of this chapter is that the reader should be aware that reli-
able analytics is impossible when the sample preparation is inappropriate.
When consulting scientific literature, not only in the field of cement science,
it is highly recommended to check how sample preparation was performed.
For example, many papers related to cement hydration and microstructure
describe harsh methods for hydration stoppage, such as drying at 105°C,
used prior to mercury intrusion porosimetry (MIP). Conclusions from data
obtained under these conditions can be strongly biased.

1.2 SAMPLING

Before using powders for, e.g. chemical-mineralogical analysis of particle
properties, or before preparing samples of pastes or mortars, generally, rep-
resentative samples need to be taken out of a bigger quantity of granular
material. For example, when compressive strength is measured, e.g. accord-
ing to EN 196-1 (2005), a sample of 450 g cement needs to be taken out
of a 25 kg bag. In case of an X-ray diffraction (XRD) analysis, the sample
size would only be a few grams. In both cases the sample needs to be repre-
sentative. The reason why sampling is of such importance is that granular
materials tend to segregate. For example, when they are put on a heap,
they will segregate in a way that fine particles tend to remain in the centre
of the heap and coarse particles will assemble at the rim as schematically
shown in Figure 1.1. It is evident that in such a case representative sampling
requires great care.

There is a lot of works on sampling available, e.g. in textbooks (Allen
1997; Hart et al. 2010; Masuda et al. 2006) and journal papers focused
on the theory of sampling, e.g. Gy (1976) and Petersen et al. (2005).
Sampling of granular material is also treated in standardisation, regard-
ing general and theoretical aspects, e.g. in ISO 11648-1 (2003) and ISO
11648-2 (2003), and regarding practical issues, e.g. in EN 932-1 (1996) and

Fine aggregates

Medium-sized aggregates

Coarse aggregates

V4 /7 S S S S

Figure I.I Schematic representation of a heap of granular material of different particle
sizes which has dropped from a conveyor belt. (Adapted from EN 932-1, Tests
for general properties of aggregates — Part |: Methods for sampling, 1996.)
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EN 932-2 (1992) related to sampling and sample splitting of mortar and
concrete aggregates. The reader is referred to these documents for details
and theoretical aspects, while in this section only the aspects relevant to
cementitious materials are discussed.

Generally, the sample to be analysed needs to be representative of the
whole batch it originates from, and to achieve this, the ‘golden rules of
sampling’ (Allen 1997) should be applied, namely, (1) powder should be
sampled while in motion and (2) several small samples should be taken at
different intervals or at different positions rather than taking one larger
sample. The different samples can be homogenised afterwards to obtain a
single sample.

Luckily, cements and similar materials, such as slags or fly ashes, are
fine powders and the very high number of particles present already in a
few grams of the material (e.g. 1 g of ‘monosized’ cement with a particle
size of 5 pm and a density of 3.15 g/cm?’ contains 2.5 x 10° particles) helps
greatly to reduce sampling errors, e.g. those caused by segregation. Thus,
it is generally sufficient and frequently done in the case of finely powdered
cementitious materials to sample using the scoop method. The cement is
mixed in the bucket by using a spatula, and then a sample is taken from the
middle. Probing the surface region should be avoided as this region may be
affected by segregation or alterations, such as carbonation. More accurate
is the cone and quartering method (see Figure 1.2), which can be used to
reduce the sample size until the quantity needed for analysis is reached after
a certain number of repetitions. Moreover, many sampling devices have
been developed which comply with the golden rules of sampling. Figure 1.3
shows two examples, and more examples are given in EN 932-2 (1996).

With coarser material, wider particle size distribution and variations
in density, shape and chemical composition of the particles, representa-
tive samples will be larger and more difficult to achieve. For example,

(@) (b) @)

Figure 1.2 lllustration of the cone and quartering method for reducing the sample size.
(a) The granular material is poured on a flat surface so that it takes on a coni-
cal shape. The top of the cone is flattened afterwards. (b) The cone is divided
into halves. (c) The cone is divided into quarters. Two opposite quarters are
discarded; the other two are combined (= reduced sample). The process can
be repeated until a suitable sample size is reached. See, e.g. EN 932-1 (1996)
and EN 932-2 (1996) for details.



4  Frank Winnefeld, Axel Schéler and Barbara Lothenbach

Figure 1.3 Examples of sample splitters: (a) rotating sample splitter (Courtesy of
R. Snellings, Flemish Institute of Technological Research, Mol, Belgium.) and
(b) static sample splitter.

sampling concrete aggregates for sieve analyses according to EN 933-1
(2012) requires a sample size of 200 g for aggregates of a maximum of
4 mm, whereas 40 kg is needed for aggregates with a maximum grain size
of 63 mm. For coarse granular materials, such as aggregates, the use of
sample splitters is mandatory.

1.3 GRINDING

1.3.1 Grinding of unhydrated binders

Various tools exist for crushing and grinding raw materials for cementi-
tious binders. Typical materials that are grinded are cement clinker, blast
furnace slag, fly ash and limestone. The mills used in a laboratory are usu-
ally disk mills and ball mills, which enable processing of various amounts
of materials ranging from several grams to several kilograms.

Figure 1.4 shows some examples of crushers and mills used in a labo-
ratory. Ball mills are preferable for many applications, as they generally
provide a narrower particle size distribution than, e.g. disk mills, such as
the one shown in Figure 1.4f, and are thus closer to the conditions in a
cement plant. Disk mills, like the one shown in Figure 1.4f, provide a rapid
grinding process and are suitable especially for grinding prior to chemical
analysis such as X-ray fluorescence analysis.

Generally, it has to be considered that laboratory and industrial grinding
are not directly comparable. This refers not only to particle size distribu-
tion but also, especially in the case of portland cement, to the composition
of the calcium sulfate set regulator and its distribution within the particle
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Figure 1.4 Examples of crushers and laboratory mills used for particle size reduc-
tion of raw materials for cementitious binders: (a) jaw crusher; (b) plane-
tary ball mill; (c, d) laboratory ball mills; and (e, f) disk mills. (Courtesy of
R. Snellings, Flemish Institute of Technological Research, Mol, Belgium [a, b, €],
and ). Rossen, Ecole Polytechnique Fédérale de Lausanne, Switzerland [c, d].)
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blend. In portland cement technology, generally, a mix of gypsum and
anhydrite is added to the portland cement clinker. In an industrial ball mill
at a cement plant, the temperature at the mill outlet is usually in the order
of 90 to 120°C. Under this condition the gypsum can dehydrate to hemihy-
drate and/or soluble anhydrite III (Hansen and Clausen 1973). In a simple,
nonheatable laboratory ball mill such temperatures are usually not reached,
thus preventing gypsum from dehydration. To compensate for this, either
a heatable laboratory ball mill, if available (see Tang 1992), or a synthetic
hemihydrate could be used in the laboratory as part of the set regulator.
When producing cements in the laboratory from clinker and calcium sul-
fate, intergrinding should be preferred. It has been shown that gypsum is
better able to control the early hydration of C;A when it is interground than
when it is interblended with the clinker (Tang 1992) (see Figure 1.5), as the
interground gypsum is more efficient in suppressing early C;A hydration.
Depending on the type of the mill and the material to be ground, with
increasing grinding time the particle fineness increases as well but approaches
a threshold of a certain value as the fine particles tend to agglomerate and
cannot be ground further in dry state without using grinding aids. This
is illustrated in Figure 1.6, where a threshold value for the mean particle
diameter is approached when a CEM 142.5 N is ground for 5 min in a disk
mill. Wet milling in a nonaqueous solvent, such as isopropanol, might be
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Figure 1.5 Amounts of C;A reacted in a laboratory-made portland cement produced
by blending (upper line graph) and intergrinding (lower line graph) an indus-
trial clinker with 5.84% gypsum. Both cements have very similar fineness
and were hydrated at 23°C using a water-to-cement ratio (w/c) of 0.50. C,;A
content was determined by quantitative XRD analysis. (Adapted from Tang,
F. J., Optimisation of sulfate form and content, PCA Research and Development
Bulletin RD105T, Portland Cement Association, Skokie, lllinois, U.S., 1992.)
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Figure 1.6 Change in the cumulative particle size distribution of a CEM |1 42.5 N depend-
ing on grinding time in a disk mill (see Figure 1.4f). The inset shows the
decrease in the mean particle size d;, with increasing grinding time, approach-
ing a threshold value after about 5 minutes of grinding. (Courtesy of A. Zingg,
Empa, Dibendorf, Switzerland.)

used to reach lower particle sizes; however, this is suitable only if the mate-
rial quantities are not too high.

Special care has to be taken when grinding pure synthesised cement clin-
ker phases. Ball mills using steel balls may contaminate the sample with
traces of iron. To avoid this, grinding tools made of tungsten carbide could
be used.

For obtaining a narrow particle size fraction other techniques could be
used after the grinding process, such as wet sieving or sedimentation using
a solvent (Costoya 2008).

For more details and general issues related to grinding technology, gen-

eral textbooks on particle technology can be consulted, e.g. Masuda et al.
(2006) and Rhodes (2008).

1.3.2 Grinding of hydrated pastes

Some analytical methods, such as thermal analysis or XRD (for XRD also
the use of cut slices is possible), require the use of ground samples. However,
cement hydrate phases are very sensitive to grinding, as the increased tem-
peratures and the friction during intense grinding processes may cause loss
of crystal water and changes in the phase assemblage. For example, gypsum
loses 1.5 mol of its crystal water above 40°C, and ettringite is unstable in
portland cement (PC) pastes above about 50°C (Lothenbach et al. 2007).
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Thus, hydrated pastes should be ground after hydration stoppage gently
by hand in an agate mortar. Grinding of pastes where the hydration was
not stopped beforehand should be avoided, as in this case further hydration
and carbonation of the samples may occur. Mechanical dry or wet grinding
should be avoided in any case. The following two examples illustrate that
gentle grinding is mandatory regarding the analysis of hydrated samples.

Figure 1.7 compares the XRD patterns of pure ettringite ground by hand
and ground mechanically using a mortar grinder. The manually ground
sample shows only the reflections of ettringite. In the mechanically ground
sample the ettringite reflections are still present but less intense than in
the case of the sample ground by hand. Additionally, reflections of mono-
sulfate, gypsum and hemihydrate appeared, indicating the partial decom-
position of ettringite. In addition, ettringite might have transformed into
metaettringite with less crystal water, which is X-ray amorphous (Pourchez
et al. 2006).

Figure 1.8 shows the XRD patterns of hydrated portland cement pastes
ground manually in an agate mortar and mechanically ground using a
mortar grinder. In the manually ground sample, ettringite and portlandite
can be identified as crystalline hydrate phases. The ettringite content is
quite low as the cement used is a CEM I with a high sulfate resistance.
When ground mechanically, the reflections of ettringite slightly decrease,
and monosulfate appears. The intensity of the portlandite reflection at
18° 20 seems to be unaffected by the grinding procedure (however, it
has to be noted that this reflection has a high sensitivity to the preferred
orientation).

8000 -
7000 A E
| - - Mechanically ground
6000 Ground by hand
2 5000 A
< i
2 I
S 4000 - ! E
il
il
3000 A ::, ‘ E
I 1\
20001 i 1\|/1s M| E
oy, Ms it 1 y
10001 g W\ Gy HHY!  E )|
S A INALL Y
0 T
5 10 15 20
20 CuKa (°)

Figure 1.7 XRD patterns of ettringites ground by hand in an agate mortar and mechani-
cally ground using a mortar grinder. E: ettringite; Gy: gypsum; HH: hemihy-
drate; Ms: monosulfate.
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Figure 1.8 XRD patterns of portland cement pastes (CEM | 52.5 N with high sul-
fate resistance hydrated at w/c of 0.50 for 28 days) ground by hand in an
agate mortar and mechanically ground using a mortar grinder. E: ettringite;
Ms: monosulfate with 12 molecules of water; Ms*: monosulfate with 14 mol-
ecules of water; P: portlandite. For further details on the hydration of this
sample, see Lothenbach et al. (2007).

1.4 BLENDING OF DRY BINDERS AND MORTARS

Generally, the binders studied are blends of different powders, as even a PC
of type, e.g. CEM I is a mixture of ground clinker, calcium sulfate set regu-
lator and very often a small percentage of a mineral addition. Producing
laboratory-made cement from a ground clinker by addition of a calcium
sulfate is a frequent task in the laboratory. Manufacturing the cement by
intergrinding (see Section 1.3.1) is preferable to manufacturing by inter-
mixing, as in the first case the calcium sulfate will be better distributed
within the dry cement; thus, a better control of C;A hydration is provided
(Tang 1992; Tang and Gartner 1987). This procedure is also closer to the
industrial process, where intergrinding of the set regulator is performed,
and the optimisation of the calcium sulfate addition is even done at the full
industrial scale (Winnefeld et al. 2005).

While on the industrial scale at least the calcium sulfate is interground
when producing a portland cement, different powders often need to be
blended in laboratory studies in order to obtain a homogeneous mix. Such
a mix could be either a binder or a dry mix mortar. Blending is extensively
treated in textbooks related to particle technology, and the reader can be
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referred to, e.g. Masuda et al. (2006) and Rhodes (2008) for more details.
In the following section, some general considerations related to blending of
dry binders and mortars in the laboratory are discussed.

In principle there are two different ways of blending the individual com-
ponents when producing a fresh paste, mortar or concrete, as it is possible
to (1) make a premix of the dry materials, which is later mixed with water
and eventually aggregates to obtain the paste or the mortar, or (2) prepare
directly the paste or the mortar from the individual ingredients.

The first case requires a proper homogenisation of the raw materials
by using a blender suitable for producing a dry mix. Examples are shown
in Figure 1.9. A cheap and simple possibility is the paint mixer shown in
Figure 1.9a, whereas the other mixers shown in Figure 1.9 are more com-
fortable but are also more expensive.

Mixing time should be sufficient to achieve a thorough homogenisation.
The homogenisation of dry binders is more difficult compared to the mix-
ing of dry mortars, as the shear forces in the first case are lower. In order
to improve the mixing of dry binders, ceramic balls or bouncy balls can
be put in the dry mix. If necessary, the homogenisation procedure can be
checked by adding, for example, a small percentage of a pigment, such as
iron oxide, and verify by eye the proper mixing of the binder after dif-
ferent homogenisation times. Dry mix mortars are easier to homogenise
due to the higher shear forces; however, they may segregate upon storage,
which makes it difficult to take out a representative sample out of a bigger
batch. This refers also to industrially premixed mortars delivered in bags.
There a homogenisation of the whole bag should be performed before use,
especially when coarse aggregates (2 mm and larger) are contained and
only a part of the mortar is taken out, e.g. to produce prisms for strength
testing. Especially when preparing dry mix mortars in the lab, the quantity
to homogenise should be chosen in a way that the whole batch is used for
one experiment (e.g. preparation of mortar prisms to test strength), without
surplus material, in order to ensure the targeted composition of the mor-
tar. The tendency to segregation increases with increasing particle size of
the aggregate, so that it cannot be recommended to prepare dry mix mor-
tars with maximum grain size of 2 mm and above (use a premixed binder
instead and mix it with the aggregate and water).

The second case — mixing the individual components with water — requires
a thorough mixing process of the fresh paste or mortar; see Section 1.6.1
for details.

Admixtures might be either added in a dry mix or dissolved in the mix-
ing water. The first case is relevant for dry mix mortars, whereas in con-
crete production the admixtures generally are added in liquid form. In case
the admixture is added to the dry mix, a good homogenisation needs to
be ensured. In addition, it has to be kept in mind that there is a difference
between adding the admixture as a solid and adding it dissolved in water,
as the dry admixture needs to be dissolved first before it can interact with
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© )

Figure 1.9 (a—d) Examples of powder mixers. The mixer in b can also be used to pre-
pare fresh pastes and mortars. (Courtesy of ]. Rossen, Ecole Polytechnique
Fédérale de Lausanne, Switzerland [a]; R. Snellings, Flemish Institute of

Technological Research, Mol, Belgium [b]; and C. Miiller, Saint-Gobain Weber
AG, Winterthur [c, d].)



12 Frank Winnefeld, Axel Scholer and Barbara Lothenbach

3.0
7 0.3% Na3PO, (solid)

2.5 RS

Reference

™ 0.3% Na PO, (dissolved)
N / 3Ye

\

2.0

Heat flow (mW/g)

0 8 16 24 32 40 48
Hydration time (h)

Figure 1.10 Isothermal calorimetry of CEM | 42.5 N hydrated at 20°C using w/c = 0.50
without addition (reference), with 0.3% Na;PO, added as solid material
(short dashed line) and with 0.3% Na;PO, added dissolved (long dashed line)
in the mixing water. The pastes were mixed outside the calorimeter by using
a blade agitator at 500 rotations per minute (rpm) for 30 s.

the binder. Thus, results might not be the same between the two modes of
addition. This is illustrated in Figure 1.10, where 0.3% Na,PO, was added
toa CEM 142.5 N as solid and dissolved in the mixing water, respectively.
In the case of the dissolved Na;PO, the retarding effect is stronger com-
pared to the addition as solid material.

Very fine particles such as microsilica are difficult to incorporate both in
dry mixes and in fresh pastes, mortars or concretes. Further information
and suggestions on how to treat such material are given in Section 1.6.1.

1.5 STORAGE AND SHELF LIFE
OF UNHYDRATED BINDERS

1.5.1 Prehydration and shelf life
of cementitious binders and mortars

Cements such as portland cement exhibit an ageing history between pro-
duction and use as a binder in mortars or concretes. This process already
starts in the cement mill, where the cement comes in contact with water
in the case of internal water cooling or due to dehydration of the gyp-
sum at high grinding temperatures (Sprung 1978; Theisen and Johansen
1975). It continues during storage in the silo, transport and until final use.
Carbonation may also occur.

The changes in cement characteristics due to prehydration affect the prop-
erties of mortars and concretes. Especially when admixtures and complex
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binder formulations are used, a large influence of cement prehydration is
found. This is reported, e.g. for premixed, rapid-hardening dry mix mortars
(Schmidt et al. 2007). The changes in properties involve mainly retardation
of setting and hydration (Dubina et al. 2010; Theisen and Johansen 1975;
Whittaker et al. 2013; Winnefeld 2008) (see Figure 1.11); the decrease in
compressive strength, especially at early ages (Winnefeld 2008); or the decrease
in the heat of hydration (Schmidt et al. 2007; Winnefeld 2008). However,
some more complex systems may behave differently. Prehydration may lead in
certain cases to an acceleration of hydration and an increase in early strength
as reported by Knofel et al. (1997) for calcium aluminate cements.

Concerning portland cement, the free lime is the phase most sensitive to
moisture uptake (Dubina et al. 2011); see Table 1.1. As the water sorption
starts at such a low relative humidity, the transformation of calcium oxide
to portlandite cannot really be avoided in practise. Thus, the determination
of free lime in clinkers and cements by quantitative XRD should always
be verified by other methods, e.g. the extraction method of Franke (1941).
From the cement clinker phases the orthorhombic C;A phase is the most
sensitive to moisture. The prehydrated surfaces retard further hydration of
the clinker grains (Dubina et al. 2011). Calcium silicates and calcium sul-
fates are involved as well in the prehydration process, as they may take up
moisture already at quite low relative humidity.

Due to prehydration issues and the related changes in cement and
mortar properties, the shelf lives of cementitious binders and mortars in
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Figure 1.1l Heat flow calorimetry of ‘freshly’ bagged and artificially aged CEM | 42.5 N
(storage at 90% relative humidity for 3 days). In case of the aged cement
both the silicate and the second aluminate reaction are retarded, and the
measured heat flow is lower compared to that of the fresh sample. Heat
of hydration after 72 h is 248 J/g for the fresh cement, and 185 )/g for the
aged cement. (Adapted from Winnefeld, F., ZKG International, 61 (11), 68—77,
2008.)
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Table 1.1 Relative humidities at which cement constituents start to take up water
vapour, measured on a sorption balance at 20°C using the ramp mode

Cement constituent Relative humidity at which water sorption starts (%)
CaO <10

CaSO,2H,0 24

p-CaSO, 1/2H,0 34

C,A, orthorhombic 55

CaSO, 58

C,S, monoclinic 64

C,S, monoclinic 63

C,AF, orthorhombic 78

Pure C;A, cubic 80

Source: Dubina, E., L.Wads6 and ). Plank, Cement and Concrete Research, 41 (11), 196—1204,201 1.

construction practise are usually restricted to 6 months to 1 year, even if
the material is properly stored.

Prehydration can be easily checked in the laboratory by thermogravi-
metric analysis (TGA) (Dubina et al. 2011; Theisen and Johansen 1975;
Winnefeld 2008). An example taken from Winnefeld (2008) is shown
in Figure 1.12. The fresh cement exhibits only minor weight losses,
mainly between 110 and 150°C, which can be attributed to gypsum and
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Figure 1.12 TGA of freshly bagged and artificially aged CEM | 42.5 N (storage at 90%
relative humidity for 3 days). The corrected losses on ignition (without con-
tribution of hemihydrate, gypsum and portlandite) as defined by Theisen and
Johansen (1975) of the fresh and the aged cements are 0.18 and 1.8 wt.%,
respectively. Fresh cements typically show values between 0.15 and 0.30 wt.%.
(Adapted from Winnefeld, F., ZKG International, 61 (11), 68—77, 2008.)
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hemihydrate. The aged sample shows clearly the formation of ettringite. It
has to be kept in mind that even the fresh cement has an ageing history due
to its production and storage until delivery. Cements strongly prehydrated
contain hardened ‘lumps’ with a diameter of several millimetres, which
cannot easily be crushed between the fingers. Such cement should not be
used in any case.

1.5.2 Storing of unhydrated binders
in the laboratory

One should start the experiments already from a sample as fresh as pos-
sible. Thus, it should be avoided to buy cement in a shop such as a building
supplies store, as there it is uncertain how aged the material is and under
which conditions it was stored. It is preferable to contact the cement pro-
ducer directly and ask for the material.

When using a cementitious binder within a research project, usually it
is not desired to change the batch of the cement, as the results might not
be comparable and the characterisation of chemical-mineralogical and
physical properties needs to be repeated for the new batch of cement,
creating extra work. Furthermore, changing the batch will require the
repetition of some of the previous experiments in order to check the
repeatability of the results with the new batch. Thus, there is generally
a demand to store a cement sample for several months or even for a few
years, the latter being well beyond the usual shelf life of a cementitious
binder or mortar. As cement bags are not water vapour tight, storage of
the cement inside the bags (even if unopened) should be avoided. It is pref-
erable to fill the cement directly after delivery in barrels or buckets, which
can be closed watertight and water vapour tight, and to store them in a
room with low relative humidity (if possible 35% or less; see Table 1.1).
Further improvement can be made if the cement is additionally shrink-
wrapped in different portions needed for certain series of experiments,
and each portion is consumed within a short period. Dried silica may be
applied as desiccant. The example in Figure 1.13 shows that under opti-
mised storage conditions a portland cement may keep its setting time for
a period of about 5 years.

While some materials such as calcium aluminate cements, portland
cement and burnt or hydrated lime as well as dry mix mortar formula-
tions (especially fast-setting ones) are sensitive towards alteration dur-
ing storage, the sensitivity decreases generally with decreasing reactivity
of the material. While slags still have a certain tendency to prehydra-
tion, fly ashes or inert fillers have a much lower or no tendency to change
properties during storage. In cases of doubt, one should check prehy-
dration phenomena by the methods used in the publications referred to
previously.
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Figure .13 Initial setting times of a sample of a CEM | 42.5 N stored over a period of
8 years. The sample was kept in a sealed bucket at 20°C and 35% relative
humidity.

1.6 MIXING, CASTING AND CURING
OF PASTES AND MORTARS

1.6.1 Mixing

The goal when mixing a paste, mortar or concrete is to obtain a homo-
geneous material in a reproducible way. There are various mixing tools
available; some examples are shown in Figure 1.14, which will be more
suitable for certain materials and less suitable for other materials. This
means that the appropriate mixer needs to be chosen according to the mate-
rial intended to be mixed (e.g. paste or mortar) and to the type of analysis
which is performed afterwards on the prepared paste or mortar. The mix-
ing regime needs to be optimised as well, as, e.g. mixing time and intensity
will be different depending on the material. For example, high-performance
or self-compacting mortars or concretes require a prolonged mixing time
(Chopin et al. 2004), or mixtures containing redispersible polymer pow-
ders might need a ‘time of maturation’ followed by a second mixing step in
order to ensure the proper dissolution and redispersion of the admixtures
(De Gasparo et al. 2009).

Hand mixing can be suitable for hydration studies; however, it should be
avoided if, e.g. rheological measurements are done afterwards. Hand mix-
ing or mechanical mixing with low mixing energy might not be comparable
to mixing in a concrete mixer, where the aggregates present provide high
shear forces, or high shear mixing in general; thus, some of the conclu-
sions made from pastes might not directly be transferable to concrete. In
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Figure 1.14

Examples of mixers used to blend cement pastes and mortars: (a) vacuum
mixer; (b) kitchen blender; (c) high-performance dispersing mixer (Courtesy
of R. Snellings, Flemish Institute of Technological Research, Mol, Belgium.)
and (d) programmable mixer for preparing cement pastes according to EN
196-3 (2005) and cement mortars according to EN 196-1 (2005). The mixers
in a through c are in particular suitable for pastes. The mixer in Figure 1.9¢c
can be used as well to blend pastes and mortars.
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such a case the use of high-shear blenders might be a suitable compro-
mise. Hydration kinetics becomes faster when mixing energy is increased
(Juilland et al. 2012); in Section 2.3 an example is given. Vacuum mixers
(see Figure 1.14a) efficiently remove air voids (Dils et al. 2013) and are suit-
able tools for mixing pastes with low w/c (Justs et al. 2014).

Very fine particles, like silica fume, are very difficult to deagglomer-
ate and disperse in a cement paste or mortar; densified silica fume may
be especially problematic. Even in concrete, the occurrence of lumps of
silica fume is reported (Diamond and Sahu 2006). It is reccommended to
use silica fume preferably as slurry prepared with a high-speed mixer.
The mixing sequence plays a role as well (Marchuk 2002). Densified
silica might be dispersed by an ultrasonic treatment (Rodriguez et al.
2012). The influence of mixing intensity (hand mixing vs. high-speed
kitchen blender) on the hydration kinetics of portland cement pastes with
10% added microsilica was examined by Geiker et al. (2006). Figure
1.15 illustrates the effect of mixing on the consistency of cement paste
with and without silica fume after 5 minutes of mixing. Agglomerates
of microsilica can be observed in the case of hand mixing, whereas the
sample appears homogeneous when high-speed mixing is performed
(Figure 1.16).

(@) (b)

Figure 1.15 Cement paste (w/c = 0.35, 0.65 mass% added superplasticiser) with 10%
silica fume after 5 minutes mixing (a) at low intensity (by hand) and (b) at
high intensity (using a high-speed kitchen blender). In the case of (a), it
was necessary to continue mixing for an additional 5 minutes to obtain a
workable, visually homogeneous paste. (Reprinted from Geiker, M. R. et
al., Proceedings pro052: International RILEM Conference on Volume Changes
of Hardening Concrete: Testing and Mitigation, 20-23 August 2006, Lyngby,
Denmark, RILEM Publications S.A.R.L., Bagneux, France, 303-310, 2006.
With permission.)
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(@) (b)

Figure 1.16 Optical microscopy of thin sections of cement pastes (w/c = 0.35, 0.65
mass% added superplasticiser) with 10% silica fume mixed (a) at low inten-
sity (by hand) and (b) at high intensity (using a high-speed kitchen blender).
Agglomerates of 60—400 pm silica fume particles are seen in the paste mixed
at low intensity. (Reprinted from Geiker, M. R. et al. Proceedings pro052:
International RILEM Conference on Volume Changes of Hardening Concrete:
Testing and Mitigation, 20-23 August 2006, Lyngby, Denmark, RILEM
Publications S.A.R.L., Bagneux, France, 303-310, 2006. With permission.)

1.6.2 Casting and curing

Depending on the methods used, the samples will be cast in various kinds
of moulds, vessels, etc. which are often specified together with the curing
conditions in standards describing the respective testing method. Thus, in
the following some general aspects concerning sample casting and curing
will be mentioned, without going into too much detail. For the individual
methods, the reader is referred to the respective chapters.

Plastic vessels (see Figure 1.17 for an example) are suitable for many pur-
poses, such as hydration studies. The size of the vessel should be chosen to
be appropriate to the amount of the sample, as there should not be much
empty space in order to minimise carbonation. A separation agent should
not be used as it may influence cement hydration.

When a paste (or a mortar) is cast, special care should be taken concern-
ing segregation or bleeding. While gentle bleeding cannot be often avoided
and can be considered as acceptable, strong bleeding or segregation will
cause an inhomogeneous sample composition. To overcome this, the sam-
ple mix design could be changed (which is generally not wanted) or the
sample can be gently rotated while it is still in a plastic state. Vigorous rota-
tion, however, should be avoided, as a too high centrifugal force will cause
sample inhomogeneity as well.

Curing is often done under sealed conditions, as this minimises drying
and carbonation. The vessel should be water vapour tight, which could
be achieved using a vessel with a screw cap and sealed with Parafilm, like
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Figure .17 (a) Hardened cement paste cylinder cast in a polyethylene (PE) vessel and
after removing the vessel. The vessel has an outer diameter of 35 mm and a
height of 70 mm. (b, c) From the cylinder, slices can be cut.

in Figure 1.17a. Additionally, the vessels should be stored in a humidity
chamber with at least 90% relative humidity. In the long term, however,
even under such condition some carbonation may occur as CO, can dif-
fuse very slowly through commonly used plastic materials, such as poly-
ethylene. Containers like the one shown in Figure 1.17a are suitable for
preparing slices to be used for XRD analyses (see Chapter 4). To do so,
slices of approximately 3 mm thickness are cut from the hardened cement
paste cylinder by use of a disk saw. The saw blade and the sample are
flushed with water to avoid heating of the sample and to dispatch the saw-
dust. The first slice (from the top of the sample) is usually discarded, as it
might not have a representative composition. The cut slices (Figure 1.17c)
might be used after hydration stoppage directly for XRD, or after break-
age or grinding for SEM or XRD/TGA, respectively.

Sometimes it might be of interest to store the samples under water or
in air; however, it has to be kept in mind that leaching and/or carbon-
ation issues may occur. In order to minimise leaching during storage
under water, the cylinders shown in Figure 1.17a can be demoulded after
24 hours and placed in a slightly wider vessel (approximately 1-2 mm
larger in diameter). In the vessel just enough water is filled to submerge the
cylinder (Figure 1.18).
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(a) (b) (c)

Figure 1.18 Procedure for providing water curing without excessive leaching: (a) casting of
cement paste cylinder, (b) removal of the cylinder after 24 hours and (c) place-
ment of the cylinder in a slightly wider vessel filled with water. (Courtesy of
J. Rossen, Ecole Polytechnique Fédérale de Lausanne, Switzerland.)

1.7 HYDRATION STOPPAGE

Generally, the hydration of cements is stopped before analysis. At early
hydration times hydration stoppage is necessary to suppress the further
progress of hydration. At hydration times of 1 month or longer, where the
further progress of hydration is very slow, stoppage procedures are used
to remove free pore solution, which is necessary before TGA, infrared and
Raman spectroscopy and MIP or before impregnation of the samples for
SEM analysis. For some techniques, such as XRD and NMR hydration
stoppage is not strictly necessary but is generally done, as it enables sample
storage, and the low relative humidity after stoppage helps to minimise
carbonation and the characterisation of the same sample at an identical
degree of hydration by different techniques. As slightly different stopping
procedures are optimal for the different characterisation techniques, some
general aspects of hydration stoppage are discussed in this chapter, and the
effect of stoppage on a specific characterisation techniques is detailed in the
respective chapters.

The primary aim of the various available methods of hydration stop-
page is to remove water present in the pores without removing the water
present in the hydration products to avoid alteration of the hydrates and to
preserve the microstructure. The free water is generally removed either by
direct drying, e.g. oven drying or freeze-drying, or by replacing the water
with an organic solvent miscible with water, which is then evaporated.
Isopropanol or acetone can be used to this effect. A recent review paper of
Zhang and Scherer (2011) compares the effect of the different techniques
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Table 1.2 Advantages and disadvantages of solvent exchange and direct drying
techniques for hydration stoppage

Solvent exchange Direct drying
Advantages * Easy to perform * Oven drying easy to
* Preserves chemically bound perform, vacuum and
water in hydrate phases freeze-drying need
(depending on solvent) equipment

Preserves microstructure Suppresses carbonation

Removes soluble ions from Short freeze-drying

pore solution (I hour) preserves water
bound in hydrates

Disadvantages ¢ Alteration of hydration * Generally, chemically bound
products and removal of water removed
chemically bound water by * Microstructure generally
some organic solvents (esp. altered
methanol)

* Organic solvents not
completely removed by drying
(such as acetone)

Suggested use » Stop samples (crushed or cut * Freeze-drying or other
slices) for XRD, NMR, MIP and drying techniques can be
SEM analyses with isopropanol used if only the portlandite
and dry afterwards a few content is of interest.
minutes at 40°C to remove * Gentle (short) freeze-
the solvent. Alternatively, when drying for, e.g. | hour can
using slices, they can be placed be also used for TGA, XRD,
on dry lab paper, and then NMR and SEM as mainly the
compressed air can be used to free water is removed. For
quickly dry both surfaces. MIP, direct drying generally

* For TGA remove the cannot be recommended
isopropanol with diethyl ether (see Chapter 9).
and then dry a few minutes at
40°C.

on the preservation of the hydrate assemblage and the microstructure. In
the following, the main effects of hydration stoppage by drying and by sol-
vent exchange are summarised and illustrated (see also Table 1.2).

1.7.1 Direct drying techniques

Oven drying, vacuum drying and freeze-drying techniques remove the
free water efficiently, which helps to avoid carbonation but generally
structural water is also removed, leading to the decomposition of the
ettringite and AFm phases (Zhang and Glasser 2000). Different freeze-
drying procedures are mentioned in literature, with varying sample size
(usually a few millimetres in diameter), immersion time in liquid nitro-
gen (typically 5 min-2 h), temperature (in the order of =40 to -80°C),
duration (mostly between 1 day and 2 weeks) and pressure (in the order
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of 0.1-5 Pa) of freeze-drying; see, e.g. Collier et al. (2008), Gallé (2001),
Gorce and Milestone (2007), Konecny and Naqvi (1993), Korpa and
Trettin (2006), Zeng et al. (2013) and Zhang and Scherer (2011). Either
the sample can be immersed directly in liquid nitrogen or a vessel con-
taining the sample is immersed (Konecny and Naqvi 1993; Zhang and
Scherer 2011). All the direct drying methods remove only H,O without
the ions dissolved in the pore solution, which can lead to artefacts, such
as the formation of syngenite (CaK,(SO,),-H,0) during drying at early
hydration times (RofSler et al. 2008), when high potassium and sulfate
concentrations are still present in the pore solution.

Zhang and Glasser (2000) reported oven drying to be more destructive
than vacuum drying. One important problem generally associated with
these drying methods is that the duration of the drying determines whether
and how much of the chemically bound water is removed. Gentle drying
such as storage in the moderate vacuum of an aspirator pump is efficient
in preventing carbonation and preserves hydrates such as the ettringite and
AFm phases well (Figure 1.19), but it is too gentle to stop the hydration
immediately (as necessary for stoppage at early age) and removes only a
part of the gel water associated with C-S-H (the approximately 30 mbar
pressure reached by an aspirator pump will dry pores with a diameter
above ~3 A; a higher vacuum as provided by a rotary vane pump of, e.g.
0.3 mbar would dry pores down to 1 A). A few minutes of oven drying at
105°C or of freeze-drying may remove mainly the free water (see Figure
1.19; further examples are in Chapter 5); longer drying, however, removes
all the gel water associated with C-S-H, leaving only structural and inter-
layer water (L’Hopital et al. 2015). Long drying also removes water associ-
ated with the ettringite and AFm phases, which leads to decomposition and
underestimation of the amount of the ettringite and AFm phases by TGA
and XRD techniques (Figure 1.19), underestimation of the bound water
content and an increase in porosity in MIP measurements. The ettringite,
C-S-H and AFm phases are more sensitive to decomposition by dehydra-
tion than hydrogarnet, AH; or portlandite are.

A long vacuum drying of 7 days after a prolonged immersion of the sam-
ple in isopropanol removes some of the water associated with the C-S-H,
ettringite and the AFm phases (see Figure 1.20), thus leading to an under-
estimation of the amount of ettringite, AFm and bound water. Similar to
these observations, Khoshnazar et al. (2013a,b) detected a decrease in the
water content in monosulfate and ettringite already upon prolonged storage
in isopropanol. Hydration stoppage by solvent exchange using isopropanol
and other organic liquids will be discussed in detail in the next section.

1.7.2 Solvent exchange

Hydration of cement paste can also be stopped by diluting and removing
the water present in the pores of the cement paste by a solvent. Solvent
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Figure 1.19 (a) Effect of a slight vacuum, freeze-drying (I hour) or isopropanol on the
water content of a portland cement observed by TGA; w/c = 0.4, hydrated
for 7 days. (Courtesy of P. Durdzinski.) (b) Effect of freeze-drying during a
longer period on the ettringite content observed by TGA and XRD (inset)
in a portland cement hydrated for 12 hours. Further details are in Le Sao(t
etal. (2013). FD: freeze-drying.

exchange is gentler, changes the microstructure less and removes not only
H,O but also the pore solution including dissolved ions, thus minimising
the accumulation of dissolved ions in the solid phase possible for the dry-
ing methods. Finely crushed cement paste or small discs are submerged
in a relatively large amount of solvent for a certain period of time, which
depends on the size of the sample (Zhang and Scherer 2011). Finely crushed
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Figure 1.20 Effects of the stoppage procedure for |5 minutes in isopropanol, washing
with diethyl ether and 8 minutes drying at 40°C in an aerated oven and for
7 days in isopropanol followed by 7 days in a moderate vacuum as obtained
by an aspirator pump on the hydrates and bound water in a PC hydrated
for 7 days: (a) thermogravimetry and derivative thermogravimetry (DTG);
(b) XRD. Further details are in Scholer et al. (2015). Cc: calcite; CH: port-
landite; E: ettringite; Hc: hemicarboaluminate; Mc: monocarboaluminate.

samples can be exchanged in a few minutes; cut slices as used, e.g. for XRD
analysis will have to equilibrate much longer, as detailed in Chapter 4.

An ideal solvent should be miscible with water and have a relatively small
molecular size such that it can enter small pores to replace the pore solu-
tion, but it should also not be too small to avoid replacement of water
in the hydrates, i.e. ettringite and AFm phases. Commonly used solvents
include methanol (CH;OH), ethanol (CH;CH,OH), acetone ((CH;),CO)
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and isopropanol ((CH;),CHOH). Methanol, especially, replaces the pore
solution but interacts too strongly with the hydrates by replacing a part
of the bound water (Taylor and Turner 1987; Thomas 1989). In particu-
lar, ettringite is completely decomposed by methanol (Khoshnazar et al.
2013b), and the effect on the AFm phases is less strong, although mono-
sulfate dehydrates from 12 to 10 molecules of water. The effect of ethanol
and isopropanol is much weaker. All of the polar solvents mentioned above
have the potential to bind on the hydrates and are thus often not entirely
removed, even by vacuum drying. In addition, acetone may undergo the
so-called aldol condensation under alkaline conditions, which is a dimeri-
sation followed by the loss of one molecule of water, forming mesityl oxide
as a reaction product. Taylor and Turner (1987) identified mesityl oxide
besides other condensation products in a hydrated C;S paste stored in ace-
tone for 30 days. As the condensation products have boiling points higher
than that of acetone, they are much more difficult to remove by subsequent
drying. Thus, stopping with acetone should be avoided in case of TGA
analyses. The presence of organics in the hydrates is of little importance for
XRD or Si-NMR analysis; however, in TGA the organics oxidise and the
resulting carbonate reacts with portlandite or calcium oxide from C-S-H
during the TGA. This results in an underestimation of portlandite content
and an overestimation of calcium carbonates, as detailed in Chapter 5 and
shown in Figure 1.21b. The use of acetone leads to less portlandite and an
increased weight loss is observed above 600°C in the TGA measurements
(Figure 1.21b), while the presence of acetone has no significant effect on
the amount of ettringite, hemicarbonate or portlandite observed by XRD
as visible in the comparison between the XRD signal of a slice, measured
immediately after cutting, and of a powder sample (exchanged with ace-
tone) in Figure 1.21a.

Figure 1.22 highlights again that any prolonged drying step, even at
40°C, decreases the amount of water loss in TGA, which is attributed to
water loss from ettringite. Thus, the solvent used for stoppage should not
be removed by a drying step before TGA analysis but instead by a sec-
ond solvent exchange using the easily volatile diethyl ether, which can be
removed by a short drying process (only several minutes at 40°C) without
significantly altering the hydrate phases.

1.7.3 Sample storage

After stoppage, samples are often stored before the measurement, which
requires a low relative humidity to prevent further hydration. The four main
PC clinker phases do not adsorb significant amounts of water vapour at rel-
ative humidity below 55%; see Dubina et al. (2011) and Table 1.1. Sample
storage can lead to carbonation (see Chapter 5), especially if the sample
is already ground to the high fineness needed for many of the analytical
methods. Carbonation issues are especially of relevance if portlandite is
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Figure 1.21 (a) XRD and (b) DTG of a portland cement containing 4 wt.% of limestone
hydrated for 7 days, measured as follows: without stopping ‘slice’, on pow-
der samples after solvent exchange by acetone and short drying ‘powder’,
same as the preceding condition + | day storage in a desiccator and after
vacuum drying for | day. Further details are in Lothenbach et al. (2008).
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Figure 1.22 TGA of a portland cement hydrated for 3 days using w/c = 0.40. Hydration
was stopped by solvent exchange using acetone and different subsequent
treatments: drying at 40°C, rinsing with diethyl ether and drying at 40°C
and rinsing with diethyl ether without further drying. (Courtesy of A.
Gruskovnjak, Empa, Diibendorf, Switzerland.)

present and may lead also to partial decomposition of the ettringite and
AFm phases. Carbonation occurs mainly at a relative humidity of between
50% and 80% (Mmusi et al. 2009); however, in a study performed by
atomic force microscopy (Yang et al. 2003), carbonation products of port-
landite could already be identified at a relative humidity of 30%.

The amounts of hemicarbonate and stritlingite are especially strongly
influenced by storage of the sample. One day of storage in a N,-filled des-
iccator results in the decomposition of hemicarbonate to poorly crystal-
line monocarbonate and to a reduction in the amount of ettringite (Figure
1.21b). Vacuum drying results in the decomposition of both ettringite and
hemicarbonate. Hydrotalcite seems to be quite stable towards drying pro-
cedures, as shown by the example of alkali-activated slags in Figure 1.23.
The C-S-H phase seems to be altered by the drying at 40°C, as a slight peak
broadening and decrease in the intensity of its two main reflections can
be observed. There are also indications that the stritlingite present in the
alkali-activated samples may decompose during sample storage.

1.7.4 General points to consider

The different drying methods offer a fast way to remove water but they are
often too harsh, leading to the removal of water in the hydrates and altering the
microstructure, and it can cause microcracking; for further details see Zhang
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Figure 1.23 XRD of alkali-activated slag hydrated for 28 days using w/c = 0.40. The sam-
ples were either stopped by drying at 40°C or directly measured as freshly
cut slices. Str: stritlingite; Ht: hydrotalcite. (Courtesy of A. Gruskovnjak,
Empa, Dibendorf, Switzerland.)

and Scherer (2011). In particular, oven drying at 105°C should be avoided for
all purposes. Freeze-drying or other harsh drying techniques generally sup-
press the carbonation of portlandite and might be the adequate technique if
only the quantity of portlandite is of interest. In all other cases these techniques
tend to remove chemically bound water in the ettringite and AFm phases.

Gentler techniques, such as solvent exchange, preferably by isopropanol,
should be used for sample stoppage for XRD, NMR, MIP or SEM analy-
sis. For TGA, the solvent exchange is best followed by a replacement of the
isopropanol in the stopped samples with a less polar organic with a low
boiling point, such as diethyl ether, to minimise the amount of organics
sorbed to the hydrates. In all cases, analysis should be done as soon as pos-
sible as even storage for a few days or gentle heating results in a decrease
in the amount of ettringite and in the possible destabilisation of hemicar-
bonate and stritlingite. If storage cannot be avoided, the sample should
be stored in a desiccator under nitrogen, if possible not yet ground; the
grinding should be performed directly before the measurement. In the case
of XRD it is also possible to measure samples without stopping hydration
and grinding procedures if cut slices are used. Figure 1.24 highlights that
the results on slices and properly stopped and ground powders are quite
comparable and that hemicarbonate is quite well preserved in both cases.
However, it seems that ettringite quantity is lower in the case of the slices,
especially when the slice is treated by isopropanol. More details on this are
given in Chapter 4.
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Figure 1.24 Comparison of XRD measurements of a hydrated PC paste using a powder
sample where hydration was stopped by solvent exchange, a cut slice where
hydration was not stopped, and a cut slice where hydration was stopped
by solvent exchange. Cc: calcite; E: ettringite; HC: hemicarboaluminate;
P: portlandite.

1.8 CONCLUSIONS

Besides reproducibility and repeatability of the analytical methods used to
characterise cementitious materials, sample preparation and sample treat-
ment is a mandatory prerequisite for high-quality research. Not only the
accuracy of the testing methods should be assessed and verified but also
sample preparation needs to be addressed thoroughly. As many experi-
ments in the cement field are long-term studies, i.e. 28 days of hydration
and longer, the appropriate way of sample preparation from raw materials
until the analytics at the various testing times needs to be included in the
experimental planning as early as possible. It might be helpful to perform
preliminary tests in order to identify and practise the correct sample treat-
ment. Inappropriate sample treatment will spoil the whole experimental
program, waste time and create unnecessary extra work and costs. Table
1.3 summarises the important points to consider. For details the reader is
referred to the preceding sections. It is also important that the conditions
of sample preparation are presented in detail in publications such as scien-
tific reports, theses or journals. Some considerations can be found in Table
1.4. Thus, the reader has the full information under which conditions the
experimental data were derived.
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Table 1.3 General considerations about best practise for sample preparation
when studying cement hydration

Topic

General considerations

Sampling

Grinding

Blending

Storage of
unhydrated
binders

Mixing, casting
and curing of
pastes and
mortars

Hydration
stoppage

Cements and fine powders in general are quite homogeneous.
Sampling with the scoop method is often sufficient.

If your sample is inhomogeneous, use appropriate sampling
procedures (golden rules of sampling).

Use appropriate grinding tools and control your particle size
distribution.

Check if your material is altered by the grinding process (e.g.
dehydration of gypsum).

Intergrinding gypsum is preferable to interblending when
producing laboratory cement from a clinker and a calcium sulfate
set regulator.

Never apply mechanical grinding to hydrated cementitious
materials.You will alter your hydrate assemblage and destroy
some of your hydrate phases.

Use appropriate tools for blending different powders to obtain a
homogeneous mix.

A paint mixer is a simple and cheap tool in case nothing else is
available.

Prepare just the amount of material used for a certain series of
experiments.

Store your materials in sealed buckets or shrink-wrapped bags, if
possible in a room with low relative humidity (35% or below).
Storage in moist environment will prehydrate your cement. Its
properties will be severely altered.

Use appropriate mixing tools and procedures.

A premixed binder is a choice better than adding the components
during the mixing process.

It might be difficult to disperse fine powders, such as microsilica.
Use solvent exchange with isopropanol or short freeze-drying.
Do not apply harsh procedures such as drying at 105°C; they will
destroy a part of the hydrates and alter the microstructure.
Measure your samples after stoppage as soon as possible (ideally
on the same day); otherwise, a part of your hydrates will be
destroyed.
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Table 1.4 General considerations about reporting of sample preparation
in publications

Topic What should be reported
Raw * What is the chemical composition (XRF, XRD/Rietveld, ...)?
materials * What are their physical characteristics (specific surface, density,

particle size distribution,...)?
* How were they treated before use (grinding, blending, heating)?
* Do not report brand names.

Mix design * Give the exact mix composition.

* Specify the wic.

* Specify where you refer the dosage of admixtures to (cement, binder,
mortar,...).
In case of liquid admixtures: Does the dosage refer to the solid
content or to the admixture as delivered? Is the water content of
the admixture included in the w/c?

Mixing * Which type of mixer was used?
* Which operation conditions were chosen (rpm, mixing duration,
mixing sequence, temperature, quantity of material, ...)?
Moulding * Which kind of mould, vessel, etc. was used?
* Were separation agents applied?
Curing * Report temperature, relative humidity and curing time.
* Were the samples sealed or in contact with the environment (air,
water)?
* How was the demoulding done?
Hydration * Which procedure was used?
stoppage * Was the same procedure used for all methods applied?
* How and how long were the samples stored after hydration
stoppage!
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2.1 INTRODUCTION

Calorimetry is the measurement of heat and heat production rate. It is a
generic way of studying processes, as all processes (physical, chemical and
biological) are generally related to enthalpy changes. One of the oldest
and most common applications of calorimetry is to study the hydration
of cement, and this chapter is an applied overview of calorimetry in the
cement field.

There are many different types of calorimeters that can be used in the
cement field, and some of them have many uses. The most common tech-
nique is isothermal (heat conduction) calorimetry in which the heat produc-
tion rate (thermal power) from small samples of paste or mortar is directly
measured. This technique is the focus of this chapter as it is the most versa-
tile calorimetric technique in the cement field. Typical commercial instru-
ments of this type used in the cement field are TAM Air (TA Instruments,
U.S.), I-Cal (Calmetrix, U.S.), MC CAL (C3 Prozess- und Analysentechnik,
Germany), ToniCAL IIT and ToniCAL TRIO (Toni Technik, Germany) and
C80 (Setaram, France).

In semiadiabatic calorimeters, samples of concrete or mortars are insu-
lated so that their hydration can be followed by measuring the temperature
change of the sample. This is a relatively simple technique for following the
hydration of large specimens (concrete), but it is also used to determine the
heat of hydration of mortars, for example, in the standardised Langavant
calorimeter according to EN 196-9 (2010).

For studies of mass concrete — where the heat losses are negligible —
perfectly adiabatic calorimeters can be used. Instead of being insulated,
like semiadiabatic calorimeters, fully adiabatic calorimeters are surrounded
by an adiabatic shield that prevents any flow of heat from the sample; see
Gibbon et al. (1997) for an example of such a calorimeter.

Solution calorimeters are used for determination of heat of hydration
typically after 7 days as specified, e.g. in European Standard EN 196-8
(2010) or in American Standard ASTM C186 (2013). Heat of hydration is
calculated from the measured heats of dissolution of a cement paste sample
that has hydrated for 7 days and of the dry cement powder. Solution calo-
rimetry has significantly decreased in use in the last decades as the acids
needed to dissolve the samples pose severe occupational hazards.

Differential scanning calorimetry (DSC) is used to study the heat effects
of changing the temperature. This is a very common technique in many
fields; in the cement field typical applications are, e.g. quantifying gypsum
and hemihydrate in anhydrous cement (Dunn et al. 1987) or determining
the free (freezable) water via low-temperature DSC, assessing freezing pro-
cesses (Kaufmann 2004) or hydration kinetics (Ridi et al. 2003).

As isothermal and semiadiabatic calorimetries are by far the most fre-
quent calorimetric methods for studying cement hydration and equip-
ment for these is present in almost every laboratory related to inorganic
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construction materials, this chapter will focus on these two methods. Some
applications of DSC in the field of cementitious materials are mentioned in
Chapter 5.

Isothermal and semiadiabatic calorimeters both quantify cement
hydration kinetics, but they do so in different ways. This is illustrated in
Figure 2.1. In isothermal (heat conduction) calorimetry the heat produc-
tion rate (P) in a small sample (S) is measured by a heat flow sensor as heat
is conducted to a heat sink that is placed in a thermostated environment.
It is also necessary to have a reference sample (R) with the same proper-
ties (especially the same heat capacity) as the sample but without any heat
production. This arrangement significantly reduces the noise in the mea-
surements. The output from the calorimeter is the difference between the
sample signal and the reference signal.

In a semiadiabatic calorimeter the sample (S) is insulated and the tem-
perature (T) increase during hydration is assessed as a measure of the rate
of the hydration. Corrections must be made for the heat losses to the sur-
roundings. The heat loss rate can be found by calculations using a mea-
sured heat loss coefficient or it can be directly measured with heat flow
sensors placed in the insulation.

One main difference between isothermal calorimetry and semiadiabatic
calorimetry is the sample size. Isothermal calorimetry uses small (1-100 g)
samples of paste or mortar and, in some cases, small aggregate concrete.
In semiadiabatic calorimetry, the use of concrete with aggregates up to
approximately 16 mm is possible if one is interested to assess just retar-
dation or acceleration phenomena. For a better signal-to-noise ratio, it is
better to remove the coarse aggregates >4 mm by using a sieve. In semia-
diabatic calorimeters larger samples (around 500-1000 g cement mortar to
10 kg of concrete) are used; thus, isothermal calorimetry tends to be used in
cement research and development, while semiadiabatic calorimetry is also
used by mortar and concrete manufacturers and in the field.

(a) (b)

Figure 2.1 Schematic illustrations of (a) isothermal (heat conduction) calorimetry and
(b) semiadiabatic calorimetry. P: thermal power; R: reference; S: sample;
T: temperature; t: time.
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Isothermal calorimeters measure thermal power (heat production rate),
while (semi)adiabatic calorimeters measure temperature (change). It is pos-
sible to calculate one of these from the other, but to do so we need to take
the derivative (to go from semiadiabatic to isothermal) or integrate (to go
from isothermal to semiadiabatic); and in both cases we need the heat capac-
ity of the sample. The thermal power signal from an isothermal calorimeter
shows more details than the temperature signal from an adiabatic calorim-
eter as the former directly assesses the rate of the process, while an adiabatic
calorimeter measures the integral of the rate. Isothermal calorimetry is thus
a more generally useful analytical method than semiadiabatic calorimetry.

For all types of calorimeters in the cement field except DSC, the pur-
pose of calorimetry is to study the kinetics and extent of the cement hydra-
tion reaction. This is shown in Figure 2.2 for isothermal calorimetry. In
Figure 2.2a the typical heat production rate (thermal power) as a function
of time is shown for a rapidly reacting and a slowly reacting cement. From
such calorimetric curves we can divide the cement hydration into different
phases, for example, early reactions, induction period, accelerating phase
and decelerating phase (Bensted 1987; Jansen et al. 2012a,b; Taylor 1997),
as seen in Figure 2.3. Note that the separation between the early phases is
rather arbitrary in most cases.

Figure 2.2b shows the same data as in Figure 2.2a but shows, instead
of thermal power, heat, the integral of thermal power. It is seen here that
the rapid cement produces more heat during the first days of hydration; the
slag has a slower reaction, but this reaction will continue for a much longer
time. The heat per gram of cement produced after 1, 3 or 7 days of hydra-
tion is a standardised measure of the reactivity of cements according to
ASTM C1702 (2014). The data in Figure 2.2b start at zero heat at time zero
and there is an initial rapid increase in heat during the first minutes after
water and cement have made contact. The corresponding very high thermal
power peak at time zero is not shown in Figure 2.2a (see Section 2.3).
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Figure 2.2 Typical results from 2 days of measurements of (a) thermal power and
(b) heat of hydration with an isothermal calorimeter for a rapid-hardening
cement (CEM I) and a slow-hardening cement (CEM IV/B).
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Figure 2.3 Different phases of cement hydration as seen in an isothermal calorimet-
ric measurement. Four phases are shown: initial period (A), induction
period (B), accelerating period (C) and decelerating period (D). We have
also marked the ‘sulfate depletion peak’ as E. This is a feature often found
in measurements of portland cement systems and related to the start of
secondary aluminate hydration.

Under the assumption that the rate of hydration is a function only of
the degree of hydration and the temperature, it is possible to calculate the
semiadiabatic result from the isothermal one, and vice versa (heat capacity
and activation energy need to be known). Examples of such calculations are
given by Wadso (2003).

To summarise, isothermal, semiadiabatic and adiabatic calorimeters are
all used to study the cement hydration process, but they follow different
time—temperature trajectories. This is illustrated in Figure 2.4.
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Figure 2.4 An example of how (a) temperature, (b) thermal power and (c) heat develop
over time in an isothermal, a semiadiabatic and an adiabatic calorimeter.
Note that paste or mortar is generally used in isothermal calorimetry, while
mortar or concrete is used in (semi)adiabatic calorimetry.
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2.2 OPERATIONAL ISSUES

Calorimetric measurements are often quite simple to perform, but as heat is
such a ubiquitous phenomenon, there are many sources of error, and mea-
surements should be made following proven operational procedures. We
discuss here some of the most important operational issues with isothermal
and semiadiabatic calorimetries and give some short notes on the heat-of-
solution method as well.

2.2.1 Isothermal conduction calorimetry
2.2.1.1 Temperature stability and accuracy

A calorimeter measures heat and it is therefore important that the calo-
rimeter is placed in a constant-temperature environment, usually a high-
precision thermostat. It is important to check that the temperature of the
thermostat is accurate. For this, one needs a calibrated thermometer that
can be inserted into the calorimeter thermostat.

A stable laboratory temperature can improve the precision of calorimetric
measurements, but it is not needed for qualitative and many quantitative
applications since the calorimeter has its own temperature control, which for
most calorimeters is far more precise than normal laboratory air-conditioning.
However, several standards place demands on laboratory temperature; for
example, ASTM C1679 (2014) demands the requirements of ASTM C511
(2013) for cement mixing rooms (23.0 = 4.0°C and a relative humidity of not
less than 50%) to reduce the disturbance when charging samples.

2.2.1.2 Calibration

To use a calorimeter for quantitative measurements, it has to be calibrated; i.e.
parameters that make it possible to evaluate the results in terms of standard
units need to be determined. This involves measuring calibration coefficients,
baselines and (sometimes) the time constants. The calibration coefficient is the
parameter that transforms the voltage from the heat flow sensor in the calori-
meter to thermal power. It is often called € (unit: watts/volt) and is usually mea-
sured by electrical calibrations. The baseline is the signal from the calorimeter
when no heat is produced in the sample. The baseline U, (unit: volts) is mea-
sured without any heat production in the sample ampoule. For applications
where an accurate value of the baseline is important — such as determinations
of 7 days’ heat of hydration — a baseline measurement should be made for 1-2
days with inert material in the sample vial.

When voltage U (the output from the heat flow sensors) has been mea-
sured, thermal power P is calculated by the following equation:

P=¢(U-U,), 2.1)
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where P is thermal power (in watts), ¢ is calibration coefficient (in watts/
volt), U is voltage (in volts) and U, is baseline voltage (in volts).
It is also common to give the specific thermal power:

PZS(U—UO) , (2.2)
m

where m (in grams) usually is the mass of cement (or binder) in the sample.

The third calibration parameter, which is needed when rapidly changing
processes are studied, is the time constant. This is a measure of the thermal
inertia of the sample that ‘blurs’ details in rapid events. The time constant
is used in the Tian equation — named after a pioneer in isothermal calo-
rimetry — to correct for this. Typical time constants in isothermal calorim-
eters are 100-1000 s. As the main hydration has timescales much longer
than this, the Tian equation is not needed in cement calorimetry when the
main hydration is studied, but it is needed when early reactions are studied.
Further information on the Tian equation is given by Wadso (2005), and
other similar methods are discussed by Evju (2003).

It is common that commercial calorimeters have internal, automatic
calibration. Although this makes a calorimeter user friendly, it is prob-
lematic if the user does not know whether the calibrations are accurate.
One way to check whether the instrument is working properly and whether
the user is performing the measurement in a correct way is to run a vali-
dation procedure, i.e. an experiment with a known outcome (proficiency
test). A number of such ‘chemical calibration’ systems are described by
Wadso6 and Goldberg (2001); however, none is similar to cement hydration
measurements. It is therefore of interest to establish reference cements — or
other similar systems, for example, based on calcium hemihydrate — that
can be used to validate the quality of calorimetric cement measurements in
a laboratory.

Isothermal calorimeters are often very stable instruments in which the
calibration parameters remain rather constant for many years (Wadso
2010). One may be tempted therefore to skip calibrations, but this is a bad
strategy as, sooner or later, all instruments will malfunction. In the case
of calorimeters this can come suddenly and be easy to detect, or gradually,
so that a user will continue to do measurements without noticing that the
calorimeter is not working properly. Calibration, therefore, should be seen
not only as a way of getting correct coefficients for the evaluation but also
as a way of validating that the instrument is working well. If the value of a
calibration coefficient starts to change, this is an indication that something
is not well. Regular calibrations at intervals of approximately 3 months are
generally a suitable choice (Wadso 2010). A new baseline calibration should
be done if, e.g. the temperature or the type of vial is changed or a totally
different type or mass of sample is used.
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Isothermal calorimeters have two vial positions: one for the sample vial
and one for a reference vial. The latter should be charged with a substance
with a similar heat capacity as the sample but with no heat production.
Convenient materials are water and quartz sand and a method for selecting
a proper reference is discussed by Wadso (2010). Do not use old hydrated
cement paste samples as such samples may still produce heat or produce
heat when the temperature changes.

The measured signal is the difference between the sample signal and the
signal from the (inert) reference. Because of this, the reference removes a
large part of the noise with external origin (including cross talk in multi-
channel instruments) as this influences both the sample and the reference
in a similar way (if the heat capacities are matched). Failure to use a proper
reference will give noisy results.

There is a second important reason for using a reference: a proper refer-
ence reduces drift in the measurements. This has to do with the fact that
the temperature of the heat sink is not exactly constant because of the heat
produced in the sample, but as both sample and reference are connected
to the same heat sink, this small temperature change does not affect a
measurement.

2.2.1.3 Precision

It is not trivial to state how good a certain type of calorimeter or a certain
type of calorimetric measurement is in terms of precision (or accuracy), as
many factors (room temperature stability, reference balance, etc.) influence
this. A problem is also that different errors influence different types of mea-
surements in different ways. For example, an error in the calibration coef-
ficient contributes the same error to 1 and 7 days’ measured heats; but an
error in the baseline is much worse for the 7 days’ heat as the thermal pow-
ers are low in the end of measurement. For a short (30 min) measurement of
initial reactions, the baseline error is normally of no importance as very high
thermal powers are measured; more important is the time constant and how
well the Tian equation can deconvolute the rapidly changing signal.

The precision of isothermal calorimetry has mainly been assessed in
round-robin studies of heat of hydration. As an example, a German study
with international participation (Lipus and Baetzner 2008) in 2006/2007
gave a standard deviation for repeatability of 5-7 J g-! (within one lab) and
a standard deviation for reproducibility (between the labs) of 13.6 J g, the
latter when regarding only the device used by most of the participants. This
value is slightly better than those for the other calorimetric techniques.

2.2.1.4 Practical notes

It is important to always use proper references, i.e. references with a simi-
lar heat capacity as the sample, but with no heat production. If the same



Calorimetry 45

sample sizes and the same water-to-cement ratio (w/c) are used repeatedly,
the references do not need to be changed but can rest in the calorimeter. If
different sample sizes are used, the references need to be changed accord-
ingly. It can be convenient to prepare reference vials with different masses
of water corresponding to the different cement paste/mortar sample sizes
measured on; see Wadso (2010). Note that the matching does not have to
be perfect; in most cases a heat capacity within 5%-10% is good enough.

One should always use vapour-tight vials as the vaporisation of water
will produce high thermal powers. If in doubt, first measure the baseline
with empty vials in both sample and reference positions and then add a few
drops of water to the sample vial. If water leaks from the vial, the baseline
with water will be lowered compared to that of the empty vial (the actual
water loss rate can be calculated from the enthalpy of vaporisation of about
2400 J g ).

Baselines should be measured over a weekend to be sure that you have
the correct value. If the baseline takes a long time to stabilise (more than
half a day), you may have a bad reference.

When a sample is charged into a calorimeter, there will always be a
sharp peak (the instrument may even go out of range) as the sample tem-
perature is different from the calorimeter temperature. If the sample is
warmer than the calorimeter (for example, if the lab temperature is 25°C
and the calorimeter is at 20°C), the peak will be positive (like for an
exothermal process); if the sample is at a temperature lower than that
of the calorimeter (for example, if you are conducting measurements at
40°C), the peak will be negative. Note that these peaks often do not have
much to do with heat of hydration and should then not be interpreted as
such. However, the initial peak shows the true heat production (including
heat of vaporisation and mixing) if mixing is made inside the vial in the
calorimeter; see Wadso (2005). A method for significantly reducing the
initial disturbance is to thermostat the preweighed materials (especially
water, which has a high heat capacity) in the calorimeter, take them up
and quickly mix them and charge the sample. This method works well for
larger samples.

In cases where the initial reactivity may be high, and the later reactivity is
low, it is often useful to prepare two separate samples of each mixture: one
smaller sample for capturing the initial reactivity and one larger sample for
capturing later age reactivity. Examples of such materials include calcium
aluminate or sulfoaluminate-based binders and high-calcium fly ash.

The heat flow curves can be integrated in order to obtain the cumula-
tive heat of hydration. In case of samples mixed externally the integration
should not start too early after charging the sample, typically 30 min later
(see Wadso 2005); otherwise, the heat introduced due to the external mix-
ing will influence the values of heat of hydration. In the case of portland
cement, the first 30 min of hydration contribute less than 10 J/g to the heat
of hydration (Justs et al. 2014) and can generally be neglected.
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2.2.2 Semiadiabatic calorimetry

We discuss here operational issues of semiadiabatic calorimetry by taking
the standardised Langavant calorimeter according to EN 196-9 (2010)
as an example. The temperature increase of a mortar inside the calo-
rimeter is measured over time and compared to that of an inert sample
with the same heat capacity (e.g. a completely hydrated cement mortar or
preferably an aluminium cylinder) inside a reference calorimeter placed
nearby (distance about 120 mm). Maximum temperature increases are
on the order of 25-35 K, depending on the type of cement. As the calo-
rimeter was calibrated before, the heat of hydration can be calculated.
The mortar is composed according to EN 196-1 (2005) but using slightly
less material (360 g cement, 180 g water, 1080 g standard sand 0-2 mm,
mixed in a Hobart mixer by using a shortened mixing procedure com-
pared to EN 196-1 [2005]). The heat of hydration after 41 h is used to
assess whether a cement can be classified as a cement with low or very
low heat of hydration.

Simpler and less expensive devices perform only temperature measure-
ments without calibration. They are used to explore the hydration kinetics
of mortars of various compositions and quantities, often in industrial appli-
cations such as product development and quality control.

2.2.2.1 Temperature stability and accuracy

Temperature stability is crucial also for semiadiabatic calorimetry, espe-
cially when heat of hydration should be quantified. In the case of EN 196-9
(2010) the calorimeters are placed in a climate room operated at 20 = 1°C
with an accuracy of £0.5°C. In order to have constant conditions concern-
ing heat loss, the velocity of the air next to the calorimeter should be below
0.5 m/s.

2.2.2.2 Calibration

The calibration of a Langavant calorimeter is quite complicated and time
consuming, as it takes several days. It uses a calibration cylinder which is
placed in the calorimeter. The calibration cylinder is electrically heated,
and the electrical energy for maintaining a constantly increasing tem-
perature of the calibration cylinder (increase by 10-40 K, five different
values) is measured. The heat loss coefficient and the heat capacity of
the calorimeter are determined by measuring the temperature decrease
inside the calorimeter after the electrical heating is turned off. For more
details on the calibration procedure see EN 196-9 (2010) and Balbas et
al. (1991).
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2.2.2.3 Calculation of heat of hydration

From the measured temperature over time the heat of hydration Q (in
joules/gram) can be calculated using the following formula:

t

0=-SaT+ faaT d, 2.3)
m

c c

0

where 71, is the mass of cement (in grams), ¢ is the hydration time (in hours),
c is the heat capacity of the calorimeter including the sample (in joules/
kelvin), a is the heat loss coefficient of the calorimeter (in joules/kelvin-
hours) and AT is the temperature difference between the calorimeter con-
taining the sample and the reference calorimeter (in kelvins).

The heat capacity of the sample is calculated assuming heat capacities of
0.8 JK-' g-! for cement and sand, 3.8 ] K-! g-! for water (this value is slightly
lower than that of free water as hydrated water has a decreased heat capac-
ity) and 0.50 J K-' g-! for the mortar container (steel). For more details the
reader is referred to EN 196-9 (2010) and Gascon and Varade (1993).

2.2.2.4 Precision

EN 196-9 (2010) gives a standard deviation for repeatability of 5 J/g.
Thus, two measurements done in the same laboratory on the same cement
should not deviate more than 14 J/g. Accuracy in interlaboratory tests is
moderate: For standard deviations in interlaboratory tests a value of 15 J/g

is given, and measurements in two laboratories should not deviate more
than 42 J/g.

2.2.3 Heat-of-solution method

The heat-of-solution method is standardised in ASTM C186 (2013) and
EN 196-8 (2010). As very hazardous chemicals (hydrofluoric and nitric
acid) are used, this method tends to be replaced by the methods mentioned
previously. A cement paste hydrated for usually 7 days using a w/c of 0.40
at 20°C (EN method) or 23°C (ASTM method) is dissolved in a solution
calorimeter containing a mixture of hydrofluoric and nitric acid. The
determined heat is compared to the heat generated by dissolving anhydrous
cement according to the same procedure. The heat of hydration after 7 days
is used to assess the heat of hydration of a portland cement. Accuracy is
similar as that of the Langavant method. For more details the reader is
referred to the respective standards.
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2.3 SAMPLE PREPARATION - MIXING
AND CHARGING

This section is mainly relevant for isothermal calorimetry; however, many
aspects are also valid for semiadiabatic measurements.

There are several possibilities of mixing cement pastes and mortars for
isothermal calorimetry:

e Make a sample from a larger mix; a drawback with this may be that it
is difficult to take out small representative samples, both concerning
the water content and the sand content (for mortars), and it might be
difficult to know how much cement there is in the sample, especially
if the sample shows segregation. Quantitative measurements are thus
difficult in such cases, but qualitative ones (for example, to determine
retardation — see in the following) are still possible. Nevertheless, if it
is possible to take a homogeneous sample out of the mix, it is possible
to perform quantitative measurements.

e Weigh constituents in the calorimeter vial and mix inside the vial
with a plastic spatula (that is left inside vial) or on a test tube shaker.
This is a rapid way of starting measurements that is useful for tests
that do not require concrete-like high-shear mixing, for example,
when testing binders without admixture for sulfate optimisation or
heat of hydration. Especially for larger samples, it is advantageous to
equilibrate the water inside the calorimeter thermostat. This water
can then be added to a known mass of cement in another vial, mixed
and quickly charged into the calorimeter. As the major part of the
heat capacity in cement paste and mortar comes from the water, this
method produces limited initial disturbances if made quickly.

¢ Internal mixing can be made inside the vial when it is in the calo-
rimeter (Wadso 2005). This is the best way of studying the initial
processes (0—10 min), but the mixing intensity is very low as the calo-
rimeter will be disturbed or damaged if normal mixing methods are
used inside the calorimeter. Because of this, the hydration rate will be
lower than if standard methods of mixing are used. When cement is
mixed with water, a number of rapid processes take place, for exam-
ple, sulfate dissolution and hydration of aluminate phases that are of
importance for both the fresh concrete rheology and the later main
strength-giving reactions. To study these early processes (<10 min), it
is most convenient to use isothermal calorimetry and mix inside the
vial in the calorimeter. To do this, cement and water must be kept
separate until the time of mixing, and the vessel must be equipped
with a mixer. See Wadso (2005) for an example of this. This method
is not suitable for ‘sticky’ mixtures, e.g. with low w/c, as proper mix-
ing cannot be guaranteed then. If early processes are not of interest,
external mixing is always the preferable choice.
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Figure 2.5 Influence of mixing on rate of hydration. Twelve grams of cement, 20 g of
quartz powder and 16 g of water (water—binder ratio = 0.40; w/c = 1.33)
were either mixed by hand or mixed using a high-speed mixer at 1600 revo-
lutions per minute (rpm). (Courtesy of Elise Berodier, Ecole Polytechnique
Fédérale de Lausanne, Switzerland.)

Note that mixing intensity (‘mixing energy’) influences the hydration
rate (an example is given in Figure 2.5) and it is not possible to attain the
mixing intensity of an industrial concrete mixer with a standard lab mixer
(not to mention when mixing is made inside a calorimetric vessel). Figure
2.5 shows that mixing at higher intensity shifts both the main hydration
peak, which can be attributed to alite reaction, and the sulfate depletion
peak to earlier times; see also Juilland et al. (2012).

2.4 PRACTICAL APPLICATIONS AND EXAMPLES

Both isothermal and semiadiabatic calorimetries can be used for many dif-
ferent purposes in the cement field, some of which are highlighted in the
following. The heat-of-solution method is almost exclusively used to deter-
mine heat of hydration.

2.4.1 Determination of heat of hydration

Determination of the heat of hydration after 1, 3 or 7 days is made to clas-
sify cements into different types, based on their reactivity, and this type of
measurement is most important for low-heat cements used in mass concret-
ing. Solution calorimetry according to ASTM C186 (2013) or EN 196-8
(2010) and semiadiabatic calorimetry according to EN 196-9 (2010) have
been the preferred techniques for this, but isothermal calorimetry is becom-
ing more and more used. As discussed previously, the different types of
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calorimeters have different uses, but for the determination of 1, 3 or 7 days’
heat of hydration all three types of calorimeters can be applied. Solution
calorimetry and semiadiabatic calorimetry are standardised and have been
in use for a long time, although solution calorimetry is used less and less
frequently as it requires the use of hazardous chemicals.

Isothermal calorimetry is standardised by ASTM C1702 (2014) (heat of
hydration) and ASTM C1679 (2014) (general methodology), and there is
an active task group within the European Committee for Standardization
(CEN) working for a European standard. On a national basis, isothermal
calorimetry is described in a Nordtest procedure in the Nordic countries
NT BUILD 505 (2003) and in the Swiss national appendices of European
Standards EN 196-8 (2010) and EN 196-9 (2010). As heat of hydration is
an important issue in the cement industry, it is of interest to discuss it here,
not the least because it is a difficult issue to compare heat of hydration mea-
surements with semiadiabatic, isothermal calorimetry and heat-of-solution
measurements. In the EN standards heat of hydration can be measured
by both semiadiabatic and heat-of-solution measurements. Because of the
temperature increase in the semiadiabatic measurements, the hydration
proceeds faster than in the case of the isothermal curing in the heat-of-
solution method. Thus, heat of hydration after 41 h is used to assess low-
heat cements in the case of semiadiabatic calorimetry, and 7 days (168 h)
are used in the case of the heat-of-solution method. Several interlabora-
tory tests, e.g. those by Mengede et al. (2006), which are summarised by
Lipus and Baetzner (2008) (see Figure 2.6), have shown that the correlation
between 41 h semiadiabatic calorimetry and 7-day heat-of-solution method
is often moderate. In Figure 2.6a (CEM I) the correlation between the two
methods is quite poor, whereas in Figure 2.6b (CEM III) the correlation is
much better.

As the apparent activation energy (see Section 2.4.2) influences the semi-
adiabatic measurements but not the isothermal ones, it may be an impossi-
ble task to prepare a general procedure by which these two methods can be
compared. From a theoretical point of view, solution calorimetry and iso-
thermal calorimetry should give the same result as shown by Killoh (1988)
as both are isothermal methods. However, this is not the case for the data
presented in Figure 2.6, which might be related to the lower w/c of 0.40
used in the case of the heat-of-solution method compared to isothermal
calorimetry (0.50).

Heat of hydration can be converted approximately into degree of hydra-
tion if the hydration enthalpies of the different clinker phases are known.
Values for the clinker phases can be taken from Taylor (1997); see Table
2.1. These values can be used to calculate the enthalpy of complete hydra-
tion if the phase composition of a portland cement is known, e.g. by
(extended) Bogue calculation (Taylor 1997) or by quantitative X-ray dif-
fraction (XRD) analysis (see Chapter 5). This value can be used to roughly
estimate the hydration degree from the cumulated heat development. For
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Figure 2.6 Comparison between isothermal, semiadiabatic (EN 196-9) and heat-of-
solution calorimetry (EN 196-8 [2010]) of (a) a CEM | and (b) a CEM III/B
type of cement. The hatched areas envelop the measured data (n = number
of individual measurements carried out by the participating laboratories).
(Adapted from Mengede, M. et al,, 16. Internationale Baustofftagung (ibausil),
Weimar, Germany, |, 527-534, 2006.)

Table 2.1 Enthalpy of complete hydration

Enthalpy of complete hydration

Phase (g

C,S =517+ 13
B-C,S -262

CA -11442 to —1672°
C,AF -4|8¢

Source: Taylor, H. EW., Cement Chemistry, Thomas
Telford Publishing, London, U.K., 1997.

2 Reaction with gypsum to give monosulfate.

b Reaction with gypsum to give ettringite.

¢ Reaction in presence of excess portlandite to give
hydrogarnet.
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Figure 2.7 Comparison between measured and calculated heat flows of a portland
cement hydrated at 23°C using a w/c of 0.50. Heat flow was calculated
from quantitative XRD analyses using the dissolution enthalpies of the
clinker phases and the precipitation enthalpies of the hydrate phases.
(From Jansen, D. et al., Cement and Concrete Research, 42(1), 134-138,
2012a. With permission.)

a more accurate calculation the different reaction kinetics of the clinker
phases need to be taken into account; see, e.g. Copeland et al. (1960).
Recent work showed that isothermal heat flow curves can be calculated
using the dissolution kinetics of the clinker phases derived from quan-
titative XRD analyses (Bizzozero 2014; Hesse et al. 2011; Jansen et al.
2012a,b), taking into account the dissolution enthalpies of the clinker
phases and the precipitation enthalpies of the hydrates. Figures 2.7 and
2.8 show that the calculated developments of heat flow and heat of hydra-
tion are able to represent the general trends in the experimental curves.

2.4.2 Influence of temperature on hydration kinetics

The total amount of heat released from a cement at a given point in time
is a function of the amount of cement that has reacted up to that point in
time and independent of the sample temperature history up to that point
in time. With increasing temperature, the dissolution of the anhydrous
cement and the precipitation of hydrates proceed faster. This acceleration
can be easily seen by calorimetry; see Figure 2.9. Both the main hydration
peak and the sulfate depletion peak are shifted to earlier hydration times.
The increase in hydration rate with temperature can be accounted for by
using a transformed scale that combines the effects of time and tempera-
ture called maturity. According to this methodology, the cement degrees of
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Figure 2.8 Comparison between measured and calculated heats of hydration of a calcium
aluminate cement blended with hemihydrate (with a ratio of calcium alumi-
nate to hemihydrate of 80:20 by mass). The sample was hydrated at 20°C
using a water—solid ratio of 0.40. Heat flow was calculated from quantitative
XRD analyses by using the dissolution enthalpies of the anhydrous phases
and the precipitation enthalpies of the hydrate phases. CA: calcium alumi-
nate; Ett: ettringite; HH: hemihydrate; Ms: monosulfate. (From Bizzozero,
J., ‘Hydration and dimensional stability of calcium aluminate cement based
systems’, PhD Thesis no. 6336, Ecole Polytechnique Fédérale de Lausanne,
Switzerland, 2014.)
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Figure 2.9 Influence of temperature on the heat flow of a CEM | 42.5 N (w/c = 0.40).
(Adapted from Lothenbach, B. et al., Beton, 55(12), 604—609, 2005.)
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reaction and the consequent cumulative heats released up to a given point
for two samples of the same cementitious system at the same maturity but
with different temperature histories are assumed to be equivalent.

The equivalent age maturity method was developed to account for the
nonlinear effects of temperature and time on the rate of concrete prop-
erty development (Carino and Lew 2001). In this method, the concrete
equivalent age ¢, (in hours) describes the amount of time that a concrete
mixture would need to be cured at a constant reference temperature in
order to achieve the same degree of hydration as the same concrete mixture
cured at a different temperature. The equivalent age method, based on the
Arrhenius equation that describes the temperature dependence of a chemi-
cal reaction, is given as follows (ASTM C1074 2011):

. 2{?[{3& (2.4

0

where E, is the concrete apparent activation energy (in joules/mole), R is
the universal gas constant (8.314 J mol-' K-'), T. is the concrete average
absolute temperature during the time interval At (in kelvins) and T, is the
absolute reference temperature (in kelvins).

The apparent activation energy is an empirical coefficient that describes
the concrete hydration or property development rate dependence on tem-
perature. The term activation energy according to the Arrhenius equation is
used to describe the temperature dependence of a single chemical reaction.
Because cement hydration is a heterogeneous system that involves multiple
concurrent chemical reactions, the term apparent activation energy is used
to describe the system reaction rate temperature dependence. E,, is typically
calculated from concrete property development measurements taken with
time at several (usually three to five) different isothermal temperatures;
however, E, values calculated from different property measurements such
as strength, time of ‘set’, and heat of hydration measurements will not be
the same (Siddiqui and Riding 2012). Isothermal calorimetry is often used
to quantify the apparent activation energy for use in concrete hydration or
temperature simulations. The methodology used to calculate the activa-
tion energy from isothermal calorimetry data is described by Poole et al.
(2007).

Calorimetric data can be used to calculate the temperature develop-
ment in heavy castings. As the heat produced from hydration heats up a
cast concrete, calorimetric measurements are needed as input data to cal-
culations of temperature rise, strength development, risk of cracking, etc.
Traditionally, semiadiabatic and adiabatic calorimetries have been used for
this as these techniques can be used on concrete samples (Kada-Benameur
et al. 2000; Poole et al. 2007; Riding et al. 2011). Furthermore, since con-
crete typically is made up of large proportions of aggregates and sand, one
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needs accurate information of the thermal properties of all constituents in
the concrete mixture. As a result, many users use a combination of isother-
mal calorimetry for the effect of temperature on the heat of hydration rate
and semiadiabatic or fully adiabatic calorimetry for the resulting concrete
temperature development; see e.g. Riding et al. (2012).

2.4.3 Influence of water-cement ratio
on hydration kinetics

Figure 2.10a shows the influence of w/c on the heat flow. A decreasing wi/c
increases early hydration kinetics, which is probably because of the higher
concentration of alkali ions in the pore solution, promoting the dissolution
of the anhydrous phases (Danielson 1962). However, the long-term degree
of hydration is decreased (see Figure 2.10b), as less water is available (below
a w/c of about 0.4, full hydration cannot be reached in the case of portland
cement and self-desiccation may occur) and less space for hydrates to grow
is available (Lothenbach et al. 2011).

Another similar application of isothermal calorimetry is the assessment
of the thermal power at different curing regimes; see Figure 2.11. Sealed
conditions, which are the usual case in isothermal calorimetry, are com-
pared to pastes with extra water added on top of the sample. This extra
water causes an increase in cumulative heat and thus an increased hydra-
tion degree. The effect becomes more pronounced at lower w/c, where the
samples tend to undergo self-desiccation. The same effect can be seen also
with other types of cement, such as calcium sulfoaluminate cements. As
this type of cement needs a higher w/c for complete hydration compared
to portland cement (around 0.5-0.6 instead of 0.4; see Winnefeld and
Lothenbach 2010), the effect of the extra water is already very evident at a
w/c of 0.7; see Figure 2.12.
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Figure 2.10 Influence of the w/c on (a) hydration heat flow and (b) cumulative heat of a
CEM 1 52.5 N. (Adapted from Lura, P. et al., Journal of Thermal Analysis and
Calorimetry, in preparation, 2015.)
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Figure 2.11 Influence of extra water on portland cement hydration. Sealed: cured in
vials; saturated: cured with added water on top of sample in vial. Normal
calorimetry conditions are equivalent to sealed samples: this can have an
important effect at low w/c. (Adapted from Chen, H. et al., Cement and
Concrete Research, 49, 38—47, 2013.)
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Figure 2.12 Influence of extra water on hydration of a calcium sulfoaluminate cement at
a w/c of 0.70. Sealed: cured in vials; saturated: cured with added water on
top of sample in vial. (Adapted from Lura, P. et al., Journal of Thermal Analysis
and Calorimetry, 101(3), 925-932, 2010).

2.4.4 Correlation with setting
and strength development

There is no direct correlation between cement hydration and set, since the
relative proportions of binder, water and aggregates determines how far
the cement hydration needs to proceed to create enough rigidity of a mix-
ture to reach set. However, for a given mixture design it is clear that initial
and final sets both occur at a specific point on the accelerating phase (see
Figure 2.3). Typically, depending on the type and amount of binder and
water content, the initial set for most conventional concrete mixtures at w/c
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Figure 2.13 Correlation between compressive strength of EN 196 standard mortars
and standard heat of hydration according to ASTM CI1702 (2014), exclud-
ing any heat produced up to 90 minutes after mixing. (Courtesy of Aalborg
Portland, Aalborg, Denmark.)

of 0.35-0.50 occurs soon after the main reaction has started and the final
set occurs closer to the maximum thermal power.

As with setting, there is no general relation between heat production and
strength of concrete (as aggregate, water and porosity have a very strong
effect on strength). As with setting, it is possible to correlate strength with
heat for a given mixture design, such as standard mortars, simply by cor-
relating the measured heat of hydration with the measured strength at dif-
ferent hydration times. Since heat of hydration by isothermal calorimetry
is much more repeatable and a less labour-intensive method compared to,
for example, compressive strength at 24 h, this is of interest for cement
producers. Figure 2.13 shows the correlation between compressive strength
of EN 196 mortars and heat of hydration (ASTM C1702 2014) measured
from 1 to 7 days curing at 20°C during cement production. As with tradi-
tional concrete maturity, the initial heat produced before the acceleration
phase (see Figure 2.3) is not considered useful for strength development and
therefore not included.

2.4.5 Sulfate optimisation for portland cement

Sulfate optimisation of hydraulic binders is one of the main tasks in cement
technology; see, e.g. Lerch (1946), Tang (1992) and Tang and Gartner
(1987). The optimisation using heat of hydration is an alternative to the
strength-based method used by most cement producers. A second method
based on the secondary aluminate hydration at sulfate depletion (see Figure
2.3) described in ASTM C1679 (2014) is also used mainly for portland
cements. Figure 2.14 shows an example for a fly ash-blended cement with
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Figure 2.14 Sulfate optimisation of a fly ash—blended cement type CEM II/A-W using
isothermal calorimetry. Sulfate has been added in increments to determine
the optimal level. (a) Thermal power; (b) heat of hydration (excluding the
initial 30 minutes).

a high cement aluminate content that displays an easily identifiable sulfate
depletion peak (Lerch 1946). Calcium sulfate hemihydrate was added in
increments of 0.5% SO, by mass of cement and the response was measured
at 20°C using both isothermal calorimetry and compressive strength deter-
mination. Figure 2.14a gives thermal power curves, showing the delay of
sulfate depletion as hemihydrate is added to the cement. As a rule of thumb
the sulfate depletion peak for a well-balanced cement should appear several
hours after the maximum of the main hydration peak (see Figure 2.3). In
Figure 2.14b the corresponding heat of hydration as a function of total SO,
content is shown. Figure 2.15 shows the optimum SO; curves at 24 hours
using heat of hydration and compressive strength. It is seen that calorimetry
and strength measurements give very similar results and that sulfate optimi-
sation by calorimetry should work as well as that by strength measurements.
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Figure 2.15 Sulfate optimum curves for a fly ash—blended cement type CEM II/A-W
using heat of hydration and compressive strength. The strength measure-
ments give an optimal SO; content of 2.9%; the heat measurements give
3.0%.

2.4.6 Reactivity of supplementary
cementitious materials

Isothermal calorimetry on cements with different concentrations of supple-
mentary cementitious materials (SCMs) can be used to assess the reactiv-
ity of SCMs. Measurements are typically made with different fractions of
SCM so that one can see how the SCM addition changes the rate of hydra-
tion and the produced heat. Measurements can be made either with the
same mass of cement and different amounts of the SCM or with a constant
mass of cement plus SCM. An inert reference material, such as quartz pow-
der (ideally the quartz powder has a particle size distribution very similar
to that of the examined SCM) can be used to distinguish the so-called filler
effect from the contribution of a reactive mineral addition such as slag or fly
ash on the heat of hydration. The term filler effect describes, as summarised
by Berodier and Scrivener (2014), Deschner et al. (2012), Lothenbach et
al. (2011) and Scrivener et al. (2015), the effect of adding a material which
(initially) does not react itself but (1) provides additional nucleation sites
for hydrate phases and (2) increases the w/c, which increases the long-term
hydration degree by providing more space for the hydrates to precipitate
(see Figure 2.10b). The partial replacement of portland cement by quartz
in Figure 2.16 causes an increase in cumulative heat due to the filler effect.
Fly ash and slag show, besides the filler effect, an additional contribution
to the heat of hydration which is related to their participation in the hydra-
tion reactions. There are several attempts to extract the reaction degree
of SCM from calorimetric measurements described in literature; see, e.g.
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Figure 2.16 The effect of additions of different SCMs (substitution level 50%) on the hydra-
tion heat of a CEM | 52.5 R. The binders were hydrated at 20°C using a water—
solid ratio of 0.50. The released heat is normalised to the amount of portland
cement. (Unpublished calorimetric data of the cements used in Schéler, A.
et al., Cement and Concrete Composites, 55, 374-382, 2015. With permission.)

Kocaba (2009), Kocaba et al. (2012), Lothenbach et al. (2011), Pane and
Hansen (20035), Poppe and De Schutter (2005) and Scrivener et al. (2015).
For slags, Kocaba (2009) extracted the heat attributed to their participa-
tion in the hydration reactions as described previously; see Figure 2.16.
To convert heat to reaction degree, the enthalpy of slag reaction would be
needed; however, reliable data are lacking in literature. Instead, the reac-
tion degree of the slag was determined by image analysis using scanning
electron microscopy (SEM)-BSE images of polished sections (see Chapter
8) and used for calibration, as shown in Figure 2.17. A drawback of the
calorimetric methods for determining the degree of hydration of SCM is
that long-term effects (due to the inaccuracy of calorimetric measurements
lasting longer than approximately 14 days) and low-reactivity SCM such as
many fly ashes (see, e.g. Figure 2.16) cannot be assessed. Regarding long-
term effects, chemical shrinkage (see Chapter 3) may be used instead of
calorimetry (Kocaba 2009; Kocaba et al. 2012).

Figure 2.18 shows an example of the use of calorimetry to measure the
activity of a biomass fly ash in water without portland cement at 20°C.
This approach is sometimes useful to isolate the comparably low fly ash
heat of hydration. Figure 2.19 shows a similar example where three differ-
ent samples of high-calcium fly ash are hydrating in a ‘simulated portland
cement environment’ including 50% calcium hydroxide with 0.5 M NaOH
at w/c of 1.0, thus using heat of fly ash hydration as a test method for fly
ash activity in a well-defined chemical environment, excluding interference
from portland cement clinker.
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Figure 2.17 Calorimetric curves of portland cement—slag blends (60:40 by mass) cali-
brated with SEM—IA. The left y axis shows the contribution of the slag to
the heat of hydration; the right y axis, the hydration degree of the slag as
determined by SEM-IA. The values after 28 days were used for calibra-
tion. (Adapted from Kocaba, V., ‘Development and evaluation of methods
to follow microstructural development of cementitious systems including
slags’, PhD Thesis no. 4523, Ecole Polytechnique Fédérale de Lausanne,
Switzerland, 2009.)

2.4.7 Cement-admixture interactions

One of the main purposes of organic or inorganic admixtures is to con-
trol the hydration kinetics of cementitious systems; see, e.g. Cheung et al.
(2011) and Ramachandran (1996). Isothermal calorimetry is ideally suited
to quantifying how additives and admixtures change the rate of hydration
(Wads6 20035). One case of special importance is the possibility of detecting
incompatible combinations of binder and admixtures. Most admixtures
adsorb on the surface of cement hydrates and therefore alter the rate and
sometime also the path of cement hydration. Parameters such as admixture
type, dose, amount, addition time relative to water, mixing intensity and
temperature are important and can be systematically assessed using iso-
thermal calorimetry. Most undesired interactions occur as a result of the
mixture of binder and admixture becoming undersulfated with respect to
the reactivity of the aluminate phases at any stage of the early cement hydra-
tion. Isothermal calorimetry is an excellent technique for studying this as
the early reactions — and hence the early heat production rate — are quite
different when not enough sulfate is accessible to control the aluminate
hydration (Sandberg and Roberts 2005). This is illustrated in Figure 2.20a.
Without the admixture, the cement shows normal hydration behaviour.
The admixture accelerates C;A reaction, and an uncontrolled aluminate
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Figure 2.18 Biomass fly ash hydration power in water, comparing two reactive samples
with one nonreactive sample (Ash #3): (a) 0-8 h, capturing the initial hydra-
tion; (b) 0—170 h capturing later reactivity. Note the different scales of the
y axes to highlight the difference in hydration between the two reactive
biomass ashes starting at approximately 100 h.

reaction occurs, which is also due to the presence of a low amount of sol-
uble sulfate. In the case of the higher admixture dosage, the system even
shows a flash set, and no significant strength-giving alite hydration occurs
during the first 20 hours. When 0.5 mass% additional soluble sulfate is
added, the early aluminate reaction is reduced, and less retardation of the
alite hydration occurs (Figure 2.20b).

Figure 2.21 shows the heat flow development of cement pastes without
and with 0.3% of superplasticiser in simultaneous and in delayed addi-
tion mode (Winnefeld 2008). Products based on polycarboxylate ether
(PCE) and sulfonated naphthalene-formaldehyde polycondensate (SNF) were
applied. Compared to the plain paste, the pastes with admixtures show
a retardation of the setting and a delay of the main hydration peak. In
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Figure 2.19 Three different samples of high-calcium fly ash hydrating in a simulated port-
land cement pore solution environment, with excess water, calcium hydrox-
ide and 0.1 M NaOH. (a) Initial hydration 0—2 h after mixing. (b) Residual
hydration 0-24 h after mixing. Note that the scales of the y axes are differ-
entinaandb.

simultaneous addition mode, the SNF causes less retardation compared to
the PCE at the same dosage. In the case of the PCE, the delayed addition
mode causes almost no alteration to the shape of the heat flow curve when
compared to the direct addition mode. In the case of the SNF, however,
the delayed addition causes a much stronger retardation compared to the
simultaneous addition. The admixture adsorption was lower in the case of
the delayed addition compared to the direct addition; see also Uchikawa et
al. (1995). The stronger retardation in the delayed addition mode can be
explained by the fact that less admixtures is incorporated in early hydra-
tion products than in the case of direct addition; thus, more superplasticiser
is available to retard cement hydration (Sandberg and Roberts 2005).

Further examples of cement—admixture interaction studies are given, e.g.
by Cheung et al. (2011), Ramachandran (1996) and Sandberg and Roberts
(2005) and in ASTM C1679 (2014).
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Figure 2.20 Heat flow calorimetry of a portland cement without and with a water reducing
admixture (WRA) added that accelerates the aluminate reaction. The cement
used meets the specifications of ASTM Il and V portland cement. (a) The cement
was used as it is (2.5 mass% SOj;); (b) 0.5 mass% soluble sulfate was added to the
cement (total sulfate content 3.0 mass%). (Reprinted from Sandberg, P. J., and
L. R. Roberts, Journal of ASTM International, 2(6), 1-14, 2005. With permission.)

0.3% SNE
ce 0.3% SNF delayed
7N\ SRR

3.0

2.5

2.0

1.5

1.0

Heat flow (mW/g)

0.5

0.0

0 8 16 24 32 48
Hydration time (h)

Figure 2.21 Heat flow of a CEM | 42.5 hydrated at 20°C using a w/c of 0.35.
Superplasticisers based on PCE and SNF were added at a dosage of 0.3
mass% (dry mass) referred to the cement. The admixtures were either dis-
solved in the mixing water or added dissolved in 10% of the mixing water
30 s after starting the mixing process (delayed addition). (Adapted from
Winnefeld, F., ZKG International, 61(11), 6877, 2008.)

Note that tests with dispersing or retarding admixtures using cement
paste are generally not recommended to solve issues with concrete unless
special care is taken to properly shear the cement grains in a concrete-
like manner. This is because the adsorption of the admixture on cement
hydrates and the resulting retardation are highly dependent on the mixing
intensity.
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2.4.8 Dry mix mortars

Dry mix mortars often exhibit a quite complex mix composition, especially
if they are rapid setting and/or rapid hardening. In the latter case, they
generally contain binary or ternary binders based on calcium aluminate
or calcium sulfoaluminate cements in blends with calcium sulfate without
and with portland cement. Isothermal calorimetry is an efficient method to
use for optimising mix designs of such mortars with respect to the hydra-
tion kinetics. As only small cement mortar or paste samples are used, the
influence of the binder composition as well as of different combinations
of accelerators, retarders, water reducers, plasticisers, etc. can quickly be
tested. Two examples of how the amount of calcium sulfate addition is able
to influence hydration kinetics are shown for blends of calcium aluminate
cement with hemihydrate (Figure 2.22) and ternary binders based on port-
land cement, calcium sulfoaluminate cement and anhydrite (Figure 2.23).

Figure 2.24 shows that some dry mix mortars, in this case a self-levelling
compound based on a ternary binder composed of portland cement, cal-
cium aluminate cement and calcium sulfate, may show very complex heat
flow patterns, which cannot be interpreted without further analysis, e.g.
by XRD or TGA. Figure 2.24 highlights as well the retarding influence of
casein, which is often used as plasticiser in self-levelling compounds, on
hydration. More examples of this are given, e.g. by Anderberg and Wadso
(2009).
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Figure 2.22 Hydration kinetics of various blends between calcium aluminate cement and
hemihydrate. The numbers given refer to the ratio between calcium alumi-
nate (CA) and hemihydrate (HH). The samples were hydrated at 20°C using
a water—solid ratio of 0.40. (From Bizzozero, J., ‘Hydration and dimensional
stability of calcium aluminate cement based systems’, PhD Thesis no. 6336,
Ecole Polytechnique Fédérale de Lausanne, Switzerland, 2014.)
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Figure 2.23 Influence of the amount of anhydrite added on the hydration kinetics of
ternary binders based on portland cement (PC), calcium sulfoaluminate
cement (CSA) and anhydrite hydrated at 20°C and at a water—binder
ratio of 0.50. Citric acid (0.27 mass% referred to binder) was added as set
retarder. (Adapted from Pelletier, L. et al., Cement and Concrete Composites,
32(7), 497-507, 2010.)
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Figure 2.24 Hydration heat flow of three different self-levelling compounds based on
ternary binders portland cement—calcium aluminate cement—calcium sulfate
(portland cement dominated) which differ only in the amount of the flow
agent casein. A formulation without casein is compared to two formulations
with half the usual and the usual dosage of casein. (Adapted from Kighelman,
J., ‘Hydration and structure development of ternary binder system as used
in self-levelling compounds’, PhD Thesis no. 37777, Ecole Polytechnique
Fédérale de Lausanne, Switzerland, 2007.)

2.5 CONCLUSIONS AND OUTLOOK

Calorimetric techniques have been used for 100 years in the cement field.
Today the heat-of-solution method is being phased out, while isothermal
and (semi)adiabatic calorimetry will continue to be used both for heat of
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hydration measurements and as a general monitoring of concrete hydration

rate.

Table 2.2 summarises the most important issues related to the different
methods. Isothermal calorimetry has seen a recent increase in use as an
analytical instrument as more user-friendly instruments have come to the

market.

Table 2.2 Comparison of the different calorimetric methods

Method Advantages Drawbacks
Isothermal Very repeatable at early age Low signal after several days
calorimetry due to testing at near- requires costly instrumentation

Semiadiabatic
calorimetry

Heat-of-solution
method

constant temperature

Easy to test at different
temperatures

Easy to measure the effect of
SCM and admixtures

Popular but relatively new
standards in ASTM; CEN
effort in progress

Well established for
providing binder and
admixture data for
prediction of temperature
and risk of thermal cracking
in field structures

Multicell instruments very
suitable for large matrix
testing, for example, binder
and admixture selection
prior to concrete testing

Can be combined with other
measurement techniques

Historically well-established
standards cement (CEN
Langavant method)

Simple and cheap equipment
for testing in industrial lab
(usually not calibrated)

Well established for
providing concrete data for
prediction of temperature
and risk of thermal cracking
in field structures

Historically well established
in both ASTM and CEN
standards

Does not tie up instrument
for the time of hydration

Caution required if testing samples
that may generate erroneous data
due to temperature mismatch
between sample and calorimeter;
typically an issue during the first
1-2 h when testing concrete or
even paste with a binder with a
high heat of hydration (especially
when the heat is released rapidly)

Small samples extracted from
larger sample preparation batches
may result in nonuniform binder
content, in which case the results
are only semiquantitative, unless
the binder content is directly
measured and accounted for

Small paste samples may give
erroneous kinetic effects of
admixtures when compared to
concrete

Indirectly calculated heat from
temperature rise and estimated
heat loss

Extensive calibration procedure
when heat of hydration should be
determined

Rather poor repeatability

Temperature rise alters hydration
kinetics

Temperature-induced effects may
not be relevant for field
applications

Requires use of hazardous chemical
(hydrofluoric acid, nitric acid)

Rather poor repeatability

Discontinuous measurement
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Table 2.3 General considerations about best practice for (isothermal) calorimetry

Topic

General considerations

Instrument

Calibration

Mixing and

charging

Measurement

Evaluation

Use an appropriate instrument (with respect to sensitivity, sample
quantity, temperature range, stability, etc.).

Check the temperature of the thermostat by an independent
temperature measurement.

Measure and, if needed, adjust for the error caused by water
vapour leakage from sample vials if performing tests with very low
signal, such as when testing normal cementitious mixes beyond

48 hour.

Stable climate is needed for precise long-term measurements.

If you measure at low temperature (e.g. 5°C—10°C), place your
instrument in a climate room of similar temperature. Otherwise
condensation will occur inside your machine, spoiling not only your
measurements but also the instrument.

Calibration coefficients and baselines have very stable values when
the same setup is used.

A calibration interval of, e.g. 3 months is appropriate.

Recalibrate when you change the experimental conditions (type of
vials, different temperature, highly different sample quantity, etc.).
Baselines should be measured for at least 10 hour; over the
weekend is better.

Ensure proper mixing. The mixing process influences kinetics.

Take care that your sample is representative when you take
material from a larger mix.

Stiff mixes are not suitable for internal mixing.

Charge your samples as rapidly as possible.

Charging introduces extra heat (temperature difference between
calorimeter and climate room, mixing energy, early hydration
reactions). This can be reduced by thermostating the raw materials
in the calorimeter.

One smaller sample may be charged for capturing the initial
reactivity,and one larger sample for capturing later age reactivity.
Do not use too large samples — your conditions might not be
isothermal anymore and an acceleration of hydration kinetics might
occur (could be checked by temperature measurements).

Use an appropriate reference with the same (+10%) heat capacity
as your sample. Use, e.g. quartz sand or water.The use of an old
cement paste is not recommended, as it still releases heat.

For long-term measurements (7—14 days) a stable baseline, an
appropriate reference, a suitable sample quantity and a stable
climate room are needed.

Refer your measured thermal power to the mass of cement, paste,
mortar, etc.

For determination of cumulative heat in the case of external
mixing, start the integration at a reasonable point in time (e.g.

30 min) after charging.

For very rapid processes apply the Tian correction.The time
constant of the calorimeter in the experimental setup used (type
of vial, heat capacity of the sample) needs to be determined.




Calorimetry 69

The calorimetric curve upon cement hydration, which is generally con-
tinuously monitored, provides valuable kinetic information. Thus, the
hydration times can be identified when further discontinuous hydration
experiments, e.g. using XRD or TGA, can be carried out. There have
also been interesting combinations of isothermal calorimetry and other
measurement techniques published (mainly in fields other than cement
science), such as the measurement of pressure, ion concentration, pH, rela-
tive humidity, rheology and chemical shrinkage (Champenois et al. 2013;
Johansson and Wadso 1999; Lura et al. 2010; Minard et al. 2007; Wadso
and Anderberg 2002). Recent work focused also on the calculation of heat
flow curves from in situ hydration experiments done by quantitative XRD
analysis (Bizzozero 2014; Hesse et al. 2011; Jansen et al. 2012a,b).

Table 2.3 gives the important points to consider when carrying out calori-
metric measurements. The information given refers to isothermal calorimetry,
but the considerations are also mainly valid for semiadiabatic calorimetry.
For reporting experimental conditions in journal papers and other kinds of
reports, Table 2.4 can be consulted.

Table 2.4 General considerations about reporting the experimental conditions of
(isothermal) calorimetry in publications

Topic What should be reported
Mix design * Give the exact mix composition (see Table |.4).
* Did you use paste or mortar?
Mixing * Was external or internal mixing applied?
* Which type of mixer was used and what were the operation
conditions?
Measurement * Which instrument did you use? If it is not a commercial one,
conditions describe it as accurately as possible (design, reference samples,

calibration procedure, etc.).

* The reader will assume that calibration was done according to the
state of the art and that appropriate reference samples were
chosen (see Table 2.3). It is recommended to briefly describe how
calibration was made.

* What was the temperature?

* At what time after mixing were the samples charged?

* Which sample quantities were used?

Evaluation * Specify where you refer heat flow and heat of hydration to —is it
referred to cement, binder, total solid, total paste or mortar?

* When was integration of the heat flow curves started to

determine heat of hydration?
Mention if you applied Tian correction.The time constant of the
calorimeter also needs to be reported in this case.
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3.1 INTRODUCTION

Characterisation of cement hydration is essential for both researchers and
practitioners. Measurement of chemical shrinkage provides information
on the overall development of hydration, assuming that the products are
independent of the degree of hydration. Determination of the degree of
hydration requires knowledge of the ultimate value of chemical shrinkage,
which depends on both binder composition and temperature. Measurement
of chemical shrinkage is undertaken on a saturated sample.

Cementitious materials exhibit what is known as chemical shrinkage dur-
ing hydration because the products take up less space compared to the reac-
tants. Chemical shrinkage is illustrated in Figure 3.1. Based on the reaction
scheme, the volume change associated with hydration of C,S is calculated
from the molar weights and the densities of the reactants and products. A
figure often used to illustrate the development of chemical shrinkage dur-
ing hydration of cement pastes is given in Figure 3.2. The figure is based
on work by Powers and coworkers, e.g. Powers (1935), and shows the volu-
metric proportions of the constituents — cement, capillary water, gel water,
solid hydration products — and chemical shrinkage, as a function of the
degree of hydration. Before hydration starts, the volume of capillary water
is equal to the amount of initial mixing water.

Molar weight ~ Density

(g/mol) (g/cm’)
C,S 228 3.12
H 18 1.00
Cie7910Ha1 191 2.24
CH 74.1 2.44

C,S + 3.4H — C, ,S, H,, + L.2CH
b)) CS=V, ~9vol.%

reactants ~ ” products

Figure 3.1 (a) Change in volume (chemical shrinkage, CS) due to hydration of C,S and
(b) molar weights and densities from CEMDATAOQ7 database (Lothenbach
et al. 2008; Matschei et al. 2007). The dimensions are calculated assuming a
C-S-H composition of C, ;S oH, . ® = degree of hydration. Cement chemis-
try notation used. (Courtesy of Axel Schéler.)
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1.0
7
Cs
Vcap
] V.
g
Eost -
-§ _________
—————— Vs
VC
0.0 :
0.0 0.5 1.0
Degree of hydratiom

Figure 3.2 Principle of the development of the volumetric proportions of the constituents
of the cement paste during hydration. CS: chemical shrinkage. Volumes: V_ is for

cement; V,,,, capillary water; V,, gel water; V,, solid hydration products. (Based

on Powers, T. C,, Industrial and Engineering Chemistry, 27(7), 790—-794, 1935.)

The overall change in molar volumes can be measured to follow the prog-
ress of hydration. A principle of measuring is illustrated in Figure 3.3; the
amount of water sucked into a sample of cement paste is monitored. Before
setting, when the sample is in the plastic state, chemical shrinkage might be
measured as the volume decrease of the bulk sample (assuming no constraints).
However, as soon as setting has taken place, chemical shrinkage causes some

Time

>

CS

Figure 3.3 Principle of measurement of chemical shrinkage (CS) as volume decrease of
a saturated cement paste to follow the overall development of hydration as
a function of time.
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of the pores in the solid matrix to become either filled with water from the
exterior or void. Thus, after setting, chemical shrinkage can be measured
only while water is being sucked into the sample, refilling the emptied pores.
Therefore, measurement of chemical shrinkage is undertaken on a saturated
sample with a limited sample size to avoid the emptying of water filled pores.

Measurement of chemical shrinkage is — like measurement of the heat
of hydration and the nonevaporable water content — an indirect method of
obtaining information on the degree of hydration of portland cement and
other cementitious systems. All three methods provide data which are reason-
able measures of hydration; see, e.g. Parrott et al. (1990). The advantages of
chemical shrinkage measurements are that measurements may be undertaken
continuously and over relatively long periods; the equipment is relatively inex-
pensive and making the measurements requires only limited training. The
disadvantages are that only saturated samples can be measured; there are
limitations on minimum water-to-cement ratio (w/c) and maximum sample
size; the initial reaction is not measured; there is a risk of alkali silica reaction
in glassware and the correlation between chemical shrinkage and degree of
hydration is not fully known.

A sealed sample will undergo self-desiccation. Depending on the amount
of chemical shrinkage, the pore structure and the pore liquid composition
self-desiccation will cause change and autogenous (bulk) deformation. In
the plastic state (before setting) the chemical shrinkage and the autogenous
shrinkage of a sealed and unrestrained paste sample are equal. After setting,
only part of the chemical shrinkage is reflected in autogenous shrinkage; the
remaining part of the chemical shrinkage in a nonsaturated sample results
in empty pores. Drying of a sample will result in drying shrinkage. Both
autogenous shrinkage and drying shrinkage cause deformation of the bulk
sample; these phenomena should not be confused with chemical shrinkage.

Comparing the data obtained by different methods, it should be kept in
mind that the moisture state of the hydrating material (saturated or self-
desiccated) affects the development of hydration. Figure 3.22 illustrates
possible differences between the developments of hydration of sealed and
saturated (open) samples.

Other names have been used for chemical shrinkage in English: water
absorption (Fulton 1962; Powers 1935; Swayze 1942); contraction
(Hemeon 1935); volume contraction (Mills 1962); autogenous volume
change (Swayze 1942) and pycnometry (Gartner and Pham 2005).

3.2 DETERMINATION OF TOTAL CHEMICAL
SHRINKAGE AND DEGREE OF HYDRATION

In order to determine hydration degree over time, the chemical shrinkage at
full hydration must be determined. The chemical shrinkage of a fully hydrated
cement can be estimated based on assumptions of type of reaction products
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and information on the molar volumes and the densities of the reactants and
products; see, e.g. Bentz et al. (2005); Hansen (1995); Justnes et al. (1998)
and Mounanga et al. (2004). Apparently, sufficient data are available only
for room-temperature curing of portland cement; and only limited data exist
for supplementary cementitious materials (Bentz 2007; Lura et al. 2003).
Chemical shrinkage of partially hydrated cement paste can be calculated
from the degree of hydration of the phases. Combined modelling of reaction
kinetics and phase assemblage provides a means of estimating the chemical
shrinkage of a given system at a given time (Lothenbach 2010; Winnefeld and
Lothenbach 2010); see Figure 3.4.

The chemical shrinkage of a fully hydrated cement can also be estimated
based on assumptions of hydration models. Considering the combined
effect of hydration kinetics and the broad particle size distribution of port-
land cement, Knudsen (1980; 1984) proposed the dispersion model to be
used for the quantification of the kinetics of cement hydration and the ulti-
mate value of the property investigated. The dispersion model is given by
Knudsen (1984) as follows:

CS() _  (t—ty)"
CSpax 7+ (t—1)""

(3.1)

where
CS(#) = chemical shrinkage at time ¢ (in millilitres/gram cement)
CS,,.x = ultimate chemical shrinkage (in millilitres/gram cement)
t, = duration of the induction period (in hours)
t, = reaction time (¢ - #,) to reach CS/CS,,,, = 0.5 (in hours)
n = constant describing the kinetics; 7z = 1 for linear kinetics and 7 = %
for parabolic kinetics

100 Chemical shrinkage
80 )
m Pore solution T
g
S 60 Calcite o
> Gypsum Hydrotalcite,
= Brucite
k=] Portlandite
S 40
-
o
x
20 CS-H
0
0.01 0.1 1 10 100 1000
Time (days)

Figure 3.4 Thermodynamic modelling of phase development in a portland cement
paste hydrated at 20°C. Cement composition and modelling are detailed in
(Lothenbach et al. 2008). (Courtesy of Barbara Lothenbach.)
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Because of the difference between the shapes of hydration curves and
of the dispersion model, the first part of the hydration curve cannot be fit-
ted by the model; this is illustrated in Figure 3.5. For portland cement at
20°C, the part which cannot be fitted corresponds to the degree of hydra-
tion below 10%-15%. In using the dispersion model, two different types of
kinetics were observed, linear and parabolic (Geiker 1983; Knudsen 1984).
To allow for differentiation, data for up to a minimum of 80% degree
of hydration need to be available. For some systems also, combinations
of linear and parabolic kinetics were observed; for more information see
Knudsen (1984).

Fu et al. (2012) suggested the use of a hyperbolic-like function proposed
by Xiao et al. (2009) and measurement for a minimum of 14 days using
3 mm thick samples to predict the long-term chemical shrinkage:

_CS, o xt” CS(t) t?

CS(¢ = ,
) t“+b o CS,.x t'+b

(3.2)

where
CS(t) = chemical shrinkage at time # (in millilitres/gram cement)
CS,,.. = long-term chemical shrinkage (in millilitres/gram cement)
a and b = hydration constants related to the cementitious materials’
properties

It can be observed that the hyperbolic-like function proposed by Xiao
et al. (2009) to a large extent resamples the dispersion model proposed by
Knudsen (1980, 1984).

Studying the impact of temperature on early-stage hydration of oil-
well cements and assuming no temperature impact on total heat develop-
ment, Pang et al. (2013) found that the total chemical shrinkage decreases
linearly with increasing temperature at a rate of 0.600% + 0.046% per

dt

(a) (b)

Figure 3.5 Hydration curve compared with the dispersion model (Equation 3.1): (a) integral
curve; (b) first derivative. @ = degree of hydration. Solid line: measured chem-
ical shrinkage; dashed line: modelled chemical shrinkage using Equation 3.1.
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degree Celsius. This is in the same range as earlier observed by Geiker and
Knudsen (1982) for grey and white portland cements.

3.3 SETUPS FOR MEASURING
CHEMICAL SHRINKAGE

Swayze 1942 described three principles for measuring chemical shrinkage,
which are called dilatometry, gravimetry and pycnometry:

¢ Dilatometry: measurement of the change in water (or oil) level in an
initially filled tube; no exchange of material with the environment
takes place (see Figure 3.6)

e Gravimetry: measurement of the change in buoyancy of a sample of
cement paste plus extra water; no exchange of material with the envi-
ronment takes place (see Figures 3.7 and 3.8)

e Pycnometry: measurement of the change in weight of a sample of
cement paste plus extra water (or oil); additional liquid is added to a
constant volume before measurement

As far as the author knows, Le Chatelier (1900) was the first to report
measurements of chemical shrinkage in cement paste; he used dilatometry.
This measuring principle is used in the ASTM standard for testing early-
age hydration, ASTM C1608 (2012), ‘Test method for chemical shrinkage

<— Pipette

e A few drops
: of paraffin oil

+— Water

Rubber stopper
Water

Test tube

Cement paste

(a) (b)

Figure 3.6 Devices for measurement of chemical shrinkage using dilatometry: (a) by
Geiker (1983) and (b) Courtesy of Axel Scholer.
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s N — .
I, Electrical balance
Wire .
Wire
Thermostat
Paraffin oil
Paraffin oil
le«— Test tube < —~ Water
s<— Water Sample holder
ki f—— Cement paste U Sample
Sample holder

Figure 3.7 Devices for measurement of chemical shrinkage using gravimetry (Geiker
1983).

Figure 3.8 Setup for automatic measurement of chemical shrinkage using gravimetry.

of hydraulic cement paste’. Dilatometry and gravimetry give comparable
results (Geiker 1983).

Knudsen and Geiker (1985) proposed a setup for automatic measure-
ment of multiple samples using gravimetry. The ‘gravimeter’ was devel-
oped as a pilot test but was never put into production. Instead Knudsen
and Lolk developed an automatic apparatus, the ‘konometer’, which mea-
sures the displacement of the pistons in special test syringes; see Figure 3.9.
Increased focus was given to the possible use of chemical shrinkage for the
quality control of cementitious materials and aggregates (Knudsen 19835),
and the so-called konometer is in Denmark used for testing the alkali-
aggregate reactivity in only 20 hours by means of the chemical shrinkage
method (Danish Technological Institute 1989). Comparing test methods for
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Figure 3.9 (Well-used) Konometer for automatic measurement of chemical shrinkage.
Here it is used for testing the alkali reactivity of sand. (Courtesy of Seren Lolk.)

early-age behaviour of cementitious materials Bullard et al. (2006) applied
automatic gravimetry and rather large samples of approximately 200 g paste
but with limited height to facilitate correct measurements (see Section 3.4).

An automatic setup for measuring chemical shrinkage using dilatometry
and a webcam has been developed at the Ecole Polytechnique Fédérale de
Lausanne (EPFL) (Costoya 2008) based on the protocol by Geiker (1983);
see Figure 3.10. A modification of the EPFL setup is used at the Oregon
State University (Fu et al. 2012).

Selected protocols for measuring chemical shrinkage using dilatometry
are compared in Table 3.1. In Section 3.9 guidelines for analysis using man-

ual dilatometry and automatic gravimetry are given based on protocols of
Geiker (1983).

Figure 3.10 Setup for automatic measurement of chemical shrinkage using dilatometry
(Berodier 2014b).
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3.3.1 Calculations

Chemical shrinkage is computed as the measured millilitres of sorbed
water, i.e. the volume decrease per gram of cement in the paste sample. The
mass of cement powder in the vial is given by (assuming density of water at
1000 kg/m?3) (ASTM 2012) as

Mcement = (Mvial+paste - Mvial)/(l + W/C)a (3-3)
where
M, nene = mass of cement in the vial (in grams)
vialepaste = Mass of vial with paste (in grams)
M,;,; = mass of empty vial (in grams)

w/c = water—cement ratio by mass of paste

The chemical shrinkage per unit mass of cement at time ¢ is (ASTM
C1608 2012)

CS(t) = % (3.4)

cement

where
CS(t) = chemical shrinkage at time # (in millilitres/gram cement)
h(t) = water level in pipette at time ¢ (in millilitres)
h(t.;) = water level in pipette at the reference time .. (in millilitres)

The first reading can be done when the samples is in temperature equi-
librium with the surroundings. In ASTM C1608 (2012) a reference time of
1 hour is used. For portland-based cements hydrated at 20°C the degree of
reaction developed during the first hour is relatively limited; see, e.g. Justs
et al. (2014). However, for hydration at higher temperatures or more reac-
tive systems, attempts should be made to obtain temperature equilibrium
earlier (e.g. temperature conditioning the constituent materials before mix-
ing and using [a series of] smaller samples).

3.4 SAMPLE DIMENSIONS

The sample dimensions are critical when measuring chemical shrinkage for
longer periods and on dense pastes. The size should be sufficiently large to
provide accurate measurements and sufficiently small to reduce sources of
error as possible temperature effects and self-desiccation due to depercola-
tion of the capillary porosity.

Examples of the impact of samples height and paste denseness (combina-
tion of w/c and fineness) are given in Figure 3.11. Initially, the measured
chemical shrinkage is independent of sample height, but after a certain time
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Figure 3.1 Chemical shrinkage of cement paste samples varying in height and wic
(20°C). Left graphs: ordinary portland cement (PC); right graphs: rapid-
hardening portland cement (RPC) (Geiker 1983).
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Figure 3.12 Correlated values of water—cement ratio and sample size not causing an
apparent change in kinetics for degree of hydration a0 < 0.85 of rapid-hardening
portland cement at 20°C. The solid line indicates the recommended com-
bination of minimum w/c and maximum sample height to be used (Geiker
1983).

chemical shrinkage development of the high samples reaches a plateau and
the actual chemical shrinkage is no longer measured. The higher the sample
and the denser the paste, the earlier this plateau is reached. To ensure that
the developed chemical shrinkage can be measured, the thickness of the
sample must be sufficiently small to allow the exterior water to refill all
pores being emptied due to chemical shrinkage. For a given cement paste,
the maximum sample height should be determined depending on the w/c
of the paste and the required period of measuring/degree of hydration; see
Figure 3.12. Similar observations have been reported by, e.g. Chen et al.
(2013) and Sant et al. (2006).

3.5 SOURCES OF ERROR

Potential sources of error when measuring chemical shrinkage are sum-
marised in Table 3.2.

The importance of including blank samples (without paste) in each mea-
suring series and correcting for possible volume changes due to causes other
than chemical shrinkage is illustrated in Figure 3.13. This figure shows (1)
the measured development of chemical shrinkage of anhydrite due to the
reaction to gypsum (CaSO, + 2H,0 — CaSO,-2H,0) measured according
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Figure 3.13 Chemical shrinkage of anhydrite pastes (water-to-solid ratio [w/s] = 2)
hydrated at 20°C and volume change (per mass of anhydrite) of blank samples.
Dilatometry was done using the Empa procedure (see Table 3.1) on three
replicate samples; the error bars indicate the standard deviation. The calcu-
lated maximal chemical shrinkage for full hydration of the anhydrite (0.054
mL/g) is indicated with a dotted line. (Courtesy of Barbara Lothenbach.)

to the Empa procedure but with little water and mainly oil (see Table 3.1)
before correcting for the volume change of the blank samples and (2) the
measured volume change (per mass of anhydrite) of the blank samples with
either oil or water plus a drop of oil at the top (standard Empa procedure;
see Table 3.1). Figure 3.14 illustrates the swelling of stoppers after storage
in oil for several months. The stoppers were found stable for short-term (a
few days’) exposure to oil.

Figure 3.14 Stoppers before and after exposure to oil for several months.
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Figure 3.15 Effect of amount and composition of fluid on top of cement paste on mea-
sured chemical shrinkage. w/c = 0.30; 25 g paste; water: deionised water,
syn. PS: synthetic pore solution, CH PS: calcium hydroxide saturated pore
solution. (After Sant, G., P. Lura and ]. Weiss, Journal of the Transportation
Research Record, 1979, 21-29, 2006.)

The composition and the amount of fluid applied on top of the cement paste
affect the measured chemical shrinkage. The larger the amount and the more
diluted the fluid, the higher the initial rate of chemical shrinkage. (Sant et
al. 2006); see Figure 3.15. To reduce the possible impact of the fluid, the
excess fluid should be limited; see Table 3.2 and the guidelines in Section 3.9.

3.6 GENERAL REPRODUCIBILITY

Based on an interlaboratory study including seven laboratories, the repeat-
ability and the reproducibility (standard deviation) of chemical shrinkage
measurements 24 h after mixing using ASTM C1608 (2012) (dilatometry)
were 0.00193 and 0.00240 mL/g, respectively. Assuming 50% hydration
and a total chemical shrinkage of 0.06 mL/g, this corresponds to approxi-
mately 7%. Bullard et al. (2006), in undertaking a multilaboratory study,
found a 5% reproducibility of automatic gravimetry measurements based
on three tests between 1 and 24 h.

An example of the accuracy of automatic dilatometry using a webcam
and the EPFL procedure (see Table 3.1) on replicate samples of portland
cement paste is shown in Figure 3.16. The accuracy of the Empa procedure
(see Table 3.1) is illustrated in Figure 3.17.

A comparison of the volume changes in the PC-Qz and H,O-blank
samples (i.e. in a water-filled vessel) illustrates also that for the applied
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Figure 3.16 Automatic dilatometry using webcam and the EPFL procedure (see Table
3.1) on replicate samples of portland cement paste (CEM | 52.5R, w/c = 0.4,
mixed 2 min at 1600 rpm). (After Berodier, E., Impact of the supplementary
cementitious materials on the kinetics and microstructure development of
cement hydration, PhD thesis, Ecole Polytechnique Fédérale de Lausanne,
Switzerland, 2014.)

0.14
0.131
0.12 1
0.11 1
0.10 1
0.09 1
0.08 1
0.07 1
0.06 —~PC-Qz
0.0101 +I—[20-blank

Volume change (mL)

0.005 4

0.000 ¢ . . . . . . . . .
0 5 10 15 20 25 30 35 40 45
Time (days)

Figure 3.17 Chemical shrinkage of portland cement—quartz (PC-Qz) pastes (water-to-
binder ratio [w/b] = 0.5, CEM | 52.5 R) hydrated at 20°C. Chemical shrink-
age is given as volume change to compare with measured volume change of
blank samples. Dilatometry was done using the Empa procedure (see Table
3.1) on three replicate samples; the error bars indicate the standard devia-
tion. (Courtesy of Axel Schéler.)
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setup and investigated system, measurements of chemical shrinkage should
be limited to approximately a month as at later times when little further
reaction occurs, the general drift might become comparable to the mea-
sured changes.

3.7 CASE STUDIES

3.7.1 Effect of mineral additions
on chemical shrinkage development

Studying the reaction in blended systems, Scholer et al. (2015), among oth-
ers, used chemical shrinkage measurements. They observed that both inert
and reactive additives caused increased chemical shrinkage development
of Portland cement pastes (see Figure 3.18) and concluded that supplemen-
tary cementitious materials both have a physical and a chemical effect on
blended Portland cement-based systems. The replacement of a fraction
of the cement by quartz results in a higher effective water—cement ratio,
inducing a higher degree of cement reaction as mirrored in the higher
chemical shrinkage for the quartz-blended cement. The difference between
the chemical shrinkages of the slag-blended and quartz-blended cements

indicates the reaction of the slag. Similar observations were reported by
Berodier (2014a).

0.08

Contribution of FA-LS
O 0.07 1 Z I
-
00,06 A
E
< 0.051 gi22]
1Y)
£
k= 0.041 X Filler effect
E o a2
» 0.03 1 BFS-FA-LS-Qz Contribution of BFS
s ] o 30-20-0-0
= | 8 —0—30-15-5-0
qE) 0.02 4-30-10-10-0
<= —v—30-5-15-0 ——0-0-0-50
L 0.011 —6—30-0-20-0 Reference

—<—30-0-0-20 o PC

q

0.00

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Time (days)

Figure 3.18 Chemical shrinkage of portland cement—slag—fly ash—limestone—quartz
(PC-BFS-FA-LS-Qz) systems. Pastes were hydrated at 20°C (w/c = 0.5, CEM
1 52.5 R, 50% cement by mass in blended systems; details are in Scholer et
al. [2015]). Dilatometry was done using the Empa procedure (see Table 3.1)
on three replicate samples; the error bars indicate the standard deviation.
(Courtesy of Axel Schéler.)
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3.7.2 Effect of temperature on chemical
shrinkage development

Studying, among others, the impact of temperature on the rate of cement
hydration, Geiker (1983) used the measurement of chemical shrinkage
in combination with modelling using the dispersion model developed
by Knudsen (1984) (Equation 3.1). Figure 3.19 illustrates typical data
obtained for pastes of rapid-hardening portland cement (w/c = 0.5) using
gravimetry and a maximum sample height of 20 mm. The measured
data illustrate the impact of temperature on compressive strength, while
the relative chemical shrinkage data illustrate the impact of temperature
on the rate of reaction.

Based on the data, an apparent activation energy of 50—-60 kJ/mol was
found for the rapid-hardening portland cement tested, assuming that the
rate of reaction can be described by the reaction time #, obtained by the dis-
persion model (Equation 3.1) and using the Arrhenius equation (Castellan
1970)

k = A exp(~E,/RT) < In(k) = In(A) - E/RT, (3.5)

where
k = the rate of reaction
A = constant
E, = apparent activation energy (in kilojoules/mole)
R = gas constant (8.31 J/K mol)
T = temperature (in kelvins)

0.06

0.05

0.04

0.03

0.02

0.01

Chemical shrinkage (mL/g)

0.00

1 10 100 1000 1 10 100 1000

(@) Time (h) (b) Reaction time (h)

Figure 3.19 Chemical shrinkage development of rapid-hardening portland cement cured
at 20, 35 and 50°C (w/c = 0.5, high-speed mixing, gravimetry, maximum
height 20 mm): (2) as measured; (b) relative chemical shrinkage (CS/CS,,,,)
versus reaction time according to the dispersion model (Equation 3.I)
(Geiker 1983).
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Figure 3.20 Comparison of measured chemical shrinkages of cement pastes of ASTM
CI50 types I/ll and 1l and a 75:25 blend (w/c = 0.4) and predicted chemi-
cal shrinkages of the 75:25 blend by applying the law of mixtures. Error
bars indicate %I standard deviation for three replicate specimens for each
cement paste (Bentz 2010). (Courtesy of Dale Bentz.)

Similar values for the apparent activation energy of portland cement

were determined using isothermal calorimetry; see, e.g. Kada-Benameur
et al. (2000) and Schindler (2004).

3.7.3 Predicting chemical shrinkage
of various cement blends

Bentz (2010) suggested the engineering of the performance of concrete by
blending cements differing in fineness. In his study he showed that the heat
development, the chemical shrinkage and even the compressive strength of
the blended systems could be accurately predicted using a law of mixtures.
Figure 3.20 illustrates the applicability of the law of mixtures for a 75:25
blend of a coarse type I/Il and a fine type III ASTM C150 cement.

3.8 COMPARISON OF CHEMICAL
SHRINKAGE WITH OTHER METHODS
OF HYDRATION CHARACTERISATION

If the hydration reactions were not changing during the development of hydra-
tion, different characterisation methods should provide similar information
on the degree of hydration. However, the hydrates do not react simultane-
ously and the reaction products vary. Nevertheless, reasonable correlation
between data obtained with different characterisation methods is observed.

Selected experimental methods of monitoring portland cement hydra-
tion were compared by Parrott et al. (1990). Near-linear relations were
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found between chemical shrinkage and heat of hydration and between
chemical shrinkage and quantitative X-ray diffraction (XRD) data. The
cements tested were an ordinary portland cement, a high-belite cement and
a Danish white portland cement.

Combined isothermal calorimetry and chemical shrinkage is increas-
ingly used for kinetic studies, e.g. for investigations of the effect of par-
ticle size on the hydration kinetics and microstructural development
of alite pastes (Costoya 2008). For measuring the degree of reaction of
slag in blended pastes, isothermal calorimetry and automatic chemical
shrinkage using dilatometry and webcam in combination with scanning
electron microscopy (SEM) mapping using backscattered electrons with
image analysis (IA) for calibration were found promising (Kocaba 2009;
Kocaba et al. 2012); see Figure 3.21. To determine the contribution of
the slag, data for cement—filler systems were subtracted from data for
cement-slag systems.

Studying the impact of temperature on early-stage hydration of oil-well
cements, Pang et al. (2013) found that the ratio between total chemical
shrinkage and total heat release at complete hydration (CS,,,./H,,..) varies
slightly with cement composition (mainly C;A content) and decreases with
increasing curing temperature. See Section 3.3 for further information on
the temperature dependency.

Simultaneous measurements of chemical shrinkage and heat develop-
ment illustrate the importance of comparable curing conditions (Lura et al.
2010). Sealed cured samples showed lower heat development compared to
saturated (open) samples; see Figure 3.22.

max

0.12—= Ca0Q

e CS: C40S8
0.1

——CS: 58 = (CS: C4058 — CS: C40Q)
x SEM-IA: S8 f—""’_—_TOS_S 105
0.08
// 85
0.06
M c40Q
0.04 / 65
M
0.02 45

0 5 10 15 20 25 30
Time (days)

Degree of reaction

Chemical shrinkage (mL/g PC)

Figure 3.21 Chemical shrinkages (CS) of blends of cement and slag (C40S8) and cement
and quartz (C40Q) and calculated chemical shrinkage originating from slag
reaction versus degree of slag reaction determined by SEM-IA mapping.
(After Kocaba, V., Development and evaluation of methods to follow micro-
structural development of cementitious systems including slags, PhD thesis,
Ecole Polytechnique Fédérale de Lausanne, Switzerland, 2009.)
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Figure 3.22 Chemical shrinkage as a function of cumulative heat of hydration (a) for
calcium sulfoaluminate cement (CSA) and portland cement (PC) pastes and
(b) for two portland cement pastes with different w/c. The open symbols
show the results of saturated (open) samples where chemical shrinkage and
heat flow were measured simultaneously, while the full symbols represent
the heat of hydration of samples with no water on top (sealed) (Lura et al.
2010).

3.9 GUIDELINES

Before using chemical shrinkage for investigating the development of
hydration, the required accuracy needs to be considered. For example, in
comparing different binder systems, the expected difference should be mea-
surable, i.e. larger than the accuracy of the method; see Section 3.6.

3.9.1 Guidelines to analysis using gravimetry
3.9.1.1 Purpose

The purpose of the method is to measure the chemical shrinkage develop-
ment of cement paste.

3.9.1.2 Principle

Chemical shrinkage is the decrease in total volume taking place during
hydration. During hydration, possible water from the exterior may be
sucked into the cement paste, refilling pores being emptied by chemical
shrinkage. For portland cement the ultimate chemical shrinkage at 20°C is
approximately 0.6 x 10-* m3/kg (0.06 mL/g).

According to the law of Archimedes, the weight of a body submerged
in liquid, compared to its weight in air, will decrease by the weight of the
amount of liquid the body displaces. Hence, a system of hydrating cement
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paste with a surplus of water will gain weight during hydration. Measuring
chemical shrinkage by measuring this weight gain of a saturated sample
immersed in an inert liquid is called gravimetry.

3.9.1.3 Materials and equipment for one test

Balance (accuracy +£0.001 g) with automatic weight change registration
Temperature-controlled oil bath

Sample holder

Cylindrical test vial: » = 35-50 mm, inner ¢ = 17-22 mm

Distilled, boiled and cooled water

Materials to be tested

3.9.1.4 Procedure

Before testing, check the setup with a test vial with a small amount of
water (similar to paste samples; see below).

Before testing, select the height of the sample based on a combined
evaluation of the w/c and the sample height; see, e.g. Section 3.4 for
guidance.

Mark the test vial (with the name and the height of paste) and weigh
1t.

Mix paste; see Chapter 1 for guidance.

Add cement paste to the test vial until the selected height is reached.
Make sure that no paste is spilled on the sides above the paste.
Consolidate by tapping, vibrating or similar action. Weigh the test
vial + cement paste.

Carefully place a small amount* of distilled, boiled and cooled water
on the top of the sample with a pipette (slide the water down the side
of the glass). Weigh the test vial + cement paste + water.

Carefully fill the top with paraffin oil before placing the sample in a
paraffin oil bath.

Carefully submerge the sample in the oil bath by using a large pair of
tweezers, keeping the test vial at an angle.

Place the sample in the sample holder and follow the on-screen
instructions to collect data by a connected personal computer.

See Section 3.3.1 for guidelines on calculations.

*With 1 cm sample height in a test tube of ¢ 22 mm, the maximum amount of cement will
be approximately 2.5 g, corresponding to approximately 0.16 mL of ultimate shrinkage,
corresponding to 0.43 mm in height. With the given glass radius of 1.1 ¢m, the smallest
height of water to be placed on top of the sample is thus 1 mm, as a small surplus needed.
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3.9.2 Guidelines to analysis using dilatometry
3.9.2.1 Purpose

The purpose of the method is to measure the chemical shrinkage develop-
ment of cement paste.

3.9.2.2 Principle

Chemical shrinkage is the decrease in total volume taking place during
hydration. During hydration, possible water from the exterior may be
sucked into the cement paste, refilling pores being emptied by chemical
shrinkage. For portland cement the ultimate chemical shrinkage at 20°C is
approximately 0.6 x 10-*m?3/kg (0.06 mL/g).

Measuring chemical shrinkage by measuring the amount of water being
sucked into a saturated sample is called dilatometry.

For short-term measurements ASTM C1608 (2012) might be used. For
long-term measurements the following procedure is recommended. A web-
cam might be added to allow for automatic measurement; see the EPFL
procedure in Table 3.1. Measurements should preferably be performed in a
temperature-controlled room.

3.9.2.3 Materials and equipment for one test

e Graduated capillary tube/pipette: capacity and grading depending on
amount of paste (typical capacity 1.000 + 0.5 mL); alkali-resistant glass

e Temperature-controlled bath: cover water bath with floating balls or
lid to limit evaporation; mount extra water supply to ensure constant
water level in the water bath

e Sample holder

e Cylindrical test vial: » = 35-50 mm; inner ¢ = 17-22 mm; height to be
adjusted to fit sample height (see in the following)

e Stoppers with central hole: use rubber or silicone and test stability
before use

e Distilled, boiled and cooled water

e Materials to be tested

3.9.2.4 Procedure

e Use three replicate samples.

¢ Include a set of blank samples in all measurement series. Use similar
stoppers and pipette, but adjust the size of the test vial to allow for
only a few millimetres of water below the stopper.

e Before testing, select the height of the sample based on a combined
evaluation of the w/c and the sample height; see, e.g. Section 3.4 for
guidance.
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Cut the cylindrical test vial to height to allow for only a few millime-
tres of water below the stopper.

The nonpointed end of the pipette is inserted in the stopper, ensuring
no recess where possible air bubbles might get caught.

Mark the test vial (with the name and the height of paste) and weigh it.
Mix paste; see Chapter 1 for guidance.

Add cement paste to the test vial until the selected height is reached.
Make sure that no paste is spilled on the sides above the sample.
Consolidate by tapping, vibrating or similar action. Weigh the test
vial + cement paste.

Carefully add deaerated water by letting the water flow along the side
of the vial. Completely fill the vial. Allow possible cement grains to
settle for a few minutes before wiping off possible cement grains stuck
to the surface.

Place the stopper with the inserted pipette tightly in the test vial.
Avoid entrapped air bubbles. When placing the stopper, water will be
pushed through the pipette. Ensure that the pipette is almost filled at
the start of measurements.

Place a drop of paraffin oil in the top of the pipette to limit evaporation.
Manual recording: Place the samples in the sample holder to allow for
possible lifting without touching the pipettes.

Make >3 readings per day (including readings around 10%-15% of
maximum chemical shrinkage; 0.5-1 h after mixing, depending on
temperature equilibrium and use of data); reduce sequence later.

See Section 3.3.1 for guidelines on calculations.

3.9.3 Guidelines to reporting

The following information should be included in the reporting:

Principle and procedure of measuring (including accuracy of balance
(gravimetry) or pipettes (dilatometry)

Method of mixing

Composition and identification (ID) of paste

ID of companion blank sample

Time of mixing

Amount of paste and sample dimensions; amount of additional water
Readings (time, measurement and temperature)

Person undertaking the work

3.10 CONCLUSIONS AND OUTLOOK

Cementitious materials exhibit so-called chemical shrinkage during hydra-
tion because the products take up less space than the reactants. Approximately
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100 years after Le Chatelier (1900) reported measurement of chemical
shrinkage using dilatometry, the measuring principle is used as the ASTM
standard C1608 for testing early-age hydration, ASTM C1608 (2005), now
ASTM C1608 (2012). As chemical shrinkage measurements have a good
reproducibility (around 5% after 24 h), can be undertaken continuously
and with equipment of reasonable price (dilatometry with webcam) their
application is increasing.

Measurement of chemical shrinkage of cementitious materials is used
for quality control, kinetic studies and prediction of self-desiccation and
proportioning of internal curing water.
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4.1 INTRODUCTION

X-ray diffraction (XRD) is one of the most prominent analytical tech-
niques in the characterisation of crystalline, fine-grained materials, such
as cements. The power of XRD is in the rapid and, if carried out appropri-
ately, reliable delivery of quantitative data on crystal structural properties
and abundances of individual phases contained in cements. In cements the
technique is mostly used for qualitative, i.e. phase identification, and quantita-
tive phase analysis (QPA). The relatively recent extension to the quantita-
tive study of hydrated cements opens up a wide range of opportunities for
groundbreaking research in cementitious materials. The diffraction of X-rays
by a crystalline material produces an XRD pattern consisting of peaks of
varying intensities at characteristic diffraction angles. The diffraction angle
or position of the peaks is determined by the symmetry and the size of the
unit cell through Bragg’s law, while the intensities of the peaks relate to the
nature and disposition of the atoms within the unit cell of the crystalline
material. This way XRD produces patterns of peak positions and relative
intensities that characterise different crystal structures and enable identify-
ing their presence in unknown samples. In mixtures of phases a straight-
forward relationship exists between the overall peak intensities of a phase
and its weight fraction in the mixture. This constitutes the basis of QPA.
Recent years have seen a surge in cement hydration studies focusing on the
characterisation and quantification of the development of the hydrate phase
assemblage (Antoni et al. 2012; De Weerdt et al. 2011; Jansen et al. 2012;
Korpa et al. 2009; Lothenbach, Le Saout et al. 2008; Martin-Sedefio et al.
20105 Scrivener et al. 2004; Soin et al. 2013). Among the most prolific labo-
ratory techniques is XRD. XRD can be used to quantify the degree of hydra-
tion of the anhydrous cement and can provide information on the formation
of individual hydrate phases. While excellent textbooks and reviews are
available that describe the physical principles (Dinnebier and Billinge 2008;
Klug and Alexander 1974) and/or general data analysis methods such as the
Rietveld method (McCusker et al. 1999; Young 1993) in detail, few texts
have treated the specific problems encountered in sample preparation, mea-
surement and data analysis when using XRD to study (hydrated) cements.
This chapter, therefore, describes and compares practical approaches in
sample preparation, data collection and data analysis used for quantification
and characterisation of (hydrated) cements by XRD. Specific attention is paid
to the effects of hydration stoppage and practical strategies towards data col-
lection are described. The aim of the chapter is not only to present best practise
but also to inform about compromises inherent in the adopted approaches and
to draw attention to potential pitfalls. As an aid to data analysis, a database
is given that provides crystal structures and powder diffraction identification
files of common cement anhydrous and hydrate phases. Finally, the application
of XRD to the study of cements is illustrated by two typical case studies of
QPA on (1) an anhydrous portland cement and (2) a hydrated portland cement.
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It should be highlighted that a number of review papers concerning XRD
QPA of anhydrous cements are available (Le Saofit et al. 2011; Stutzman 2011;
Taylor et al. 2002) and that a review of the application of Rietveld QPA to clin-
kers, cements and hydrated pastes was published recently (Aranda et al. 2012).

4.2 QUALITATIVE PHASE ANALYSIS

Qualitative phase analysis is based on a comparison of the peaks in a mea-
sured XRD pattern to a database containing peak patterns of known phases.
Usually a general-purpose database, such as the powder diffraction file (PDF)
published by the International Centre for Diffraction Data is used, often in
combination with chemical or categorical filters, to restrict the number of
candidate patterns. As a general aid to phase identification, a list of phases
encountered in cements is supplied with the corresponding PDF reference
numbers in Tables A4.1 through A4.7. It should be noted that alternative
open-source databases exist, such as the Crystallography Open Database
(COD; www.crystallography.net) and the American Mineralogist Crystal
Structure Database (AMCSD; rruff.geo.arizona.edu/AMS/amcsd.php); these
databases have their separate referencing systems. To track the structures
in alternative databases, Tables A4.1 through A4.7 also refer to the original
paper in which the structure was first reported. Tables A4.1 through A4.7
can be used to build a custom database for cement phases to be used in
combination with any of the available search/match software. Alternatively,
a classical and, in some cases, more rapid manual identification routine can
benefit from a comparison of the peak positions in the recorded XRD pattern
with the d values of the most intense XRD reflections of common cement
phases in the search list in Table A4.8. The reflection lines in Table A4.8 are
ordered according to d value. Three peak list categories are distinguished:
(1) the major clinker phases (calcium silicate, aluminate and ferrite phases),
(2) the minor clinker and cement phases (sulfates, oxides and aluminosili-
cates) and (3) the hydrate phases. In addition, an indication of the relative
intensities of the reflections is given, with 10 corresponding to the most
intense reflection and linearly scaling down for less intense reflections. As
regular search/match programs perform well in identifying major phases but
have difficulties in identifying minor or trace phases partially hidden by peak
overlap with major phases, the search list provided in Table A4.8 is particu-
larly useful in finding suitable candidates for minor unidentified peaks or
features in the XRD patterns.

Cements, both anhydrous and hydrated, are complex mixtures of phases. In
powder diffraction scans the reflection lines of the cement phases often show
considerable overlap and are difficult to observe separately. For illustration,
Figure 4.1 shows the diffraction scans of a range of classical cements used
to date in construction practise. All cements consist of at least three major
phases, supplemented with a variable number of minor phases. A multitude
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°20 (CuKa)

Figure 4.1 XRD scans (10°-45° 20 range) of typical industrially produced cements: white
portland cement (WPC), plain portland cement (PC), calcium aluminate
cement (CAC) and calcium sulfoaluminate cement (CSA). The diffraction
peaks of the main phases are indicated: alite (C;S M3), belite (B-C,S), alumi-
nate (C,A), ferrite (C,AF), calcium aluminate (CA), ye'elimite (Yee), anhydrite
(Anh), gypsum (Gyp), gehlenite (Geh), mayenite (May) and magnetite (Mag).

of diffraction peaks can be observed; most peaks are composite and result
from the overlap of diffraction peaks of several phases. Peak assignment for
all but the dominant phases is therefore often not straightforward.

The extent of peak overlap is illustrated by the pattern decomposition of
an XRD scan of a plain portland cement in Figure 4.2. By using Rietveld
analysis (cf. Section 4.4), the XRD scan in Figure 4.2 is decomposed into
the calculated contributions of the phases that build up the cement. In
practise, phase identification, therefore, often remains a nontrivial task,
in particular for phases present in minor amounts. Often the search/match
algorithm for phase identification will supply only a list of suggestions for
minor phases and it is up to the analyst to decide, preferably based on
supplemental information, such as additional diffraction experiments on
selectively enriched fractions, sample chemistry, microscopic observations
or general experience with the material. In the case of anhydrous cements,
controlled phase enrichment by selective dissolution treatments is particu-
larly useful to constrain the identification of minor or trace alkali sulfates
or to verify the presence of polymorphism of major phases, such as C,S or
C;A. Suitable selective dissolution procedures are the KOH/sugar (glucose)
(KOSH) treatment that concentrates the silicate phases in the anhydrous
cement and the salicylic acid/methanol (SAM) treatment that results in
a residue containing the aluminate, ferrite, sulfate and other minor/trace
phases. The example in Figure 4.3 illustrates the added resolution gained
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C3S M3 (63.6 wt.%)
B-C,S (8.9 wt.%)

CsA 0 (6.5 Wt.%)
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Periclase (0.4 wt.%)
Anhydrite (4.0 wt.%)
Arcanite (2.3 wt.%)
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Figure 4.2 XRD scan of a portland cement (CEM | 52.5 N) (top) and its pattern decom-
position calculated by Rietveld QPA (downwards from XRD scan). At right
the QPA results are presented for indicative purposes. Arcanite was identi-
fied by means of a salicylic acid/methanol selective dissolution treatment.
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Figure 4.3 XRD scans showing the effect of selective dissolution treatments for a port-
land cement. Top: residues of SAM; middle: residues of KOSH treatment;
bottom: original untreated portland cement. The KOSH treatment dissolves
the aluminate, ferrite, sulfate and most minor phases, leaving only the calcium
silicate phases. In contrast, the SAM treatment dissolves the calcium silicate
phases and thus concentrates the aluminate, ferrite and minor phases in the
residue. In this particular example, the SAM treatment led to the clear iden-
tification of goergeyite (K,Cag(SO,),-H,O) as a minor phase in the cement.
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10 15 20 25 30 35 40 45
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Figure 4.4 XRD scans of SAM selective dissolution treatment residues of a series of
five different portland cements. The concentration of minor phases in the
residues exposes significant differences between cements. The differences
in minor phase composition result in variations in the early-age hydration
of the cements (setting, early-age strength development). The main diffrac-
tion peaks of the phases are assigned as follows: bassanite (Bas), aluminate
(C;A), anhydrite (Anh), ferrite (C,AF), quartz (Qtz), calcite (Cc), periclase
(Per), gypsum (Gyp), dolomite (Dol), goergeyite (Goe), syngenite (Syn) and
portlandite (CH).

by the selective dissolution treatments. Figure 4.4 compares the residues
of the SAM treatment for a series of portland cements and illustrates the
significant differences in the minor phase content. The selective dissolution
procedures are described in detail by Gutteridge (1979).

Finally, the XRD pattern-fitting procedures in QPA often indicate the
presence, in the difference curve, of minor or trace phases previously hid-
den by extensive peak overlap with major phases. An iterative procedure,
going back and forth between phase identification and quantification, is
therefore very common and instrumental in obtaining a complete analysis.

4.3 QUANTITATIVE PHASE ANALYSIS:
THE RISE OF RIETVELD

QPA by XRD has become a prominent characterisation technique in cement
science and more recently also in cement production. Properties such as
strength development or durability are closely related to the cement phase
composition. Early analyses were mostly based on the Bogue calculation
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(Bogue 1929) or its later modifications (Taylor 1989) that estimate the
phase composition from the chemical bulk composition. Relatively large
discrepancies between Bogue estimates and phase abundances from direct
measurements, such as microscopy and quantitative XRD, are common
and derive from deviations from the assumptions underlying the Bogue
calculations. The largest discrepancies result from the fact that the cal-
culation does not take into account solid solution of minor elements into
the major clinker phases and generally disregards the presence of minor
phases, which may lead to significant biases in, for instance, the alite-to-
belite ratio (Barry and Glasser 2000; Crumbie et al. 2006). Current devel-
opments in clinker production that implement a high degree of flexibility
and variability in the use of alternative fuels and raw materials will inevi-
tably change trace and minor element abundances significantly and will
further undermine the validity of the Bogue assumptions. As a countermea-
sure, the production process is controlled more closely by implementing
QPA online in production and quality control (Chatterjee 2011). Direct
quantitative phase abundances are usually obtained through XRD, even
though a good approximation of the phase abundances can be obtained
by the modified Bogue method when the actual composition of the clinker
phases is measured by energy-dispersive X-ray spectroscopy (EDX) micro-
analyses (Le Saot et al. 2011). However, the latter renders the method
comparatively time consuming. For similar reasons, direct determination
of phase abundances by optical or electron microscopy is impractical as
large amounts of images need to be processed by point counting or image
analysis methods before a statistically representative estimate is produced
(cf. Chapter 8). Moreover, microscopic QPA encounters problems in resolv-
ing fine intergrowths of phases and minor phases or in analysing finely
ground cements. Because of the limitations of both Bogue calculations and
microscopic analyses, XRD methods are nowadays the most widely used
for characterisation and quantification of the phase composition of cements
and hydrated cements.

Traditional XRD QPA methods that use single-peak heights or integrated
peak heights, compared to an internal standard peak, have not been very
successful for cements (Aldridge 1982; Strubble 1991). The high degree
of peak overlap between the main peaks of the major phases renders this
approach difficult and prone to significant error (Kristmann 1977) (e.g.
Figure 4.2). Because of the important overlap of the main peaks, smaller
‘freestanding’ peaks need to be used in this method. The much reduced
signal-to-background ratio of these smaller peaks significantly reduces the
accuracy and sensitivity of this approach (Gutteridge 1984). Additional
problems include the variability in composition and crystal structure that
can result in significant variations in peak positions and relative intensity.
In the case of portland cements, solid solution of minor elements (alkalis,
magnesium, sulfate, etc.) in the major phases (alite, belite and aluminate) is
common and leads to the stabilisation of different polymorphic forms. The
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differences in crystal structure are reflected in the diffraction patterns as
exemplified for alite (C;S) polymorphs in Figure 4.5. An incorrect identifi-
cation of the polymorph obviously leads to an additional bias in the quanti-
fication results. Finally, single-peak methods are very sensitive to preferred
orientation effects (cf. Section 4.6.2), which is problematic particularly in
the case of quantification of the calcium sulfate additions in cement.

The use of whole-powder-pattern-fitting methods enabled to largely
overcome peak overlap problems and to mitigate the effects of preferred
orientation. In whole-powder-pattern-fitting, all reflections of all phases
are considered and an algorithm is used to scale the reflection intensities of
the phases to match the measured pattern. The calculated pattern can be
produced from a combination of measured standard diffraction patterns
(Smith et al. 1987) or it can be calculated from crystal structure data as
in the Rietveld method. The former approach has not found widespread
application in cement as it demands the measurement of standard patterns
of pure phases that are as similar as possible to the phases in the unknown
mix. As the main phases in cements and clinkers show important variabil-
ity in composition, the construction of a database of standard patterns is
time consuming. Moreover, the synthesis or separation of the required pure
phases is experimentally challenging. In contrast, whole-powder-pattern
fitting using the Rietveld method has found widespread applications on
cementitious materials. Early applications involving QPA of portland
clinkers and cements (Mansoutre and Lequeux 1996; Meyer et al. 1998;
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Figure 4.5 XRD scans of alite (C;S) polymorphs showing clear differences in character-
istic peak profiles with changing crystal structure. The comparison illustrates
a clear increase in the number of diffraction peaks with decreasing crystal
symmetry from monoclinic to triclinic (M3 > T3 > T). In industrial portland
cements, solid solution of magnesium and sulfate into the C,S structure nor-
mally leads to the stabilisation of monoclinic (M| and M3) alite polymorphs.
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Scarlett et al. 2001; Taylor and Aldridge 1993; Walenta and Fillmann
2004) were later extended towards studying the hydration of cementitious
systems using both synchrotron and laboratory X-ray sources (Hesse et al.
2011; Merlini et al. 2007; Mitchell et al. 2006; Scrivener et al. 2004). QPA
based on the Rietveld method has become a popular technique in studying
the hydration of cementitious materials as clearly evidenced by an increas-
ing number of publications and applications of the technique. In addition
to its increasing use in research, Rietveld QPA by XRD is now being used
as an online tool for quality and process control in the cement industry
(Scarlett et al. 2001). This success is partially rooted in recent developments
in detector technologies that have enabled a strong reduction of data col-
lection times (Gualtieri and Brignoli 2004), while simultaneous advances
in hardware computing power and calculation speed and the stability of
the available Rietveld programs have rendered data analysis more efficient
and accessible.

4.4 THE RIETVELD METHOD
IN QUANTITATIVE PHASE ANALYSIS

The Rietveld method was originally devised for the refinement of crystal
structures using neutron powder diffraction (Rietveld 1969) and was later
extended to XRD (Young et al. 1977) and eventually to QPA (Bish and
Howard 1988; Hill and Howard 1987). For an in-depth description of
the various aspects and applications of the Rietveld method, the reader is
referred to Dinnebier and Billinge (2008) and Young (1993). The following
notes will focus on the application of the Rietveld method to QPA.

The Rietveld method is different from integrated peak intensity methods
in that it minimises the difference between measured and calculated pat-
terns at each data point 7 in the diffraction pattern using a least-squares
approach. Here the sum of the statistically weighted (w;) squared differ-
ences between observed y;(obs) and calculated y,(calc) intensities is mini-
mised over the whole pattern:

S, = 2 w;[y;(obs) -, (calc)F. (4.1)

The calculated intensity at a given data point is obtained as the sum of
the contributions of the background bkg; and all neighbouring reflections
p of all phasesj as in

Nophases N peaks

2
yicale)= Y 8, > my Ly, R, G, ;(26,-20, )P, +bkg,  (4.2)
p=1

j=1
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where S is the scale factor, 7, is the reflection multiplicity factor, Lp,, is
the Lorentz polarisation factor, F; is the structure factor, G, (20, - 26, )
is the peak shape function and P, ; is the preferred orientation correction.
The calculation of the structure factors requires the crystal structures of all
phases of interest to be known. The square of the structure factor F, relates
directly to the phase-specific distribution of intensities over the reflections
p with reflection indices hkl. The structure factor F, is calculated as a sum-

mation over all atoms # in the unit cell:

b= o, exp(2nifh, + by, + 1) xpl- ), @3

where [, is the atomic X-ray form factor (depends on the X-ray wavelength);
o, represents the fractional site occupancy; x,, y, and z,, are the fractional
coordinates of atom 7 in the unit cell and B,, represents the atomic displace-
ment parameter.

The angular positioning 0 of the bkl reflection peaks is determined by
Bragg’s law:

A = 2d,, sind, (4.4)

where M is the wavelength of the incident X-ray radiation and the d,-spacing
values are determined by the lattice symmetry group and the unit cell
parameters. Table 4.1 summarises the crystal structure parameters that
impact peak intensities, positions and profiles and indicates whether they
are refined in a regular Rietveld QPA.

The parameters that are usually varied in QPA are the so-called global
parameters, such as the background and the sample displacement correction,

Table 4.1 Relationship between reflection peak properties and crystal structure
parameters and their refinement in a standard Rietveld QPA of cements

Reflection peak

properties Crystal structure parameters Refined in Rietveld QPA
Position Lattice symmetry Not applicable, fixed
Unit cell parameters Yes
Intensity Atom type No
Atomic fractional coordinates No
Site occupancies No
Atomic displacement No
parameters
Profile shape, width Crystallite size Yes, usually part of analytical

peak shape function
Lattice strain No
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and phase-specific parameters, such as the scale factors that fit to the
observed peak intensities, the unit cell parameters that relate to the peak
positions and the shape of the peak profile function. The implementation of
intensity corrections such as a preferred orientation function may be neces-
sary depending on the nature of the phases present in the sample. Strongly
one- or two-dimensionally shaped particles may tend to assume a noniso-
tropic orientation. The refinement of other crystal structure parameters, such
as atomic positions, site occupancies or atomic displacement parameters, is
not recommendable for complex mixtures of phases such as cements as this
may lead to erroneous results because of strong correlations in parameter
variation during fitting as the ratio between variables and independent data
strongly increases and the optimisation problem becomes underconstrained.

The scale factors obtained in the Rietveld refinement scale linearly with
the phase weight fraction W, as in (Hill and Howard 1987)

v,
Si=K m bl (4.5)
Jgm

where K is a constant determined by the experimental diffractometer con-
ditions, p; corresponds to the unit cell density of phase j, V; designates the
unit cell volume and ,, is the sample mass absorption coefficient (MAC).
As K and p,, cannot be obtained from the diffraction experiment, the phase
weight fractions cannot be calculated directly from the scale factors. A
number of practical solutions to this problem exist. The most common
approach is to cancel out the unknown terms by constraining the sum of
the crystalline phases considered in the refinement to 100%. This assumes
that the sample contains only the considered crystalline phases. In this case
the phase weight fraction is calculated by

Sp.V?
2 Sp,V}

]

It should be stressed that only relative proportions of weight fractions
can be obtained if the sample contains amorphous phases or if any addi-
tional crystalline phases were not included into the Rietveld refinement.
This approximation is often used in QPA of portland cements or clinker
when only negligible levels of amorphous phases are expected to be present
(Le6n-Reina et al. 2009; Le Saott et al. 2011; Peterson et al. 2006; Taylor
et al. 2002). As these assumptions are no longer valid for cements blended
with mostly amorphous supplementary cementitious materials (SCMs)
or for hydrated cements, different methods were developed to take into
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account the presence of nanocrystalline or amorphous phases. Amorphous
phases can be visually recognised in diffraction patterns when they consti-
tute more than 10-20 wt.% of the sample. This is the case for most SCMs.
Figure 4.6 shows a series of diffraction patterns for common SCMs. The
broad peak relates to the diffuse scattering maximum that indicates the
presence of an amorphous phase.

4.4.1 Internal standard method

The most common approach to XRD QPA of samples containing amor-
phous phases is the internal standard method (Madsen et al. 2011; Scarlett
et al. 2002). This method requires the sample to be ‘spiked” with a known
weight fraction of a crystalline standard W.. This procedure cancels out
both the K and p,, parameters in Equation 4.5. If the standard is homo-
geneously mixed into the sample, the following expression can be used to
calculate the absolute phase weight fractions:

Sip;V;
S.p. V?

sFFs s

W, =W, , (4.7)

Po

10 20 30 40 50
20 (CuKa)

Figure 4.6 XRD scans of common SCMs: siliceous fly ash from coal combustion (FA),
blast furnace slag from iron smelting (SL), thermally activated metakaolin
(MK) and a volcanic tuff natural pozzolan (Po). The broad hump beneath the
diffraction peaks of the crystalline phases indicates the presence of one (or
more) amorphous phases. The main crystalline phases identified are mullite
(M), quartz (Q), gehlenite (G), anatase (An) and albite (Al).
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where S, p, and V, correspond to the scale factor, the unit cell density and
the unit cell volume of the internal standard, respectively. Alternatively, the
apparent weight fractions can be calculated using Equation 4.6; the appar-
ent weight fraction of the internal standard can then be

1. Higher than the weighted amount, indicating the presence of amor-
phous or unidentified crystalline material;

2. Equal to the weighted amount, indicating that there are no amor-
phous or unidentified materials present; or

3. Lower than the weighted amount, indicating a problem in the experi-
mental or data analysis procedure.

If the comparison indicates the presence of unknown or amorphous
phases, then the apparent weight fractions can be corrected using the fol-
lowing relationship:

W,
Wi =W, app w . (4.8)
s,app

The total weight fraction of all amorphous and/or unidentified compo-
nents W, can then be calculated as the difference between the sum of all
crystalline components and 1:

N phases

Wo=1- z W, (4.9)

au i

The internal standard method requires appropriate sample preparation
to homogeneously mix the standard into the sample. If the sample and
standard are ground together, care should be taken that no overgrinding
of the sample takes place by cogrinding with a harder standard material.
Overgrinding may lead to peak broadening and partial amorphisation of
softer phases in the sample. Hydrated phases in cement pastes are espe-
cially vulnerable to decomposition because of dehydration and carbonation
during sample manipulation and special care should be taken to avoid
sample alteration. The internal standard should be of known crystallin-
ity (i.e. the amorphous content should be known) and should, preferably,
not be present in the sample. Recently the crystallinity of the National
Institute of Standards and Technology (NIST) standard reference material
676a for QPA, a-Al,O;, has been recertified to be 99.02% = 1.11% (Cline
et al. 2011), which enables to benchmark the crystallinity of other standard
materials. Preferably a standard material should present high symmetry
and have peaks that do not overlap with the main reflection peaks of the
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phases present in the material. In addition, microabsorption problems may
occur in coarse powders if a large X-ray absorption contrast exists between
the phases present in the sample. The X-ray absorption of a phase depends
on the elemental composition and is a function of the X-ray wavelength; in
the following X-ray absorption coefficients are given for CuKa radiation. In
general X-ray absorption contrast between phases leads to an underestima-
tion of the high-absorbing phases. This effect can be countered by decreas-
ing the particle size of the mixture and by selecting a standard with a MAC
similar to that of the material under investigation. For anhydrous cements
and clinkers (p,, = 90-100 cm?/g), rutile (p,, = 124.6 cm?/g) may be a good
choice; for hydrated cement pastes (p,, = 50-80 cm?/g), corundum (u,, =
31.7 cm?/g) may be the better option in terms of absorption contrast. As
most standard materials are usually very fine grained (2—-5 pm), an appro-
priate choice of standard material and adequate sample preparation allow
disregarding of tedious microabsorption corrections.

The obtainable accuracy of the quantification of the amorphous and
unknown phases strongly depends on the amount of internal standard
added. A mathematical development of the equations by Westphal et al.
(2009) demonstrated that small quantities of amorphous phases (small
percentages) are very difficult to quantify precisely using the internal
standard approach. Higher levels of amorphous phases (above 10 wt.%)
can be quantified with greater accuracy. Therefore, it has been suggested
that in order to carry out a high-accuracy quantification of the amor-
phous phase in an unknown sample, it is advisable to carry out a two-step
analysis procedure: a first step to estimate the amorphous level, using a
relatively large proportion of internal standard (50 wt.%), and a second
step in which the amount of the internal standard is adapted to obtain the
optimal accuracy. Obviously, one of the drawbacks of using high addi-
tions of internal standard is that the sample will be diluted in the analysis
and that the accuracy of the results on the crystalline materials in the
sample will be lowered. For hydrating (blended) cements, which may con-
tain between 30% and 90% of amorphous, nanocrystalline or unknown
phases depending on hydration age and formulation, a good compromise
would be to use additions of internal standard of around 20 wt.%. As
it has been demonstrated that the presence of a significant amount of
internal standard in a hydrating paste changes the kinetics of hydration
through the filler effect (Gutteridge and Dalziel 1990), an internal stan-
dard should best be added after stopping the hydration. In mixing the
standard into the hydrated sample, care should be taken not to alter the
hydration products. Mixing operations should be thorough but gentle and
sample exposure to air should be limited to avoid both hydrate decompo-
sition and carbonation. As the latter can be tedious to achieve in practise,
the less labour-intensive external standard method may be preferable for
routine analyses.
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4.4.2 External standard method

In the external standard approach, phase quantification is carried out
through the comparison of the phase scale factors of a sample to the scale
factor of a well-characterised standard material measured under identical
diffractometer conditions. In this procedure only the constant parameter
K is cancelled out and the different MACs of the sample, p,,, and the stan-
dard, p,, need to be taken into account. The following expression can be
developed from Equation 4.5 (Man Suherman et al. 2002; O’Connor and
Raven 1988):

2
- SfPfo2 w, (4.10)
SpVe M

where w, is the weight fraction of the standard phase in the external stan-
dard material, which also takes into account the crystallinity of the stan-
dard material. The crystallinity of the standard material can be assessed
by comparison to the available NIST-certified standard reference material.

Although the obvious advantage of this method is that the sample does
not need to be intermixed with an internal standard and thus avoids addi-
tional sample preparation and homogenisation problems, this approach
does demand that the MAC of the sample be known. In the most practical
way it is obtained by calculating the MAC for the used X-ray wavelength
from the chemical composition, for cements usually available from X-ray
fluorescence (XRF) spectrometry (Jansen et al. 2011). X-ray absorption
coefficients were tabulated by Creagh and Hubbell (2006). This approach
was applied to anhydrous cements (Jansen et al. 2011) and to early in situ
hydration experiments recently (Bergold et al. 2013; Jansen et al. 2012).
In studying hydrated cements, the calculation of the sample MAC should
also take into account the water content of the sample. For closed, undried
samples the initial water content of the mix may be adopted; for samples
from which water is removed to stop the hydration reactions an additional
measurement of the remaining bound water content, for instance, by ther-
mogravimetry, is needed (Chapter 5).

4.5 DATA COLLECTION

Before data are collected, it should be ascertained that the diffractometer
system is well aligned and that a suitable measurement configuration is
chosen. In case of a flat-plate reflection geometry, a correct combination of
optic elements (slits and monochromator system) and sample size should
ensure that neither sample transparency nor beam overflow at low angles
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occurs. The optimal configuration depends on the diffractometer and the
purpose of the analysis. A thorough treatment of diffractometer alignment
and measurement configurations is provided in reference textbooks on
XRD (Dinnebier and Billinge 2008; Jenkins and Snyder 1996; Klug and
Alexander 1974) and is not repeated here.

Data collection strategies should aim at collecting a maximum of use-
ful information from the sample. The data collection range for portland
cements is usually chosen to be within the range 7°-70° 20 for CuKa
radiation but can be wider or more restricted depending on the problem.
The 7°-70° 26 (CuKa) range provides important information on hydrate
phase reflections at low angles and covers the most intense reflections
of both anhydrous and hydrates phases. For most in-house diffractom-
eters a step size of about 0.02° 20 is used and the counting time per
step is usually a compromise between the optimal signal-to-noise ratio
and practical considerations, such as available measurement time or
acceptable sample exposure time. The development of high-performance
X-ray detector systems has allowed to drastically reduce measurement
times, thus minimising the exposure time of hydrated samples to the low-
humidity environment inside the diffractometer. It is advisable to spin
the sample on the horizontal plane to improve the particle statistics of the
measurement.

The quality of the final characterisation and quantification results depends
on the quality of the collected data. The peak-to-background intensity ratio
and the peak resolution are the most important parameters for assessing
the quality of a diffraction scan. Increasing peak-to-background ratios can
be done by increasing measurement times, increasing X-ray source inten-
sity or decreasing background scattering intensity. Conditioning of the
incoming and reflected X-rays by diffractometer optics (slits, mirrors, etc.)
is in this respect of great importance and should be optimised in view of
the application. Increasing the peak resolution often involves cutting the
part of the incoming and reflected intensity that leads to peak broaden-
ing and thus reduces overall peak intensities. Thus, in practise a compro-
mise needs to be found among different data quality measures, also taking
into account practical considerations, such as available measurement time
and acceptable sample exposure time. An example of the dependence of
data quality on equipment is presented in Figure 4.7. Here, a comparison is
made between the diffraction patterns of two different anhydrous portland
cements, one measured by a conventional laboratory diffractometer and the
other by a dedicated synchrotron XRD beamline (European Synchrotron
Radiation Facility [ESRF], ID31 beamline). The main advantage of using
synchrotron facilities is the much higher monochromaticity and brilliance
(intensity) of the X-ray radiation. This greatly improves peak resolution and
enables much shorter data collection times (few minutes), which is useful
for early-age cement hydration experiments (Cuberos et al. 2009; Merlini
et al. 2007; Snellings, Mertens et al. 2010).



X-ray powder diffraction applied to cement 123

Synchrotron

Lab

I B B B L L
20 25 30 35 40 45 50 55

°20 (CuKa)

Figure 4.7 Comparison of XRD scan qualities obtainable at a conventional laboratory
diffractometer and a dedicated synchrotron facility (ESRF, ID31). The syn-
chrotron data are replotted on a degree 20 (CuKa) basis for comparison.
Note that the synchrotron X-ray source is monochromatic, while the labora-
tory equipment collects both CuKa, and CuKa, radiations.

4.6 SAMPLE PREPARATION

Appropriate sample preparation is critical in X-ray powder diffraction anal-
ysis. A prerequisite for accurate and precise analysis is that the intensities
and peak positions in the primary data are unbiased by sample preparation
or sample-inherent problems. As quantitative powder diffraction analysis
relies on the fitting of representative reflection intensities, two basic condi-
tions need to be satisfied, i.e. (1) that the number of crystallites (coherently
diffracting domains) able to diffract at a certain angle is infinite or very
large and (2) that the crystallites are randomly oriented (Bish and Reynolds
1989). The former is commonly referred to as particle statistics and the lat-
ter as preferred orientation and it is the purpose of sample preparation and
data collection strategies that ideal conditions are approached as closely as
possible for a specific material. Typically, this requires a powder to be finely
ground, ideally to particle sizes of less than 5 pm. In addition, for XRD
experiments in flat-plate reflection geometry (Bragg—Brentano configura-
tion), the preferred orientation should be minimised while mounting the
sample and the sample surface should be flat and smooth. The sample sur-
face area and thickness should be large enough to avoid beam overflow and
sample transparency aberrations. For cement samples, a sample thickness
of at least several hundred micrometres is generally sufficient when using
CuKa radiation on laboratory instruments. General guidelines regarding
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sample preparation for XRD analysis have been described elsewhere (Bish
and Reynolds 1989; Buhrke et al. 1998). However, due to the sensitive
nature of many phases in hydrated cements, some additional issues in the
sample preparation procedure need to be considered. The following sec-
tions will focus therefore on sample preparation strategies for (hydrated)
cements.

4.6.1 Particle statistics

The repeatability of the intensities in a XRD measurement depends on the
number of randomly oriented crystallites. The higher the amount of crys-
tallites in the sample, the lower is the scatter in intensities and the better is
the repeatability of the analysis. Elton and Salt (1996) estimated that the
particle statistics error in measured intensities would be around 0.6% in
pure quartz samples for a mean particle size of 5§ pm, increasing to 13.4%
for 40 pm particle sizes. In the case of anhydrous portland cement, for
an alite phase present at 60 wt.%, the higher MAC would lead to higher
particle statistics errors of 1.3% and 28.8% for the respective particle sizes
of § and 40 pm. Fortunately, whole-pattern methods average scale factors
over a large number of peaks and thus partially mitigate the effect of par-
ticle statistics errors on the quantification results for coarser samples. In
addition, sample spinning during data collection enables more particles to
diffract at a given angle and reduces the error in the measured intensities by
a factor of 5 (Elton and Salt 1996). Sample spinning during data collection
is strongly encouraged therefore (Aranda et al. 2012). Klug and Alexander
(1974) reported that repeatable intensities were obtainable for particle size
below 15 pm for quartz samples (p,, = 36.0 cm?/g) using CuKa radiation.
Acceptable particle sizes for more highly absorbing materials such as anhy-
drous cements (p,,, = 100 cm?/g) should be expected to be even lower (below
10 pm).

Insufficient sample fineness is one of the most common sources of error
in QPA of portland cements. As a considerable fraction of commercial
cements is coarser than 10 pm and alite crystallites especially can be much
larger, particle statistics errors can be significant and result in spiky pat-
terns in which some peaks may be unexpectedly sharp, while other peaks
may be too low. Differences in peak shapes may lead to problems in profile
fitting and the artificial detection of an amorphous phase (Snellings et al.
2014a). Figure 4.8 reports the diffraction scans of synthetic alite ground for
30 s (dso of 36 pm) and 20 min (ds, of 3.5 pm) in a McCrone micronizing
mill® using isopropanol as the grinding agent. Adequate sample prepara-
tion leads to a more regular peak shape and improves the peak profile fit
and thus the quantification results. Sample comminution by further grind-
ing is therefore advisable to improve the precision and accuracy of the QPA
by XRD. Also, microabsorption (Brindley 1945) and extinction (Sabine
1993) effects are best mitigated by reducing the particle size of the powder,
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Figure 4.8 Selected angular range of the XRD scans of synthetic alite (C,S M3) ground
for 30 s and 20 min. The reduction in particle size leads to a more represen-
tative and more regular peak profile that is better fitted by analytical peak
functions.

as applying any postmeasurement corrections is experimentally unfeasible
for complex multicomponent systems (Le Saoit et al. 2011).

Grinding should occur without sample fractionation (Gutteridge 1984),
phase transformation, decomposition or amorphisation (e.g. transforma-
tion of gypsum to bassanite or anhydrite during dry grinding [Filllmann
and Walenta 2003]). These overgrinding issues can be overcome by using
a liquid grinding aid that dissipates the heat produced on grinding impact
and largely prevents structural damage to the sample (Petrovich 1981).
For portland clinkers and cements, isopropanol, ethanol or acetone can be
used. Chemical reactions between the cement components and the grinding
aid must be avoided. After grinding, the ground powder is usually recov-
ered by evaporation of the grinding aid. Unfortunately, fine wet grinding
cannot be applied to hydrated cements without problems caused by the
dehydration and the decomposition of hydrate phases during grinding in
the solvent and by the sample sensitivity to carbonation during drying or
liquid separation. To avoid changing the hydrate assemblage during grind-
ing, currently reported sample preparation procedures do not involve fine
grinding of hydrated samples. Instead, either relatively coarsely ground
powders (Lothenbach, Matschei et al. 2008; Winnefeld and Lothenbach
2010) or slices cut from a hardened paste sample (Scrivener et al. 2004)
have been used. As both powders and slices represent aggregates of many
smaller crystallites, particle fineness problems will usually not be exacer-
bated compared to the original anhydrous cement.
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4.6.2 Sample mounting

In mounting the obtained powder/slice onto the sample holder for quan-
titative XRD measurement, the following points should be addressed: In
flat-plate reflection geometry, care should be taken that the sample surface
area and thickness are large enough to avoid beam overflow at low angles
or sample transparency problems. Too small sample surface areas will lead
to an underestimation of reflection intensities at low angles and may also
result in spurious diffraction peaks or an increased background originating
from the sample holder. In case smaller sample holders are used, the dif-
fractometer optics should be adjusted by choosing smaller divergence slits.
Especially for phases that show prominent peaks in low-angle regions such
as the ettringite or AFm phases, beam overflow will lead to an underesti-
mation of their content in QPA. In case of fine, well-packed samples, sam-
ple thickness problems are less important as most commercially supplied
sample holders are at least 1 or 2 mm deep and the X-ray penetration depth
will not exceed 500 pm in general. Sample transparency may form a prob-
lem for coarse and very loosely packed samples or shallow sample holders.

Other requirements are that the mount surface should be flat, without
roughness and not tilted, in order to avoid peak displacement or broaden-
ing associated with sample height differences. For hydrated cements, cut
slices can be polished using sandpaper to remove surface inhomogeneities.
The slice surface should be carefully positioned at the aligned sample height
for measurement. Rough powder surfaces prepared by front-loading can
be smoothened using a spatula or frosted glass surface. Care should be
taken not to induce the preferred orientation of sample particles during
sample loading. Preferred orientation of platy or needlelike particles is eas-
ily produced by front-loading techniques by pressing the sample into the
holder. In anhydrous cements, particularly gypsum (0 2 0), bassanite (0 0
1), anhydrite (2 0 0) and calcite (1 0 4) particles can be affected by preferred
orientation (Le Saot et al. 2011). The effect of sample loading on the pre-
ferred orientation of anhydrite and alite is illustrated in Figure 4.9, where
XRD scans of front-pressed, front-loaded and back-loaded sample mounts
are compared.

In hydrated cements, platy crystallites of portlandite (0 0 2) and AFm
phases (0 0 /) and needlelike ettringite (1 0 0) crystals may undergo pre-
ferred orientation. Preferred orientation effects on peak intensities can be
corrected to a certain extent using a March-Dollase function (Dollase
1986) or a spherical harmonics correction (Ahtee et al. 1989). As phase
scale factors and QPA results are strongly correlated with the preferred
orientation functions, their unconstrained use should be discouraged to
prevent parameter drift and false convergence. The use of preferred ori-
entation corrections should be limited as much as possible by appropriate
sample mounting techniques. As a general rule, it is better to prepare the
sample appropriately than to try and correct preferred orientation problems
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Figure 4.9 Effect of sample loading on preferred orientation of anhydrite and alite.

in the analysis. Compared to the standard front-loading technique, back
or side loading has shown to strongly reduce preferred orientation effects
for cement powders (Le Saoit et al. 2011). Compared to packed powders,
using cut slices of hydrated cements has the advantage of having preserved
the more or less random particle orientation of the cement paste after mix-
ing. A potential disadvantage of using slices is that some unground systems
may show the presence of large crystals of hydration products. This has
been shown to be the case for portlandite in monophase C;S/alite systems
(Gallucci and Scrivener 2007), resulting in a significant bias (underestima-
tion) in portlandite content in an early age in situ hydration study of alite
pastes by XRD (Bergold et al. 2013).

4.6.3 Hydration stoppage

Most characterisation techniques of hydrated cements need the hydration
of the cement to be stopped or the sample to be dried. Even if hydration
stoppage is not strictly necessary for XRD-based studies, this is com-
mon practise mostly for practical reasons. Arresting the hydration enables
sample storage and the characterisation of the same sample at an identical
degree of hydration by a range of complementary techniques (e.g. thermo-
gravimetric analysis, electron microscopy and nuclear magnetic resonance
[NMR] spectroscopy). The primary aim of the various available methods
of hydration stoppage is that the properties of interest of the hydrating
cement, the phase composition in case of XRD, are preserved as much
as possible. To stop the hydration of cement, unbound water present in
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the capillary pores needs to be removed. Water present in the smaller gel
pores or chemically bound into the hydration products should preferably be
retained as its removal may cause hydrate alteration or decomposition and
microstructural changes. Two main ways of removing water exist, either by
direct drying (oven drying, D-drying, vacuum drying or freeze drying) or
by solvent exchange in which water is first replaced by an organic solvent
(e.g. isopropanol, acetone, diethyl ether or pentane), which is then evapo-
rated. A recent review paper provides an extensive comparison of the effects
of the different approaches on the preservation of the hydrate assemblage
and the microstructure (Zhang and Scherer 2011). Below, only the effects
of different hydration stoppage methods/sample preparation procedures on
the hydrate phase assemblage as measured by XRD will be considered.
Hydration stoppage procedures and their more general effects are treated
in detail in Chapter 1.

Zhang and Glasser (2000) considered the effects of direct drying meth-
ods on the stability of ettringite/AFm mixes as model systems for cements.
They observed that oven drying and vacuum drying resulted in the removal
of structural water and decomposition of the ettringite and AFm phases.
Oven drying was observed to be more destructive than vacuum drying. It
appears that all direct drying methods result in the (partial) dehydration
of cement hydrates. In the case of crystalline products, this may lead to
decomposition and an underestimation of the phase content on hydration-
stopped samples. Ettringite and AFm are much more sensitive to decompo-
sition by dehydration than portlandite.

Solvent exchange techniques represent a more gentle way of removing
water that better preserves the microstructure (Zhang and Scherer 2011).
The rate of solvent exchange is governed by diffusion and depends on the
sample dimensions. Solvent exchange on cut slices may take 1 week or lon-
ger to be completed. This is too slow to monitor early hydration processes;
in that case faster solvent exchange can be obtained by crushing the sample
followed by a shorter period of exchange. Samples crushed to pass a 63 pm
sieve can thus be exchanged in less than 1 hour (following the approach of
Zhang and Scherer [2011] to calculate the required time for exchange); a
50 pm cement particle can be expected to be isopropanol exchanged in less
than 3 min. The effect of hydration stoppage by solvent exchange on the
hydrate assemblage is illustrated in Figures 4.10 and 4.11 by XRD patterns
and quantification results for a 28 days hydrated blended cement contain-
ing fly ash and limestone. A comparison is made between cut slices and
crushed powders that were measured either fresh immediately after cutting
or crushing or after hydration stoppage by isopropanol exchange during
1 week. The cut slices were measured with and without surface polishing.
The measurement duration was 30 min. It was observed that isopropanol
exchange of 1 week (slice thickness is 2 mm) resulted in a reduction in
the ettringite and hemicarbonate quantification results of about 50%. The
monocarbonate and portlandite phases appear more resistant to solvent
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Figure 4.10 Effect of the sample preparation procedure on the hydrate assemblage as
measured by XRD. The following hydrate phases were monitored: ettrin-
gite (Ett), hemicarbonate (Hc), monocarbonate (Mc) and portlandite (CH).
(Courtesy of P. Durdzinski.)

18 ] Fresh slice not polished

[ Fresh slice polished
161 XY Fresh powder
] Isopropanol slice polished
b 14 E= [sopropanol powder
12 4
% 10

Anhydrous (g/100
<
L)

Monocarbonate Ettringite  Portlandite Hemicarbonate

Figure 4.11 Effects of sample preparation on the quantification of the hydrate assem-
blage. Rietveld analysis and the external standard method were used for
QPA. (Courtesy of P. Durdzinski.)

exchange. Sample crushing led to a decrease in monocarbonate peak inten-
sities. Unpolished fresh slices were deficient in portlandite and contained
1.5% more calcite (not shown), indicating rapid surface carbonation and/
or portlandite dissolution during cutting. It should be noted that procedures
that involve a shorter solvent exchange as described in Chapter 5 result in
less ettringite/AFm decomposition and are suitable for XRD studies as well.



130 Ruben Snellings

| %
Cec CcU ¢

2h e?xposed slice

Fresh slice
L B B L I LR B L B IR |

10 15 20 25 30 35 40 45
°20 (CuKa)

Figure 4.12 Effect of atmospheric exposure on the hydrate assemblage of a blast fur-
nace slag-blended cement hydrated for 3 days. Clearly, portlandite (CH) is
affected by atmospheric carbonation and calcite (Cc) is formed. Ettringite
(Ett) is more resistant to atmospheric exposure.

Storage conditions should be closely monitored to minimise the rate of
sample degradation. In general, samples are stored in low-humidity, low-
vacuum desiccators. Exposure to ambient air and humidity should be lim-
ited; the hydrate assemblage of samples will be preserved over longer times
when the samples are stored in block form and ground freshly before mea-
surement rather than when they are kept in a powdered form. The duration
of storage before analysis should be limited. Exposure of non-hydration-
stopped samples to the atmosphere leads to a quick degradation of the
hydrate phases as shown in Figure 4.12. The same slice sample remeasured
after 2 h exposure to ambient air shows the conversion of portlandite and
other hydrates to calcite. As XRD in regular flat-plate reflection geometry
mainly measures the upper micrometres of the sample, effects such as car-
bonation are readily detected. This is why XRD measurements not only on
fresh but also on hydration-stopped samples should be limited in time, for
instance, to 15-30 min.

4.6.4 Guidelines for reporting X-ray
diffraction data collection

Enabling the reproduction of results by others is an essential part of the
scientific method. Therefore, when reporting results in a report, thesis or
publication, it is of great importance to carefully report how the results
were obtained. In this respect, the data acquisition equipment and proce-
dure should be concisely but completely described in a methods section.
Table 4.2 shows a list of settings and parameters that should be detailed
when reporting of the measurement procedure.
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Table 4.2 Reporting guidelines for XRD data collection

Data collection properties and settings

Examples

Equipment

Diffractometer
geometry

X-ray source

Diffractometer optics
(devices depend on
equipment)

Detector

Sample

Scan parameters

Manufacturer
Model
Measurement setup

Goniometer radius
X-ray radiation
Generator operation
Incident divergence slit
Incident antiscatter slit
Incident Soller slits

Specific beam-
conditioning devices

Receiving antiscatter slit
Receiving Soller slits

Type

Model

Scanning mode
Detector length
Dimensions

Spinning speed
Sample type

Sample pretreatment

Sample loading

Angular range

Step size

Time per step

Total measurement time

PANalytical, Bruker, Rigaku
X'Pert? Powder, D8 Advance

Bragg—Brentano, transmission; 6-0,
6-260

240 mm

CuKa,, (A = 1.5408 A)

45 kV,40 mA

0.5° (fixed, programmable)
0.5

0.04 rad

Johansson monochromator, Gobbel
mirror

0.5° (fixed, programmable)
0.04 rad

Point scintillation counter, linear
position sensitive (one dimensional
[ID]), two-dimensional position
sensitive

X’Celerator, Lynxeye

Step, continuous

2.122° 20 (1D detector)

26 mm diameter, 25 x |5 mm?

8 rpm

Powder, slice

Grinding, hydration stoppage
(cf. Chapter I)

Back loading, side loading

5°-70° 20

0.02° 20

30s

30 min

4.7 GUIDELINES FOR QUANTITATIVE

ANALYSIS (RIETVELD METHOD)

The QPA of hydrated cements by XRD is not straightforward. It is impor-
tant to stress that the XRD data of complex systems should not be analysed
by ‘black box’ approaches. Round-robins on QPA have revealed that the
accuracy of the results, even for simple systems, is highly dependent on
the adopted analysis strategy and the skill and experience of the analyst
(Madsen et al. 2001; Scarlett et al. 2002). The experimenter should have
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a basic understanding of crystallography and cement chemistry to be able
to guide the Rietveld refinement and to judge the quality of the results.
Practical experience can be gained by practising on simple model mixtures
and/or training by experienced researchers/groups. Many of the guidelines
described below have been developed within one group; however, they gen-
erally comply with earlier published accounts (Aranda et al. 2012; Le Saofit
et al. 2011; Stutzman 2011) (not specifically applied to hydrated cements),
and can be regarded as having a general value. It should be noted, though,
that specific details in the refinement strategies will depend on the system
under investigation and the functionalities/capabilities of the Rietveld anal-
ysis programs used. A Rietveld QPA can be broadly subdivided into a phase
identification and crystal structure selection part and a quantitative analy-
sis part in which selected parameters are varied in a data-fitting procedure.
In the case of hydrating cements the amount of solids varies because of the
bonding of water into hydration products. An additional step should then
be to rescale the results to a common basis (e.g. the initial clinker/cement
content) to enable easy comparison between different stages of reaction.
Practical guidelines for the different stages in Rietveld QPA are given in the
following sections.

As a general comment, it is highly recommended to consistently use the
same data analysis strategy for similar systems and to compare the quanti-
fication outcome with the results of other independent techniques, such as
thermogravimetry, microscopy, calorimetry and NMR spectroscopy. For
hydrated cements, the analysis results can also be checked by mass balanc-
ing the hydration reactions if sufficient information on the reactants and
products is available.

4.7.1 Crystal structure models

Once a phase has been identified to be present, a suitable crystal structure
description needs to be chosen to enable the calculation of the structure fac-
tors in the Rietveld master equation (Equation 4.2). The crystal structure
models form the basis of the Rietveld QPA. A large number of published
crystal structures have been collected or deposited in commercial and open-
source databases (ICSD, AMCSD and COD). Available crystal structures
for a specific phase can be searched and compared. Changes in the crystal
structural description can have an important impact on the quantification
results. In the case of cements, some crystal structure descriptions are more
complete than others or represent better the phases encountered. For a spe-
cific phase, the crystal structure models may differ significantly in terms of
the atomic displacement parameters, in the reporting of the position of light
elements such as hydrogen and in the site occupancies for solid solution
series such as ferrite (Al-Fe substitution) or hydrogarnet (Si-H substitution).
In the case of complex structures, such as alite, different (superstruc-
ture) symmetries can be reported. Selecting the most appropriate crystal
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structures is therefore of great importance in obtaining good quantification
results. Important selection criteria are the correspondence between the
calculated crystallographic density and the measured density, the reporting
of chemically reasonable atomic displacement parameters and, obviously,
the attainment of a good fit to the available experimental data. The use
of chemically reasonable atomic displacement parameters is of particular
importance as they are directly correlated with the calculated scale factors.
Too high values will result in an overestimation of the phase content; too
low values, in an underestimation (Snellings et al. 2010). As a general aid
to crystal structure selection, Tables A4.1 through A4.7 present a database
of phases encountered in anhydrous cements, in SCMs such as slags or
fly ashes and in hydrated cements. Some hydrate phases are found only in
hydrated cements deteriorated by chemical attack. The provided list is not
exhaustive. Other phases can be present in special cements, and phases
encountered in natural pozzolans or raw materials for activated clays have
not been included.

Finally, the selected crystal structure models are imported or entered in
a so-called control file that acts as an input initial model for the Rietveld
QPA. In importing the crystal structure files, care should be taken that
all parameters are entered/transferred correctly. Some software does not
automatically import the atomic displacement parameters or may not insert
them in the correct format.

4.7.2 Refinement strategies

Having compiled a control file containing the structural information of
the identified phases, an XRD pattern can be calculated using the Rietveld
method to compare to the measured pattern. Through a least-squares fit-
ting algorithm, selected parameters are optimised to obtain the best pos-
sible fit between the calculated pattern and the measured pattern. In QPA
of cementitious systems the phase-dependent parameters that are varied
should be limited to (1) the phase scale factors, (2) the unit cell parameters,
(3) the peak shape parameters or microtextural parameters and, if needed,
(4) the preferred orientation parameters. Next to phase-dependent parame-
ters, global parameters also need to be refined: (1) a specimen displacement
correction and (2) coefficients of the background function. In complex sys-
tems such as cements, the refinement of crystal structural parameters such
as the atomic positions and displacement factors should best be avoided.
Crystal structure refinement by the Rietveld method should best be reserved
to pure systems.

The order in which the parameters are varied generally depends on the
distance to their final values, the so-called parameter shift. Parameters that
will experience a large shift need to be refined first. Depending on the perfor-
mance of the optimisation algorithm, damping factors may need to be placed
to limit the parameter variation between the iterative optimisation cycles.
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Usually, phase scale factors and global parameters are refined first, while
phase-dependent lattice parameters and peak shape parameters are refined
in later stages. Intensity corrections, such as preferred orientation functions,
are optimised last. Depending on the program, this parameter variation
sequence can be preprogrammed or needs to be carried out manually.

Parameter correlation during the optimisation routine may result in
false results. For instance, lattice parameters may diverge from their origi-
nal values to such an extent that chemical bond lengths and coordination
within the structure are beyond what is chemically acceptable. Therefore,
to control such parameter drift during refinement, some parameters can be
constrained to remain within a certain value interval considered as being
chemically reasonable (e.g. a relative interval of 1% around the initial
value). Phase-dependent lattice and peak shape parameters may be con-
strained as such. If during refinement some parameters converge to the set
limits, this may indicate a problem such as the presence of an additional
phase or the use of an incorrect structure model.

Not all phase-dependent parameters can be optimised for minor phases,
for instance, because of peak overlap problems with major phases. This may
be solved by resolving the crystal structural parameters for minor phases in
concentrates such as selective dissolution residues (Le Saofit et al. 2011). The
optimised crystal structural parameters may then be fixed in the refinement
of the original bulk sample and will allow obtaining better constrained
quantification results for the concerned minor phases. This strategy is par-
ticularly valuable for resolving alkali sulfates in anhydrous cements.

A similar strategy may be adopted for hydrated cements. When analys-
ing a hydration time series of a specific system, such as in Figure 4.13 for
a zeolite-blended cement, all parameters of the anhydrous phases may be
fixed except for the scale factors. The phase-dependent parameters of the
hydration products should be allowed to vary as their stoichiometry and
microtexture may change during hydration. This approach strongly limits
parameter drift and is very instrumental in obtaining consistent trends in
hydration studies.

One of the most important problems in quantitative analysis of hydrated
cements by XRD is the presence of nanocrystalline phases such as C-S-H, the
main portland cement hydration product. Additional amorphous phases
may be present, such as unreacted blast furnace slag or the glassy phases
of fly ash in blended cements. Diffuse scattering from these phases results
in the appearance of broad peaks that cannot be calculated by the conven-
tional Rietveld method that assumes three-dimensional long-range order.
The major difficulty in QPA is that the broad peaks overlap with peaks
from other crystalline phases, for instance, C-S-H and belite, and that
the cumulated intensities should be distributed correctly over the overlap-
ping phases. This may also occur for ternary blended cements consisting
of cement and two different amorphous phases. Figure 4.14 presents the
decomposition of the diffraction pattern of a ternary metakaolin—blast
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Hydration stack over time of a zeolite-blended portland cement as measured
by synchrotron radiation; indicated are ettringite (AFt), monosulfate (AFm),
clinoptilolite (zeolite; Cli), portlandite (CH) and alite (C,S). (Reprinted from
Cement and Concrete Research, 40, Snellings, R., G. Mertens, O. Cizer and
J. Elsen (2010), Early age hydration and pozzolanic reaction in natural zeolite
blended cements: Reaction kinetics and products by in situ synchrotron
x-ray powder diffraction, 17041713, Copyright 2010, with permission from
Elsevier.)
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XRD pattern of a ternary blended cement and its decomposition into the
component diffraction patterns of portland cement, metakaolin (MK) and
blast furnace slag. The diffraction patterns of the component phases were
measured separately and recombined in the decomposition procedure.
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furnace slag—portland cement into its component phases. The diffraction
patterns of the separate component phases were available as input for the
decomposition.

If intensities are wrongly distributed, this results in a significant bias in
the quantification results. This problem has received relatively little atten-
tion so far but appears to be treated either (1) by manual interpolation of
the background (Kocaba 2009) or (2) by using a combination of an analyti-
cal background function and a set of broad peaks to cover the contribu-
tion of the C-S-H and potential residual amorphous phases (Snellings et
al. 2010). A visual interpolation of the background has the advantage of
being flexible; however, it depends strongly on operator-based decisions
and is very difficult for patterns that show strong overlap. Background
levels may be taken too high if many weaker peaks overlap and will con-
sequently result in an underestimation of the crystalline peak intensities
and phase levels. On the other hand, the use of an analytical background
function combined with separate peak contributions may cope better with
peak overlap but may be sensitive to parameter correlation. A promising
development here is the blending of a profile summation method with the
Rietveld method using the so-called partial or no known crystal structure
(PONKCS) approach (Scarlett and Madsen 2006). This method takes into
account the contribution of a phase that has no or no fully known crystal
structure by calibration of the ‘phase constant’, the pl-V/-2 in Equation 4.6,
in a mixture in which the content of the phase is known. This phase con-
stant can then be used in combination with the refined scale factor to calcu-
late the phase weight fraction in unknown mixes. This method was recently
applied to the quantification of the degree of reaction of metakaolin in
alkali activation (Williams et al. 2011) and in the quantification by XRD
of C-S-H in the early hydration of alite (Bergold et al. 2013). The preci-
sion and accuracy of the PONKCS approach to the quantification of amor-
phous SCM (blast furnace slag and metakaolin) levels in blended cements
was assessed recently in synthetic model mixes (Snellings et al. 2014b). For
mixes in which the SCMs were the sole unknown/amorphous components
next to a series of crystalline phases, excellent precision (around 1 wt.%)
and accuracy (2-3 wt.%) of the SCM quantification results were found.
This analytical performance is similar to the expected errors for quantita-
tive XRD on the crystalline phases in anhydrous cements (Ledn-Reina et
al. 2009; Le Saoft et al. 2011).

In more complex mixes the errors and detection limits are expected to be
larger. A particular difficulty in decomposing hydrated cements is acquir-
ing a suitable model for the C-S-H phase. Figure 4.15 shows a white port-
land cement hydrated for 7 years. C-S-H is the main amorphous phase in
this sample and a C-S-H peak model, thus, can be fitted and used to decom-
pose similar hydrating cements. The situation becomes more complex for
C-S-H formed in blended cements, which may show a slightly different
peak profile and therefore quantification errors may increase.
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Figure 4.15 Pattern decomposition of a 7-year-hydrated white Portland cement. C-S-H
is the main component of the cement and fitted using a ‘peak model’. The
other phases are crystalline and do not affect the C-S-H peak profile.

4.7.3 Back calculation of Rietveld
quantitative phase analysis results

The total mass of solids does not stay constant during cement hydration;
free water is bound into hydration products (Figure 4.16) and the initial
porosity is filled. Rietveld results normalised on a total solids base for dried
samples will need to be corrected. Therefore, the final step in the data anal-
ysis is to recalculate the QPA to a common basis. This base of comparison
may be the initial paste (free water + anhydrous binder) content, the initial
binder (SCM + portland cement) or the initial portland cement or clinker
content. The recalculation depends on whether free water is removed to
stop the hydration reactions. If the sample is assumed to be undried and

Free
water [Bound H;0]
Hydrates
Anhydrous
cement [ B @ B B scccecceccrsmne.

Figure 4.16 Diagram illustrating the need for back calculation of the Rietveld quantifica-
tion results to a common basis (for instance, 100 g of anhydrous cement or
100 g of cement paste) to enable comparison of time series data.
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cut as a fresh slice, the correction factor contains the water-to-cement ratio
(wic) of the paste. If the sample is dried, a separate measurement of the
bound water content (H,O,,.4) by thermogravimetry is needed to rescale
the results. The following expressions were developed for the case of an
undried, fresh hydrated sample and for a dried hydrated sample, the bound
water content should be expressed on an ignited basis:

¢ Fresh specimen:

Per 100 g paSte W srescaled = W/',Rietveld (411)
Per 100 g anhydrous: W, ...caied = W Ricrvera (1 + W/c) (4.12)

® Dried specimen:

Per 100 g paste: W, W rierveld/ [(1 = HyOpguna) (1 + W/c)] (4.13)

,rescaled = A

Per 100 g anhydrous W srescaled = \X//,Rietveld (1 - Hlobound) (414)

4.7.4 Guidelines for reporting X-ray
diffraction analysis results

When reporting the results of qualitative and quantitative phase analyses,
a minimal amount of information should be presented regarding the data
analysis procedure to enable verification, reproduction and comparison
of the results. As a guideline, Table 4.3 supplies a list of properties and
settings that characterise a QPA routine; some parameters are specific to
Rietveld analysis, but most are applicable to other XRD analysis methods
as well.

Finally, the presented practical guidelines are illustrated by two typi-
cal applications of quantitative phases analysis in the study of cements:
(1) analysis of a CEM I 52.5 N anhydrous cement and (2) analysis of the
same cement hydrated for 3 days. The chemical composition of the cement
is given in Table 4.4, together with the calculation of the cement’s MAC.
The latter is calculated in a straightforward manner using a linear combi-
nation of the element or oxide weight fraction X; and the respective oxide
or element MAC y; as in

MACsample = Z piXi' (4‘15)

i=1

The calculation in Table 4.4 departs from the oxide composition as mea-
sured by XRF. The loss of ignition (LOI) (2 h at 1050°C) was assigned to
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Table 4.3 Guidelines for XRD data analysis

Data analysis properties and settings

Examples

Analysis software

Phase information

Refinement strategy

Figures

Numerical criteria
of fitting

Result presentation

Qualitative analysis
Quantitative analysis

Pattern references
Crystal structure references

Refined global parameters
and sequence of refinement

Refined phase-specific
parameters and sequence
of refinement

Parameter constraints

Fixed parameters

Measured diffraction patterns,

calculated patterns and
difference plot

Agreement indices

Back-calculation approach

Diffrac.Suite Eva, HighScore

Topas (Academic), HighScore
(Plus), GSAS, FullProf

PDF number, COD number

ICSD number, publication
reference

Specimen displacement, background
type and number of coefficients?

Scale factors, lattice parameters,
peak shape type and parameters,
site occupancies,? preferred
orientation correction®

Limits on lattice parameter shift,
peak shape parameters

Atomic positions, atomic
displacement parameters

At least one figure enabling a
visual assessment of the data
collection and analysis quality

prb, Rpc

g/100 g anhydrous
g/100 g paste

2 If applicable.

b R, = {ZW" I:Yi(ObS)_ y,A(calc):I2 /ZW; [)’,'(ObS):I2 }I/z '

c RPZZ

¥, (obs) — , (calc)| / Y yiteale)

Table 4.4 Anhydrous cement (CEM | 52.5 N) chemical composition and MAC

Oxide wt.% 1 (cm?lg) MAC (CuKa) (cm?/g)
CaO 63.2 124.04 78.4
Sio, 19.3 36.03 7.0
Al,O, 3.7 31.69 1.2
Fe,O, 4.1 2149 8.8
MgO 2.1 28.6 0.6
Na,O 0.28 24.97 0.1
K,O 0.88 122.3 1.1
SO, 4.0 44.46 1.8
TiO, 0.29 124.6 04
P,Ox 0.17 39.66 0.1
LOI 1.9 (H,0) 10.07 0.2
Total 99.9 99.5
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H,O0, assigning the LOI to CO, (p = 9.42 cm?/g) instead would not signifi-
cantly affect the total MAC.

In the following case studies, the sample preparation, data collection
and data analysis procedures are described in a stepwise, in-depth fashion.
The presented protocols were adapted to the equipment and experience
available to the author and may not necessarily represent the best avail-
able practise for other laboratories. QPA of cements, hydrated cements in
particular, cannot be used, as yet, as an operator independent black box
characterisation technique. Considerable time and effort should be spent
on know-how buildup of operators and analysts. Cross-checking with
other characterisation techniques is paramount in building confidence in
the analysis procedure and further optimising measurement and analysis
protocols.

4.7.5 Example |I: Anhydrous cement
4.7.5.1 Sample preparation

The commercial portland cement was received as finely ground powder.
The particle size distribution measured by laser diffractometry indicated
a ds, of 12.1 pm, which is generally sufficiently fine for a regular QPA. To
increase the accuracy of the QPA even further, an additional grinding step
can be considered. Note that not all portland cements are of sufficient fine-
ness; depending on the application and strength class, the ds, value may
vary from less than 10 to over 30 pm. In the case of insufficient fineness
an additional grinding step should be considered for optimal results. In the
presented example, the cement was further wet ground to obtain a final ds,
of 3.2 pm. To this purpose, 3 g of cement was wet ground for 10 min in a
McCrone micronizing mill using 4 mL isopropanol as grinding medium.
The isopropanol was evaporated under a fume hood. As a precautionary
measure towards potential sample reaction/interaction during grinding,
XRD scans of the as-received and ground samples were compared to check
for the appearance, disappearance or alteration of certain phases. No sig-
nificant differences were noted.

As an aid in minor phase identification, a SAM extraction was performed
on the as-received cement. To this purpose, 15 g of cement was mixed with
a solution of 900 mL methanol and 75 g of salicylic acid. The suspension
was stirred and left to react for 30 min; then it was filtered and rinsed twice
with methanol. The filter residue was dried at 60°C and measured by XRD.

4.7.5.2 Data collection

The powder samples were back loaded in the sample holders to mitigate
preferred orientation effects for XRD data collection. A PANalytical X Pert
Pro diffractometer in conventional Bragg—Brentano 0-20 geometry with a
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240 mm goniometer radius was used for data collection. CuKa X-rays were
generated using 40 mA and 45 kV tube operating conditions. Incident beam
Soller slits of 0.04 rad were used and the incident divergence and antiscatter
slits were fixed at 0.5°. Air scattering was reduced using a beam knife. The
receiving antiscatter slit was fixed at 1° and receiving Soller slits limiting
the axial divergence to 0.04 rad were positioned in the diffracted beam
path. An X’Celerator linear position-sensitive X-ray detector with a length
of 2.122° 20 was used for data acquisition. Data were collected over an
angular range of 7° to 70° 20 with 0.017° 20 step size and an accumulated
time per step of 29.8 s, resulting in a total measurement time of about
15 min. During measurement the samples were spun around the vertical
goniometer axis to improve particle statistics.

4.7.5.3 Data analysis

Phase identification and Rietveld QPA were carried out using the X’Pert
High Score Plus v3.0e software package by PANalytical; alternatively the
Topas Academic v4.1 software was used to cross-check the quantification
results. When similar refinement strategies were followed, the results of
both software packages were found to be very similar.

A typical refinement starts with a phase identification step, followed by
the quantitative analysis. Unmatched peaks of minor phases not identified
in the first round can be checked and added later:

1. In the first step, C;S (M3) and C,AF were identified as major phases.
Both phases were included in a first refinement cycle. Phase-specific
parameters that were varied were the phase scale factors, lattice
parameters and a Lorentzian peak-broadening parameter. To con-
strain parameter variation and prevent parameter drift, hard limits
were placed on the variation intervals: e.g. for lattice parameters a 1%
variation from the literature values was allowed. The refined global
variables were a specimen displacement error and a background poly-
nomial of two coefficients and a 1/X term. The results of this first
refinement round are shown in Figure 4.17a. The graph shows that
the majority of diffraction peaks has been matched; however, the dif-
ference curve clearly shows that many smaller peaks are not or not
fully accounted for.

2. In the second round, the identification routine was focused on remain-
ing minor peaks. C;A was identified as a plausible phase and added to
the quantification refinement. Belite is typically not recognised by the
identification algorithms because of peak overlap with alite but was
added through experience with regular cement compositions. The
refinement results including C;A and belite are shown in Figure 4.17b.
The fit between the observed and calculated patterns improved vis-
ibly, which is also reflected in a decrease in the R,,, agreement index.



142 Ruben Snellings

C3SM3
Ferrite

|

st M\.MU'W\W\WNM

JJ‘ “M R,, = 8249

N—JWwaJ )
T T T T T T T 1
30 40 50 60 70

10 20

(a)
+
Belite
C3A

CA

'“"‘"UMVM | WUWJI\/\J\wﬂWA W

JW R,, =7.307
T T T T T T 1
20 30 40 50 60 7

0

Belite ‘ ‘

10
(b) °20 (CuKa)

Figure 4.17 Rietveld refinement rounds on anhydrous portland cement: (a) first round;

(b) second round. The R,, agreement index and the difference curve (blue,
below XRD scan) are given to indicate the progress in fitting. In black the
observed XRD pattern is displayed, in red the calculated pattern.

(Continued)

Still, close inspection of the observed and fitted patterns reveals many
minor peaks not being covered. A straightforward assignment of
these minor peaks can become difficult at this point. Looking into
the XRD scan of the SAM residue can be therefore of great value as
an aid in minor phase identification.

. A refinement of the SAM residue was used to identify minor phases
such as anhydrite, periclase, calcite, quartz, gypsum, bassanite, goer-
geyite and syngenite. In addition, the SAM extraction can be used to
verify if one or more C;A polymorphs are present. The ferrite Fe-to-Al
ratio can also be refined more reliably in the SAM residue. The refine-
ment results of the SAM residue are given in Figure 4.17c. A good fit
was obtained (flat difference curve, low R,,,) upon inclusion of all
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Figure 4.17 (Continued) Rietveld refinement rounds on anhydrous portland cement:
(c) third round; (d) fourth round. The third round uses the XRD pattern of
the SAM selective dissolution residue. The R,,, agreement index and the dif-
ference curve (blue, below XRD scan) are given to indicate the progress in
fitting. In black the observed XRD pattern is displayed, in red the calculated
pattern.

minor phases. Many of the minor phases were not directly observable
in the untreated cement. Including an analysis of the SAM residue
therefore leads to considerably lower phase detection limits.

4. In the final refinement round the results of the SAM residue analysis
are integrated into the XRD analysis of the untreated cement. Phase-
specific parameters, such as lattice and peak-broadening parameters,
were kept fixed for minor phases refined in the SAM residue analysis.
This measure is implemented to reduce the number of varied param-
eters in the final refinement and mitigates parameter drift risks. The
comparison between the observed and final calculated patterns is
given in Figure 4.17d. Clearly, over the subsequent analysis rounds,
the fit to the observed pattern was much improved. At this stage, more
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variables such as additional peak profile parameters or preferred ori-
entation corrections may be included to further improve the fit; how-
ever, their impact on the quantification results will be rather limited
in general. March-Dollase—preferred orientation corrections can be
added for alite M3 (606), gypsum (0 2 0), bassanite (0 0 1), anhydrite
(2 0 0) and calcite (1 0 4). Overly using these additional parameters
will increase risks on parameter drift and may cause inconsistencies
between refinements of similar samples. Therefore, a general guide-
line is to use these parameters sparingly and wisely, for instance by
setting limits.

The final quantification results are given in Table 4.5. The results are
normalised to 100%; no amorphous content was considered. This is in line
with a previous work by the author that indicated that amorphous con-
tents of a series of regular portland cements were below detection limits
(Snellings et al. 2014a). The results are compared to a standard Bogue cal-
culation (Bogue 1929) of the clinker phase composition highlighting the
poor performance of the Bogue approach. Note that the estimation of the
clinker content can be improved if instead of theoretical end-member com-
positions for the clinker phases, microchemical data (obtained by SEM-
EDX or electron microprobe analysis) of the clinker phases are used in an
extended, but labour-intensive, Bogue calculation (Le Saott et al. 2011).
Very useful is to cross-check the XRD results with the XRF data by cal-
culating the oxide composition departing from the XRD data. Table 4.5

Table 4.5 QPA results of the portland cement in Example |

XRD Bogue Calculated Difference
Rietveld calculation from XRD (XRD — XRF)

Phase (wt.%) (wt.%) Oxide (wt.%) (wt.%)
Alite 69.7 79.8 CaO 66.0 28
Belite 5.1 -49 Sio, 20.5 1.2
Aluminate 43 29 Al,O, 39 0.2
Ferrite 10.8 12.5 Fe,O, 3.6 -0.5
Calcite 2 MgO 0.2 -1.9
Dolomite 0.8 Na,O 0.0 -0.3
Quartz 0.4 K,O 0.4 -0.5
Gypsum 1.8 SO, 3.6 -0.4
Bassanite 1.8 TiO, 0.0 -0.3
Anhydrite 0.5 P,O; 0.0 -0.2
Syngenite 0.7 LOI 1.8 -0.1
Goergeyite 2.1 Total 100.0

Note: The XRD results are compared to a standard Bogue calculation of the phase content.As an
additional check, a back calculation of the oxide chemical composition from the XRD results
is carried out and compared to the XRF results.
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shows a relatively close match between the two; the largest differences, i.e.
CaO and MgO, are the result of the well-known solid solution of MgQO into
the alite structure (Taylor 1997).

4.7.6 Example 2: Hydrated cement

In this second example, the portland cement analysed in Example 1 is stud-
ied after 3 days of hydration. The additional difficulty here is that next to
the original anhydrous cement phases a range of hydrate phases appear.
The example starts from the anhydrous cement refinement and adds the
hydrate phases in steps while highlighting potential pitfalls. The presented
sample preparation/data collection/data analysis strategy is founded on the
external standard method aiming at minimal interference with the hydrate
phase assemblage by XRD sample preparation and measurement proce-
dures. Other analysis strategies have been proposed in the literature; the
strategy presented here has the advantage of being practical and relatively
fast and safe in terms of sample preparation. The disadvantage is that the
amorphous content cannot be calculated directly as both residual water
and solid amorphous phases make up the residual noncrystalline fraction
of the hydrated sample. The latter can be calculated when using the internal
standard approach in combination with a hydration-stopped sample. The
latter procedure has the disadvantage of being more time consuming and
prone to mixing problems and alterations of the hydrate assemblage.

4.7.6.1 Sample preparation

The anhydrous portland cement was mixed with water at a 0.4 w/c. The
resulting paste was mixed for 2 min at 1600 rpm. The paste was cast into a
plastic container, sealed with plastic paraffin film and cured at 20°C. The
inner diameter of the plastic container matched the inner diameter of the
XRD sample holder, enabling direct mounting and subsequent measure-
ment of the sliced disc. The sample studied in this example was cut after
3 days of hydration; distilled water was used during cutting of the sample
disc of 2-3 mm thickness. Immediately after the cutting, a fresh sample
surface was uncovered by a brief wet polishing step on extrafine sandpaper.
Directly after, the sample was mounted on the sample holder and measured
by XRD. This sample preparation procedure was found to minimise sam-
ple desiccation and carbonation over the duration of a typical XRD scan
(cf. Figures 4.10 and 4.11).

4.7.6.2 Data collection

The sample was measured using the same diffractometer operating con-
ditions and optics as in Example 1. Data were measured from 7° to 70°
20 with 0.017° 20 step size and an accumulated time per step of 29.8 s,
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resulting in a total measurement time of about 15 min per scan. Sample
spinning was applied to improve particle statistics. A rutile external stan-
dard was measured separately under identical measurement conditions.
Note that this should occur shortly before/after measurement of the sample
because of the decreasing X-ray intensity over time (weeks to months) due
to the ageing of the X-ray tube filament.

4.7.6.3 Data analysis

The data analysis of the XRD scan of the hydrated cement was carried out
using Topas Academic v4.1 software. The data analysis departed from the
results of the anhydrous cement analysis and moves through a series of
steps as reflected in the following:

1. In the first cycle the crystalline clinker phases found and refined in the
analysis of the anhydrous cement are used. Minor, soluble phases that
are consumed in the early stages of cement hydration, such as sulfates,
are left out. During the fitting procedure, only global scan parameters
and phase scale factors are refined. (Micro)Structural phase-specific
parameters, such as lattice and peak shape parameters, are kept fixed
at the values refined in the analysis of the anhydrous cement. As in
Example 1, reducing the number of refined parameters minimises
spurious parameter correlation and drift and maximises consistency
between different analyses on the same starting materials (e.g. a time
series). Also, in case of the clinker phases, one can reasonably assume
that their crystal structure does not change during hydration. The fit-
ting results of this first cycle are graphically presented in Figure 4.18a.
Only a minority of peaks is well fitted; clearly the major crystalline
hydrate phases need to be added to the refinement.

2. Going back to a phase identification routine, the unassigned peaks
were matched to the common cement hydrates portlandite, ettringite
and monosulfate. The identified phases were added to the Rietveld
refinement. In the case of the hydrate phases, lattice and peak shape
parameters were varied within imposed ranges (see Example 1). In
general, it is advised to enable the fitting of crystal structural param-
eters for hydrates as they may undergo changes (crystallisation, solid
solution, etc.) with hydration age. The resulting calculated pattern is
compared to the observed scan in Figure 4.18b. Now, all main peaks
are fitted. However, there are still clear differences around 27°-32° 20
and 50° 20 related to the presence of the nanocrystalline C-S-H phase.
Not accounting for the C-S-H phase will result in an overestimation
of the alite and belite weight fractions as the fitting routine will raise
their scale factors to partially compensate for the lacking C-S-H con-
tribution. Several approaches can be used to overcome this problem.
A manual or automatically fitted background may be used. Manual
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Figure 4.18 Progressive refinement cycles in the data analysis of an XRD scan of a
hydrated cement: (a) fitting result when adding only the clinker phases
refined in the original anhydrous cement; (b) addition of the crystal-
line cement hydrate phase to the refinement; (c) fitting result including a
C-S-H peaks phase extracted from a 7-year-hydrated white cement. (From

Snellings, R., A. Salze and K. Scrivener. Cement and Concrete Research 64:
89-98, 2014b.)
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fitting has the disadvantage of being operator dependent and difficult
to reproduce. Automatic fitting may lead to parameter correlation or
imperfect fits that do not completely account for the C-S-H contribu-
tion. Here, a different approach is taken by including a separate C-S-H
pattern extracted from a nearly completely hydrated white cement.

3. The addition of the C-S-H phase to the refinement led to a consider-
able improvement of the fit, as represented in Figure 4.18c. The C-S-H
phase was added as a so-called peaks phase. The contribution of the
peaks phase is not calculated from an underlying crystal structure but
is merely an ensemble of peaks with fixed intensities and peak widths.
The overall scale factor of the peaks phase was refined to come to
a best fit with the observed XRD scan. In a sense, the combination
of peaks phases and Rietveld analysis engenders a hybrid quantifica-
tion approach that joins elements from pattern decomposition and
Rietveld analysis.

At this point the XRD analysis was considered to be finished in terms
of pattern fitting. The next step is now to extract the data and recalcu-
late them using the external standard approach and a back-calculation
procedure to meaningful, comparable quantification results.

4. The background of the external standard method is described in
Section 4.4.2; the recalculation formula is presented as Equation 4.10.
In order to use this equation, the calculated density, volume and scale
factor need to be extracted for all phases included in the refinement.
The phase-specific data obtained in the refinement of the hydrated
cement example are summarised in Table 4.6. The phase scale factors
are recalculated to phase weight fractions by comparison to the scale
factor of the external rutile standard (Kronos 2300 TiO,) and taking
into account the ratio of the MACs of the sample ,, to the standard
y, in Equation 4.10. It should be noted that the MAC of the hydrated
cement is lower than that of the anhydrous cement due to the bound
water content. The water content of the sample thus needs to be known
for each hydration age to calculate the corresponding MACs. In the
case of hydration-stopped samples, where water is removed from
the sample by (freeze-)drying or solvent exchange, the water content
needs to be measured separately, for instance, by thermogravimetry.
If, as in this example, fresh slices are measured, the initial w/c can
be used to calculate the MAC if drying of the slice is minimised, e.g.
by wet cutting and polishing and limiting the measurement duration
to 15-30 min. The crystallinity of the rutile standard was calibrated
to 96.3 wt.% using the external standard approach and the certified
NIST Standard Reference Material 676a «-Al,O;. All input data for
the calculation are given in Table 4.6; the sample MAC was calculated
from the cement MAC and a w/c of 0.4. It is assumed that water loss
by evaporation is minimal over the duration of the XRD measure-
ment. Carrying out the calculation leads to quantification results on
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Table 4.6 Demonstration of the external standard method recalculation procedure
to obtain XRD QPA results

Refined phase-specific data

Sample MAC (cm?/g) 73.95‘

\ 4

Density  Volume g/100g  g/100g
Phase (g/cm?) (A3)  Scale factor Phase paste anhydrous
C;SM3 3.163 431491 9.8146 x 107 C,;SM3 13.0 18.2
B-C,S 3.316 344.99 3.9037 x 10-° B-C,S 3.5 4.9
C,A 3.041 3540.87 1.5607 x 107 CA 1.3 1.9
C,AF 3.704 430.21 4.2555 x 10> » C,AF 6.6 9.2
Calcite 2.719 366.71 1.7284 x 10-5 Calcite 1.4 2.0
Portlandite 2.241 54.9 1.0390 x 10-2 Portlandite 15.8 22.1
Ettringite 1.786 2333.55 4.4815 x 106 Ettringite 9.8 13.7
Monocarbonate 2.176 4354 3.6482 x 10-¢ Monocarbonate 0.3 0.5

External standard

Density Volume

(g/cm3) (A3) Scale factor
Rutile 4.247 62.46 0.01531
Degree of
hydration
Crystallinity  p, (cm?/g) %
Cement
Rutile 0.963 124.6 (3 days) 64

Note: The quantification results are rescaled on an anhydrous base to enable the calculation of the
cement degree of hydration.

a g/100 g cement paste base. A back calculation to an anhydrous
cement base (Equation 4.12) enables to compare the quantification
results to the anhydrous cement composition in Table 4.6.

Here we observe that, in line with expectations, C;S and C;A have reacted
to an important degree at 3 days, while B-C,S and C,AF have reacted only
marginally. Finally, a degree of hydration can be calculated by comparing
the sum of the remaining anhydrous cement phases to the initial anhydrous
cement composition. In the case of the studied CEM I 52.5 N, we obtain a
hydration degree of 64% at 3 days of hydration (Table 4.6).

Cross-checking the obtained quantification results against other tech-
niques is strongly encouraged. For instance, portlandite contents obtained
by XRD can be compared to quantification results by thermogravimetry.
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Clinker phase reaction degrees may be verified by SEM-IA or solid-state
NMR spectroscopy. Mass balance calculations can be used as a first-line
check for internal consistency. For example, portlandite and ettringite
quantification results can be compared to theoretically calculated portland-
ite and ettringite contents calculated from the reacted amounts of C;S/C,S
and C;A/C,AF, respectively.

4.8 CONCLUSIONS AND OUTLOOK

XRD is quickly becoming a standard tool in cement materials science. If
appropriately used, a wealth of information on cement phase composition
can be retrieved, both qualitatively and quantitatively. However, cement
and hydrated cements in particular are complex multicomponent materials.
The application of a common material characterisation technique such as
XRD to the quantitative analysis of cement is therefore fraught with inher-
ent challenges and practical problems. For the large majority of research
problems, standardised black box operation and data analysis procedures
cannot deliver meaningful results and deeper insights and practical experi-
ence with the technique are a prerequisite for good analytical practise.

The challenges posed by the cement as a complex material are manifold.
Anhydrous and hydrated cements consist of a multitude of phases. These
phases are often part of solid solution series and may change their poly-
morphic form in response to changes in composition. The XRD profiles
of typical cement phases show a large degree of overlap. In effect, most of
the peaks discerned in the cement XRD pattern are composite, and decom-
position of the pattern into its component phase profiles demands power-
ful XRD analysis software and some degree of analyst experience. To a
similar extent, a detailed phase analysis that identifies and quantifies the
minor phases also demands a solid blend of expertise in sample prepara-
tion, software operation and knowledge of the basics of cement chemistry.
A final inherent challenge specific to SCM blended and hydrated cements is
the additional presence of amorphous or nanocrystalline phases. The chal-
lenges outlined here need to be accounted for in the QPA routine to obtain
reasonably accurate and meaningful results.

Building on a concise theoretical base, this chapter discloses practical
insights into state-of-the-art XRD analysis methods applied to cement
that usually never make it into the experimental descriptions in the related
scientific literature. The presented examples and recommendations aim
to help the reader in addressing the challenges inherent to anhydrous and
hydrated cements. In doing so, the steps that are taken in a typical analysis
are described, documented and exemplified in detail. Guidelines to both
qualitative and quantitative phase analyses are given, paying attention to
different approaches and methods so as to provide the reader with the arse-
nal to flexibly and creatively find the optimal analytical procedure adapted
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to the particular problem faced. Reference databases for both identification
(PDF numbers and common phases identification table) and quantification
(cf. References) are provided as an aid in setting up data analysis routines.
An emphasis here is placed on good practise in XRD data analysis by the
Rietveld method.

Next to challenges inherent to the material, the application of XRD anal-
ysis to cements also poses practical problems in terms of sample prepara-
tion and measurement. The problems faced are most critical with regard
to the analysis of hydrated cements. As interest is often directed towards
resolving the reaction kinetics of hydration, the intact preservation of the
reaction system, or at least of the parameter under investigation, is of great
importance. The potential adverse effects of sample preparation (grinding,
hydration stoppage, sample mounting, etc.) have been demonstrated and
various solutions with their inherent pros and cons were outlined.

Finally, this chapter aims to contribute to the bright future of XRD anal-
ysis applied to cements by detailing and exemplifying refinement strategies
that have proven to deliver robust and reliable results for a great number,
but not necessarily all, cementitious systems.

4.8.1 Outlook

Definitely, XRD analysis will find an even broader use and acceptance in
the cement science community of the future as more researchers will secure
access to the equipment and the supporting data analysis software will
become ever more powerful and user friendly. This will not mean, however,
that the cement-inherent challenges and practical problems will disappear.
On the contrary, even more attention will need to be paid to the training
and guidance of novices in the field to safeguard the quality of the results
and to realise the full potential of XRD.

Major changes in XRD analysis on cements are difficult to anticipate.
However, the predictable future path of XRD data analysis in cement sci-
ence will likely involve improvements of current methods and databases to
facilitate a broader applicability, more automation and improved reliability,
accuracy and precision. New and further improved crystal structures will
be introduced that enable to further enhance the accuracy of the results and
widen the scope of samples and problems that can be addressed. It is also
to be expected that cross-checks of the XRD results with other indepen-
dent techniques will become implemented and automatised in the analysis
software packages. The more widespread introduction of programmed sta-
tistics may further help to guide the analyst by proposing most likely solu-
tions, e.g. by combining data of the chemical composition and XRD peak
lists in the identification of minor phases in the cement. On a more meth-
odological level, hybrid quantification methods such as PONKCS, where
Rietveld and pattern summation methods are combined, will be developed
further and adopted to confront the most challenging systems that remain
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today out of reach of QPA by XRD. It is clear that the XRD analysis of
cements still has not reached its full potential and that future developments
and breakthroughs are lying ahead.
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172 Ruben Snellings

Table A4.8 Search table

Major
cement Minor cement
d phases d phases d Cement hydrates
12.57  Stratlingite (10)
9.72 Ettringite (10)
9.55 Thaumasite (10)
8.9 Monosulfate
(10)
8683 AFm solid
solution
(SO,
CO;-0OH)
82 Hemicarbonate
(10)
792 C,AH,, (10)
7.58 Hydrotalcite
(10)
7.56 Gypsum (9) 7.57 Monocarbonate
(10)
7.3 C,AF (3)
6.26 Stritlingite (4)
5.98 Bassanite (10)
5.71 Syngenite (6) 5.6 Ettringite (6)
5.37 Mullite (10) 5.51 Thaumasite (4)
5.13 Katoite (10)
4.88 Mayenite 4.89 Portlandite
(10) (7-10)
4.66 CA(2) 4.65 Thenardite (6) 4.77 Brucite (8)
4.45 Rankinite 4.45 Monosulfate (3)
)
443 CA, 4)
435 CSy(@3) 4.34 Tridymite (10)
427 Gypsum (10)
4.25 Quartz (5)
4.21 Ca-langbeinite
©)
4.16 Arcanite (4) 4.18 Stratlingite (5)
4.07 C,A cubic 4.09 Tridymite (8) 4.1 Hemicarbonate
@) ©)
4.08 Aphthitalite (3)
4.04 Cristobalite (10)
3.99 Monosulfate

®3)
(Continued)
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Table A4.8 (Continued) Search table

Major
cement Minor cement
d phases d phases d Cement hydrates
3.99 C,AH,, (8)
3.88 Ettringite (5)
3.83 CSy(@3 3.83 Tridymite (3)
3.83 Rankinite 3.79 Hydrotalcite (5)
(©)
3.79 Thaumasite (4)
3.74 Ye'elimite (10) 3.78 Monocarbonate
©)
3.73 Arcanite (3)
37 Gebhlenite (2)
3.49 CA, (10) 3.49 Anhydrite (10)
3.48 Corundum (8)
34 Mullite (9)
3.34 Quartz (10)
3.31 Ca-langbeinite
)
3.26 Ca-langbeinite
(6)
3.26 Cuspidine (3)
3.248 Rutile (10)
3.22 Ca-langbeinite
(10)
3.19 Sulfate spurrite
®)
3.18-3.16 Rankinite 3.18 Thenardite (5)
®)
3.15 Syngenite (8)
3.14 Sylvine (10)
3.07 CA, (2) 3.05 Gypsum (7) 3.06 C-S-H (10)
3.04 C,SM(9) 3.05 Cuspidine (10) 3.03 Calcite (10)
3.04 CSy ()
2.99 Arcanite (9)
297 CA (10) 2.99 Bassanite (7)
2.965 Magnesioferrite
4)
2.95 CF, (5) 2.96 Magnetite—
maghemite (3)
2.93 Aphthitalite (6)
291 CSa(7) 290-2.86  Spinels (4)

(Continued)
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Table A4.8 (Continued) Search table

Major
cement Minor cement
d phases d phases d Cement hydrates
2.89 Rankinite 2.89 Arcanite (10) 2.88 Monosulfate (3)
®)
2.88 C,Sp@A3) 2.87 Gypsum (5) 2.88 Hemicarbonate
(5)
2.87 Ellestadite (7) 2.87 C,AH,; (6)
2.87 Cuspidine (5) 2.87 Stratlingite (5)
2.85 Syngenite (10)
2.84 Aphtbhitalite (10)
2.84 Anhydrite (3)
2.84 Sulfate spurrite
(10)
2.84 Gehlenite (10)
2.8l Halite (10) 2.8l Katoite (2)
2.8 Bassanite (6) 28 C-S-H (3)
2.79 C,S oy (10) 2.79 Ellestadite (10)
2.79 C,AF (3) 2.78 Thenardite (10)
279274 CSB(10) 2.78 Lime (3)
2.78-274 C;SM(10) 2.73 Syngenite (5)
2.77 C,Svy(6)
2.76 C,Sa(l0)
2.75 CS o (9)
2.75 CA, (3)
2.74 C,Sy (10)
2.73 Bredigite
(10)
2.72 C,A O/M
©)
2.71 CA, (3)
2.7 Rankinite
(10)
2.7 C,A cubic
(10)
2.69 C,A O/M 2.69 Mullite (7)
(10)
2.69 C,AF (4) 2.69 Hematite (10)
2.68 Mayenite
(6)
2.67 Bredigite
)
2.66 C,AF (10) 2.65 Ye’elimite (3)

(Continued)
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Table A4.8 (Continued) Search table

Major
cement Minor cement
d phases d phases d Cement hydrates
2.64 Thenardite (4) 2.62 Portlandite
(10)
261 C,SM(8)
2.61 C,S B (6)
2.59 CA, (4)
2.58 Rankinite 2.57 Hydrotalcite (3)
(6)
2.58 CF, (10) 2.57 Sulfate spurrite 2.56 Ettringite (3)
()
2.55 Corundum (9)
2.54 Mullite (6)
2.53-2.51 CA (3) 2.53 Magnesioferrite
(10)
2.52 Magnetite—
maghemite (10)
2.51 Rankinite 251 Hematite (7)
()
2.49 Wistite (6)
2.487 Rutile (4)
2.45 Mayenite 2.47-2.44 Spinels (10)
)
242 Arcanite (3)
2.4 CA (2) 2.405 Lime (10)
2.38 Corundum (4) 2.37 Brucite (10)
2.32 CSal (2) 2.33 Anhydrite (2)
2295  Kat-oite (2)
2.28 Calcite (2)
2.28 Hydrotalcite
®3)
2.23 Bredigite 222 Sylvine (6)
©)
222 C,Sal (3) 22 Mullite (6)
2.19 C,S Beta 22 Hematite (3)
(6)
2.18 C,SM () 2.16 Ye'elimite (2)
2.16 Wiistite (10)
2.106 Periclase (10)
2.1 Magnetite—
maghemite (2)
2.05-2.02 Spinel (5)

(Continued)
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Table A4.8 (Continued) Search table

Major
cement Minor cement
d phases d phases d Cement hydrates
2.04 Aphthitalite (5)
2 CSa(3) 1.99 Halite (6)
1.98 C,SB(3)
1.97 CSoy (3)
1.94 C.AF (4)
1.924 Bredigite 1.93 Hydrotalcite (4)
©)
1.92 CSy (5 1.92 Portlandite (4)
1.91 Rankinite 1.91 Calcite (2)
©)
1.91 C,A cubic
4)
1.86 Thenardite (4) 1.87 Calcite (2)
1.838 Hematite (3) 1.83 C-S-H (3)
1.81 Rankinite 1.82 Quartz (3) 1.79 Brucite (5)
©)
1.77 C,SM (6) 1.75 Gehlenite (2) 1.79 Portlandite (3)
1.72 CF, (2) 1.74 Corundum (5)
1.7 Lime (5)
1.692 Hematite (5)
1.69 Rutile (5) 1.66 C-S-H (I)
1.65 C,Sy(2) 1.66  C,AH,; (5)
1.615 Magnetite—
maghemite (3)
1.61 Magnesioferrite
©)
1.601 Corundum (8)
1.56 Bredigite 1.576-1.555  Spinels (4) 1.57 Brucite (3)
@
1.56 C,A cubic
4)
1.52 Mullite (5)
1.52 Waiistite (5)
1.489 Periclase (5)
1.484 Hematite (2)
1.48 Magnetite—
maghemite (4)
1.48 Magnesioferrite
)
1.448— Spinels (6)

1.429
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5.1 INTRODUCTION

Thermogravimetric analysis (TGA) is a widely applied technique in the
field of cement science. Measurements of bound water and portlandite con-
tent by TGA are often used to follow the reaction of portland cement or
to evaluate the reactivity of supplementary cementitious materials (SCMs),
such as fly ash and blast furnace slags. TGA is able to identify X-ray amor-
phous hydrates, such as C-S-H or AH;, and can be used complementarily
to other techniques such as X-ray diffraction (XRD).

The present chapter outlines the main factors influencing TGA. The TGA
signals of the most common minerals observed in cementitious systems are
compared to each other and compiled as a reference database for phase iden-
tification. The quantification of bound water, portlandite and calcium car-
bonate and different hydrates is described in detail. Special attention is given
to the methods of stopping hydration and their effect on TGA measurements
and a step-by-step guideline for analysis of hydrated cements is given.

Minerals and hydrates can undergo several thermal reactions: dehydra-
tion, dehydroxylation, decarbonation, oxidation, decomposition, phase
transition or melting. These reactions are generally associated with weight
changes or release of heat. The temperature at which these processes occur
are typical for the mineral or hydrate. During TGA the sample is heated
while the weight loss is recorded as shown in Figure 5.1a for portlandite.
Differentiation of the thermogravimetric (TG) data allows a better resolu-
tion and identification of consecutive weight losses: derivative thermogra-
vimetry or differential thermogravimetry (DTG) as shown in Figure 5.1.

In addition to TGA, differential scanning calorimetry (DSC) or differential
thermal analysis (DTA) are also often used to analyse cements. DSC measures
the difference in the heat needed to increase the temperature of a sample com-
pared to a reference as a function of temperature. An alternative technique,
which has much in common with DSC, is DTA. During DTA the sample and
reference are heated identically; however, phase changes and other thermal
processes cause a difference in temperature between the sample and an inert
reference, which can be either exothermic or endothermic (Figure 5.1b). Both
DSC and DTA provide similar information. The measured heat or tempera-
ture difference is related to the enthalpy changes caused by loss of water or
CO,, or redox or recrystallisation reactions. The deconvolution of DTA or
DSC signals can be very difficult in hydrated cement pastes as different reac-
tions, e.g. dehydroxylation of C-S-H and phase transformation of the glasses,
appear in the same temperature regions as discussed in Section 5.6.
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Figure 5.1 (a) Weight loss recorded by TGA (solid line) and differential thermogravim-
etry (DTG) data (dotted line) and (b) comparison of DTG and differential
thermal analysis (DTA; dashed line) for portlandite. 17 mg of sample, heating
rate 20°C/min.

DTG and DTA (or DSC) often show similar peaks (see Figure 5.1b) as
many weight change reactions, such as the loss of water, are also associated
with endothermic changes in the enthalpy.

Some instruments allow to record simultaneously with the weight loss
the type and the amount of gaseous reaction products. For this purpose the
thermogravimeter is coupled directly to a mass spectrometer or an infrared
spectrometer. In cementitious systems the mass loss up to ~600°C is gener-
ally related to the loss of water and above 600°C mainly to the release of
CO,, as shown in Figure 5.2.

In cementitious systems, TGA (or also DSC or DTA) is generally used to
identify hydration phases, to confirm the presence of both crystalline and
amorphous phases found by XRD, nuclear magnetic resonance (NMR)
or scanning electron microscopy—energy-dispersive X-ray spectroscopy
(SEM-EDX) analysis and/or to quantify the amount of solids present. The
discussion presented in this chapter will mainly focus on TGA; only Section
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Figure 5.2 DTG (dotted line) and H,O (dashed line) and CO, currents (solid line) measured
by mass spectrometry during the TGA of a portland cement after a hydration
time of 28 days. Further details are provided by De Weerdt et al. (2011b).

5.6 focuses on the potential use of DSC or DTA to determine the fraction
of unreacted glass. Based on the recorded weight changes during the TGA
measurement, the amount of mineral or hydrate can be easily calculated
in systems where only one or two solids are present. However, in cementi-
tious systems, where a multitude of minerals and hydrates are present, the
reactions often overlap, which makes quantification difficult, as shown in
Figure 5.3a and b.

5.2 FACTORS INFLUENCING
THERMOGRAVIMETRIC MEASUREMENTS

The results of thermal analysis are strongly influenced by the architecture
of the measuring device, the kind of vessel used, the heating rate, the
amount of solid, the particle size, gas flow rate and kind of purging gas
(e.g. O, or N,) and the pretreatment of the sample. The different influ-
ences make it nearly impossible to transfer measurements done at one
laboratory directly to another laboratory. The relative peak intensities
and the sequence of the weight loss, however, follow the same rules inde-
pendent of the details of the measurement protocol used. As the results
are influenced differently by many factors, one of the main rules to do
reliable TGA measurements is to stick as much as possible to the same
procedure for all measurements.
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Figure 5.3 (a) TGA/DTG of a hydrating portland cement containing 4 wt.% of limestone
(Data from Lothenbach, B. et al., Cement and Concrete Research, 38(6), 848—860,
2008.) and (b) DTG of solids typical for cementitious systems (for further
details, see Section 5.3).

5.2.1 Heating rate, open and closed
vessels and gas flow

The heating rate and the kind of vessel influence the position of dehydration
peaks, as exemplified for gypsum (CaSO,-2H,0) in Figure 5.4; similar find-
ings have also been reported by Paulik et al. (1992). Higher heating rates
lead to better-defined, narrower peaks but also to higher observed dehydra-
tion and dehydroxylation temperatures as the water vapour pressure over
the sample is higher if the sample is heated faster. Under static conditions
and in the presence of low vapour pressures, the dehydration can occur at
much lower temperatures.

Gypsum dehydrates via hemihydrate to anhydrite (Hudson-Lamb
et al. 1996) and at higher vapour pressures the dehydrations of gypsum
and hemihydrate can be differentiated as the dehydration of hemihydrate
(CaS0O,-0.5H,0) to anhydrite (CaSO,) occurs at slightly higher tempera-
tures. While under TGA conditions, the dehydration of gypsum is generally
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Figure 5.4 (a) DTG and (b) weight loss recorded by TGA for gypsum using ~20 mg of
sample. A heating rate of 5 or 20°C/min and open Al,O; vessels or tightly
closed aluminium vessels with a 50 um hole in the lid were used.

observed at #140°C, the exact temperature can vary strongly, depending on
the vapour pressure present. Dehydration of gypsum has been observed at
around 50°C in equilibrium with only 1 Pa vapour pressure, while at higher
vapour pressure the temperature of dehydration rises up to 150°C or even
higher (Badens et al. 1998; Strydom et al. 1995). The same trend is also vis-
ible in Figure 5.4. If closed vessels with only a very small hole are used, the
vapour pressure over the sample is increased as the H,O can escape only
slowly through the small opening. The higher partial pressure of H,O under
these conditions results in two distinct peaks for the dehydration of gypsum
and of hemihydrate at clearly separated temperatures, as shown in Figure
5.4a. The associated weight losses from the TGA can be used to calculate
the fraction of hemihydrate to gypsum in the sample; if more than one-
fourth of the weight loss is associated with the hemihydrate peak, this dif-
ference indicates the initial presence of hemihydrate in addition to gypsum.

Also, the gas flow affects the main weight loss region (Paulik et al.
1992; Salvador et al. 1989). Higher gas flow lowers the temperature where
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Figure 5.5 Influence of the sample weight on the peak position and shape of the dehy-
dration peak of gypsum. Differential TG data normalised to (a) milligrams
of sample and (b) wt.%. A heating rate of 20°C/min and open Al,O, vessels
were used.

the weight loss is observed but also leads to a not as good differentiation
between different peaks. Similarly, the size and shape of the pan used influ-
ences the vapour pressure and thus the temperature where the main weight
loss is observed.

5.2.2 Sample weight

Figure 5.5 illustrates that the sample weight is another important factor
affecting the temperature of the main weight loss, especially if the differen-
tial data are normalised to 100 wt.%* of the initial weight (Figure 5.5b). In
the normalised plots higher quantities of a phase lead to a seemingly higher
dehydration temperature and to broader peaks.

*In most cases the measured TGA and DTG data are normalised to 100 wt.% to ease the
comparison between the different samples as slightly different starting weights are used for
each sample.
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If the measured data are plotted without normalisation, as in Figure
5.5a, it is visible that the weight loss caused by the dehydration of gypsum
starts in all cases at *80°C. If little gypsum is present, the main weight
loss occurs at 115°C and only anhydrite is present above 135°C. If more
gypsum is present in the sample pan, the main weight loss occurs at 145°C
and continues up to 180°C. The dehydration of a larger quantity of gypsum
releases more water, resulting in higher vapour pressure in the environment
of the solid; thus, higher temperatures are needed to dehydrate gypsum to
anhydrite. The normalisation to 100 wt.% accentuates this difference in
temperature and even seems to indicate (wrongly) that the starting tem-
perature of the weight shifts from 80 to 100°C with increasing amount of
gypsum present, as the relatively small weight loss below 100°C is not well
visible in the presence of high quantities of gypsum in the normalised data
shown in Figure 5.5b.

The effect of the sample weight on the temperature of the weight loss
peak has also been reported by Paulik et al. (1992) for gypsum and by
Salvador et al. (1989) for CaCO;. Besides the sample size, heating rate and
gas flow, the particle size also affects the peak temperature (Criado and
Ortega 1992; Salvador et al. 1989). Hence, a fixed grinding procedure
should be employed.

5.2.3 Pretreatment

One of the most important parameters affecting the TG analysis of
hydrated cements is the sample preparation, i.e. how the hydration reaction
is stopped and how long the sample is dried. The aim of the sample prepa-
ration is to remove the free water to preserve the hydrates in the sample in a
specific state, e.g. after 24 h or 28 days of hydration. In literature a range of
sample preparation methods for TG analysis of hydrated cement paste can
be found as summarised recently by Zhang and Scherer (2011). For early-
age samples the methods typically consist of a hydration stopping step by,
e.g. quenching with liquid nitrogen or solvent exchange, followed by a dry-
ing step, e.g. freeze-drying, vacuum drying or oven drying. Further details
on the drying techniques are discussed in Chapter 1. There are, however,
some aspects of sample preparation important for TG analysis which are
discussed in the following sections.

5.2.3.1 Effect of organic solvents

Hydration of cement paste can be stopped by diluting and removing the
water present in the pores of the cement paste by a solvent. Finely ground
cement paste or small discs are submerged in a relatively large amount
of solvent for a certain period of time, which depends on the size of the
sample (Zhang and Scherer 2011). Typical solvents that have been used
to stop cement hydration are methanol, ethanol, isopropanol and acetone.
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However, solvents have been observed to interact with the cement hydrates.
Taylor and Turner (1987) reported that methanol, acetone and some other
organic liquids are strongly sorbed by C;S paste. The organics appear to
replace some of the bound water and are not entirely removed, even by
vacuum drying. A similar behaviour was observed on cement paste by
Thomas (1989). Also, an interaction between methanol and portlandite has
been reported by some authors (Beaudoin 1987; Day 1981), while others
observed no such interaction (Parrott 1983; Thomas 1989). Besides possible
interactions with C-S-H and portlandite, solvents can also affect the TGA
signals of ettringite and AFm phases. Prolonged storage (up to 24 hours) in
methanol, ethanol and isopropanol dehydrate monosulfate (C,AsH,,) from
12 to 10 H,O (C,AsH,,) in the interlayer, while the alcohols intercalate
in the interlayer (Khoshnazar et al. 2013a). Only little water (one to two
H,0) is removed from ettringite (C,As;H;,) during 24 hours of immersion
in isopropanol or ethanol, while methanol leads to complete breakdown of
the ettringite structure (Khoshnazar et al. 2013b). Methanol has clearly a
damaging effect on the microstructure of ettringite and monosulfate, while
the effect of ethanol and isopropanol is much weaker.

The sorption of alcohol on the hydrates increases indirectly the weight
loss in the temperature range typical for carbonate decomposition in
hydrated cements (Day 1981; Knapen et al. 2006; Thomas 1989; Zhang
and Scherer 2011). The increased weight loss in the carbonate temperature
range has been attributed to a reaction of the organic solvents liberated
during the TG analysis with portlandite, resulting in the formation of cal-
cium carbonate during TG analysis (Jenni et al. 2005; Knapen et al. 2006;
Kriegel et al. 2003), as discussed further in Section 5.5. The increase in
calcium carbonate content has been observed to be stronger at longer soak-
ing times and also stronger in the case of methanol and acetone than for
isopropanol and ethanol (Thomas 1989; Zhang and Scherer 2011). Figure
5.6 shows the effect of ethanol on the TGA and DTG curves for a portland
cement sample hydrated for 91 days. An increased weight loss is observed
above 600°C if the sample has been immersed in ethanol. The impact of
this is, however, limited: there is a small decrease in portlandite content
and an increase in the CaCOj, content. It should be noted that the sample
with ethanol was dried in the TGA to remove most of the solvent prior to
the TG analysis.

Instead of using alcohols, which tend to sorb to the hydrates, either
drying under N, (De Weerdt et al. 2011a,b; Lothenbach et al. 2008a;
Figure 5.6) or the exchange of the alcohols used to remove the pore solu-
tion by a less polar solvent, such as diethyl ether, can help to minimise or
even avoid the sorption of organics. A three-step procedure using isopro-
panol (exchange of pore water by isopropanol, followed by the removal
of isopropanol by diethyl ether and short drying at 40°C to evaporate
any remaining diethyl ether; for details see Deschner et al. [2012] and
Scholer et al. [2015]) leads to no significant decrease in the portlandite



186 Barbara Lothenbach, Pawet Durdzinski and Klaartje De Weerdt

100 r—""T"TT—"""——"—= 0
Portlandite
Carbonates
— Without With ethanol <
X 90 Portlandite: 17.9 17.6% -0.05 %O
E CaCO3: 0.8 2.2% i
z z
=y 0
S Without ethanol _ =
= 80 e Vithout ethanol ] 0.1 A
/
‘With ethanol
Ettringite
70 v r T T -0.15
0 200 400 600 800 1000

Temperature (°C)

Figure 5.6 Effect of stopping hydration with ethanol (2 times 10 minutes) on the TGA
and DTG curves for a 91-day-hydrated ordinary portland cement (De Weerdt
et al. 2011b). The sample without ethanol was dried at 40°C under N, in the
TG device prior to the measurements.

content or increased carbonate content compared to freeze-drying, as shown
in Figure 5.7a.

5.2.3.2 Other drying procedures

The use of solvents to stop the hydration of early-age samples can be
avoided by quenching the samples with liquid nitrogen, which is com-
monly combined with subsequent freeze-drying. Many authors recom-
mend this method because it allows to stop hydration at a specific time
without altering the composition and one is able to dry the samples to a
specific equilibrium in a CO,-free environment (Knapen et al. 2006; Taylor
and Turner 1987; Zhang and Glasser 2000; Zhang and Scherer 2011).
However, care should be taken as freeze-drying can lead to too severe
drying, thereby suppressing the signal associated with ettringite upon
prolonged drying as part of the water associated with ettringite can be
removed (3Ca0-3CaS0O,-Al,0;:32H,0) (Zhang and Glasser 2000) and
X-ray amorphous metaettringite (3Ca0-3CaSO,-Al,05-12H,0) can be
formed (Baquerizo et al. 2015; Zhou et al. 2004), as also shown in Figure
5.7a for hydrated cement.

Other hydrates, particularly C-S-H (Figure 5.7¢) and to a lesser extent
monosulfate (Baquerizo et al. 2014; Khoshnazar et al. 2013a), are also sen-
sitive to drying and lose a part of the water under such conditions. Hydrates
such as hydrogarnets are less sensitive to the drying conditions as they lose
most of their water at higher temperatures as discussed in Section 5.3. It
should be noted that it is not solely the drying procedure itself but rather
the duration of the drying which affects the TGA results. Drying for only a
few minutes at 105°C or in the freeze-dryer does not necessarily destabilise
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cement hydrated for 28 days [De Weerdt et al. 2011b]) and (c) C-S-H (Ca/
Si = 1.0) after freeze-drying or reequilibration over saturated CaCl, solution
for 3 weeks. Details on C-S-H preparation are provided by L'Hopital et al.

(2015).
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the ettringite, in contrast to an extended drying period of some hours or
days, which leads to dehydration of ettringite, as shown in Figure 5.7b for a
hydrated portland cement dried at 105°C for 1/2 hour and 1 day. It should
be noted that the short-term drying methods, as mentioned previously, have
to be combined with solvent exchange as the short drying is not sufficient
to remove all free water and thus to stop hydration.

5.2.3.3 Carbonation during storage

Another important parameter regarding the sample preparation for TGA is
the possible carbonation of the hydrated cement during the sample prepara-
tion and storage before the measurement. The presence of some water and
the large surface area of the crushed sample make the samples very suscep-
tible to carbonation, as shown in Figure 5.8a for a hydrated portland cement
exposed to air directly after crushing. The rate of carbonation of hydrated
cement paste is at its highest around a relative humidity of 50%-60% and
reduces towards lower and higher relative humidities. Hence, the optimal
carbonation conditions are present during the drying step, and care needs to
be taken to avoid contact with CO, during drying. Drying over longer time in
an aerated oven can lead to accelerated carbonation, independent of whether
solvent exchanges have been performed or not, and therefore it should be
banned as a preparation method for TGA. The use of an organic solvent,
such as isopropanol, to remove the free water and the storage of such samples
in tightly closed containers under N, or with a slight vacuum slows down the
carbonation, but it is not able to completely suppress it; see Figure 5.8b.

The suitability of the sample preparation method depends strongly on
the sample to be analysed and the parameters one wishes to measure.

An additional factor for carbonation can also be the time the prepared
sample is exposed to air on the auto sampler before the TG measurement.
Both the peaks from 50 to 200°C, associated mainly with C-S-H, AFm
and AFt phases, as well as the amount of portlandite, decrease, while the
amount of carbonates increases, indicating both further drying of the sam-
ple and some carbonation. The drying and carbonation has been observed
to be most distinct during the first 6 hours, while afterwards the changes
are much smaller.

5.3 THERMOGRAVIMETRIC ANALYSIS DATA
OF SOLIDS TYPICALLY OBSERVED
IN CEMENTITIOUS SYSTEMS

As discussed previously, the peak position of DTG data depends on the mea-
surement conditions and the device used; thus, reference measurements with
pure minerals should be carried out using the respective measurement con-
ditions and device. However, as the temperature and the peak shape are just
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(a) Effect of the exposure of the wet powder (after crushing) to air of a port-
land cement hydrated for 28 days before drying at 105°C (De Weerdt et al.
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shifted or modified, the relative position of reference measurements from
other devices such as those presented here can be used for comparison. All
the measurements shown in this chapter have been done unless otherwise
stated on a Mettler Toledo Thermogravimetric Analyser TGA/SDTA 851e
using open 70 pL aluminium oxide vessels filled with approximately 20 mg
solid, a heating rate of 20°C/min and using N, as protective gas with a flow
of 30 mL/min.

In the following, TGA/DTG data for the most common solids present in
cementitious systems are discussed.

5.3.1 Gypsum

Gypsum (CaSO,-2H,0) loses its water in two steps, at around 100 to 140°C
to hemihydrate (CaSO,-0.5H,0) and at 140-150°C to anhydrite (CaSO,).
The heating rate used strongly influences the temperature at which the
main weight loss occurs, as shown in Figure 5.4. Generally the two water
loss peaks overlap strongly; closed vessels with a small hole in the lid allow
to distinguish the dehydration of gypsum and hemihydrate, as shown in
Figure 5.4.

5.3.2 Portlandite, brucite, calcium
and magnesium carbonates

Portlandite (Ca(OH),) dehydroxylates (Ca(OH), — CaO + H,0) at around
460°C; brucite Mg(OH),, at around 420°C, as shown in Figure 5.9. Between
500 and 600°C, magnesite (MgCO;) decomposes to MgO and CO,; calcite
(CaCO;), between 600 and 800°C. Aragonite and vaterite, two other crys-
talline calcium carbonate polymorphs, recrystallise without weight change
at =450°C to calcite during the TGA measurements, as shown by Goto
et al. (1995), while amorphous calcium carbonate decarbonates partially
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Figure 5.9 DTG of brucite, portlandite, magnesite and calcite.
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between 400 and 600°C, forming CaO and calcite (Goto et al. 1995).
Dolomite decomposes in two temperature steps; in the first step MgO and
calcite are formed at #650°C, and in the second step the calcite decomposes
(McCauley and Johnson 1991).

The exact position of the decarbonation peaks observed in cements
depends strongly on the presence of hemi- and monocarbonates, the amount
of calcium carbonate present and the fineness of the calcium carbonates,
such that in hydrating portland cement two or more peaks associated with
carbonates can be observed, as shown in Figure 5.3a or 5.8. A CO, weight
loss peak is observed at #720°C because of the presence of relatively coarse
calcite in the unhydrated cement; a second weight loss peak is present at
600 to 650°C because of the presence of mono- or hemicarbonates and
due to the carbonation of portlandite and possibly C-S-H. Both the weight
losses of portlandite and calcite in TGA can be used for quantification as
they are generally well separated from the weight loss of other main hydrate
phases observed in cements. Techniques for quantification are detailed in
Section 5.4.

5.3.3 Calcium silicate hydrates

Calcium silicate hydrate (C-S-H) phases show water loss over a wide range
of temperature (50 to 600°C) caused by the loss of the water present in the
interlayer and dehydroxylation. An additional small dehydroxylation peak
(=0.1 H,0/Si) at 800°C is related to the decomposition of C-S-H to wol-
lastonite (CaSiO;) (Mitsuda and Taylor 1978; Myers et al. 2015) as also
visible by the exothermic DTA peak shown in Figure 5.10. At high Ca/Si
ratio (Ca/Si,, = 1.6; Ca/Si in C-S-H = 1.5), in addition a small amount of
portlandite and carbonate is visible.

C-S-H => CaSiO,
wo%lastonite
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Figure 5.10 DTG of C-S-H with a Ca/Si = 1.0 and 1.5 after freeze-drying. Details on the
preparation of C-S-H are given by L'Hopital et al. (2015).
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The amount of water lost from C-S-H depends mainly on the drying
conditions applied before the measurements (Snoeck et al. 2014). Drying
progressively removes bulk and gel water; at 11% relative humidity (freeze-
drying) the interlayer water is still present in the C-S-H (Gutteridge and
Parrott 1976; Jennings 2008) and approximately 1.5 H,O per Si are
observed for Ca/Si = 1 and 2 H,O for Ca/Si = 1.5 (Gutteridge and Parrott
1976; Jennings 2008; I’Hopital et al. 2015; Figure 5.10). This value is
comparable to the 1.8 H,0/Si interlayer water determined by '"H-NMR for
C-S-H in hydrated portland cement (Muller et al. 2013). Compared to the
influence of the drying conditions, the effect of variation in the Ca/Si ratio
on the amount of interlayer water present is relatively small. Note that the
effect of Ca/Si on the amount of gel water is not captured under these dry-
ing conditions.

5.3.4 AFt phases

Ettringite (3Ca0-Al,0;-3CaS0,-:32H,0) has a hexagonal prismatic
shape. Columns of [Al(OH)]’- octahedra are linked together by calcium
and hydroxide ions ([Cag-Al(OH),,]¢*[3SO5 -26H,0]¢-) and sulfate and
water molecules are located on the outer surface of the columns. The
water between the columns is lost around 100°C, as shown in Figure
5.11, while the water from the dehydroxylation of the aluminium hydrox-
ide is removed between 200 and 400°C (main weight loss at =260°C,
as observed also for aluminium hydroxide [AH;], discussed in Section
5.3.6). Thaumasite (CaSiO;-CaCO;-CaSO,-15H,0), which has a structure
([Ca;-Si(OH)4]*[CO3-SO3+12H,0]*) comparable to that of ettringite,
similarly shows a loss of the water between the columns at around 130°C
and a continued water loss due to the hydroxides associated with the silica

Ettringite  [«—36wt% —>[«—  9wt% -]

Thaumasite [« 41 wt% — | 4wtk o 6wt% —
LA e ——— 100
Thaumasite r 90
-0.2 L 80
g 04 . g
O T e — 60z
g 06 1 e — 150 2
U] g\fhaumasite r40 3
£ -08 X 30 5
A
—14 r20
Ettringite 10
-1.2

T T T T T T T T 0
0 100 200 300 400 500 600 700 800 900
Temperature (°C)

Figure 5.1 TGA and DTG of ettringite (C,As;H;,; continuous line) and thaumasite
(C;SscH;; dotted line). The weight losses observed are indicated.
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Table 5.1 Molecular weights (MW) of fully hydrated solid and calculated weight losses
for H,O and CO,

MW H,0loss  H,0 CO, loss Co,

Name Formula® (g/mol)  (g/mol)  (wt.%) (g/mol) (wt.%)
Gypsum CsH, 172 36 20.9
Hemihydrate CsHg 5 145 9 6.2
Anhydrite Cs 136
Portlandite CH 74 18 243
Calcite Cc 100 44 44.0
Aragonite Cc 100 44 44.0
Vaterite Cc 100 44 44.0
Magnesite Mc 84 44 522
Dolomite CcMc 184 88 47.7
High-Ca C-S-H  C,SH, 180 36 20.0
Low-Ca C-S-H CSH, ¢ 140 27 19.3
Ettringite C.As;H;, 1255 576 45.9
Thaumasite C,SscH, 623 270 43.4 44 7.1
Monosulfate C,AsH,, 623 216 34.7
Monocarbonate  C,AcH,, 568 198 349 44 7.7
Hemicarbonate  C,Acy:H,, 564 216 383 22 39
Friedel’s salt C,ACIH,o 561 180 32.1
Kuzel’s salt C,AClsyH,, 610 216 354
Stritlingite C,ASHg 418 144 345
Hydrotalcite M,AH,, 443 180 40.6

C,AH,, 669 342 51.2

C,AH,; 560 234 41.8
Katoite C,AH, 378 108 28.6

C,AH, 349 135 387

CAH,, 338 180 53.3
Aluminium AH, 156 54 34.6

hydroxide

2 Cement short hand notation is used — A:Al,O;; c: CO,; C: CaO; H: H,0; M: MgO; s: SO3; S: SiO,.

up to 400°C. In addition, a peak associated with the weight loss due to CO,
is observed between 600 and 750°C. For comparison a summary of the
theoretical weight losses of the most important solids observed in cementi-
tious systems is given in Table 5.1.

5.3.5 AFm phases

AFm (Al,0;-Fe,O;-monophase) phases have a layered crystal structure built
by periodical stacking of positively charged (M?+, 2M?3+)(OH), octahedral
layers and negatively charged interlayers containing anions and water mol-
ecules, with the general formula [Ca,Al,(OH),,]**[ A% -mH,0]*-, where A

2/n
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is a mono- or bivalent anion. There is a wide range of anions A”- that can be
observed in the interlayer: SO7, CO%, OH-, Al(OH);, AlSi(OH); and CI-
or mixtures thereof are the most important in the cement matrix (Allmann
1977; Taylor 1997). The minerals form hexagonal platy crystals; the layer
thickness varies with the nature of the anion and the amount of water mol-
ecules incorporated and thus the relative humidity.

The layered structure and the presence of loosely bound water are
mirrored in the TGA measurements of the AFm phases, where typi-
cally several weight loss regions are observed (Pollmann 1984; Figure
5.12). For monocarbonate (4Ca0O-Al,04-CO,-11H,0), the loss of the
five interlayer H,O can be observed between 60 and 200°C; between
200 and 300°C the six H,O from the octahedral layer are lost
and CO, at around 650°C (Figure 5.12). In the case of monosulfate
(4Ca0-Al,04:504:12H,0), three temperature steps are observed for the
six interlayer waters; while the water loss from the octahedral layer
occurs at slightly higher temperatures (250 to 350°C) than for mono-
carbonate. This difference in temperature can be used to differentiate
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Figure 5.12 (a) TGA and (b) DTG of monosulfate (C,AsH,,; continuous line), mono-
carbonate (C,AcH,; dashed line), stritlingite (C,ASHg; dotted line) and
Friedel’s salt (C,ACI,H,,; long-dashed line).
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between monosulfate and monocarbonate (Lothenbach et al. 2008a).
For Friedel’s salt (3Ca0O-CaCl,-Al,05-10H,0), the interlayer water is
lost around 140°C, while for the main-layer water two temperature
regions between 250 and 400°C are present. In the case of stritlingite,
the losses of the interlayer and the main-layer water both occur around
200°C, which makes the deconvolution more difficult.

5.3.6 Calcium aluminium hydrates

Aluminium hydroxide (Al(OH);) loses its water at ~270°C. CAH,, shows a
distinct weight loss at 120°C; katoite (C;AHy), at 320°C; and hydrogarnets
containing also silica, at slightly higher temperatures (=340°C for C;ASH,)
(Figure 5.13). The dehydroxylation temperature of aluminium hydroxide
is in the same temperature range (260 to 320°C) as the dehydroxylation of
calcium aluminate hydrate present in katoite, AFm (except Friedel’s salts)
and AFt phases.

5.3.7 M-S-H and hydrotalcite

Synthetic magnesium silicate hydrates (M-S-H) are gel-like solids and show
a water loss related to loosely bound water up to 270°C (Nied et al. 2015)
similarly as C-S-H, as shown in Figure 5.14. In contrast to C-S-H, a second
weight loss between 270 and 700°C is visible, which is related to the dehy-
droxylation of hydroxyl groups, 2 =OH- — 0% + H,0(g), in the M-S-H.

Hydrotalcite (M,AH,,) has a layered structure, as the AFm phases shown
in Figure 5.12, and thus loses in the first step around four interlayer waters
up to 270°C and in the second step six H,O in the main layer at around
400°C.
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Figure 5.13 DTGs of CAH,,, AH;, C;AH,, C;ASH, and CH for comparison.
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Figure 5.14 DTGs of M-S-H, hydrotalcite, brucite and C-S-H for comparison.

5.4 QUANTIFICATION OF BOUND WATER,
PORTLANDITE AND CaCoO,

5.4.1 Bound water

A widely used technique to assess the degree of reaction of portland cements
is to obtain the bound water content from the difference between the weight
losses of samples dried to 105 and at 1000°C (Gémez-Zamorano and
Escalante-Garcia 2010; Mouret et al. 1997). This procedure assumes that
only pore water is removed until 105°C. Based on the TGA results presented
in Figures 5.8 through 5.14, it is evident that many of the cement hydrates —
particularly C-S-H, ettringite and monosulfate — lose part of their chemi-
cally combined water below 105°C, especially during prolonged drying. In
addition, the weight loss due to the decomposition of carbonates is included
when the interval 105 to 1000°C is used. Another possibility to obtain bound
water is to use the difference between the weight after solvent exchange, e.g.
as done by De Weerdt et al. (2011a), Lothenbach and Winnefeld (2006) and
Scholer et al. (2015), and the weight after drying at 500 or 550°C to differen-
tiate chemically bound water (H,O,,,4) from the mass loss from decarbon-
ation, based either on direct weighing or on TGA measurements.

5.4.2 Portlandite and calcite

Portlandite (Ca(OH),) decomposes generally between 400 and 500°C to
CaO and H,0, as shown in Figure 5.1. This weight loss (WL,q,) due to
the evaporation of water can be used to calculate the amount of portlandite
present, using the molecular masses of portlandite (#71¢, o), = 74 g/mol) and
water (71,0 = 18 g/mol):

74

Ca(OH) WL 0m), X Mcaon), / 11,0 = Whicyom, X 18" (5.1)

2,measured —
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Calcium carbonate (CaCO;) decomposes above 600°C to CaO and CO,.
Similarly as for portlandite, this weight loss (WL¢,co,) can be used to calcu-
late the amount of calcium carbonate present, using the molecular masses
of CaCO; (mc,co, = 100 g/mol) and CO, (g, in 44 g/mol):

100
CaCO; jpeasured = WLicaco, X ic,c0, / Mco, = Whi,co, X 44 (5-2)
As the sample weight of the solid fraction of the sample is changing dur-
ing hydration (see Figure 4.16 in Chapter 4 about XRD), the results need

to be rescaled, to either paste or anhydrous, similarly as for the results of
XRD-Rietveld analysis.

e Per 100 g paste:

Ca(OH) =Ca(OH) [(1-H,Opuna)(1+ Wic)]

2,paste 2,measured /

Ca(OH)Z,measured (5.3)

~ weight at 600°C(1+ wic)

e Per 100 g anhydrous:

Ca (OH)Z,measured

Ca(OH)Z,dry = Ca(OH)Z,measured/(l —H,0h0ud) = W (5.4)

A normalisation to 100 g anhydrous cement increases the relative
amount of portlandite or limestone, as illustrated in Figure 5.15 for
the amount of portlandite observed during the hydration of a portland
cement.

Also, the amount of other phases can be calculated using the weight
losses given in Table 5.1 as, e.g. done by Gruskovnjak et al. (2011) for
supersulfated blast furnace slags. In hydrated portland cement, how-
ever, there is generally too much overlap between the different weight
loss regions (see Figure 5.3) to be able to make meaningful deconvolu-
tions. In particular, the water loss region of C-S-H, the main hydrate
phase in portland cements, is not well defined and spans from 40 to
600°C (Figure 5.10). Thus, quantification based on TGA is often limited
to gypsum (during the first hours of hydration), portlandite and calcite.
The quantification is further complicated by the shift in the DTG peak
position depending on the amount of bound water, as shown in Figure
S.5.
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Figure 5.15 Amount of portlandite measured by TGA (filled circles; tangential method)
and as free lime (empty circles; measured according to Franke [1941]); CH
dry = CH wet normalised to dry weight (diamonds), i.e. to the weight at
650°C. The relative measurement error of +5% to +10% is indicated by
the dotted lines. (Data from Lothenbach, B., and F. Winnefeld, Cement and
Concrete Research, 36(2), 209-226, 2006.)

5.4.3 Measurement error

The relative error of measurement of bound water or the amount of
hydrates between several independent preparations of hydrated cement
paste is observed to be between +5% and £10% (Deschner et al. 2012;
Gruskovnjak et al. 2011; Lothenbach and Winnefeld 2006). This error
is related to the heterogeneity of the paste samples and the relative small
amount weighted in, typically 10 to 50 mg and to the errors introduced by
the deconvolution of the TGA as discussed in Section 5.4.4. Because of the
heterogeneity even in paste samples, a minimal weight of approximately
50 mg is recommended for hydrated cement paste samples.

5.4.4 Tangential versus stepwise
method for quantification

The large temperature region (40-600°C) where weight loss from C-S-H
is observed makes the quantification of portlandite and other hydrates dif-
ficult in hydrated portland cements, as visible in Figure 5.3. For calcite,
where generally the weight loss occurs only above 600°C, quantification
is more simple except in cases where amorphous calcium carbonate has
formed (e.g. during carbonation studies; amorphous calcium carbonate
decarbonates at 400-600°C (Goto et al. 1995; Figure 5.10).

In literature, generally either the so-called stepwise or the tangential
method is used to quantify portlandite. Figure 5.16 shows the effect of the
stepwise and tangential methods on the quantification of portlandite in a
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Figure 5.16 Effects of the tangential and stepwise methods on the quantification of
portlandite in a mix containing 75% of C-S-H (with no portlandite) and
25% ‘portlandite’ (which corresponds to 23% CH and 2% Cc): (a) stepwise;
(b) software and (c) tangential.

mix containing 75% of C-S-H (with no portlandite) and 23 wt.% portland-
ite (CH). The stepwise method is the simplest method and is often used to
determine portlandite in hydrated cements. With a stepwise approach, the
weight difference between the onset at 370°C (87.9 wt.%) and the end at
500°C (80.8 wt.%) of the weight loss related to portlandite is used, result-
ing in 29 g portlandite for the example shown in Figure 5.16. The data tend
to agree reasonably well with XRD results as, e.g. shown by De Weerdt et
al. (2011a) and Lothenbach et al. (2008a). The stepwise method, however,
overestimates the real portlandite content as it includes not only the weight
loss of the portlandite but also the weight loss of the C-S-H and any other
phase which might lose water in this temperature region, as visualised on
the derivative DTG curve in Figure 5.16a.

The tangential method assumes that the weight change due to the pres-
ence of C-S-H or other hydrates observed before and after the peak will
continue (linearly) in the portlandite region. Such a correction results in
the quantification of the portlandite weight loss only and is equivalent to
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Figure 5.17 Amount of portlandite determined in a hydrated cement (blend of 50 wt.%
portland cement, 20% slag, 25% fly ash and 5% limestone [Schéler et al.
2015] hydrated for 196 days) and in the hydrated cement after the addition
of 14 wt.% of portlandite: tangential method (5.5 + 14 wt.%) and stepwise
method (6.3 + 16.6 wt.%).

the integration of the peak area, as shown in Figure 5.16¢. The amount of
portlandite determined by the tangential method, 23 wt.%, agrees with
the amount of portlandite added to the C-S-H. The correctness of the tan-
gential method is also confirmed by the quantification of portlandite in
a hydrated cement (5.5 wt.%), to which 14 wt.% of portlandite has been
added (Figure 5.17) or by the good agreement with the amount of port-
landite determined with free lime measurements, as shown in Figure 5.15.

Often the software of the instrument allows the direct quantification
of the weight loss either by the stepwise or the tangential method or by
integration of the derivative curve. The results of the tangential method,
however, depend on the manufacturer, as different approaches have been
chosen. The software of some manufacturers calculates under the label
tangential the differences at the start temperature (Figure 5.16b) instead
of at the median temperature (Figure 5.16¢). The use of the weight at the
initial temperatures results in hydrated cements generally in higher weight
loss. Other software will take the difference at the temperature where the
maximum weight loss occurs. As alternative to using the often not well-
described tangential method in the software, the integration of the peak
area offers a better traceable quantification method and the results corre-
spond to those in Figure 5.16c.

5.5 OXIDATION REACTIONS DURING
THERMOGRAVIMETRIC ANALYSIS

Not only the heating during TGA measurements can result in the loss of
H,0 and CO,, but also the loss of H,S can be observed if blast furnace
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slags are heated. The reduced sulfur species (S?-) present in blast furnace
slag can react with water to H,S and O?-. Analysis of the gaseous reaction
products confirms the evolution of H,S gas and a corresponding weight
loss of -1.06 g per g S*= (H,S/S?- = [2 + 32]/32 = 1.06), as shown in Figure
5.18a. Above approximately 700°C a weight increase is observed (+1.996 g
per g $*) as $2- is oxidised to sulfate (SO27) (S2- + 20, — SO ; 4 x 16/32 =
1.996) and solid sulfates, probably CaSO, (Montes-Moran et al. 2012),
are formed. In addition, elemental sulfur might also form (Montes-Moran
et al. 2012). Above 900°C, gaseous SO, is observed, resulting in a further
weight loss of =0.5 g per g $?- (§*- + 1.50, - SO, + 0O?7; 16/32 = 0.5).

If blast furnace slags are heated under oxidising conditions, the presence
of H,S is observed below 500°C (Figure 5.18b and ¢). A small fraction of
SO, is present at all temperatures because of the availability of O, and, as
under N,, its fraction increases above 900°C. The TGA data show above
600°C a more distinct weight increase under O, than under N,, as shown,
e.g. in Figure 5.18c or by Montes-Mordn et al. (2012), as the presence of
oxygen eases the formation of sulfates. In addition to the weight changes
caused by the oxidation of sulfide, the oxidation of metallic iron or manga-
nese in slags could lead also to weight increase.

The formation of gases (H,S and SO;) and of solids (CaSO,) from sulfide
present in the slag results in a complex pattern of weight changes, which
is affected not only by the surrounding atmosphere but also by the heating
rate in the TGA, as the heating rate affects the oxidation rate and the rela-
tive fraction of sulfur in the gas (H,S and SO,) and in the solid phase (SO%).
Due to these possible oxidation reactions in blast furnace slags, the deter-
mination of the loss on ignition (LOI) of blast furnace slags needs special
attention. If slag is heated to 950°C in air to determine the LOI, a weight
increase instead of a weight loss is often observed (Ben Haha et al. 2011;
Gruskovnjak et al. 2006) due to the formation of SO~ during the heating.
The LOI measured in air can be corrected to LOI_,,...eq = LOL, i, + 1.996 x
§?- as also recommended in EN 196-2. Alternatively, a determination of the
LOI under N, gives comparable results as the correction (Matthes 2014),
as the formation of sulfate is (partially) suppressed, especially if the heating
occurs fast.

Also, in the case of fly ashes, oxidation reactions can be observed during
TGA measurement, as fly ashes contain a small fraction of unburnt coal,
which can oxidise to CO,. This is confirmed by the TGA measurements
of a fly ash under protective gas and under O, shown in Figure 5.19. The
oxidation of unburnt coal to CO, (C + O, — CQO,) in the presence of oxy-
gen results in a weight loss of -1 g per g C (carbon). This corresponds to
a weight loss of 2.5 wt.% for the fly ash shown in Figure 5.19, while the
same fly ash heated under a protective helium atmosphere shows a very low
mass loss. The release of minor amounts of CO, even under protective gas
is probably related to redox reactions of the unburnt carbon with oxides
such as Fe,O; (Deschner et al. 2012).



202 Barbara Lothenbach, Pawet Durdzinski and Klaartje De Weerdt

{TGA

Weight remaining (%)

Gas analysis: Normalised MS signal

—
0
=

Weight remaining (%)

Gas analysis: Normalised MS signal

—
o
~

Weight remaining (%)
©
©
=~
" 1

99.2 7 N,
99.0
98.8
T T T T T T T T T
100 200 300 400 500 600 700 800 90
(c) Temperature (°C)

Figure 5.18 WVeight loss and exhaust gas analysis using mass spectrometry during TGA
of a blast furnace slag (containing 0.26 wt.% of S?°) under (a) N, and (b) O,
atmosphere. (Courtesy of S. Bernal.)
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Figure 5.19 Weight loss and CO, in the exhaust gas analysed by mass spectrometry
during TGA of a fly ash (containing 2.7 wt.% of unburnt coal) under He and
oxidising atmosphere. (Data from Deschner, F. et al., Cement and Concrete
Research, 42, 1389-1400, 2012.)

Also, organics present can oxidise to CO, during TGA measurements as
shown by Kriegel et al. (2003). In hydrated cements where water and port-
landite are present, a part of the CO, from the oxidation of the organics
reacts with portlandite to calcium carbonate, as also discussed by Thomas
(1989). This leads in the presence of high amounts (>5 wt.%) of organics,
such as in tile adhesives, to apparent too low portlandite and too high cal-
cium carbonate contents determination by TGA (Kriegel et al. 2003; Jenni
et al. 2005). In contrast to these cements with high amounts of organics, the
presence of low quantities (<2%) of organics, e.g. plasticisers or retarders,
has no significant influence on the amount of portlandite and calcium car-
bonate quantified by TGA (Lothenbach et al. 2008b; Moschner et al. 2009;
Wieland et al. 2014). Similarly, as discussed above in Section 5.2.3.1, the use
of organic solvents to stop the hydration can lead also to a (however minor)
decrease in the amount of portlandite and the presence of more carbonates.
Instead of using alcohols, which tend to sorb to the hydrates, either drying
under N, (De Weerdt et al. 2011a,b; Lothenbach et al. 2008a; Figure 5.6) or
the exchange of the isopropanol by diethyl ether seems to avoid the sorption
of organics on hydrates, as shown in Figure 5.7a.

5.6 DIFFERENTIAL THERMAL ANALYSIS/
DIFFERENTIAL SCANNING CALORIMETRY

DTA or DSC measures the enthalpy changes related to glass transitions. The
deconvolution of DTA or DSC signals is generally very difficult in hydrated
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cement pastes as different reactions, e.g. dehydroxylation of C-S-H, oxi-
dation reactions and phase transformation of the glasses, appear in the
same temperature regions. DTA and DSC measurements are important
techniques to characterise pure phases or the glass fraction in blast furnace
slags or fly ash. In hydrated cements, however, DTA and DSC are generally
not used quantitatively but rather to assess the presence of glassy phases
or certain hydrates with a characteristic heat development as, e.g. M-S-H
(Zhang et al. 2014).

The devitrification of the glasses and slags to melilite and merwinite is
visible by exothermic peaks between 800 and 1000°C (Fredericci et al.
2000; Schneider and Meng 2000). It has been suggested to use the heat
generated by these crystallisation reactions to quantify the amount of unre-
acted slag in hydrating cement (Lommatsch 1956; Schramli 1963). Recent
DTA and DSC studies, however, indicate that in hydrated blast furnace
slags or blends of portland cements with slag, a quantification of the heat
generated by the crystallisation reaction is not possible, as the background
is not constant (Gruskovnjak et al. 2011; Kocaba et al. 2012). The complex
pattern of sulfur oxidation reactions in blast furnace slags, which occurs in
the same temperature range, contributes significantly to the total heat mea-
sured, as shown in Figure 5.20. These enthalpy changes overlay the signal
related to the heat due to the crystallisation reaction; the decrease in the
amount of sulfur present in the glass with hydration and the contribution
of the increasing amount of hydrates present make a meaningful deconvo-
lution of the different signals quite impossible and the method is thus not
recommended as already stated by Gruskovnjak et al. (2011) and Kocaba
et al. (2012).

TG (%) Argon . ITDEA/(HV/'“E)
Peak: 8400 °C, 0383 uV/mg TEx0L ) 4y
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200 400 600 800 1000
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Figure 5.20 WVeight loss and DTA of a blast furnace slag determined under argon atmo-
sphere. (Courtesy of D. Hooton.)
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5.7 GUIDELINES FOR ANALYSIS

The main rule of performing reliable TG analysis is to use the same proce-
dure for all measurements. The temperature where the main weight losses
is observed can vary strongly between different laboratories because of the
large number of factors which can influence the resulting TG curve, e.g.
type of instrument, sample holder, sample mass and fineness, pretreatment,
heating rate and type and flow of purging gas.

In the following a step-by-step procedure for TG analysis of hydrated
cement paste is recommended.

5.7.1 Step-by-step procedure for thermogravimetric
analysis of hydrated cement

5.7.1.1 Boundary conditions

® Alumina crucibles with a volume of preferably 150 pL (for 50 mg of
paste sample) or more.

e Heating from 40 to 1000°C at a rate of 20°C/min: Heating rates in the
range of 10 to 20°C per minute are a good compromise between the
duration of the experiments and the ability to differentiate between
the different weight losses.

® N, is used as a purging gas with a rate of 30 to 50 mL/min.

® A blank curve is determined for the selected crucible, heating proce-
dure and purging gas before each series of measurement.

5.7.1.2 Pretreatment

To remove the pore solution in hydrating cement and to stop the reaction,
either solvent exchange (focusing on the determination of bound water and
identification of hydrates such as ettringite) or a freeze-drying procedure
(for the minimisation of carbonation to determine portlandite content or
for the characterisation of C-S-H) is recommended.

5.7.1.2.1 Solvent exchange

e For health and safety reasons one should perform the pretreatment in
a fume cabinet to remove dust and fumes of the solvents.

e Crush and grind the cement paste sample roughly and fast using mor-
tar and pestle; alternatively grinding under N, atmosphere will fur-
ther minimise carbonation.

o Mix =5 g of the ground cement paste with 50 mL isopropanol in a
glass beaker to remove the pore solution. Let the suspension rest for
10 to 15 minutes, which should be sufficient to replace the free water
with isopropanol in the case of fine particles (see Zhang and Scherer
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[2011] and Section 4.6.3). Isopropanol sorbs less to the hydrates than
low-molecular weight alcohols, such as methanol or ethanol.

Filtrate the suspension using, e.g. a Biichner funnel and an aspirator
pump to remove the excess isopropanol.

Wash the solid (still in the filter device) with 5 to 10 mL diethylene
ether to remove the isopropanol and pump until the sample gets a
lighter colour (or the pressure increases).

Dry the resulting solid either by spreading it on a petri dish and dry-
ing it for 8 to 10 minutes in a 40°C aerated oven or by putting it for
a short period in a vacuum desiccator. A third option is to dry until
constant mass in the TG under a stream of N, without heating prior
to the TG analysis.

Analyse the sample immediately or the same day if possible.
Alternatively, the sample can be stored for a few days in a closed ves-
sel or under a light vacuum.

5.7.1.2.2 Freeze-drying

Immerse a piece of unground cement paste in liquid nitrogen for
~15 minutes.

Dry the frozen piece of cement paste in the freeze-dryer.

Crush the dried cement paste sample using a mortar and pestle.
Analyse the sample immediately or the same day if possible.
Alternatively, the sample can be stored for a few days in a closed ves-
sel or under a light vacuum.

5.7.1.3 Thermogravimetric analysis

Weigh in the empty crucibles.

Weigh in 50 mg powder in 150 pL crucibles (or more in larger
crucibles).

Start the measurement (subtract the blank curve).

Perform quantitative data analysis as described in Section 5.4.

For other purposes, different procedures might be better suited, such as the
use of a closed aluminium vessel to determine the amount of hemihydrate
and gypsum, as detailed in Section 5.2.1.

5.7.1.4 Guidelines for reporting

The following information should be included in the reporting:

Sample properties
e Composition and storage history of sample
e Method to stop hydration and/or dry
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e Storage history between stopping hydration and analysis, e.g.
storage in desiccator and waiting time in auto sampler
¢ Amount and fineness of sample
¢ Boundary conditions
e TG instrument
e Crucible type and size
e Temperature interval and heating rate
¢ Type and rate of purging gas
® Results
e Complete TG or DTG curves and/or the weight loss including
temperature interval, the quantification method (as described in
Section 5.4.4) and the error or quantification
e Report whether carbonation is observed

5.7.2 Further points to consider

In the case of freeze-drying one has to consider that a part of the chemically
bound water from the C-S-H and AFm and AFt phases may be removed.
In the case of solvent exchange, sorption of alcohols can lead to a slight
lowering of portlandite content, especially if the samples are not washed
with diethyl ether.

The drying technique used and its duration depend on the aim of the
analysis. For a detailed analysis of the AFm and AFt phases, a short gentle
drying technique has to be used as these phases decompose at relatively
low temperatures, while if only the amount of portlandite is of interest, a
harsher drying technique can be applied.

To quantify bound water, it is recommended to remove the free water by
solvent exchange and to avoid the often-used predrying at 105°C, as drying
at 105°C removes water from the ettringite, C-S-H and AFm phases. The
temperature range from 50 to 550 or 600°C is recommended to exclude
carbonates.

For the quantification of portlandite the tangential method is suggested,
as discussed in Section 5.4.

5.8 CONCLUSIONS AND OUTLOOK

This chapter on TG analysis discusses the main factors affecting TGA, such
as heating rate, vapour pressure and sample weight, and discusses the effect
of common pretreatment methods. In addition, the TGA signals of the most
common minerals observed in cementitious systems are compared to each
other and given as a reference database.

An important advantage of TGA is its sensitivity towards X-ray amor-
phous materials, such as C-S-H, M-S-H or AHj;, such that TGA is often
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used as a technique complementary to XRD to characterise cements. TGA
is also more sensitive than XRD in detecting and quantifying low amounts
of carbonates, portlandite or aluminium hydroxides. As any analytical
method, TGA has limitations. The characteristic temperatures for weight
losses vary depending on sample weight, the equipment, the vapour pres-
sure and other parameters. C-S-H, the main hydrate in most cements,
shows weight loss over a broad temperature range, from 50 to 600°C, the
same temperature range where also most of the other hydrates show their
characteristic signals. This strong overlap makes deconvolution in hydrated
cements difficult to impossible with the notable exception of portlandite
and calcium carbonates. Thus, the quantification of the different phases
in hydrated cements by TGA alone is difficult but possible for well-defined
peaks with little overlap as, e.g. for portlandite or calcium carbonates or
aluminium hydroxides in calcium aluminate cements.
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6.1 INTRODUCTION

Solid-state nuclear magnetic resonance (NMR) spectroscopy represents an
important research tool for the characterisation and structural analysis of
cement pastes and cement-based materials and has been increasingly employed
in this field for more than the past 3 decades. A main advantage of the method
is nuclear-spin selectivity, where one nuclear-spin isotope of the NMR periodic
table (e.g. "H, "'B, 'F, 27Al and 2°Si) is detected at the time, which often results
in rather simple but informative spectra for complex multiphase systems, such
as cementitious materials. In addition, the resonances from these spin nuclei
are most sensitive to local structural ordering and/or dynamic effects, which
permits studies of not only crystalline phases but also amorphous components,
such as the calcium-silicate~hydrate (C-S-H) phase, produced during the set-
ting and hardening of portland cement. Thus, NMR complements a number
of other analytical techniques which probe the long-range order of crystalline
phases (e.g. X-ray diffraction [ XRD]; cf. Chapter 4) or bulk chemical features.

The first application of NMR to cement phases occurred in 1948, a few
years after the discovery of NMR as a physical phenomenon in 1945, when
G. Pake reported the "MH-NMR spectrum of a single crystal of gypsum
(CaSO,2H,0) (Pake 1948). He demonstrated that the splitting in the spec-
trum (the Pake doublet) reflects the "H-'H dipolar interaction and thereby
the distance between the hydrogen atoms in the crystal water molecules of
gypsum, which was reported to be 1.5 A. Several years later, 'H-NMR was
used in studies of portland cement hydration (Blaine 1960; Blinc et al. 1978;
MacTavish et al. 1985; Schreiner et al. 1985; Seligmann 1968), utilising varia-
tions in "H spin—spin and spin-lattice relaxation times to identify different
states of water in the hydrated systems. More recently and since 2000, these
approaches and "H-NMR relaxometry have been further developed for stud-
ies of solid and mobile water in hardened cement systems (Barberon et al.
2003; Greener et al. 2000; Holly et al. 2007; Korb et al. 2007; McDonald et al.
2005), providing new knowledge about porosity, pore sizes, pore connectivi-
ties and water diffusion (see Chapter 7). An advantage of these low-resolution
NMR experiments is that they are performed at low magnetic fields (roughly
0.5-1.4 T, corresponding to 'H resonance frequencies of 20-60 MHz), imply-
ing low equipment costs compared to high-resolution NMR experiments,
which are generally performed in superconducting magnets with magnetic
field strengths in the range of 4.7-23.5 T (200-1000 MHz for 'H).

The magic-angle spinning (MAS) technique (Andrew et al. 1958; Lowe
1959) was a breakthrough in high-resolution NMR of solids and technologi-
cal improvements of this technique in the early 1980s opened the door for
studies of nuclei other than 'H and BC, principally 2’Al and #°Si in the field of
inorganic materials science. Pioneering work on 2°Si MAS NMR by Lippmaa
et al. (1980) demonstrated that 2°Si chemical shifts for silicates reflect the
degree of condensation of SiO, tetrahedra in studies of zeolites and alumi-
nosilicate minerals. This relationship was also found for calcium silicates
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(Migi et al. 1984), and the amorphous C-S-H phase produced by portland
cement hydration (Lippmaa et al. 1982). Furthermore, it has formed the basis
for a wide range of structural and semiquantitative 2°Si MAS NMR studies
of the hydration of portland cement and cement blends, including a variety
of silicate- and aluminosilicate-rich additives. For 27Al MAS NMR, Miiller
et al. (1977; 1981) showed that aluminium in tetrahedral and octahedral
coordinations can be clearly distinguished by their 50-60 parts per million
(ppm) difference in 2’Al chemical shift. This observation was subsequently
utilised in 27Al MAS NMR studies of the hydration of calcium aluminate
(Muller et al. 1984), high-alumina cements (Luong et al. 1989; Skibsted
1988) and the tricalcium aluminate phase in portland cement (Hjorth et al.
1988), where the anhydrous aluminate phases include Al in tetrahedral coor-
dination, whereas the calcium aluminate hydration products contain Al in
octahedral environments. 2’Al (I = 5/2) is a quadrupole nucleus and for struc-
turally distorted 27Al sites this results in a strong quadrupolar broadening of
the resonances that is only partly reduced by MAS. However, the second-
order quadrupolar interaction is inversely proportional to the magnetic field
strength; thus, improved resolution can be achieved at high magnetic fields
and in combination with high-speed MAS, as illustrated earlier for tricalcium
aluminate (Ca;Al,O) (Skibsted et al. 1991a, 1993). The development of the
multiple-quantum (MQ) MAS radio-frequency (rf) pulse sequence (Frydman
and Harwood 1995; Medek et al. 1995) in the mid-1990s represents a break-
through in NMR studies of half-integer—spin quadrupolar nuclei, such as
170 and ?7Al. This technique correlates MQ and single-quantum coherences
under MAS and gives a two-dimensional (2D) MAS spectrum where the
second-order quadrupolar interaction is removed in one isotropic dimension.

A range of other solid-state NMR rf pulse sequences have been used
in studies of cement materials which utilise homo- or heteronuclear dipo-
lar interactions or J couplings to probe connectivities and internuclear
distances between spin pairs. For example, the double-quantum back-
to-back pulse sequence (Feike et al. 1996) has been employed in a 2D
29Gi-29Si correlation experiment to study tetrahedral SiO, connectivities
for C-S-H samples (Brunet et al. 2004), whereas "H—2Si connectivities for
similar samples have been studied by 2D 2°Si{'H} cross-polarisation (CP)
experiments (Rawal et al. 2010). Furthermore, the rotational-echo double-
resonance (REDOR) experiment (Gullion and Schaefer 1989) has been
used for YF-2°Si spin pairs to clarify the incorporation of fluoride guest ions
in the crystal structure of alite (Ca;SiO;) (Tran et al. 2009). Although the
majority of applications of solid-state NMR in cement science have focused
on 27Al and 2°Si MAS NMR, a number of other spin isotopes (e.g. 'H, 2H,
1B, BC, 70, VF, 3 Na, 2’Mg, 3'P and **Ca) have also been investigated.
These nuclei can provide unique information, for example, about guest-
ion incorporation in the principal cement minerals, interactions between
cement and admixtures (e.g. superplasticisers) and the impact of exposure
of hardened cements to ionic aqueous solutions, including waste materials.
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Several textbooks can be found which give a basic introduction to NMR
spectroscopy in general (Derome 1987; Harris 1986; Keeler 2010; Levitt
2007), to solid-state NMR spectroscopy (Apperley et al. 2012; Duer 2002;
Harris et al. 2009; Wasylishen et al. 2012) and to applications of solid-state
NMR in materials science (Bakhmutov 2012; Fyfe 1983; MacKenzie and
Smith 2002), including monographs on zeolites (Engelhardt and Michel
1987) and polymers (Schmidt-Rohr and Spiess 1994). The importance of
and general interest in solid-state NMR in studies of cementitious materials
has been recognised by two international conferences on NMR spectros-
copy of cement-based materials from which the proceedings (Colombet and
Grimmer 1994; Colombet et al. 1998) illustrate the state-of-art of NMR in
cement science in the 1990s. Since then, a couple of reviews have appeared
(Skibsted and Hall 2008; Skibsted et al. 2002) which highlight some of the
progress made in the field in the subsequent decade.

This chapter describes the basic features and common practise of solid-
state NMR in studies of portland cement systems and illustrates how this
tool can be used to derive structural and quantitative information about
cement components and cement hydration for both pure portland cement
and portland cements, including admixtures or supplementary cementitious
materials (SCMs). Particular emphasis is given on the NMR techniques
generally used in solid-state NMR studies of portland cement systems.
However, a comprehensive overview of the NMR studies that have been
performed so far or of the new chemical and physical knowledge derived
from these studies will not be given.

6.2 BASIC THEORY AND NUCLEAR MAGNETIC
RESONANCE INTERACTIONS

Several NMR techniques have been employed in studies of cement systems,
ranging from multinuclear solid-state NMR investigations for chemical
and structural analyses of anhydrous and hydrated cement phases to low-
field '"H-NMR studies of porosity and water transport in hydrated systems
and to spatially resolved NMR (i.e. magnetic resonance imaging) for inves-
tigations on the micrometre to millimetre level of hydration, pores, cracks
and water diffusion. Although this chapter deals only with high-resolution
NMR, the background for these different applications is the same and
relies on the fundamental NMR theory described in the following two
sections.

6.2.1 Nuclear spin, magnetisation and the basic
nuclear magnetic resonance experiment

When a nuclear-spin isotope, with spin quantum number I, is subjected to
a strong, static magnetic field (B,), its nuclear magnetic moment will orient
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s AE -,

By=0 By>0

Figure 6.1 Energy-level diagram for a spin | = 1/2 nucleus, illustrating the polarisation
of the spins in a static magnetic field and the resulting two spin eigenstates.

either parallel or antiparallel to the magnetic field direction, B = (0, 0, B,).
For a spin I = 1/2 nucleus, this gives two different energy states (Figure 6.1),
where the difference is the so-called Zeeman splitting, given by

AE=hv, =YhB,, (6.1)

Here, v, is the Larmor frequency, i =h/2w is the Planck constant and y is
the gyromagnetic ratio. The latter is constant for specific spin nuclei and
its variation for different elements (Table 6.1) is the principal reason for the
nuclear-spin selectivity of NMR experiments. For a macroscopic sample,
the large number of identical spins (N) will be distributed over the two
energy levels (for I = 1/2) with quantum numbers 7 = 1/2 and m = -1/2
according to a Boltzmann distribution,

N, ( AEj
_ _Ax) 6.2
Ny, CPUTkT (6.2)

where k is the Boltzmann constant, T is the kelvin temperature and N =
N, + N_;;. At thermal equilibrium, this gives a bulk magnetisation (M,)
along the magnetic field direction, which can be expressed as

_ NyRI(I+1)

M,
0 3kT

AE. (6.3)

The net magnetisation can be rotated away from the z direction by apply-
ing a short rf pulse (magnetic field) perpendicular to B. After the pulse,
the magnetisation, M = (M, M,, M), will relax towards the equilibrium
state and during this process induce a current in the receiver coil, oriented
perpendicular to the B field. A classic, phenomenological description of the
equation of motion for the magnetisation after the rf pulse is provided by
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Table 6.1 NMR properties of nuclear-spin isotopes relevant in cement chemistry

Spin Natural y(x107)  yly('"H)P Relative Reference
Nucleus () abundance  (radT~'s™')  (MHz/%)  receptivity sampled
'H 172 99.99 26.752 100.0 1.0 Si(CH,), — neat
H | 0.0115 4.106 1535 1.1l x 106  Si(CD,), — neat
"B 32 80.1 8.584 32.08 0.132 BF,-Et,O — neat
13C 172 1.07 6.728 25.15  1.70 x 10*  Si(CH,), — neat
70 52 0.04 -3.628 13.56 1.1l x10°® D,0 - neat
I9F 172 100 25.181 94.09 0.834 CCI5F — neat
Na 32 100 7.081 2645 9.27 x 1072 NaCl-0.1 M
Mg 52 10.00 -1.639 6.12 268x10* MgClL-0.IM
Al 52 100 6.976 26.06 0.21 AI(NO,); — .1 m
5i 1/2 4.68 -5.319 19.87 3.68 % 10*  Si(CH,), — neat
3Ip 172 100 10.839 4048 6.65x 102 H,PO, — 85%
3S 3/2 0.76 2.056 768 1.71 x 103 CS, — neat
3Cl 32 75.78 2.624 9.80 3.58x 1073 NaCl-0.1 M
K 32 93.26 1.250 467 476x 107 KClI-0.I M
$Ca 52 0.14 -1.803 673 868x10¢ CaCl,-0.IM

Source: Harris,R. K. et al., Pure Appl. Chem., 73, 1795-1818,2001.

2 Gyromagnetic ratio; cf. Equation 6.1.

® Larmor frequency, v, = |y/2x|B,, at a magnetic field of 2.35T or relative to v,('H) in percentage.
< Receptivity relative to 'H, D" = y3xI(I + 1), where x is the natural abundance of the spin isotope.
4 The concentrations correspond to aqueous solutions in D,O; M = molarity, m = molality.

the following Bloch equations, which allow the components parallel (M,)
and perpendicular (M, and M,) to the magnetic field to relax with different
time constants:

dM, (2) M, (t)- M,

dt T,
dM, () _ M,(t)

& T (6.4)
dM, (1) ~ M, (t)

d T,

T, is the longitudinal or spin-lattice relaxation time and T, is the transverse
or spin-spin relaxation time.

In the single-pulse experiment, the spin system is excited by applying a
magnetic field (B,) perpendicular to the z axis. The B, field is generated by
a current in a coil, oriented along the x axis. When the current (rf pulse) is
turned on, the magnetisation starts to rotate clockwise around the x axis,
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i.e. a rotation on the yz plane, starting from the z axis towards the y axis.
When the current is turned off, the magnetisation will precess around the z
axis and move towards its equilibrium state. This precession induces a cur-
rent in the rf coil, whose magnitude is proportional to the projection of the
magnetisation vector (M) onto the xy plane. In the absence of relaxation,
this component is given by

M0(t,) = M, sin(YB,T,), (6.5)

where 7, is the duration of the pulse and B, is the strength of the magnetic
field for the rf pulse, B, = (B, 0, 0). As an example, Figure 6.2 shows an
array of 2°Si-NMR spectra for Na,SiF,, incrementing the rf pulse width
from 1, = 1-30 ps. These spectra reveal that maximum intensity is observed
for T, = 6.5 ps, corresponding to the magnetisation vector oriented along
the y axis immediately after the pulse (i.e. a 90° pulse). A zero crossing
from negative to positive intensities is observed for T = 25.4 s, reflect-
ing that the magnetisation has rotated 360°. The array of spectra shown
in Figure 6.2 is generally acquired to calibrate the rf pulse width and to
determine the corresponding rf field strength. The zero crossing observed

I

2 dl FID

26

-190
ppm 25

Figure 6.2 2°Si MAS NMR spectra (4.7 T, vg = 7.0 kHz) of Na,SiF,, acquired using the
single-pulse rf sequence (inset) with a repetition delay dl =5 s, for pulse
widths in the range 7, = 1-30 ps (I ps increments). The resonance from
Na,SiF, is observed at §,,, = —188.9 ppm.

iso
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for a 360° pulse corresponds to yBt, = 2r (Equation 6.5), and the rf field
strength of the pulse is generally expressed as yB /21 = 1/144,, where T4 is
the pulse length for the 360° pulse. In the actual case, yB,/2x = 39.4 kHz,
and it is noted that Na,SiF, is a suitable sample for calibration of 2°Si rf
fields, due to the short T, relaxation time for 2°Si in this compound (T, =
0.46satBy=71Tand T, =0.63sat B, =94 T).

The induced voltage in the receiver coil, S(¢), is proportional to the rate
of change in magnetic flux ¢ following Faraday’s law of electromagnetic
induction, and it can be expressed as

_do _ dM,(t)

S
) dt dt

(6.6)

The maximum signal is generated by a 90° pulse, corresponding to
de(tZO)/dtZ(DLM;)(’C%), where o; = 2nv;. Thus, immediately after the
90° pulse, the signal amplitude can be expressed as

Y’ BRAI(I +1)
=0)=N———>——*+ 7
S(=0) wr (6.7)

The time evolution of this signal is denoted the free induction decay (FID),
since there is no rf field at this stage perturbing the system. It is apparent
from this expression that the signal intensity for a given resonance is pro-
portional to the corresponding number of spins in the sample, which forms
the basis for quantitative NMR studies. Moreover, the expression reveals
a significant gain in signal intensity by increasing the external magnetic
field. However, a more detailed analysis of the signal-to-noise ratio (S/N)
as a function of the B, field, including other effects such as the performance
of the NMR probe, reveals that the increase in S/N is closer to S/N «
ly132(B,)*? (Levitt 2007), which is still a very important gain in sensitivity,
in particular for studies of low-y nuclei.

The induced current in the receiver coil is typical in the microvolt range
and it is seldom sufficient to generate a spectrum in the frequency domain
after Fourier transformation of the time-domain FID with an acceptable
S/N. Thus, the experiment is repeated several times (NS) and signal inten-
sity is accumulated for each experiment (scan) until a satisfactory S/N is
obtained. The signal from the receiver coil is a sum of the NMR signal
(Equation 6.7) and noise in the form of random rf signals arising from
thermal motions of electrons in the receiver coil and from other sources.
If the frequencies of the noise signal are uncorrelated, it can be shown
that the S/N is proportional to the square root of the number of scans, i.e.
S/N o< /NS. The process of signal averaging can be quite time consum-
ing, in particular for spin isotopes in low natural abundance, such as 2°Si
and B3C. Moreover, the observation of quantitative reliable spectra requires
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that full spin—lattice relaxation is achieved for each component between
the individual scans. The time evolution of the longitudinal magnetisation,
obtained from the Bloch equation (Equation 6.4), takes the form

M. (t) = M + [M,(0) - Mylexp(-#/T)), (6.8)

where M,(0) is the z magnetisation immediately after the pulse. For a 90°
pulse (M,(0) = 0), relaxation delays (d1) of five times the longest T; are
generally required to obtain quantitative reliable intensities in the spectra.
According to Equation 6.7, # = 5T, corresponds to the recovery of 99.3% of
the equilibrium magnetisation (M) after a 90° pulse; however, in practise,
spectra are often recorded with smaller flip angles (e.g. 45°), which lower
the requirement of d1 = 57T, for the repetition time.

6.2.2 Spin-lattice and spin-spin relaxation

Relaxation is a result of transitions between different spin-energy levels,
caused by fluctuations in the local interactions at the nucleus. Thus, relax-
ation processes depend on the strength of the spin interactions and the
number of fluctuations, where the latter is related to dynamic processes
such as atomic or molecular motions and vibrations. Thereby, the relax-
ation times are very sensitive to the local environment of the spins, tem-
perature, molecular motions and impurity ions, and a determination of T,
and T, can often be used to distinguish different species or environments.
For rigid solids, T; and T, increase with decreasing temperature and, gener-
ally, T, increases and T, decreases on going from a mobile (liquid) to a rigid
(solid) phase.

The spin-lattice relaxation time (T;) can be determined by either the
inversion-recovery (IR) or the saturation-recovery experiment. The IR
experiment (Figure 6.3a) employs a 180° pulse, which inverts the magneti-
sation, M, (t = 0) = —-M,, followed by a recovery time (t) and a 90° observe

180° 90" » T 90°

\/\/\/\NW N \/\/\/\NW
i
M . FID <> = FID

(@) (b)

Figure 6.3 Radio-frequency pulse sequences for (a) the IR and (b) the saturation-
recovery experiments for determination of spin—lattice (T}) relaxation times.
The recovery time (1) is incremented in both experiments. The saturation-
recovery sequence employs typically 10-20 saturation pulses (n,,) with a
length corresponding to 90° pulses (t, = 90°).
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pulse prior to detection of the FID (Vold et al. 1968). An array of spectra
is acquired for typically 8-15 recovery times, where 3-5 of the values are
chosen before the zero crossing (t, = T, In 2) and the remaining in the
range, T, In 2 < © < ~3T,. For a single-exponential relaxation process (e.g.
for pure samples), the intensities in these spectra can be fitted by Equation
6.8, employing M_(t = 0) = -M,, which gives the expression

M. (t) = My[1 - 2 exp(~t/T,)]. (6.9)

A disadvantage of the IR experiment is that full relaxation (d1 ~ 5T)) is
required between each scan, which makes the experiment very time con-
suming for long T values. A reduction in spectrometer time can be achieved
by the fast IR experiment (Canet et al. 1975), where the relaxation delay is
reduced to d1 ~ 3T, and the intensities fitted to the equation

M, (t) = My[1 - o exp(-7/T))] (6.10)

in a three-parameter fit (M, a, T;). The new variable, a < 2.0, takes into
account effects from the nonideal relaxation delay and compensates also for
minor imperfections of the 180° and 90° pulses. Thus, Equation 6.10 may
preferentially be used even if a repetition delay corresponding to full spin—
lattice relaxation is employed. For very long relaxation times, a significant
reduction in instrument time can be achieved by the saturation-recovery
experiment (Figure 6.3b), which saturates the spin system by applying a
number of pulses (typically 5-20) with interpulse delays, <, << T;, fol-
lowed by a recovery period (t) and a subsequent 90° observe pulse, prior
to detection of the FID (Markley et al. 1971). The initial saturation of the
magnetisation implies that M,(z = 0) = 0, and thereby Equation 6.8 gives
the relationship

M_(t) = M[1 - exp(-/T})], (6.11)

which allows determination of the relaxation time from a two-parameter
(M,, T;) fit. This sequence has the advantage that a very small repetition
delay can be used, d1 = 0; however, the analysis of the intensities is sensi-
tive to the precision of the 90° observe pulse and the acquisition of at least
one spectrum in the T array that approaches the equilibrium magnetisation.

For portland cement systems, the spin-lattice relaxation is often gov-
erned by paramagnetic ions (e.g. Fe3*) either in separate phases in the near
vicinity or incorporated as impurity ions in the crystal lattices. The gyro-
magnetic ratio of the spin for the unpaired electron is about three orders
of magnitude larger than the y values for the nuclear spins, which results
in a very efficient relaxation mechanism caused by the dipolar interaction
between the nuclear spin of the detected nucleus and the electron spin of
the paramagnetic ions. Considering this mechanism for low concentrations



Solid-state NMR spectroscopy of portland cement-based systems 223

of paramagnetic ions, and assuming the absence of spin diffusion, allows
derivation (Tse and Hartmann 1968) of the following relations between the
observed intensity and the recovery time for the IR (« = 2) and saturation-
recovery experiments, respectively:

M. (1)= M, | 1- aexp(~7T7) | (6.12)
M, (1) = My | 1-exp(~7/T7) | (6.13)

This behaviour is also known as a ‘stretched exponential’ relationship, with
the associated relaxation time T/, and it has been successfully employed
in 2°Si MAS NMR studies of silicates containing small amounts of iron
(Hartman and Sherriff 1991; Skibsted et al. 1995a,b). Moreover, it has
been used to analyse the spin-lattice relaxation for 2Si in alite and belite in
portland cements (Poulsen et al. 2009) and to establish the incorporation
of phosphorus in the alite and belite phases of anhydrous portland cement
(Poulsen et al. 2010). A more detailed description of the effects of paramag-
netic ions on 2°Si spin-lattice relaxation can be found in the first of these
studies (Poulsen et al. 2009). An array of saturation-recovery **Si-NMR
spectra for a mineral sample of belite (-Ca,SiO,) is illustrated in Figure
6.4. Analysis of the intensities in these spectra reveals a stretched exponen-
tial relationship (Equation 6.13) and gives the relaxation time T{=65.7s.
The fit shows a convincing agreement for all M (t) and t values and the

100
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Figure 6.4 (a) Saturation-recovery »*Si MAS NMR spectra (4.7 T, vz = 7.0 kHz) of a
mineral sample of belite (B-Ca,SiO,; Scawt Hill, Northern Ireland), employ-
ing the recovery times (t) indicated in seconds. (b) Plot of the observed #Si
intensities as a function of T along with a least-squares fit to these data using
a stretched exponential relationship (Equation 6.13).
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stretched exponential relation suggests that the relaxation process is gov-
erned by interactions with impurity ions in the present sample of mineral
belite.

6.2.3 Chemical shift and dipolar
and quadrupole interactions

The principal source of structural information in high-resolution NMR
spectroscopy is the chemical shift, which originates from the shielding of
the spin nucleus from the external magnetic field by the small magnetic field
induced by the motions of the electrons surrounding the nucleus. Thus, the
nucleus experiences an effective field, B = (1 - o)B,, where o, the shielding
constant, is a dimensionless number, usually listed in parts per million. This
leads to a small modification of the resonance condition in Equation 6.1:

hv =vh(1-0)B,. (6.14)

The chemical shielding is measured relative to the value for the nucleus in
a standard sample (ref); the difference is expressed as the chemical shift:

A% -V
§=—umele Tref o 10%(in ppm). (6.15)

Vief

Since the shielding constants are small, v in the denominator of Equation
6.15 may be replaced by the spectrometer operating frequency (v;), result-
ing in the following relation between chemical shifts (8) and shielding con-
stants (o):
8 = (Opef = Ggample) x 10° (in ppm). (6.16)
The reference compounds recommended by the International Union of
Pure and Applied Chemistry (Harris et al. 2001) are included in Table 6.1.
Several of them are liquids; thus, a spectrum of the reference sample is
acquired and referenced prior to the study of the sample under investiga-
tion. In practise, solid compounds with well-defined structures are often
used as secondary reference materials, since it may be more convenient to
test the setup of the experiment on the solid sample.
Generally, the spin state for a spin nucleus subjected to a strong magnetic
field (B,) and to rf field radiation (B,) is governed by the spin Hamiltonian

H=H,+H,+H,+Hp+H; + Hp, (6.17)

where H, and H,; denote the Hamiltonians for the interactions with the
external B, and B, fields, respectively, while the remaining terms are the
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Hamiltonians for the spin interaction with internal fields. These include the
chemical shift interaction (H,), homo- and heteronuclear direct (dipolar,
H)) and indirect (J coupling, H;) spin-spin couplings and the quadrupole
coupling interaction (Hy) for I > 1/2 nuclei. The internal interactions result
in characteristic shifts of the resonances, which are the principal source of
structural information, and provide mechamsms for relaxation. Generally,
the internal interactions are several orders of magnitude smaller than the
Zeeman interaction, which allows calculation of the effects from these as
perturbations to the Zeeman interaction. In the high-magnetic field approx-
imation, this is performed by a transformation from the laboratory-fixed
frame to a frame precessing with the Larmor frequency (v;) around the
magnetic field direction B, (i.e. the Zeeman interaction frame). The peri-
odical time dependence introduced by this transformation can be removed
by average Hamiltonian theory (Maricq and Waugh 1979), resulting in an
effective Hamiltonian of the type

Hgy=H,+H,+H,+H,. (6.18)

The resonance frequency (Equation 6.14) for the (2, m - 1) transition,
hv =hw in the secular approximation is calculated as

m,m—15

®,, 1 ={I, mlH I, m)— (I, m—1H &I, m—1), (6.19)

where |I, m) and |1, m - 1) denote the Zeeman eigenstates for the spin
system.

6.2.3.1 The chemical shift interaction

The Hamiltonian for the chemical shift interaction, describing the coupling

of the spin (I) with the external magnetic field, is given by

‘B (6.20)

QH

H,=1I-

where G is the chemical shift anisotropy (CSA) tensor, reflecting the three-
dimensional nature of the chemical shielding. The CSA tensor takes the
following form in its principal axis system:

6. 0 0] [og,—"¢(1+n,) 0 0
o=l 0 o, 0 |= 0 Op—20(1-m,) 0 | (621)
0 0 o, 0 0 G, +90
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The trace of the tensor is the isotropic chemical shift, 8, = -c,,,, whereas
the anisotropy is described by the shift anisotropy (8,) and the CSA asym-
metry parameter (0 < 1, < 1). These parameters are given by the principal
tensor elements according to

1 ny ~ O
==0j = E(Gxx +0,,+ Gzz)’ 86 =0, ~ 00> N6 =

o.
5,

180

(6.22)

following the convention ls,, - 6| > lo,, - 6,,| > lo,, - 6, |. Alternatively,
the CSA can be characterised by the span (Q = 033 - ;) and skew [k =
3(o;, — 0,,)/Q], where the principal elements are defined as 655 > 65, > 6,
(Mason 1993).

For the static-powder NMR experiment, transformation from the CSA
principal-axis system to the laboratory-fixed frame results in the following
expression for the first-order Hamiltonian for the CSA interaction:

HQ) =W; 0}, — %(DLSG {3cos’B—1- No sin’ Beos2al}l, (6.23)

150

for a single crystallite with an orientation described by the Euler angles (a,
B, v) (y = 0 as a result of the axial symmetry of the magnetic field). Thus,
the chemical shift interaction is described by three parameters of which &,
and n, reflect the anisotropic part. This part is not observed in liquid-state
NMR, since rapid tumbling of the molecules in solution efficiently aver-
ages out the dependency on the a and B angles in Equation 6.23. However,
in NMR of rigid solids, the CSA may result in significant line broaden-
ing, depending on the anisotropic nature of the electronic field around
the nucleus. A description of the full line width and shape is achieved by
averaging the expression in Equation 6.23 over all uniformly distributed
crystallite orientations in the powder sample. This gives line shapes of the
form simulated in Figure 6.5 for a single site under static and MAS condi-
tions and for different values of the CSA asymmetry parameter. The two
upper simulations (Figure 6.5) show that a change in sign for 8, results in
an inversion of the line shape, reflecting whether the unique element of the
CSA tensor (o,,) is smaller or larger than the isotropic chemical shift.

As an experimental example, Figure 6.6 illustrates the experimental and
simulated 2°Si{'H} CP/MAS NMR spectra (14.1 T) of a synthetic sample of
jaffeite (Ca Si,O,(OH);), acquired for a static sample and at slow spinning
speeds of vz = 1.0 and 4.0 kHz. The static and v; = 1.0 kHz spectra clearly
reveal that the Si site in jaffeite is in nearly axially symmetric environments
(n, = 0), in accordance with the presence of Si,05 dimers in its crystal struc-
ture, each tetrahedron including three short and one long Si—O bond with
nearly threefold symmetry around the Si—-O-Si bond. A precise determina-
tion of the CSA parameters is achieved from simulations based on the powder
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Figure 6.5 Simulated static-powder (left column) and MAS (right column; v; = 1500 Hz)
spectra for a spin | = /2 nucleus influenced only by the CSA interaction for
the Larmor frequency v, = 79.43 MHz (i.e. ?°Si at 9.4 T) and &, = 0.0 ppm,
illustrating the variation in line shape/spinning sideband intensities as a func-
tion of the CSA parameters, §; and 1.

average of Equation 6.23 of the static and vy = 1.0 kHz spectra (8, = -82.2 =
0.1 ppm, 8, = =51.2 = 1.2 ppm and n, = 0.07 = 0.03). On the other hand, the
spectrum obtained with v = 4.0 kHz contains only a few spinning sidebands
and it is therefore not suitable for a determination of the CSA parameters.

2951 CSA parameters have been reported only for several silicate, calcium
silicate and calcium silicate hydrate phases relevant to cement chemistry.
These are summarised in Table 6.2 along with 2°Si isotropic chemical shifts
reported for structurally well-defined cement constituent phases.
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Figure 6.6
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Experimental (left column) and simulated (right column) 2°Si-NMR spectra
of a synthetic sample of jaffeite, acquired under static conditions and with
spinning speeds of vz = 1000 and 4000 Hz. The experimental spectra were
obtained with the 2’Si{'H} CP experiment (CP contact time of 5.0 ms and an
8 s relaxation delay) and the vertical expansion factors for the spectra are
indicated relative to the vz = 4000 Hz spectrum. The simulations employ the
parameters 9, = —82.2 ppm, &, = —51.2 ppm and n, = 0.07, as determined

iso

from analysis of the static and MAS (v; = 1000 Hz) spectra.
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6.2.3.2 The dipolar interaction

Spin—spin interactions are divided into indirect spin—spin couplings, gener-
ally denoted ] couplings, which are through-bond couplings, and direct
spin—spin couplings, denoted dipolar interactions, which are through-
space couplings depending on the internuclear distances. J couplings and
homonuclear dipolar interactions are seldom observed for light elements of
oxidic systems, and they will not be considered here. Although they are not
resolved in experimental spectra, they can be utilised in correlation NMR
experiments to transfer magnetisation from one spin to another.

For an isolated heteronuclear-spin pair (I, S), the Hamiltonian for the
dipolar coupling can be written as

ol

H,=I-D-S, (6.24)
where D is the dipolar coupling tensor. The unique element of this tensor
(d,.) is oriented along the internuclear vector (7g) and the tensor is axi-
ally symmetric (d,, = d,)) as well as traceless. For a static-powder NMR

experiment, the first-order dipolar Hamiltonian for a heteronuclear-spin
pair takes the form

HY = f—:moszﬁ—l}lzsz, (6.25)

where B is the angle between the internuclear vector and the external mag-
netic field and D is the dipolar coupling constant defined by

_ Hovivsh
D 16w (6.26)
Here, p, is the permittivity of free space and 7 the internuclear distance
between the two spins. The inverse dependency of the dipolar coupling on
the cube of the internuclear distance (D o< %5’ ) implies that strong dipo-
lar couplings are observed only for neighbouring spin nuclei. Moreover,
the proportionality with the gyromagnetic ratios (y, and yg) results in line
broadening from dipolar interactions being most critical for spins coupled
to 'H or F in cement systems. However, dipolar couplings with these spins
can efficiently be removed by MAS combined with high-power 'H or F
decoupling, where these spins are radiated simultaneously during the detec-
tion of the FID for the observe nucleus. Heteronuclear dipolar couplings
serve as the key interaction for transfer of magnetisation in the CP NMR
experiment (see Section 6.2.4.2) for sensitivity enhancement or selective

detection of dipolar coupled spins. Moreover, several rf pulse sequences,
such as REDOR (Gullion and Schaefer 1989), transferred-echo double



Solid-state NMR spectroscopy of portland cement-based systems 233

resonance (Hing et al. 1992) and rotational-echo adiabatic-passage double
resonance (REAPDOR) (Gullion 1995), reintroduce the dipolar couplings
in MAS NMR spectra for determination of the dipolar coupling constant
(D) and thereby the internuclear distance (7). This approach has been uti-
lised in a study of the incorporation of fluoride ions in the alite phase of
mineralised portland clinkers (Tran et al. 2009). Analysis of the 2°Si{'*F}
REDOR NMR spectra in that work gave D = 285 Hz, corresponding to
an average Si-F distance of (r¢ ;) = 4.29 A. This value demonstrates that
fluoride substitutes only for the ionic interstitial oxygen atoms in the My,
form of alite ((rs.o) = 4.32 A) and not the covalently bonded Si-O oxygens
((rsio) = 1.63 A).

6.2.3.3 The quadrupole coupling interaction

A nucleus with I > 1/2 has a nonspherically symmetric charge distribution,
which leads to a strong coupling between the nuclear quadrupole moment
and the electric field gradients (EFGs), produced by surrounding electrons
at the nuclear site. This is the quadrupole coupling interaction and its
Hamiltonian can be expressed as

H,=1-O-1. (6.27)

Ql

The elements of the quadrupole coupling tensor (Q) are related to the EFG
tensor (V) by

eQ

= V. .
Q; 212 1h P (6.28)

where eQ is the nuclear quadrupolar moment. QO is a symmetric and trace-
less tensor which in its principal axis system is given by

V., 0 0 —1(1+n,) 0 0
2121 -1)h ” 212I-1) 2o
0 0 V, 0 0 1
(6.29)

where [V_| >V, _|>1V Iand V_ = eq is used for the unique EFG tensor ele-
ment. Since the tensor is traceless, only two parameters are required to char-
acterise the quadrupole interaction, i.e. the quadrupole coupling constant
Co = €*qQ/bh and the EFG asymmetry parameter ng = (V,, - V,,)/V,,, with

0 < ng < 1.0. The energy-level diagram, for a spin I = 5/2 nucleus (e.g. 7O
and ?’Al) is shown in Figure 6.7 and illustrates the types of single-quantum
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Figure 6.7 Energy-level diagram for a spin | = 5/2 nucleus, illustrating the perturbations
from the first- and second-order quadrupolar interaction. AE = h, and o,
is the frequency for the central transition, whereas ®,, and ®g,, denote the
inner and outer satellite transitions.

transitions that may be observed. The transition with the highest intensity (for
I=23/2,5/2) is the so-called central transition (m = 1/2 < m = -1/2), while
transitions between the other energy levels normally are denoted the inner
(m =+1/2 < m = +3/2) and outer (m = +3/2 < m = +5/2) satellite transitions.
The quadrupole interaction requires consideration of both the first- and
second-order terms of the Hamiltonian for half-integer—spin nuclei, which
can be expressed, respectively, as

—(1)
Ho =ol)[312-1(I+1)], (6.30)

Ho = o [-822+ 41+ ) -1 L +og [212 +200+1-D)]1., (631

where the factors 0)8 describe the spatial dependencies for the trans-
formation from the EFG principal-axis system to the laboratory-fixed
frame and include the parameters Cj,, no and I. Explicit expressions
for the wg terms can be found elsewhere (Skibsted et al. 1991b). The
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resonance frequency for the (m2, m - 1) transition, employing Equation
6.19, takes the form

0)(:”),’2_1 _ wg) (m_)’ (6.32)

which shows that the central transition (72 = 1/2) is not affected by the first-
order quadrupole interaction, as indicated in Figure 6.7.

The second-order quadrupolar term (Equation 6.31) affects all transi-
tions and has a spatial dependency, which cannot be averaged out by spin-
ning the sample about a single axis. Thus, the central transition exhibits
characteristic line shapes, depending on Cy, ny and B, which are reduced
only by a certain factor ranging from 2.43 (n, = 0) to 3.43 (ng = 1.0) by
high-speed MAS. These line shapes are illustrated in Figure 6.8 by simula-
tions of static-powder and MAS NMR spectra of the central transitions
for different values of ny. Each line shape contains distinct singularities,
shoulders and edges and the measurement of the frequency for three of
these allows calculation of the Cy, ng and 8, parameters for a given struc-
tural site (Samoson et al. 1982). In practise, this approach is often used to
obtain an estimate of C, ng and §,,, and these values are then used in a
fit to the experimental spectrum by a full calculation based on the powder
average of the second-order quadrupolar term in Equation 6.31. The width
of the second-order line shapes (Figure 6.8) exhibits the proportionality
HY' < C /VL, which implies that improved resolution can be obtained at
higher magnetic fields as a result of the increased chemical shift dispersion
and the reduced second-order quadrupolar broadening. For small and inter-
mediate quadrupole couplings, the second-order quadrupolar line shape for
the central transition may not be experimentally resolved to a level where
Cos Np and §,, can be determined by line shape simulations. For such sys-
tems, these parameters can be obtained with high precision from analysis
of the spinning sidebands observed for the satellite transitions (Jakobsen et
al. 1989; Skibsted et al. 1991b).

This procedure is illustrated in Figures 6.9 and 6.10 by 27A1 MAS NMR
spectra of AICl;-6H,0 and ettringite, respectively. The octahedrally coordi-
nated A+ site in AICI;-6H,0 is highly symmetric, as reflected by the small
quadrupole coupling (C, = 116 kHz) and the axially symmetric EFG tensor
(no = 0), which forms the basis for observation of nearly ideal line shapes
for all single-quantum transitions in the spectrum of the static sample.
Moreover, the MAS NMR spectra illustrate that the first-order quadrupolar
term H g) is averaged by MAS, since the ‘high-speed’ spectrum includes only
a few spinning sidebands with most intensity gathered in the centre-band
resonance. The low-speed 27Al MAS spectrum of ettringite (Figure 6.10)
forms a valuable basis for a precise determination of Cy, ng and 8, as the
spinning sideband intensities give a clear reflection of the overall line shape
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Figure 6.8 Simulated static-powder (left column) and MAS (right column) NMR spectra
of the central transition for a spin | = 5/2 nucleus with v, = 104.2 MHz (i.e.
ZAlat 9.4 T), C, = 5.0 MHz and asymmetry parameters in the range n, = 0.0
1.0. An infinite spinning speed is assumed for the MAS NMR spectra, where
the centre-band resonance contains all intensity for the central transition.

for the satellite transitions. In the absence of CSA, the spectrum of the satel-
lite transitions should be symmetric around the central transition. However,
the small asymmetry in the manifold of spinning sidebands around the
centre band reflects that the individual inner and outer satellite transitions
exhibit different T, relaxation times as a result of cross-correlation effects
from the quadrupole coupling and the 27Al-'H dipolar interaction on the T,
relaxation for the individual satellite transitions (Andersen et al. 2005).
Determination of the Cg, 1, and 8,,, parameters for the structurally dif-
ferent sites in a compound, preferentially by analysis of a pure sample, is
generally a prerequisite for an unambiguous identification of the compound
in complex mixtures. This requirement reflects that the centre of gravity of
the centre band from the central transition as well as the centres of gravity
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Static ‘ J (x1)

Cen JL (x1/2)

In (x1)
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l Out (x2)
1 L
- —40 kHz 40

Figure 6.9 Left: Experimental Al MAS NMR spectra (7.1 T) of the central and satellite
transitions for AICl;-6H,O obtained without spinning and with spinning speeds
of vg = 12.0 kHz and 2.0 kHz. Right: simulations of the full static-powder spec-
trum along with subspectra of the central transition (Cen), the inner (In) and
outer (Out) satellite transitions and the MAS spectrum including all transitions
acquired with vz = 2.0 kHz. The vertical expansion factors are indicated at the
right-hand side. The spectra were simulated with the parameters 5, = 0.0 ppm,
Co =0.116 MHz and g = 0.0, as determined from the experimental spectra.

for the satellite transitions are shifted relative to 8., since they depend on
the second-order quadrupolar interaction, which is inversely proportional
to the Larmor frequency. For spin I = 3/2 and I = 5/2 nuclei, the following
expressions for the centres of gravity for the individual transitions can be
derived (Samoson 1985):

s 1 Colteny/3)

o — x10°(in ppm) for I =3/2, (6.33)
40 vi

cg _
12,-12 =
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Figure 6.10 Left: Al MAS NMR spectra (4.1 T) of the satellite transitions for ettringite,
acquired with spinning speeds of v; = 3.0, 6.0 and 12.0 kHz, employing 'H two-
pulse phase-modulated (TPPM) decoupling (yB,/2r = 50 kHz) during acqui-
sition of the FID. The centre band from the central transition is cut off in
all spectra. Right simulated spectra of the satellite transitions, employing the
parameters ,, = 13.4 ppm, C, = 0.36 MHz and 1y = 0.19. (From Skibsted ).
etal., Inorg. Chem. 32, 1013— |027 1993))
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Col1+m5 /3
082430 = 0y, +4ZOQ(;]Q/)><106(in ppm) for I =3/2, (6.34)
Vi

~ 24 Cé(l+nzg/3)
4000 vi

Oih 1, =9 x10%(in ppm) for I =5/2,  (6.35)

3 cé(1+n29/3)

x10%(in ppm) for I =5/2, (6.36)
4000 2

s —
6t1/2,i3/2 - 6iso

. _s . 81 Cé(1+nzg/3)
+3/2,£5/2 iso 4000

6/; _
. x10°(in ppm) for I=5/2. (6.37)

The different second-order quadrupolar shifts for the individual transi-
tions allows determination of 8,,, and the quadrupolar product parameter,

second-order quadrupolar effect or SOQE = CQ‘/1+nZQ/3, from the cen-
tres of gravity for the central and inner satellite transitions, &% ;, and
8%/2.432> measured in a MAS NMR spectrum, or from the centre of gravity
for the central transition, determined from spectra at different magnetic
fields. The centre of gravity for the inner satellite transitions (8%, 13,

can often be determined with high precision as the average frequency of
the centres of gravity for symmetric pairs (x7) of spinning sidebands, e.g.

1 . .
Ensan :;2_(Sf§+n+6f§,n/2). For example, this approach (Equation

6.35) has been utilised to determine the 2’Al parameters, §,,, = 39.9 ppm
and SOQE = 5.1 MHz, for pentacoordinated Al in the C-S-H phase from
the centres of gravity of 33.5 and 37.1 ppm measured for the central transi-
tion at 14.09 and 21.15 T, respectively (Andersen et al. 2003).

The second-order quadrupolar interaction also affects the intensities
observed in the NMR spectra of the central transition for long rf pulses,
which has an impact on the quantification of centre-band intensities for
sites experiencing different quadrupole couplings (Samoson and Lippmaa
1983a,b). This effect can be studied in a 2D nutation NMR experiment
(Kentgens et al. 1987; Samoson and Lippmaa 1988) where the evolution
of the spin system in the presence of an rf field is investigated in the rotat-
ing frame in the indirect dimension, incrementing the pulse length. The
response in the indirect dimension depends on the quadrupole coupling
parameters (C and 1), the magnetic field strength and the rf field strength,
and simulation of the excitation profile in this dimension can be used to
determine C,, and n,,. Figure 6.11 shows calculated excitation profiles for
the central transition of a spin I = 5/2 nucleus at v; = 104.2 MHz (i.e. 27Al
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Figure 6.11 Simulated excitation profiles for the central transition of a spin | = 5/2
nucleus at 104.2 MHz for yB,/2x = 50 kHz, ng = 0 and C, = 0, 0.125, 0.25,
0.5, 1.0, 2.0, 4.0, 8.0 and 16.0 MHz. Effects of the spinning speed on the
centre-band intensities are not taken into account.

at 9.4 T) for different C, values, assuming ng = 0 and v,¢ = yB,/2n = 50 kHz.
A pure sinusoidal intensity variation is found for C, = 0, corresponding to
the response from ?7Al in a liquid sample (Equation 6.5), whereas increas-
ing deviations from this behaviour are observed when the C, values are
raised. Moreover, the pulse lengths for maximum intensity (t,,,,) decrease
with increasing C,, value and it can be shown that 1, = Ted for v > Co
and 1,,, =104 /(1+1/2) for v, < Cg (Samoson and Lippmaa 1983a). The
intensity variation of the central transition as a function of the quadru-
pole coupling (Figure 6.11) also shows that there is a linear regime for
short pulse widths where the increase in intensity is nearly independent
of the quadrupole coupling. Thus, if a pulse angle is chosen which fulfils
7, < o/[2(I + 1/2)], then the observed central-transition intensities in the
single-pulse MAS NMR experiment can be considered as independent of
the quadrupole interaction, and quantitatively reliable spectra can thereby
be obtained for sites with different quadrupole couplings (Samoson and
Lippmaa 1983a). The pulse length has also an impact for the excitation
profile of wideband spectra, and short rf pulses (t, = 0.5-2 ps) are generally
used for observation of the satellite transitions; for example, excitation of a
1.0 MHz spectral width requires 7, < 1.0 ps.

27Al quadrupole coupling parameters and isotropic chemical shifts have
been reported for the most common aluminate phases present in anhydrous
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and hydrated portland cement and high-alumina cement systems. These
parameters have been determined from line shape simulations of the
central transition or from simulations of the manifold of spinning side-
bands, observed for the satellite transitions in 27A1 MAS NMR spectra. In
addition, 27A1 MQ MAS NMR has been utilised in a few cases. The 27Al
parameters, 8,,, C, and ng, reported for well-defined aluminate phases,

are summarised in Table 6.3.

6.2.4 Line-narrowing and sensitivity-enhancement
techniques

The orientational dependence of the internal spin interactions in the solid
state, reflected by the transformations from the principal axes of the inter-
actions to the laboratory-fixed frame (e.g. Equations 6.23, 6.25, 6.30 and
6.31), can result in line widths of several kHz (or MHz for I > 1/2) for pow-
dered samples. To reduce or eliminate this broadening, several techniques
have been developed which employ either mechanical rotation of the sam-
ple, to reduce the spatial dependent part, or multiple rf pulse schemes, to
modify the spin-dependent part of the internal interactions. Of these exper-
imental techniques, MAS (Andrew et al. 1958; Lowe 1959), heteronuclear
X{'H} decoupling and '"H — X CP (Hartmann and Hahn 1962; Pines et al.
1972) represent the most fundamental methods for improving resolution
and sensitivity in solid-state NMR spectra. In addition, for quadrupolar
nuclei, the MQ MAS technique (Frydman and Harwood 1995; Medek et
al. 1995) allows acquisition of high-resolution MAS NMR spectra of quad-
rupolar nuclei by removal of the second-order quadrupolar broadening for
the central transition.

6.2.4.1 Magic-angle spinning

Mechanical sample spinning results in a modulation of the anisotropic
interactions and in several cases, fast sample spinning may provide spectra
which approach the high resolution observed for liquid samples. The first-
order Hamiltonians for the CSA, heteronuclear dipolar couplings and the
quadrupole interaction (Equations 6.23, 6.25 and 6.30) contain the geo-
metrical factor, (3 cos? p - 1), where p describes the angle between a specific
molecule-fixed vector and the static magnetic field. In liquids, rapid molec-
ular tumbling averages this geometrical factor to zero, thus explaining that
these interactions are not observed in liquid-state NMR spectra. The MAS
technique mimics this molecular tumbling by rotating the sample mechani-
cally around a fixed axis (0) relative to the magnetic field. From employ-
ing the heteronuclear dipolar interaction as the illustrative example, the
molecule-fixed vector is the internuclear vector () between the two spins
(I and S). Rotation of the sample about an axis at the angle 0 relative to
the magnetic field causes the vector 7 to trace out a conical path described



242 Jorgen Skibsted

(panunuo))

) S0'0 F £€0 TOFI'L SOF 196 (ADIV W oy listeD-d suol 1san3 |y dueg
200 F+50 S0'0 ¥ 0£°6 0F€8L @Iv
s 200 FC€0 S00 698 SOFS6L (D KeX\"As) lBUILN[E WNID[EDL]
010 F0L0 T0F8¢€ £€07F708 @I
> 01'0 F 00 TOFL6 01 F698 (D (ADIV Eo"IvD B Ae)
p S00 ¥ 560 I'0F+'C 01 €08 (ADIV 1o’ Iv'eD D
1’0 o€y T8 O\
6£0 LEE 918 (v
€50 433 L8 v
S6°0 09T 798 (E\%
SL0 09T 8'€8 @Iv
> 020 0S¢ 618 \% (ADIV eS\":0) @leUIWIN[EOUOW WND[ED
7200 7280 S00 ¥ 556 S07F 569 @Iv
> 700 ¥ 880 S0°0 ¥ ST9 SOFSSL (v (ADIV ‘O'Ived 31155049
1'0F 20 10 F 8% SOFETW 1\ (VNI
S0°0 ¥ 09'1 SO0 F 66 PV (INIV
S0°0 + 000 SO0 FOl°E 10 F 1'89 6\ (ADIV
S0°0 + 000 SO0 F 01T 1'0 ¥ 8'SS @Iv (ADIV
q SO0 FSI0 S0°0 ¥ 9291 (v (711 %o’lved SleUIWIN[EX3Y WNId[ED)
Joy ou E@.:\& (wdd) s |y ‘uonbuIpi00d |y pjnwiio4 aspbyd wawa)
p) 9

SW21sAs JuBWad Ul uowwod saseyd sreulwnie 4oy suaaweded Suiidnod sjodnapenb pue syiys [ediwayd didoalos! |, £°9 3(goL



243

Solid-state NMR spectroscopy of portland cement-based systems

(panunuo))
D86 =1
S00 ¥ #0°0 €00 ¥ 60' €0F 16 TN\ O*HF- 1D (HO)YveD-d
D81 =1
" €00 F €60 €00 F 4 £0FT6 (NI O°Hp-4D" (HO) v eD-» I[es s[apaliy
_ 80 Tl 101 (N O*H9-(F0D)*' (HO) V"8I 21[e104pAH
a1eJIpAY
_ 80 L L8 (INIV O*HS-(F0D)* (HO)Iv"eD 31BUOGJEDOUOW WNID[ED
> WCOF LI TOF8II NV O*™H9-("0S)*' (HO)IV"eD a1gj|nsouol
> WO F 8 TOF 0l (INIV O'H. ' (HO)YV®D THYD
9000
%> 700 + 000 78890 10 F 4TI (INIV “(HO)Iv'eD 11018>-13u.1e80.pAH
_ 90 Tl €01 (INIV O*HZ-X'(HO)YvV®D *HvD
SH0 ¥'S 01 F6L @
| S0 gl 0l 8L (D (ADIV O'HE-H'O°IV'eD HEVD
a1e4pAyedap
> 80 WOFHT €0 F 70l (INIV O'H¥-“'(HO)IvED S1BUIUN[E WNID[EIOUO|
€00 F #+°0 S00 ¥ Sb'¥ E0FSII @Iv
> Y00 F €£0 LO0F L6'] €0 F 40l (D (N HHONV-A 2sqqIo
3 700 + 000 100 ¥ 8€C TOF 091 (INIV fo'Iv-0 wnpunio)
Joy ou E@.:\i (wdd) 31s |y ‘UonbuUIpI00d |y pjnwiio4 aspbyd wawa)
p) °Q

SWa1sAs 3UdWSd Ul uowwod saseyd d1eulwn|e 4o} sua1awe.ed Sulidnod sjodnapenb pue siyiys [eaiwayd didoasosi |y, (panunnuo)d) £°9 9qo|



244 Jorgen Skibsted

“(#107) sted

"(S661) e 32 UBMY|

"01°9 24n314

(Z007) ' 3° ussuspuy

‘(e8661) [e 30 uodney

£ N (99861 '[e 32 JalInI
T 5 =300S “a18weded 1onpoud aejodnipend
z "(6861) e 32 uasqofe[ 3
“(b661) Te 32 paIsqpIS
‘(e1661) ‘e 32 pRasqps 5
(8986 1) [E 32 J3|INW p
"(€661) |6 32 paasqpis 5
“(£007) suiqgaas pue ng 4
‘(be)O'HY-EIDIV I 0°| ©3 dAlE[aJ syiys [ediwayd didoanos| .

c

~

<

1'0 F 80 I'0F+'€E 01 F9L @
v 1'0F 60 1'0F0°€ 01708 (D (INIV "(HO) OUs‘ vV ayulory
L19 (N
w v'8 (ADIV O'H8-“0!s-f0V-0BDT 233uleaas
" €00F61°0 100 ¥ 90 TOF VeI (INIV OH9Z-(*OS)*' (HO)IV*eD 2218um3
Joy ol «Nw__\& (wdd) NS |y ‘UonDUIPI00d |y pjnwio4 aspyd wawa)
) >

SWa1sAs JusWad

ul uowwod saseyd s1eujwn|e 4oy siersweded Suidnod sjodnapenb pue syiys [ed1wayd a1doaios! |y, (Panunuo)) £'9 9|qoy



Solid-state NMR spectroscopy of portland cement-based systems 245

By oR

0 s
[

Figure 6.12 lllustration of the internuclear vector (r) for two dipolar coupled spins (I and S)
in a rotating sample in a magnetic field (B,) and the angles that describe its
time dependence during rotation (wg).

by the angles y and y, as shown in Figure 6.12. Thus, the orientation of »
relative to B, becomes time dependent, implying that the time average of
the geometrical factor must be evaluated. For a rotation frequency of o,
(= 2mv,), the following time average for 3 cos? f — 1 can be calculated:

(Bcos’B-1)= %(3 cos”0—1)(3cos* y—1)

+ %[Sin 20sin 2y cos(w, ¢ + ) + sin” Osin” y cos(2m, £ + 2x)].
(6.38)

At high spinning speeds, the time-dependent terms, cos(o,t + y) and
cos(2m,t + 2y), will average to zero and the time average will be propor-
tional to (3 cos? ® — 1). The 0 angle can be adjusted experimentally and for
0=0, =cos' (1/\/5) = 54.736°, the time average becomes (3 cos? p - 1) = 0.
The angle 0,, is the so-called magic angle, and spinning the sample about
this angle improves the resolution of the resonances by elimination of the
above-mentioned first-order anisotropic interactions. However, a complete
elimination requires that the applied spinning speed (vg) is larger than the
width of the resonance in a static powder spectrum. For the CSA and het-
eronuclear dipolar interactions, this situation can be achieved in several
cases by spinning the sample at spinning speeds of 5-40 kHz. If this con-
dition is not fulfilled, the time-dependent terms of Equation 6.38 will not
average completely to zero and result in spinning sidebands in the MAS
NMR spectrum. The technical limits on increasing the maximum spin-
ning speed are related to the fact that the speed on the surface of the rotors
cannot exceed the speed of sound and to the manufacture of rotor materi-
als that can withstand these speeds. Although the experiments could in
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principle be performed by spinning the sample in He gas, where the speed
of sound is higher than in air, the most common approach has been to
reduce the diameter of the NMR rotors. Currently (2015), MAS probes
with rotor diameters of 0.7 mm are commercially available, capable of
attaining spinning speeds of up to 110 kHz.

6.2.4.2 Cross polarisation

For dilute spin T = 1/2 nuclei (e.g. *C and #Si), single-pulse experiments
often suffer from inherently low sensitivity and requirements of long rep-
etition delays due to long spin—lattice relaxation times. These disadvan-
tages can in several cases be overcome by the CP technique (Hartmann
and Hahn 1962; Pines et al. 1972), which transfers magnetisation from an
abundant spin (e.g. '"H and '°F) to the dilute spin via the heteronuclear dipo-
lar interaction. The basic pulse sequence for the I — § CP NMR experiment
is shown in Figure 6.13a, where I represents the abundant spin with a high
gyromagnetic ratio (y;) and S is the dilute spin with a lower y value. The first
step is to excite the I spins by a 907 pulse and subsequently to spin lock the
I magnetisation along the x axis in the rotating frame by a long x-phase
I pulse. At this point the S rf channel is switched on and the amplitude of
this field (By) is adjusted to match the so-called Hartmann—-Hahn condi-
tion, ¥;B; = ysBs. In MAS experiments, this condition is modified by the
spinning frequency (Stejskal et al. 1977):

YiBi1 = vsBis = nvg, (6.39)

implying that polarisation transfer can be accomplished for different values
of n, which is an integer (usually 7 = -1 or +1 gives the optimum transfer).

If the dilute spin is a quadrupolar nucleus, the Hartmann-Hahn match
becomes

Y,By =SS+ 1) — m(m —1)yB,s + nvy (6.40)

for polarisation transfer to the (m, m — 1) transition of the S nucleus. The
Hartmann-Hahn match implies that the magnetisations for the I and S
spins precess at equal frequencies around their spin-locking fields in their
respective rotating frames. Thus, the energy required for spin flips is identi-
cal for both spins, allowing an efficient transfer of magnetisation via the
dipolar interaction. The maximum enhancement of the S-spin magnetisa-
tion is given by the ratio of the gyromagnetic ratios for the two spins, y,/ys.
However, in practise a lower enhancement factor is generally observed,
partly as a result of relaxation of spin-locked magnetisation in the rotat-
ing frame for both the I and S spins. The time constants characterising
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Figure 6.13 Radio-frequency pulse sequences for (a) the S{/} CP NMR experiment, (b) a spin-
lock experiment for direct determination of T, and (d) a spin-lock experi-
ment combined with CP for determination of the T relaxation time. (c) Plot
of the observed, transferred magnetisation M,(t) as a function of the CP con-
tact time (t = tcp) in ¥Si{'H} CP/MAS NMR spectra (7.1 T, v = 4.0 kHz) of
a mineral sample of kaolinite (circles) and a synthetic sample of a-dicalcium
silicate hydrate (diamonds). The experiments employed yB,/2n = yB,/2n =
50 kHz for the CP contact time and yB,/2n = 62 kHz for the initial 90°('H)
pulse and the 'H TPPM decoupling during acquisition of the FID. The lines
represent the result of least-squares fitting of the observed intensities to
Equation 6.43; see text.

relaxation in the rotating frame, T and i, can be determined from a

spin-lock experiment or spin lock comblned with a CP experiment (Figure
6.13b and d). For both experiments, the time constants can be determined
by fitting the observed intensities to the expression

i Afi | i
MX(‘C)—Mx(O)CXp|: [Tﬂ,ﬂ’ =18, (6.41)

where M! (0) is the transverse spin-locked magnetisation at t = 0. The observed
magnetisation in the CP experiment as a function of the CP contact time
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(t = T¢p) can be derived by the inverse spin-temperature approach (Mehring
1983) and for a dilute—abundant (S—I) spin system it takes the form

M (0) t (—m H
M = — 1= s
(7) 2 eXp[ T ]{ exp T,

T (6.42)
A=l o
1p 1p

o

M!(0) is the I magnetisation after the 907 pulse and Tis (the CP time) is the
time constant describing the buildup of S magnetisation, which is related to
the I-S dipolar coupling. As an example, Figure 6.13c shows the observed
intensities as a function of the contact time (tcp) in a 2°Si{'H} CP/MAS
NMR experiment for kaolinite. A determination of the CP time (Tg;;) from
these intensities requires a preknowledge of the two rotating-frame relax-
ation times (TlgI and Tlsg ), which can be obtained by spin-lock experiments
(Figure 6.13b and d). However, for silanol sites in silicates and on silica sur-
faces, it is often observed that Tlsp1 is more than an order of magnitude larger
than Tf; Assuming Tﬁ) > TfL allows simplification of Equation 6.42 to

_ Mo ] 11
Mx(t)—l_TIS/T]IPeXp( Tl[p]{l exp{[T]iD ’TISJt:|} (6.43)

From this expression, the time constants T;s and Tllp can be determined
from a three-parameter least-squares fit of the intensities observed in
a variable—contact time CP/MAS NMR experiment. This is illustrated
in Figure 6.13c for kaolinite (Al,Si,O(OH),) and a-dicalcium silicate
hydrate (a-Ca,(SiO;OH)OH), where the least-squares fitting of Equation
6.43 to the intensities observed for kaolinite results in the parameters
Tf: =11.2£0.8 ms and Ts;; = 0.64 = 0.04 ms at 7.1 T. The mutual presence
of two strong rf fields during the CP contact time is quite demanding for the
NMR probe; thus, T, may be limited to values below ~10 ms. In the pres-
ent case, this implies that the decrease in transferred magnetisation caused
by Tf: relaxation is not observed for the synthesised sample of a-dicalcium
silicate hydrate for contact times below 7 ms (Figure 6.13¢c). Thus, the
variation in transferred magnetisation for this sample is analysed with the
simplification of Tf: > Ty in Equation 6.43, giving the value Tg; = 1.68 =
0.14 ms for a-dicalcium silicate hydrate from a two-parameter (M!(0), Tg;y)
least-squares fit. As noted elsewhere (Kolodziejski and Klinowski 2002),
kaolinite represents a suitable sample for the initial setup and establish-
ment of the Hartmann-Hahn matching condition (Equation 6.39) in
29Si{'H} CP/MAS NMR experiments. The latter is normally performed by
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acquiring CP/MAS spectra for a fixed contact time (e.g. Tcp = 2.0 ms) where
one of the rf field strengths, B,(*°Si) or B(*H), is varied and the observed
intensity is optimised. For kaolinite, each experiment requires only a few
scans (NS ~ 8-16) and a short repetition delay (d1 ~ 2—4 s).

In addition to the gain in intensity by the [-S magnetisation trans-
fer, the CP NMR experiment has also the advantage that the repetition
delay depends on the spin-lattice relaxation of the abundant I spins,
which generally is much shorter than the T, values for the dilute spins.
This difference may result in a significant reduction in instrument time.
An extreme example has been reported for a natural sample of thau-
masite (Cag[Si(OH),],(CO;),(S0,),-24H,0) where T;(*°Si) = 1003 s and
T,(*H) = 4.1 s along with a CP intensity-gain factor of ~2.5 were deter-
mined from 2°Si{'H} CP/MAS NMR experiments (Skibsted et al. 1995a).
For that sample, it was estimated that the instrument time could be
reduced by roughly three orders of magnitude, employing CP rather
than single-pulse NMR.

The clear detection of thaumasite in cementitious materials is illus-
trated in Figure 6.14 for a portland—limestone cement hydrated for 5 days
at 40°C followed by 28 days at 20°C and then immersed in a 0.25 M
MgSO, solution for 9 months (Skibsted et al. 2003). A disadvantage of
the CP experiment is that the observed intensities depend on the I-S dipo-
lar interaction along with the CP dynamics during the CP period. Thus,
a strict quantification from CP/MAS NMR requires determination of the
time constants Tllp, Tlf) and Ty for both the sample under investigation
and a suitable reference sample, which can be quite time consuming. This
procedure has been used to quantify thaumasite in laboratory samples
exposed to different sources of sulfates and carbonates (Skibsted et al.
1995a, 2003). For the portland-limestone cement exposed to 0.25 M
MgSO, solution (Figure 6.14), this procedure gives a thaumasite con-
tent of 16.2 = 1.5 wt.%, employing Equation 6.43 and the assumption of
Ty >T,,.

The CP NMR experiment can advantageously also be used to identify
dipolar coupled I-S spins in samples containing different phases. In 2°Si
MAS NMR this is illustrated in Figure 6.15 by 2°Si MAS and **Si{'H} CP/
MAS NMR spectra of a white portland cement hydrated for 28 days, where
the CP experiment detects only the hydrated phases. In addition, it is shown
that 2°Si{"?F} CP/MAS NMR can be used to locate fluoride guest ions in a
mineralised white portland cement. The 2°Si{F} CP/MAS NMR spectrum
(Figure 6.15) is very similar to the 2°Si MAS NMR spectrum observed for
the M; form of alite, whereas the narrow resonance from belite is absent,
thereby clearly showing that fluoride ions are incorporated as guest ions in
alite only (Tran et al. 2009).

Further information about dipolar coupled I-S spins can be obtained from
a 2D heteronuclear correlation (HETCOR) NMR experiment (Figure 6.16a),
utilising CP to transfer magnetisation from the I to the S spins (Caravatti et
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(@) 2°Si MAS and (b) Si{'H} CP/MAS NMR spectra (9.4 T) of a portland
cement including 15 wt.% limestone (raw feed precipitator dust from cement
production; ~85 wt.% CaCO,), hydrated for 5 days at 40°C, 28 days at 20°C
and then immersed in a 0.25 M MgSO, solution for 9 months. The 2°Si MAS
spectrum employed a spinning speed of v; = 5.0 kHz and a repetition delay
of dl = I5 s, whereas the CP experiment used v; = 3.0 kHz, d| =8 sand a CP
contact time of T, = 0.8 ms. The spectra are shown with identical vertical
scales. Asterisks indicate spinning sidebands. (Reprinted from Cement and
Concrete Composites, 25, Skibsted, J., S. Rasmussen, D. Herfort and H. J.
Jakobsen, ?Si cross-polarisation magic-angle spinning NMR spectroscopy —
An efficient tool for quantification of thaumasite in cement-based materials,
823-829, Copyright 2003, with permission from Elsevier.)

al. 1982). In this experiment the chemical shifts of the I spins ("H) are allowed
to evolve in the period #;, which is incremented to give the second dimension
of the spectrum. Various multiple-pulse decoupling sequences can be used
to reduce the "H-"H homonuclear dipolar couplings during the #, evolution
period, resulting in an improvement of the resolution of the resonances in
the "H dimension of the spectrum. For example, frequency-switched Lee—
Goldberg (FSLG) decoupling (Bielecki et al. 1989) can be considered as a
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Figure 6.15 (a) *Si MAS and »Si{'H} CP/MAS NMR spectra (9.4 T) of a white portland
cement hydrated for 28 days, acquired with spinning speeds of vz = 5.0
and 3.0 kHz and relaxation delays of dI = 30 and 4 s, respectively. A CP
contact time of T, = .5 ms is used for the lower spectrum. (b) 2°Si MAS
and 2°Si{'F} CP/MAS NMR spectra (7.1 T) of a mineralised white portland
cement. The single-pulse spectrum employs vz = 7.0 kHz and dl = 30 s,
whereas the CP/MAS spectrum is obtained with vz = 5.0 kHz, dl =4 s and
Tep = 5.0 ms.
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Figure 6.16 (a) rf pulse sequence for a 2D S{/} HETCOR CP NMR experiment where
the t, period is incremented, allowing evolution of the | spin magnetisation,
and the S spin magnetisation is detected as the FID during t,. Frequency-
switched Lee—Goldberg decoupling is used in the present experiment to
reduce homonuclear I-[ dipolar couplings. (b) 2D ?’Si{'H} HETCOR CP/MAS
NMR spectrum (1.7 T, vg = 6.5 kHz), acquired with an rf pulse sequence
similar to the sequence in a, for a white portland cement hydrated for
4 weeks. One-dimensional projections of the #Si and 'H dimensions of the
2D spectrum are shown along the horizontal and vertical axes, respectively.
In addition to 'H-%Si connectivities for the 'H and ?°Sj sites of the C-S-H
phase, a minor quantity of thaumasite (8(?*Si) = =179 ppm) is also detected.
(Reprinted with permission from Rawal, A. et al., J. Am. Chem. Soc. 132,
7321-7337. Copyright 2010 American Chemical Society.)

spin-space variant of MAS where the '"H magnetisation is forced to evolve
about an effective field oriented at the magic angle in spin space by using a
set of 2z pulses with carefully chosen offset frequencies. 2°Si{'H} HETCOR
CP/MAS NMR has been used to study 'H-?*°Si connectivities in C-S-H
samples synthesised with different Ca/Si ratios (Brunet et al. 2004), allow-
ing CP from interlayer water molecules and Ca-OH protons to be distin-
guished in the 2D spectra. Moreover, the technique has been employed in a
study of the C-S-H structure, resulting from 4 weeks of hydration of white
portland cement (Rawal et al. 2010). An illustrative 2°Si{'H} HETCOR CP/
MAS spectrum from that work is shown in Figure 6.16, where connectivi-
ties from the Q!, Q*(1Al) and Q? ?°Si peaks from the C-S-H phase and reso-
nances from hydroxyl groups, water molecules and hydrogen-bonded Si-OH
sites in the "H dimension are detected. Similar HETCOR spectra have also
been reported from 2’Al{'H} and BC{"H} CP/MAS experiments in a study of
the surface interactions between saccharides and hydrated portland cement
(Smith et al. 2012).
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The CP/MAS technique has also been employed in a few '3C-NMR stud-
ies of cementitious materials, utilising that a significant sensitivity enhance-
ment can be achieved by BC{!H} CP/MASNMR for 13C present in a hydrous
environment or in direct C—H bonds. Thus, this technique is convenient
for studies of organic admixtures in cement systems, as demonstrated in
a BC{'H} CP/MAS NMR investigation of the interface between poly(vinyl
alcohol) and the inorganic matrix of calcium silicate hydrates (Comotti
et al. 1996). The method has also been used to study the interaction and
stability of different latex polymers in portland cement mixes (Rottstegge
et al. 2005), where the absence of *C resonances from calcium acetate
and poly(vinyl alcohol) showed that the latex polymer was stable towards
hydrolysis in the alkaline medium of the hydrating portland cement. The
application of BC{'H} CP/MAS NMR in studies of cement materials is
illustrated by three examples in Figure 6.17, where the first spectrum shows
the detection of the carbonate ion in calcium monocarbonate hydrate. 3C

coy

(b) L

CH,

CH,
PE

(o)

T T T T T
180 160 140 120 100 80 60 40 20 (ppm)
Figure 6.17 'BC{'H} CP/MAS NMR spectra (7.1 T, v, = 5.0 kHz and dl = 4.0 s) of (a) a
synthetic sample of calcium monocarbonate hydrate (tc, = 2.5 ms), (b) a
C-S-H sample including X-Seed® (BASF) in the synthesis procedure (tcp =
2.5 ms) and (c) a synthesised magnesium-silicate-hydrate sample, shaken
in a polyethylene (PE) container for | year, then washed with ethanol and

freeze-dried (tcp = 1.5 ms). The spectra employed 20,000 to 40,000 scans.
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chemical shifts and CSA parameters have recently been determined for a
number of inorganic carbonates relevant to cement chemistry, utilising the
spinning sideband patterns observed in low-speed *C MAS or CP/MAS
NMR spectra (Sevelsted et al. 2013). The variation in these parameters
(8,05 O, and n,) are rather small; thus, it may be hard to distinguish differ-
ent carbonate ions present in small amounts in portland cement systems by
conventional *C-NMR techniques. However, comparison of the intensities
in BC MAS and BC{'H} CP/MAS NMR spectra can provide information
about the relative amounts of carbonate ions in hydrous and anhydrous
environments, as demonstrated for a hydrated portland-limestone cement
(Sevelsted et al. 2013). 3C resonances from C-H sites are strongly enhanced
by BC{'H} CP/MAS NMR, allowing detection of organic components in
cement mixtures. This is illustrated by the C{'"H} CP/MAS NMR spec-
trum acquired for a C-S-H phase synthesised in the presence of X-Seed
(Figure 6.17b), which clearly illustrates the '3C resonances of the polymer
in the X-Seed product, and by a similar spectrum (Figure 6.17c) of a synthe-
sised M-S-H sample with an initial Mg/Si ratio of 0.6, shaken in a polyeth-
ylene (PE) container for 1 year, then washed with ethanol and freeze-dried
(Nied et al. 2015). In the latter spectrum, the resonance at 31 ppm origi-
nates from PE, whereas the peaks at 58 and 17 ppm can be assigned to the
—CH, and —CHj; groups from solid ethanol, demonstrating a small degree
of abrasion of the PE container during shaking and that some ethanol is
left from the washing, physically or chemically bound to the sample, as it
would otherwise not be seen by 3C{'H} CP/MAS NMR.

6.2.4.3 Heteronuclear decoupling

A major source of line broadening in solid-state NMR spectra of dilute
spins is heteronuclear dipolar couplings with abundant spins, usually 'H
or YF, which causes a modulation of the effective local field around the
dilute spin nucleus. The interaction can be strongly reduced/eliminated in a
double-resonance experiment where a strong rf field is applied to the abun-
dant spins at their Larmor frequency during detection of the magnetisation
from the dilute spins. Decoupling is a well-known concept from liquid-state
NMR where it is used to remove scalar J couplings. These couplings are
generally very small (<200 Hz), implying that only low-power decoupling
(~5-10 W) is required. However, dipolar interactions in the solid state are
much stronger than the scalar couplings; thus, high-power decoupling
(~50-1.000 W) is generally required for rigid systems. As mentioned earlier
(Section 6.2.3.2), the heteronuclear dipolar interaction is inversely propor-
tional to the cube of the internuclear distance, implying that decoupling is
most crucial for spins directly bonded to hydrogen, such as in polymers and
rigid organic molecules. However, for most spin nuclei of interest in cement
chemistry, hydrogen is normally present in the second- and further-distant
coordination spheres, resulting in weaker dipolar couplings. For example,
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in most 2°Si-NMR studies of silicates and portland cements, the 2°Si—'H
dipolar couplings are efficiently removed by MAS at spinning speeds of
roughly 3-5 kHz. In 27Al-NMR experiments the dipolar couplings can be
stronger, in particular for phases including AI(OH), sites (such as ettringite;
Figure 6.10). However, these 2?Al-'H couplings can often be removed by 'H
decoupling using moderate rf fields of yB,/2n = 40-50 kHz. The 'H decou-
pling field is generally subjected to a specific modulation scheme to make the
decoupling more efficient, and several rf pulse sequences for 'H/"F decou-
pling have been developed, which consider specific spin systems or experi-
mental conditions (e.g. offset and CSA effects at high magnetic fields). The
simplest decoupling sequence is continuous-wave decoupling, where the I
spins are continuously radiated with a constant pulse phase at their Larmor
frequency. However, other decoupling sequences, such as wonderful alter-
nating phase technique for zero residual splittings (WALTZ) (Shaka et al.
1983), TPPM (Bennett et al. 1995) and small phase incremental alternation
(SPINAL) (Fung et al. 2000) are commonly used, and implemented on most
modern spectrometer systems, and improve the decoupling efficiency for a
given maximum 'H rf field strength, defined by the probe and spectrometer.

To summarise, the effects of 'H decoupling along with MAS and CP are
illustrated by the *C-NMR spectra of camphor in Figure 6.18, which show
that a combination of these methods can result in solid-state NMR spectra
approaching the resolution observed in liquid-state NMR. Roughly speak-
ing, 'H decoupling reduces "H-'3C dipolar interactions, and MAS, the 3C
CSA; while CP leads to a sensitivity enhancement.

6.2.4.4 The multiple-quantum magic-angle
spinning experiment

The principal limitation of MAS NMR of half-integer—spin quadrupolar
nuclei is that the second-order quadrupolar broadening for the central transi-
tion cannot be removed by MAS alone. A complete averaging of this interac-
tion can be achieved by double-rotation NMR (Llor and Virlet 1998; Wu et
al. 1990), where the sample is spun simultaneously about two different angles,
or by dynamic-angle spinning (DAS) NMR (Llor and Virlet 1998; Mueller
et al. 1990), where the spinning axis is changed from one angle to another
during the rf pulse experiment. However, these techniques are technically
quite demanding; thus, the number of applications have been rather limited.
A reduction of the second-order quadrupolar interaction can also be achieved
by the MQ MAS NMR experiment, which has the advantage that spinning
only around a single axis (the magic angle) is required, utilising the dependen-
cies of the spin-dependent parts of the second-order Hamiltonian to average
out this interaction (Frydman and Harwood 1995; Medek et al. 1995).

The possibility of eliminating second-order quadrupolar effects in a 2D
experiment may be visualised from the energy-level diagram for a spin I =
5/2 shown in Figure 6.19a. This diagram indicates that the central (1/2 <
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Figure 6.18 '*C MAS NMR spectra (7.1 T) of camphor (C,,H,(O). Top to bottom: static
single-pulse experiment, static single-pulse experiment with 'H decoupling,
static single-pulse experiment with 'H decoupling and MAS and static single-
pulse experiment with 'H decoupling and CP/MAS.

-1/2), triple (m = 3/2 < m = -3/2) and quintuple (72 = 5/2 < m = -5/2) transi-
tions are unaffected by the first-order quadrupolar interaction. Furthermore,
these transitions are equally affected by the second-order quadrupolar inter-
action which is proportional to A = HS)H/HHZH The MQ MAS technique
utilises that evolution of either triple-quantum (3Q) or quintuple-quantum
coherences under the effect from A for a time (#,) can be refocused by con-
version of these transitions into single-quantum coherences proportional to
-A. In practise the 3Q MQ MAS experiment is much more sensitive than
the quintuple-transition MQ MAS NMR experiment; thus, only 3Q MAS
(p = 3) is considered in the following part. The basic two-pulse sequence for
the MQ MAS NMR experiment is shown in Figure 6.19b, where the 3Q
coherences are created by the first rf pulse and converted into single-quantum
coherence by the second pulse. The evolution of single-quantum coherence
will result after a certain time (¢, = kt,) in an echo, where the effects from
the second-order quadrupolar interaction have been refocused. Here, k
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Figure 6.19 (a) Energy-level diagram for a spin | = 5/2 nucleus, illustrating the effects
from the first- and second-order quadrupolar interactions on the single-
quantum, triple-quantum and quintuple-quantum transitions. (b) rf pulse
scheme for the basic two-pulse MQ MAS experiment, selecting the coher-
ence transfer pathway shown below for a triple-quantum MQ MAS experi-
ment for an | = 5/2 nucleus, where p = 2m is the order of the coherence.
The echo (solid lines) and antiecho (dashed lines) pathways are selected by
phase cycling of the two pulses (P, and P,) and of the receiver (). The most
simple phase cycle for the echo pathway is 3, = 0°, 60°, 120°, 180° and 240°;
B, =0°and B, = 180° 0°, 180°, 0°, 180° and 0°.

depends on the nuclear spin (I) and the type of MQ transition employed
in the experiment. For I = 3/2 and 5/2 nuclei, k = 7/9 and 19/12 for the
3Q MAS experiment, respectively (Medek et al. 1995). The evolution time
(t,) is incremented in steps of 1/sw,, where sw, is the spectral width in the
indirect dimension, and the pulse and receiver phases are cycled to obtain
the desired coherence transfer pathways (Massiot et al. 1996; Medek et
al. 1995). In addition, two FIDs are acquired for each increment with a
90°/p phase shift of the first pulse in the second FID to obtain phase sen-
sitivity in the indirect dimension by the hypercomplex method (States et
al. 1982). The array of FIDs obtained for each increment is subjected to a
2D Fourier transformation, which gives a correlation spectrum, where 3Q
coherences are correlated with single-quantum coherences, corresponding
to the isotropic (indirect, F1) and anisotropic (direct, F2) dimensions of the
2D spectrum. The 2D Fourier transformation needs to be combined with a
shearing transformation in order to obtain 2D peak shapes that follow the
F1 and F2 axes, since k # 1 (for sw, = sw,) (Goldbourt and Madhu 2002;
Medek et al. 1995). The shearing transformation is also used in 2D DAS
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NMR experiments (Grandinetti et al. 1993) and it is often combined with
Fourier transformation software on commercial spectrometers. The phase
sensitivity in the indirect dimension of the basic two-pulse sequence (Figure
6.19b) may be improved by the z-filter version (Amoureux et al. 1996a)
which stores the single-quantum magnetisation along the z axis and includes
a short delay before it is transferred into detectable magnetisation by a soft
90°/(I + 1/2) pulse. Several modifications of the MQ MAS experiment have
been reported, which principally aim at improving the efficiency of the 3Q
excitation and the conversion into single-quantum coherences. These pro-
cesses depend strongly on the applied rf field strength and the magnitude of
the quadrupole interaction, where high rf fields (yB,/2x > 100 kHz) gives an
improved excitation for sites experiencing strong quadrupole interactions.
For the 3Q MAS NMR experiment, the optimum pulse widths for the P,
and P, pulses of the basic sequence (Figure 6.19b) are roughly 270° and
70° for I = 3/2 and 180° and 60° for I = 5/2, respectively (Amoureux et al.
1996b), where the pulse angles correspond to liquid-state pulses (i.e. pulses
in the absence of the second-order quadrupolar interaction).

As an example, Figure 6.20 illustrates the 27A1 3Q MAS NMR spec-
trum (14.1 T, vz = 40.0 kHz) of tricalcium aluminate, obtained with the

- F1
- (ppm)
- -47

- -49
- -50
- -51

- -52

- -53

’ g
80 70 60 50 40 30 20
F2 (ppm)

Figure 6.20 Al MQ MAS NMR spectrum of Ca;Al,O, (14.1 T, vz = 40.0 kHz) acquired
with the basic two-pulse sequence (Figure 6.19b), using yB,/2n = 200 kHz,
pulse widths of P, = 2.5 ps and P, = 0.84 ps and 96 increments in t, for sw, =
sw, = 40 kHz.
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two-pulse sequence, using yB,/2x = 200 kHz and pulse widths of P, =
2.5 psand P, = 0.84 ps, and 96 increments in ¢, for sw, = sw, = 40 kHz.
The contour plot along with the projections onto the F1 and F2 axes
clearly illustrate the line-narrowing effect by MQ MAS for the two dif-
ferent tetrahedral AlO, sites. These two sites exhibit very similar 27Al
chemical shifts and quadrupole couplings (Skibsted et al. 1991a), which
accounts for only a partial resolution of the two sites in the isotropic
dimension of the MQ MAS spectrum. The isotropic shifts in the F1
dimension of the MQ MAS spectrum represent scaled values of the iso-
tropic chemical shift and the isotropic second-order quadrupolar shift,
following the expressions

2 2
sk =5, L LG E3)

(inppm) forI=3/2, (6.44)
32 vy

17 3 C3(1+m3/3)

Scalc__i .4
31 % 1550 Vi

x10° (in ppm) forI=5/2  (6.45)

for the 3Q MQ MAS experiment (Massiot et al. 1996; Goldbourt and Madhu
2002). For tricalcium aluminate, 85§ =—49.9 ppm and 85§ =—50.3 ppm
are determined from the spectrum in Figure 6.19, which match well the
calculated values, 6% =-49.8 ppm and 6§§§ =-50.4 ppm, using the 5,
Cy and ng, data for tricalcium aluminate (Table 6.3) along with Equation
6.45. It is noted that referencing of the isotropic dimension in the MQ MAS
spectrum is not straightforward and requires consideration of the type of
experiment, the k factor and the difference between the transmitter fre-
quency and the spectral reference (see Massiot et al. [1996] and Millot and
Man [2002] for further details). Thus, several spectra have been published
where the isotropic dimension is not properly referenced but only given in
frequency units relative to the transmitter frequency. Moreover, it is noted
that tricalcium aluminate does not represent a suitable sample for setting
up and testing the MQ MAS experiment due to the strong quadruple cou-
plings for the two Al sites. For such experiments, gibbsite (y-Al(OH);) could
alternatively be used (Faucon et al. 1998a; Skibsted et al. 2002), since this
aluminate contains two octahedral Al sites with much smaller quadrupo-
lar couplings. However, high-power 'H decoupling is required for gibbsite
both during the evolution (¢;) and detection (¢,) periods, since the hetero-
nuclear dipolar coupling scales with the coherence order in the evolution
period. Finally, it is noted that 2?A1 MQ MAS NMR has been used to study
the distribution of aluminium environments in calcium aluminate hydrates
(Faucon et al. 1998a) as well as the types of Al sites present in synthesised
C-A-S-H phases (Faucon et al. 1998b).
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6.3 NUCLEAR MAGNETIC RESONANCE
INSTRUMENTATION AND SIMULATION
OF NUCLEAR MAGNETIC RESONANCE SPECTRA

High-resolution solid-state NMR spectrometers including superconduct-
ing magnets with field strengths ('"H frequencies) ranging from 4.7 T
(200 MHz) to 23.5 T (1.0 GHz) are currently commercially available. The
NMR experiments described in the preceding section can be applied on all
systems. However, the equipment costs increase nearly exponentially with
the magnetic field strength; thus, very high-field spectrometers are gener-
ally devoted to the most delicate experiments, for example, studies of low-y
nuclei in low natural abundance (e.g. 33S and ¥*Ca), admixtures in low con-
centration or surface interactions on cement particles where sensitivity is
a major challenge. 2°Si is the most widely studied NMR nucleus in cement
materials, which, in addition to its chemical importance, may reflect that
29Si MAS NMR spectra of good quality may be obtained on a wide range
of systems including ‘low-field’ (4.7-9.4 T) spectrometers. This section con-
tains some general considerations regarding the experimental hardware,
sample preparation and simulation tools for analysis of solid-state NMR
spectra relevant to cement chemistry.

6.3.1 The magnet

Almost all high-resolution NMR spectrometers include a superconducting
magnet (Figure 6.21), where the magnetic field is generated by a constant
current in a superconducting coil, operating in persistent mode with no
external interference. The wires are typically made from alloys of Nb or
Sn (e.g. Nb;Sn and NbTi) and superconductivity is achieved only at very
low temperatures, which implies that the coil is immersed in liquid He (T ~
4.2 K). The helium can is covered by vacuum jackets and an outer larger
can of liquid N,, which serves to reduce the boil-off of He. Once estab-
lished, the superconducting magnet can run for many years (>25 years),
the only maintenance and running costs being the supply of liquid cryo-
gens. The helium can needs typically refilling every 2—6 months (depending
on the system), whereas N, is supplied more frequently (every 1-3 weeks),
and both service operations take on the order of 1 hour. The magnet also
includes superconducting shim coils, whose currents are adjusted during
installation, and serve to generate magnetic field gradients that compensate
for inhomogeneities in the main field, in order to obtain a very homoge-
neous magnetic field in the centre of the magnet. In addition, the magnet
bore contains a set of room-temperature shim coils, whose currents can be
adjusted externally to optimise the magnetic field homogeneity for specific
probes and samples. The bore of the magnet has typically a diameter of
39-52 mm (‘narrow bore’) on liquid-state NMR spectrometers, whereas
larger bore diameters (e.g. 89 mm [‘wide bore’]) often are preferred for
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(a) (b)

Figure 6.21 Superconducting NMR magnets with magnetic fields of (a) 4.7 T (200 MHz
for 'H) and (b) 22.3 T (950 MHz). The 4.7 T magnet in (a) represents Varian’s
‘R2D2’ design from the mid-1980s and has a height and a weight of 160 cm
and 136 kg, respectively. The 950 MHz magnet in (b) was produced by
Bruker in 2014 and has a height of ~4 m and a weight of 7200 kg. The magnet
is situated in a | m deep pit and it is surrounded by a staircase which is used
for manual sample inject at the top of the magnet and the refill of cryogens.

solid-state NMR experiments since more space may be required for the
mechanical rotation (MAS stators) and the electronic components for high
rf-field operations. However, MAS probes have been designed to accommo-
date narrow-bore magnets, allowing the spectrometer to be used for both
liquid- and solid-state applications.

The magnetic field homogeneity should be better than 1 part in 108-10”
of the main field and the drift in magnetic field should be less than 1 part
in 107 per day (MacKenzie and Smith 2002). In liquid-state NMR, the
magnetic-field homogeneity is routinely optimised for the individual sam-
ples in a deuterated solvent, allowing spectral line widths <0.1 ppm for 'H
and 3C to be observed. Moreover, small variations in the main magnetic
field are continuously being accounted for by a 2H lock system, where the
2H frequency is measured and kept fixed during the experiment. For solid-
state NMR experiments, the spectral lines are generally much broader than
those observed in liquid-state NMR and shimming of the system is seldom
performed for each sample but more likely from time to time for the indi-
vidual MAS probes. Moreover, magnetic field drift is generally not consid-
ered in an interactive manner with a 2H lock system, but corrections are
made after acquisition of the NMR spectra.
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Figure 6.22 »°Si MAS NMR spectra (14.1 T, vz = 6.0 kHz and dl = 120 s) of a synthetic
sample of triclinic (TI) tricalcium silicate (Ca;SiO;) obtained with (a) a stan-
dard set of room-temperature shim parameters and (b) after shimming of
the probe for 'H on a sample of H,0:D,0O (1:10 volume/volume). Six hundred
scans were accumulated for the spectrum in (b). (c) Same as (b) but for an
array of five subspectra (each 120 scans), taking into account a constant drift
in the magnetic field before summation (see text). The numbers indicate the
assignment of the individual resonances to the nine inequivalent Si sites in tri-
clinic Ca;SiO;. (From Skibsted ). et al., Chem. Phys. Lett. 172, 279-283, 1990.)

As an example, Figure 6.22 shows 2°Si MAS NMR spectra (14.1 T) of a
synthetic sample of tricalcium silicate (Ca;SiOs, T1 polymorph), obtained
with a standard set of shim parameters for the specific 7 mm CP/MAS
probe and after shimming the probe for 'H on a liquid sample (1:10 mix-
ture of H,0:D,0) prior to acquisition of the MAS spectrum. The 2°Si spin—
lattice relaxation times for synthetic Ca;SiO; are quite long, requiring long
acquisition times. Thus, effects from drift of the magnetic field may affect
the observed line widths of the resonance. In the present case, the mag-
netic drift of the 14.1 T magnet is rather stable and corresponds to 56 Hz
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per day for 'H at 599.5 MHz. In the absence of a 2H lock system for the
MAS probe, a correction for this drift can be performed by acquisition of
an array of spectra with few scans whose frequencies are systematically
corrected for the constant drift in magnetic field, prior to the summation
that gives the overall signal averaging. Although the effect seems minimal
in the present case, this procedure is illustrated in Figure 6.22¢, where the
total acquisition has been divided into five subspectra and each subjected to
magnetic-field drift correction upon summation.

6.3.2 The nuclear magnetic resonance console

The NMR console includes all electronic parts for pulse programming,
transmission of rf pulses, detection, signal amplification and data process-
ing. Most systems contain two to four separate transmitter systems (‘chan-
nels’) which are restricted either to specific frequencies (e.g. 'H, 3C and
I5N) or are able to cover a broad band of low frequencies (e.g. roughly
v, <y, (3'P)). A diagram illustrating the main parts of a two-channel sys-
tem (‘H and X) is shown in Figure 6.23, with a setup for detection of the
X-channel nucleus. Each channel includes a frequency synthesiser that pro-
duces a low-power rf signal with a well-defined frequency (o). This signal
enters a pulse-gate unit, which is a fast switch that splits the continuous
signal from the synthesiser into short time slots (approximately microsec-
onds) of the rf waveform (i.e. pulses). These signals then enter a high-power
rf amplifier that amplifies the rf amplitude of the pulses by several orders

Synthesiser
- high band

Transmitter Amplifier
- gate - high band

Transmitter
controller

| Transmitter | | Amplifier _| Duplexer I Probe

- gate - low band

Computer ]
Synthesiser
| - low band

IADC I

M .
bozr:iory — Receiver Preamplifier

| ADC |

Figure 6.23 Schematic drawing of the basic elements in the NMR console of a two-
channel system, operating in broadband (X)—high band (‘H/'*F) mode for
detection of the X nucleus. Transmitted signals are indicated in red and
detected signals are in green. ADC: analogue-to-digital converter.
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of magnitude before the signals go into the NMR probe. The signal for
the observe nucleus passes a duplexer before the probe, which provides a
separation of the strong rf pulse that enters the probe from the very weak
signal in the opposite direction, generated as the response of the pulse from
the nuclear spins with the frequency o, + Aw. The latter signal is enhanced
by a preamplifier before it enters the receiver, where the frequency of the
signal is changed to an intermediate frequency range (w; + A®) by multiply-
ing the observed signal with a generated signal of frequency, o, = ®, - ©;,
and filtering out the w; + Ao component. Thereby, signals corresponding
to different Larmor frequencies can be detected with the same filters and
analogue-to-digital converters (ADCs). The mixed-down signal (o, + Aw)
is now split into two parts, which are compared with an intermediate-
frequency signal that is either in phase with w; or 90° out of phase with wy;.
The two different parts enter the filters, which ensure that only signals with
the desired frequencies pass through. The in-phase— and the 90°-phase—
shifted signals go then into two separate ADCs, which digitise the alter-
nating current signal with a certain rate and transfers the digital signal to
the computer memory for storage and signal accumulation. This detection
procedure is called quadrature detection, where the two different outputs
correspond to the real and imaginary parts of the complex signal (i.e. the
FID). For spectra acquired with quadrature detection, the frequency in the
centre of the spectrum corresponds to the transmitter frequency (w,) and
the spectrum exhibits a spectral width (sw) defined by the dwell time (dw)
of the ADCs, i.e. sw = 1/dw. Solid-state spectrometers often contain two
different receiver/ADC systems with different digitisation rates, used for
acquisition of spectra with normal spectral widths (sw = 100-500 kHz)
and for wideband spectra with spectral widths in the range 1-5 MHz.

6.3.3 Magic-angle spinning probes

High-resolution NMR spectra of rigid solids can generally be achieved by
MAS, where the sample is spun by typically 3000 to 20,000 revolutions per
second (Hz) at the magic angle 0,, = 54.736° relative to the magnetic field.
The sample, as a fine powder, is packed in a NMR rotor, which enters the
stator of the NMR probe (Figure 6.24). Generally, the stator includes two
supplies of air gas, where the bearing gas via a number of small nozzles/jets
in the stator lifts the rotor from the inner walls of the stator. Spinning is
obtained by the drive source, which through small jets at either the top or
the bottom (or both) of the stator hits the turbine cap(s) of the rotor. The
homebuilt Jakobsen probes (Daugaard et al. 1988), illustrated in Figure
6.23, employ only an upper end cap whose vanes drive the rotor, whereas
other designs have pencil-like rotors with a turbine cap at the bottom of the
rotor (Andrew 1981). The maximum attainable spinning speed is achieved
when the peripheral velocity of the rotor/end cap approaches the speed of
sound (346 ms! at 25°C in air). Obviously, this limit is achieved only for
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(a) (b)

Figure 6.24 (a) Spinner housings of homebuilt MAS NMR probes for 4 and 7 mm outer-
diameter rotors. (From Daugaard, P. et al., High speed spinner for NMR spec-
trometer. US Patent 4739270, April 19, 1988.) The outer shields of the probes
have been removed. The cupper coil for rf excitation and detection can be
seen in the centre of the 7 mm stator (left). (b) Rotors with a diameter of 4
(homebuilt), 2.0 (Bruker) and 1.6 mm (Varian) capable of spinning at 20, 35
and 45 kHz, respectively. The 4 mm rotor is made of Si;N, and has a sample
volume of 80 pL, whereas the 2 and 1.6 mm rotors are made of partially sta-
bilised zirconia with sample volumes of 12 and 8.1 pL, respectively.

specific rotor, stator and end-cap materials capable of handling the stresses
under such high spinning speeds. MAS rotors are often made of high-
strength ceramics such as silicon nitride (Si;N,) or partially stabilised zir-
conia (PSZ), while the end caps are produced from polymers such as Vespel,
Kel-F and poly(methyl methacrylate) (Doty 1996). Thus, in practise the
upper spinning speed, provided by the probe manufacturer, is defined by
the type of stator, the rotor material, the rotor wall thickness and, to some
extent, the density of the sample under investigation. Moreover, the air-
bearing and drive-gas settings for achieving different spinning speeds are
normally provided by the manufacturer as well. For most NMR systems,
the spinning speed can be controlled automatically via a MAS controller
unit, often incorporated in the NMR console, by monitoring the spinning
speed and regulating the pressure of the drive gas. A high and long-term
stability in spinning speed (+1 Hz) requires that both the air-bearing and
drive-gas supplies are very stable prior to the pressure regulation. This can
be achieved by incorporating two to three ballast tanks in series in the line
between the air compressor and the air inlet of the MAS controller unit
(Jakobsen et al. 2007).

Double- and triple-resonance MAS probes are commercially available and
can be designed for the observation of specific NMR nuclei/spin systems.
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The common double-tuned CP/MAS probes have one high-frequency chan-
nel ("H/"F) and a broadband channel for lower frequencies, both utilising
one common coil surrounding the central part of the rotor, as an inner part
of the stator. A range of low frequencies can generally be achieved for the
broadband channel by introducing fixed capacitors or capacitor sticks into
the double-resonance rf circuitry of the probe. Tuning and match for each
frequency can be optimised by variable capacitors (located near the stator;
Figure 6.24a), which are connected to adjustable rods at the bottom of the
probe. Some MAS probes have a fixed (soldered) setting of the magic angle,
whereas other probes have a mechanical adjustment of the stator for exact
setting of the magic angle. For the latter type of probes, a highly accu-
rate magic-angle setting (< £0.001°) can be obtained spectroscopically by
optimising the intensity of the rotational echoes in the time-domain signal
(FID) or by minimising the spinning sideband line widths in the frequency-
domain spectra. Suitable samples for this adjustment is the ”Br MAS NMR
spectrum of KBr (Frye and Maciel 1982) or the 22Na MAS NMR spectrum
of NaNO; (Jakobsen et al. 1989), both for which high S/N can be obtained
with two to eight scans. Every manual handling of the probe and sample
change may affect the setting of the magic angle; thus, a magic-angle set-
ting is generally performed from time to time. A highly precise setting of
the angle is particularly important for wideband experiments where mani-
folds of spinning sidebands are detected (cf. Figures 6.6 and 6.10).

The upper limit for the peripheral velocity of the rotors implies that
higher spinning speeds can be obtained by lowering the rotor diameters.
However, this results in a smaller sample volume and thereby a reduction
in sensitivity. Thus, very high spinning speeds should be employed only for
systems with strong internal spin interactions (e.g. C—H dipolar couplings),
whereas lower MAS rates are sufficient for spin systems with weaker inter-
actions. For example, the 2°Si CSA and #°Si—-'H dipolar couplings are gener-
ally strongly reduced by spinning speeds of vz = 3—-6 kHz, implying that
these experiments are advantageously performed in large-diameter rotors
(5-10 mm) with larger sample volumes.

Finally, it should be mentioned that the spinning of the sample has an
impact on the actual sample temperature, as a result of frictional heating
(Bjorholm and Jakobsen 1989), and sample temperatures of 30-50°C is
common for high-speed spinning experiments, using bearing and drive
gas at ambient temperature. The actual sample temperature for a spe-
cific setup and given spinning speed can be determined spectroscopi-
cally by measuring the change in 207Pb chemical shift for Pb(NO;),, A8 =
1.32 ppm/K (Bielecki and Burum 1995), and the sample temperature can
be adjusted by regulating the temperature of the bearing gas. Special
designs of variable-temperature (VT) MAS probes are available where the
most common probes can operate from roughly —150 to 200°C. However,
special probes for VT MAS experiments at both higher (<600°C) and
lower (> -196°C) temperatures have also been produced. Probably, the
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most critical issue of VT NMR experiments is not to damage the magnet,
since neither the inner-bore room-temperature shim system or the fittings
(O-rings) of the inner-bore dewars should be exposed to large tempera-
ture variations.

6.3.4 Sample handling and preparation

MAS NMR experiments are generally performed on dry powders and
require sample volumes of typically 20-500 pL, depending on the size of
the NMR rotors. A main advantage of the technique is that it is nonde-
structive as long as the samples are stable to temperature variations in the
range of 20-50°C for ambient-temperature experiments. If this is not the
case, MAS NMR experiments at a well-defined temperature can be per-
formed with VT MAS equipment. The particle size and particle size dis-
tribution for the sample under investigation is not critical, the principal
requirement being that the NMR rotors can be packed with the sample in
a homogeneous manner, allowing stable spinning to be obtained. Usually,
it is sufficient to grind hardened paste samples in an agate mortar, provid-
ing particles of 100 pm and smaller. The packing tools are rather simple,
at least for rotor sizes of 4 mm and above; thus, the operation can easily be
carried out in a glove box for air-sensitive samples. Moreover, most rotor
end caps include one or more O-rings and can often be considered airtight
at least for the time of a typical NMR experiment.

The low sensitivity, in particular for NMR studies of dilute spins such as
29Si, implies that large rotors/sample volumes should be employed if pos-
sible. Moreover, low sensitivity for such systems results in the method being
less amenable to studies of concrete samples with large amounts of inert
fillers. For such experiments, paste samples should preferentially be used.
In studies of hydration kinetics, the hydration process should be stopped
chemically and the samples gently dried, prior to the NMR experiment. For
the hydration kinetics of the principal silicate phases in portland cement,
the hydration process can be stopped by removing the mobile (liquid) water
from the hydrating system by suspending the ground paste sample for a cer-
tain time (e.g. 15-60 min) in an organic solvent, the most common being
ethanol, isopropanol and acetone. After this process, the suspension is fil-
tered, eventually further washed with the solvent and then vacuum dried
or dried gently in an inert atmosphere in a desiccator (for further details on
such procedures, see Section 1.7).

The large centrifugal forces induced by the sample spinning may have an
impact on the results from in situ MAS experiments following the hydration
of paste samples, since the sample spinning will result in an inhomogeneous
distribution of water and solid material in the rotor. Moreover, it may also be
difficult to obtain a stable probe tuning, in particular for the '"H channel, for
slurries or wet cement pastes. The hydration of a tricalcium silicate paste has
been followed by in situ 2°Si MAS and #°Si{'H} CP/MAS NMR using a 7 mm
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rotor system and a spinning speed of vz = 1.5 kHz (Brough et al. 1994). A
tricalcium silicate sample enriched to nearly 100% was used in that study to
improve S/N and reduce the instrument time. Moreover, the paste was stored
in rotor inserts made from Delrin™ with push fit lids and sealed after pack-
ing with a fast-setting epoxy resin. Comparison of spectra for static and spin-
ning (v = 1.5 kHz) pastes hydrated for 18 h revealed a slightly lower degree
of tricalcium silicate reaction for the spinning sample and the observation of
an additional resonance (5(2°Si) = -82.5 ppm) in the 2°Si{'H} CP/MAS exper-
iment for the spinning sample. Although this resonance constituted only
a small percentage of the total intensity of the 2°Si MAS NMR spectrum,
it reflects that the large centrifugal forces induced by the MAS technique
may have an impact on the cement hydration chemistry. This has also been
observed in 27Al MAS NMR spectra (v = 4.2 kHz, 7.5 mm pencil rotors)
of a hardened portland cement sample exposed to a 5.0 M NaCl solution
for 6 months, where spectra acquired for 1 hour over a period of 20 hours
showed that the strong centrifugal forces resulted in a gradual decomposi-
tion of the AFt phase, whereas the resonance from Friedel’s salt remained
unaffected by the sample spinning under these conditions (Jones et al. 2003).

Finally, attention should be paid to the content of paramagnetic species
in the sample, which may affect the sample spinning and, for high contents,
result in spinning failure or extinction of the rotors into the centre of the mag-
net for open probe systems (cf. Figure 6.24a). For iron-containing samples,
it is recommended not to analyse samples with a bulk Fe,O; content above
roughly 10 wt.%. For heterogeneous samples such as fly ashes, the most iron-
rich grains may be removed from the sample, prior to the NMR experiment,
by exposing the sample to the surface of a strong permanent magnet.

6.3.5 Acquisition of basic magic-angle spinning
nuclear magnetic resonance spectra

Before starting a single-pulse MAS NMR experiment, the experimentalist
should consider the following basic parameters of the NMR experiment for
a given sample and spin nucleus:

1. A calibration of the rf field strength should be performed for a given
NMR probe and pulse amplification in order to determine yB,/2x and
the length of a 90° pulse (7o), see Figure 6.2. From this calibration,
the desired flip angle (pulse length) can be chosen.

2. A spectral width, covering the full chemical shift range, including the
spinning sidebands, should be chosen along with the number of data
acquisition points that is sufficient to detect the full decay of the FID.
For 2°Si MAS NMR experiments, spectral widths of 25-50 kHz are
sufficient along with an acquisition of 1024—-4096 data points.

3. A short delay (pulse dead time) between the rf pulse and the data
acquisition is generally a part of the pulse sequence and it is introduced
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to protect the receiver from any breakthrough of the rf pulse. This
delay is typically on the order of 5-25 ps, depending on the probe, the
spectral width and the observe nucleus.

4. The amplification of the signal prior to digitisation, generally denoted
the receiver gain, should be optimised and then kept fixed if a series
of identical experiments are acquired. A too high value will result
in truncation of the FID after digitisation and a very low value will
reduce the overall S/N of the spectrum.

5. The relaxation delay should be estimated, either from an array of
spectra employing increasing delay times or from an estimate of the
T, relaxation times for the different species in the sample, in order to
obtain quantitatively reliable NMR intensities.

6. The number of signal accumulations (scans) should be estimated from
the concentration of spins to be detected in the sample and the desired
S/N. Generally, a large number of scans can be chosen, as the process
of signal averaging can be followed during the acquisition process and
the experiment can be stopped when an acceptable S/N is achieved.

7. The digital resolution of the frequency domain spectrum can be
improved by zero filling, where a large number of zeros are appended
to the decayed FID, prior to Fourier transformation. At the same time,
the S/N of the spectrum can be improved by applying an exponential
or Gaussian decay function to the FID before Fourier transformation.
This artificial line broadening will obviously affect the line widths of
the resonances and as a rule of thumb, the artificial line broadening
(in hertz) should not exceed one-half of the natural line width for the
most narrow line in the spectrum.

A number of additional initial steps must be performed for multiple-
pulse and double-resonance NMR experiments, which will not be outlined
here. When NMR spectra are reported in publications, the basic param-
eters and spectrometer characteristics listed in Table 6.4 should be given in
the experimental section or in the figure captions.

6.3.6 Simulation of isotropic magic-angle spinning
nuclear magnetic resonance spectra

In high-speed MAS NMR spectra of spin I = 1/2 nuclei, all intensity for a
given structural site is gathered in the centre-band resonance. Ideally, these
resonances exhibit a symmetric line shape with a certain line width that
originates from imperfections in the local structure, inhomogeneities in the
external magnetic field, T, relaxation and residual anisotropic interactions
such as dipolar couplings. For example, this situation can be achieved in
most 2°Si MAS NMR experiments, performed at moderate spinning speeds
(vg = 5-10 kHz) and magnetic field strengths (e.g. 7.1-14.1 T). For such
a system and if the spectrum is acquired with full spin-lattice relaxation



270 Jergen Skibsted

Table 6.4 Guidelines for reporting NMR spectra in scientific documents

Data collection properties and settings Examples
Spectrometer  Manufacturer Bruker, JEOL, Varian
Model Avance, Infinity, Direct-Drive
Magnetic field strength (B,) 47,94,188T
NMR probe Manufacturer Bruker, Chemagnetics, Doty
Rotor diameter and material 2 mm PSZ, 7mm Si;N,
NMR Pulse sequence Single-pulse, CP,REDOR
experiment  Applied spinning speed Vg = 5.0 kHz
rf field strength
* observe nucleus yB,/2m = 50 kHz
* decoupling/CP yB,/2n = 75 kHz
Excitation pulse
* Pulse angle 45°,90°
or pulse width 2.5,5.0 ps
Relaxation delay 530s
Number of accumulations 512 scans
Chemical shift reference Tetramethyl silane, 1.0 M aqueous
AICI;-6H,0
Temperature Ambient, VT (50°C)
Simulations Software WinFIT, STARS, IGOR

for the individual components in the sample, the observed intensities are
proportional to the molar fractions of the individual components. For well-
resolved spectra, information about the relative intensities can be obtained
simply by spectral integration. However, in several cases a significant
overlap of resonances is observed and deconvolution methods need to be
employed. Generally, these methods employ summations of a number of
peaks with either Gaussian or Lorentzian line shapes, or a combination
of these peak shapes, where the frequency, line width, intensity and peak
shape (e.g. fraction of Lorentzian/Gaussian line shape) are considered as vari-
able parameters in an optimisation to the experimental spectrum. Routines
for deconvolutions, including optimisation (e.g. least-squares fitting) to the
experimental spectra, are often incorporated in the spectrometer software.

Alternatively, the experimental spectra are transferred to common soft-
ware packages for data processing, which generally include features for
peak summation and different optimisation routines. In all cases, scripts
may be developed by the user, which ease the deconvolution process in the
analysis of a multitude of similar spectra.

In most cases the overlap of resonances is so severe that an unbiased
model, where the spectrum is considered to be composed of a variable num-
ber of peaks for which the frequencies, line widths, intensities and peak
shapes are allowed to vary without any constraints, can hardly be used in
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a least-squares fit to the experimental spectrum. In such cases, the analyst
needs to set up a model for the system under consideration, for example, a
model that defines the number of different species in the sample and also
potentially constrains the peaks to the same overall line shape and to a lim-
ited range of values for the line widths. The model defines the input to the
optimisation of peaks to the experimental spectrum and, obviously, it can
be modified by the analyst during the refinement, for example, if additional
components need to be accounted for.

As a rather straightforward example, Figure 6.25 illustrates the 2°Si MAS
NMR spectrum of an alkali-activated metakaolin-silica blend (Si/Al =
and Na/Al = 1.5 molar ratios) cured for 1 week at 80°C. The formation
of a zeolitic phase in this system is anticipated, which will result in up to
five distinct resonances from the Q*(nzAl) (z = 0, 1, 2, 3, 4) environments in
the framework structure. Thus, the five resonances from -87 to -107 ppm

Ak
=S

—90 —100 _110 (PPm)

Figure 6.25 (a) 2Si MAS NMR spectrum (7.1 T, v; = 7.0 kHz and 30 s relaxation delay)
of an alkali-activated metakaolin—silica blend (molar ratios of Si/Al = 2.0 and
Na/Al = 1.5) cured for | week at 80°C; (b) deconvolution of the experimen-
tal spectrum, assuming the presence of eight distinct Si sites and (c) opti-
mised resonances for the five 2Si originating from the zeolitic framework
structure, corresponding to Q*(nAl); n =0, I, 2, 3, 4; (d) optimised reso-
nances for the three ?Si sites that are not a part of the framework structure.
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are assigned to a zeolite component. In addition, two distinct peaks at
-77.5 and -85 ppm are observed and an initial input to the simulation
routine is established which includes seven peaks with fixed peak positions
according to the experimental spectrum. A least-squares optimisation is
then performed, optimising the line widths, peak shapes and intensities for
the individual components, i.e. a fit with 21 variables. From the first opti-
misation, it is apparent that the simulation cannot account for the observed
intensity in the range =79 to —83 ppmy; thus, an eighth peak is added to the
input file with a frequency in this region. A few additional optimisations
are then performed, where the number of variables can be modified and
restrictions on specific parameters can be introduced. For example, if the
peak shapes from the first optimisation are acceptable, as judged from a
visual comparison of the experimental and simulated spectra, they can be
employed as fixed parameters in the subsequent optimisations. Moreover,
an optimisation where the peak positions also are allowed to vary may
improve the final result. The result from the deconvolution in Figure 6.25b
is in agreement with the proposed model, since the peaks from the Q*(nAl)
sites exhibit very similar line widths and peak shapes, as expected since
they are a part of the same basic structure. Thus, the deconvolution pro-
vides information about the molar fraction of the zeolite component in
the alkali-activated sample and the relative intensities for the individual
Q*(nAl) peaks can be used to calculate the Si/Al ratio of the zeolite frame-
work. An assignment of the three additional resonances in the range -77
to -85 ppm may be achieved from their 2°Si chemical shifts or, as in the
present case, from additional #*Si{'H} CP/MAS and 2°Si{?’Al} REAPDOR
NMR experiments (Tran 2011).

Distinct resonances from each crystallographic site in the crystal struc-
ture may hardly be resolved for the phases present in portland cement.
For example, in 2°Si MAS NMR studies of anhydrous portland cements,
it is not possible to resolve the resonances from the distinct SiO, tetrahe-
dra in alite. The alite phase in commercial portland cements includes a
number of impurity ions (e.g. Mg?*, A3+ and S¢*) which stabilise either the
monoclinic M; or My forms of alite, depending on their concentration.
The crystal structure of the My form of alite includes 18 different SiO,
tetrahedra in Q° environments and the resonances from these sites cannot
be resolved, even for synthesised samples of My alite. However, 2°Si MAS
NMR spectra of synthetic alites show that distinct and characteristic line
shapes are observed for the different polymorphic forms (Bellmann et al.
2014; Skibsted et al. 1995b; Stephan et al. 2008), as illustrated in Figure
6.26 for the M; and My;; forms. This can be utilised in the analysis of
2951 MAS NMR spectra of commercial portland cements, using the fol-
lowing model: (1) The form of alite is first identified from a comparison of
the overall line shape with those observed for the synthesised polymorphs.
For the two white portland cements, studied in Figure 6.26, it is appar-
ent that M; alite is the dominating polymorph for cement wPc-I, whereas
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wPc-1 wPc-11

M; My

r—r 77~ 1 71 7771 11T T

—64 -68 =72 -76 (ppm) —64 - -76 (ppm)

Figure 6.26 2°Si MAS NMR spectra (9.4 T, v = 6.0 kHz) of two anhydrous white portland
cements, wPc-1 and wPc-11, and of synthetic samples of alite in its monoclinic
M, and M,, forms.

the line shape for the My, form matches well the line shape observed for
cement wPc-II. (2) A deconvolution of the 2°Si MAS NMR spectrum for
the synthesised alite is performed and the data from this procedure are
stored as a subspectrum for the given form of alite. For the My, form of
alite a satisfactory deconvolution (Figure 6.26) can be achieved using nine
different 2°Si peaks, although the crystal structure reveals the presence of
18 sites. This simplification is acceptable, since we need to account only
for the intensity of the overall line shape. (3) A subspectrum for belite is
constructed which consists of a single peak, following the crystal structure
for this phase. (4) A routine is established which allows optimisation of
the two subspectra to the experimental line shape for the portland cement.
For the alite phase, this involves systematic changes in the intensities and
line widths for the nine peaks constituting the subspectrum (i.e. a total
of two variable parameters), whereas the frequency, line width, intensity
and peak shape may be varied for belite. Thus, the applied model assumes
that the spectrum is composed of contributions from belite and either the
monoclinic M; or My, form of alite. The approach is illustrated for a white
portland cement in Figure 6.27. The relative intensities, resulting from the
deconvolution, give the molar fraction for the alite and belite phase, which
can be converted into masses, assuming either stoichiometric Ca,SiO,
and Ca;SiO; compositions or the phase compositions proposed by Taylor
(1989) and employing the bulk SiO, content determined for the actual
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(d)

Z64 —66 —68 -70 -72 -74 —76 -78 80 ppm

Figure 6.27 (a) 2°Si MAS NMR spectrum of a white portland cement acquired at 94 T,
using a spinning speed of v; = 13.0 kHz and a 30 s relaxation delay; (b) opti-
mised deconvolution of the spectrum in (a) employing the subspectra in (c)
and (d); (c) subspectrum for belite and (d) subspectrum for M,, alite. The
deconvolution in (b) gives the molar ratio I(belite)/I(alite) = 0.345. Combining
this value with the bulk SiO, content of the cement (24.7 wt.%) gives quan-
tities of 72.4 wt.% alite and 20.0 wt.% belite when Taylor’s compositions
(Taylor 1989) for these phases are employed.

cement from X-ray fluorescence spectroscopy or chemical analysis. More
detailed descriptions of this approach to determining the quantities of alite
and belite and correlations with alite and belite determinations from XRD-
Rietveld refinements and Bogue calculations are given elsewhere (Poulsen
et al. 2009; Skibsted et al. 1995b).

The deconvolution approach for anhydrous portland cement can be
easily extended to hydrated portland cements and portland cement—-SCM
blends. For the latter systems, deconvoluted subspectra for the SCMs, e.g.
slags, metakaolin and natural pozzolans, can be established and incorpo-
rated in the optimisation routine. As an example, Figure 6.28 illustrates
the deconvolution of the 2°Si MAS NMR spectrum for a white portland
cement hydrated for 2 weeks. The model used for this deconvolution
includes subspectra of belite and M, alite as well as single peaks for the

Q', Q*(1Al) and Q? resonances of the C-S-H phase. For the C-S-H phase,



Solid-state NMR spectroscopy of portland cement-based systems 275
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Figure 6.28 (a) *Si MAS NMR spectrum (9.4 T, vg = 6.0 kHz) of a white portland cement
hydrated for 2 weeks; (b) optimised deconvolution, employing the subspec-
tra shown in the right column; (c) difference plot between the #Si MAS
NMR spectra in (a) and (b).

this is the simplest approach since different Q' sites (chain end groups and
dimers) and Q? sites (paired and bridging tetrahedra) most likely are pres-
ent in the structure. The resonance from these sites may heavily overlap;
thus, the experimental spectrum does not give clear indications of more
than three sites in the C-S-H region of the spectrum. Thus, this simple
model is used in the analysis of the C-S-H intensities. The most difficult
parameters in the present deconvolution are the parameters used for the
Q?(1Al) resonance, which overlaps strongly with the Q! peak. From decon-
volution analyses for a range of white portland cement systems, we have
found that a robust approach to coping with this problem is to constrain
the values for the line width, peak shape and also, to some extent, the
chemical shift for the Q?(1Al) site only in the least-squares optimisations
to the experimental spectra. In the present case, 8(2°Si) = -81.0 ppm, full
width at half maximum = 2.5 ppm and a 50% Gaussian—-50% Lorentzian
line shape is used (Skibsted and Andersen 2013). Simulation of the spectra
for anhydrous and hydrated portland cements, using the same set of sub-
spectra, allows calculation of the degrees of reaction (H) for alite, belite
and the SCMs, H = 1 - I (#)/I(0), where I(¢) is the relative intensity for
component x after the hydration time () and I(0) is the corresponding
relative intensity for the anhydrous mixture. This approach has the advan-
tage that minor inaccuracies in the subspectra will be eliminated when H
is calculated. For example, if the chosen subspectrum for alite results in an
overestimation of this phase for the anhydrous mixture, this overestima-
tion will be similar for all spectra; thereby, it will not affect the degree of
hydration (H).
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In the estimation of degrees of reaction, an alternative approach is the sub-
traction of a spectrum of the anhydrous component from the spectrum of the
hydrated material. This approach has been utilised in studies of a hydrated
portland cement-slag system (Dyson et al. 2007), for alkali-activated slags
(Le Saout et al. 2011) and for synthetic glasses cured in saturated Ca(OH),
solutions (Moesgaard et al. 2010). In the last investigation, the broad and
dominating component from the glass in the spectrum is removed, resulting
in a difference spectrum that contains only resonances from the hydration
products. The assumption of congruent dissolution was investigated for
the hydrated portland cement-slag system, utilising selective dissolution of
the silicate phases, leaving a residue assigned to unreacted slag (Dyson et
al. 2007). The 2°Si MAS NMR spectrum of this residue was subsequently
used in the deconvolution of the original spectrum of the hydrated blend.
For the alkali-activated slags, it was found that a subspectrum based on
the spectrum of the anhydrous slag gave the most satisfactory results in the
deconvolutions (Le Saout et al. 2011).

6.3.7 Simulation of anisotropic magic-angle spinning
nuclear magnetic resonance spectra

Supplementary structural information about different structural sites can
be obtained from a determination of the anisotropic NMR parameters,
characterising the CSA for spin I = 1/2 nuclei and the quadrupole coupling
for spins with I > 1/2. These parameters may assist the assignment of the
resonances to specific structural environments, for example, as observed
for the 2°Si CSA parameters determined for calcium silicates and calcium
silicate hydrates (Hansen et al. 2003), where the CSA parameters (5, and n,)
give an improved identification of Q° Q' and Q? sites as compared to the
isotropic chemical shift. For quadrupolar nuclei, a determination of Cg, 1
and &, for the individual sites is a prerequisite, since the centre of gravity of
the centre band depends on these parameters and the applied magnetic field
(cf. Equations 6.35 through 6.37). This should indeed be considered when
spectra acquired at different magnetic fields are compared.

The CSA parameters for spin I = 1/2 nuclei can be determined either from
analysis of the spinning sideband intensities in MAS NMR spectra or line
shape analysis of static-powder NMR spectra, where both approaches are
illustrated in Figure 6.6 for the 2°Si NMR spectra of jaffeite. For MAS NMR
spectra, a simple approach is to evaluate the relative spinning sideband
intensities using the Herzfeld and Berger approach (Herzfeld and Berger
1980) or to simulate the powder pattern using the expression for the first-
order CSA interaction, averaged over all uniformly distributed crystallite
orientations. Explicit expressions for these powder averages can rather eas-
ily be implemented in standard numerical optimisation packages. Moreover,
several NMR software packages are available, in some cases even as a part
of the spectrometer software, which allow a direct determination of the
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CSA parameters by optimisation to intensities or line shapes observed in
the experimental spectra. Common NMR simulation packages are WinFIT
(Massiot et al. 1994), STARS (Bildsee 1996) and SIMPSON (Bak et al.
2000). These packages can also be used in simulations of static and MAS
NMR spectra of quadrupolar nuclei, utilising either the spinning sidebands
from the satellite transitions (Figure 6.10) or the second-order quadrupo-
lar line shape, observed for the central transition (Figure 6.8). However, in
MAS NMR of less-ordered phases, it may be hard to extract a unique set
of interaction parameters (e.g. Cy, Ng and &), since small variations in the
local environments for the quadrupole nucleus leads to a dispersion in these
parameters. For the satellite transitions, this results in bell-shaped envelopes
of spinning sidebands, whereas the centre band from the central transi-
tion often exhibits an asymmetric line shape with a tail towards low fre-
quency. For example, a bell-shaped manifold of spinning sidebands has been
observed for the octahedral 27Al site in monosulfate and ascribed to struc-
tural defects and disorder (Skibsted et al. 1993). This was justified by the
construction of a similar overall envelope of spinning sidebands, obtained
by an addition of 10 simulations, employing a small distribution in the C,,
and 1, values. A more advanced simulation approach has been developed
for the central-transition line shape, which implements a specific distribu-
tion of the EFG tensor elements (cf. Equation 6.29) using the Czjzek model
(d’Espinose de Lecaillerie et al. 2008). This method allows deconvolution of
the experimental spectra, providing values for the average isotropic chemi-
cal shift, the quadrupolar product parameter and a measure of the degree of
structural disorder. The method has been demonstrated by the analysis of
27Al MAS NMR spectra for a slag as well as the AFm and ‘third aluminate
hydrate’ phases of a hydrated portland cement paste.

6.4 CONCLUSIONS AND PERSPECTIVES

The main advantage of solid-state NMR spectroscopy in studies of cement-
based materials is its ability to detect and quantify amorphous and crystal-
line phases in an equal manner. This property and the fact that the detected
NMR parameters are most sensitive to the local structure, roughly the near-
est one to three coordination spheres, makes it a valuable and important
supplement to XRD techniques that probe long-range order and crystalline
phases. Moreover, the nuclear-spin selectivity often implies that unambigu-
ous structural or quantitative information can be achieved for a subsys-
tem of a complex multicomponent material. For example, 27Al MAS NMR
provides direct information about the aluminium coordination state and,
for portland cement systems, it allows identification of aluminium in trical-
cium aluminate, as guest ions in the alite and belite phases, in the AFm and
AFt hydration products and as a part of the C-S-H structure, despite a low
bulk Al,Oy content of 2-5 wt.% for such systems.
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27A1 MAS NMR and 2°Si MAS NMR have made very important contri-
butions over the last 3 decades to our current knowledge about the struc-
ture and composition of C-S-H phases. In that research, the full potential
of MAS NMR spectroscopy has not been utilised yet. It is expected that
future applications of a range of rf pulse sequences for probing homonu-
clear- or heteronuclear-spin connectivities and for distance measurements
for dipolar coupled spins will bring new and more detailed information
about the C-S-H structure.

Research in new SCMs and portland cement—-SCM blends is increasing
significantly and it is expected to further increase in the next decades, con-
sidering the global challenges that the cement industry faces for develop-
ment of more sustainable concrete. The SCMs with the highest potential
are all less-crystalline or amorphous phases and NMR spectroscopy will
definitely play an important role in the exploration of these new SCMs and
their reactivity in cementitious systems.

The continuous increase in magnetic field strength of commercial spec-
trometers implies that it will be possible to obtain new information for a
range of low-y spin nuclei, such as 33S and “*Ca, without isotopic enrich-
ment. Higher magnetic field increases sensitivity and chemical shift dis-
persion and reduces quadrupolar effects for I > 1/2 nuclei, and all these
features contribute to the possibility of acquiring 33S and “¥Ca NMR
spectra for real systems on an acceptable timescale. Another approach to
significantly improve the sensitivity by up to two orders of magnitude is
dynamic nuclear polarisation (DNP) (Maly et al. 2008), where a radical is
introduced in the studied sample and magnetisation is transferred from the
electron of the radical, excited by microwaves, to the nuclear spin under
investigation. This technique is exposed to considerable research efforts at
the moment since it will open the door for a range of new applications of
NMR, for example, in studies of surface structures and reactions (Lelli et
al. 2011). Although several applications of the DNP technique have already
been published for inorganic oxidic materials, the technique is currently
technically demanding as it requires MAS NMR operations at low temper-
atures, close to liquid nitrogen, and the successful incorporation of radical
probe molecules in the material.

Limiting factors for wide and general applications of MAS NMR in stud-
ies of cement materials are still the rather high costs of the equipment,
in particular for very high-field systems; the low sensitivity for the most
important spin nuclei, resulting in long instrument times; and the fact that a
rather high level of practical experience is required to maintain and operate
the spectrometer. This prevents several companies from investing in MAS
NMR equipment and most spectrometers are thus found at universities and
research institutions. Although improvements of the spectrometers’ inter-
face for the users and of the equipment for sample spinning are still being
made, it is not foreseen that a significant increase in the dissemination of
the technique will occur during the next decade.
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7.1 INTRODUCTION

This chapter focuses on nuclear magnetic resonance (NMR) of hydrogen
("H) nuclei, also known as proton NMR. We are concerned specifically
with "H-NMR relaxometry studies of water mobility (as a probe of the
physical environment), where the data analysis is performed in the time
domain. This needs to be distinguished from NMR spectroscopy (see
Chapter 6), where the data analysis is performed in the frequency domain
to determine atomic structures (local bonding environment). An NMR
spectrometer can be used for many applications. The scope of this chapter
is limited to common applications of one-dimensional (1D) '"H-NMR relax-
ometry for characterising the physical structures and properties of cementi-
tious materials. Basic experiments such as setting up and carrying out pulse
sequences to gain longitudinal (T) and transverse (T,) relaxation times are
treated. Other, more complicated NMR experiments exist such as two-
dimensional (2D) relaxation time correlations, molecular self-diffusion,
spatially resolved NMR (imaging) and cryoporometry, for example; these
experiments are not discussed here. For more information, a recent review
describes the complete scope of 'TH-NMR experiments already applied to
cement-based materials (Valori et al. 2013).

'H-NMR has come a long way from the first experiments on cement
pastes in 1978 (Blinc et al. 1978). Because there is a wide variety of NMR
equipment with different operating characteristics, and because the signal
analysis is rather complicated, many scattered results and interpretations
can be found in the literature. In consequence, an exhaustive review of all
NMR studies on cementitious materials can be confusing for newcomers
to the field. In addition, the use of alternatively T; or T, to probe water in
pores further complicates the picture. A brief history of progress made over
the years can be found in several papers (Korb 2011; Valori et al. 2013) and
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in PhD theses on the topic (Gajewicz 2014; Muller 2014). There is no such
historical section in this chapter. Here, pulse sequences, NMR phenom-
ena and signal analysis/interpretation as currently used and understood are
described.

'H-NMR has been extensively used to study water in porous media.
While NMR has been used by physicists for a long time, it has now become
accessible to engineers and material scientists. Low-field NMR spectro-
meters suitable for cement samples have become affordable and are sold
as benchtop and portable systems. Basic pulse sequences are supplied as
part of the operating software. All conditions are now met for "TH-NMR
to become a routine laboratory technique for characterising the state and
location of water in cementitious materials.

'H-NMR directly interrogates the hydrogen nuclei of water in a sample.
This gives NMR major advantages over other pore characterisation tech-
niques. First, it allows water-filled porosity to be probed without the need
for sample drying or procedures for stopping hydration that can modify
the pore structures of interest (Fonseca and Jennings 2010; Gallé 2001;
Hunt et al. 1960). Second, it allows quasicontinuous measurements while
preserving the pore structure. 'H-NMR is a nondestructive and noninva-
sive characterisation technique. In principle, time-domain NMR can dis-
tinguish water confined on length scales ranging from isolated molecules
up to large pores that are microns in size. In comparison, mercury intru-
sion porosimetry is restricted to pore diameters greater than 3—4 nm (Van
Brakel et al. 1981) (see also Chapter 9), while gas adsorption, for instance,
is restricted to a maximum pore size of the order of 100 nm (Abdel-Jawad
and Hansen 1989; Diamond 1971) (Chapter 10).

TH-NMR uses oscillating magnetic fields to manipulate hydrogen pro-
tons in such a way that they return a measurable signal. The intensity of
this signal indicates how much hydrogen (water) there is in the sample. The
lifetime of the decaying NMR signal, known as the T, relaxation time,
provides information about water mobility and its degree of physical con-
finement in pores: bulk water has a long T, relaxation time of a few sec-
onds, water in capillary pores has T, relaxation time of a few milliseconds
and water in crystalline solids has a very short T, relaxation time of a few
microseconds. For cement materials, 'H-NMR enables us to distinguish
chemically combined water and liquid water in different pores by the study
of characteristic T, or T; relaxation time. Water within portlandite, water
in C-S-H interlayers, water in C-S-H gel pores and water in capillary pores
can all be distinguished and quantified.

Despite the clear advantages that 'H-NMR offers to describing pore
structures and water interactions within cement samples, special care must
be taken to properly carry out NMR experiments. At first, NMR might
appear challenging for nonspecialists as there are many adjustable param-
eters. The way these parameters impact results is not always trivial. This
chapter explains how to carry out basic 1D NMR experiments to assess the
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porosity and the state of water in cement samples. Guidelines on choosing
an appropriate spectrometer, calibration using test samples, cement sample
preparation, pulse sequences, acquisition parameters and data processing
and interpretation are included.

7.2 INTRODUCTION TO BASIC PRINCIPLES
OF NUCLEAR MAGNETIC RESONANCE

As NMR uses the quantum physical properties of particles, it is highly
recommended to follow lectures on the topic. However, a basic knowledge
is sufficient to carry out 'H-NMR experiments and to interpret NMR sig-
nals. In this chapter, for simplicity, the description of NMR phenomena
will be based on a classic depiction in terms of nuclear magnetic moments.
For more advanced and extensive literature, the reader is referred to the
following texts:

e The Principles of Nuclear Magnetism, A. Abragam, International
Series of Monographs on Physics, Oxford Science Publications,
Clarendon Press, 1961.

o Principles of Nuclear Magnetic Resonance Microscopy, P. T.
Callaghan, Oxford Science Publications, Clarendon Press, 1993.

o Translational Dynamics and Magnetic Resonance: Principles of
Pulsed Gradient Spin Echo NMR, P. T. Callaghan, Oxford University
Press, 2011.

e NMR: Tomography, Diffusometry, Relaxometry, R. Kimmich,
Springer, 1997.

Magnetic resonance and relaxation phenomena are discussed and sche-
matically explained in this section in the context of transverse T, and lon-
gitudinal T, relaxation times.

7.2.1 Magnetic properties of 'H nuclei

The basis of NMR is the fact that moving elementary particles generate
magnetic fields. As a result of the spinning motion of individual protons,
neutrons and electrons, magnetic dipoles are created along spin axes that
can be envisioned as subatomic bar magnets (Figure 7.1a). This gives a
magnetic dipole moment to each particle, or spin. The 'H nucleus is com-
posed of a single proton and has a nuclear-spin quantum number I = 1/2.*
A nuclear magnetic moment p is associated with 'H, characterised by

* I is a quantum property of spins. I relates to the nuclear magnetic moment p (in conventional
units) of the spin through the nuclear gyromagnetic ratio of 'H, a constant involving the
g-factor and the nuclear magneton.
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Spinning nucleus

MB" ©

Figure 7.1 (a) Spinning 'H nucleus compared to a little bar magnet; (b) individual spins
in a static magnetic field By; (c) the effective net magnetisation along z, M,.

() b B

a magnitude and a direction. When exposed to an external static mag-
netic field By, the field direction defines an axis about which the individ-
ual nuclear spins precess (Figure 7.1b). The spins precess about B, at the
Larmor (angular) frequency o; defined by

o =yBy, (7.1)

where B, is the magnetic field strength (in tesla) and y/2x is the gyromag-
netic ratio of 'H nuclei divided by 2x equal to 42.57 MHz/T. At modest
magnetic field strengths (e.g. B, ~ 1 T), the Larmor frequency is of the order
of 42 MHz and corresponds to the radio frequency (rf) portion of the elec-
tromagnetic spectrum.

NMR measurements detect an ensemble of spins associated with a large
number of molecules. A spin 1/2 nucleus can exist in one of two states,
commonly called spin up (a, I, or m, = +1/2; a low-energy state parallel to
B,) and spin down (B, I_, or m, = -1/2; a high-energy state antiparallel to
By). Normally, all spins are randomly oriented. When an external magnetic
field B, is applied, the low-energy state is slightly preferred. Hence, there
are slightly more spins up in the direction of the field than spins down
(Figure 7.1b), following a Boltzmann distribution. This gives rise to a net
nuclear magnetisation parallel to B, expressed as a vector sum M of all
nuclei (M,,* shown in Figure 7.1c). The net magnetisation projected onto
the x—y plane remains at zero as the spins are precessing incoherently. The
application of the external field is called polarisation and it is the first step
of an NMR experiment.

* The B, field direction is usually defined by convention along the z axis when representing
and discussing spin states. Spins are aligned at an angle to B, and because the individual
spins are incoherently distributed around z, only the z components are invariant.
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()

Figure 7.2 In the rotating frame of reference: (a) net magnetisation M, of spins in a static
magnetic field By; (b) spins excited by an rf field B, applied as a 90° rf pulse.

7.2.2 Magnetic resonance

In the static magnetic field By, the nuclei can be further manipulated by
applying a comparatively weak, time-dependent magnetic field that has
some component orthogonal to the z axis. Typically, an electromagnetic
field By, oscillating at the Larmor frequency, is generated perpendicular to
the existing static field B, by an rf transmitter coil. As the oscillating field
is rotating with the spins at the Larmor frequency, it appears static in the
spins’ frame of reference: this point of view is referred to as ‘the rotating
frame’ and provides a convenient simplification to the description of spin
dynamics as we can ignore spin precession occurring at o, . By convention,
axes of the rotating frame are notated with prime symbols: x’, y" and z’ (as
in Figure 7.2). The spins then precess about both B, and B;. In the rotat-
ing frame, this motion is observed as a coherent precession of the nuclei
on the z'-y’ plane (assuming B, is aligned along x’). In this way we achieve
the resonance condition and this is the second step of a NMR experiment.
The duration of B; determines the ultimate position of the coherent spin
ensemble. For example, a 90° rf pulse (designated Py,) applied along the x’
axis of the rotating frame rotates the net magnetisation vector M from z’
to vy’ (resulting in the so-called transverse magnetisation; Figure 7.2). This
precessing coherent magnetisation induces a current in the rf detector coil
and is the origin of the NMR signal. In modern NMR systems, the same rf
coil is typically used for both transmission and detection.

7.2.3 Relaxation phenomena

After the spins have been excited away from their equilibrium state by the
applied B, field, the reverse process occurs; thereby the spins return to their
original equilibrium state: this is called ‘relaxation’. The measurement of
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the relaxation processes is the third step in our NMR experiment and is the
underlying basis of NMR relaxometry.

The rate of relaxation is affected by magnetic field fluctuations in the
local environment of excited hydrogen spins. For simple liquids such as
water, the diffusion of H,O molecules by Brownian motion allows 'H spins
to encounter and interact with other dipole magnetic moments as described
by the Bloembergen—Purcell-Pound, or BPP, theory (Bloembergen et al.
1948). In cementitious materials, there are two main sources of relaxation:

1. The primary relaxation mechanism is the interaction of nuclear mag-
netic moments with other nearby nuclei. For cement samples, 'H nuclei
mainly interact with surrounding water molecules in pores and their
interaction depends on the distances r between pairs of hydrogen nuclei
and the 0 angles between the vectors r and the magnetic field B,,.

2. Paramagnetic impurities in the cement (e.g. Fe3*) provide 'H relax-
ation centres at pore surfaces. These particles have strong dipole
moments due to unpaired electrons, which causes very fast spin
relaxation. Barberon et al. (2003), Godefroy et al. (2001), Korb et al.
(1997) and McDonald et al. (2005) showed how the surface relaxivity
of water on pore surfaces may be calculated given the surface density
of paramagnetic Fe3* impurities. A measure of the pore volume then
develops from the fast-exchange model of relaxation of Brownstein
and Tarr (1979) and Zimmerman and Brittin (1957).

Transverse (T,) and longitudinal (T,) relaxation times

Two relaxation times exist. They are called transverse (or spin—spin) (T5)
and longitudinal (or spin-lattice) (T;) relaxation times. Even though both
time constants describe rates of nuclear-spin relaxation, they are driven by
different mechanisms and are measured by different pulse sequences.

()

Figure 7.3 (a) T, loss of coherence among spins on the x'—y’ plane; (b) T, recovery of the
spins along the z’ axis in equilibrium with B,.
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The T, relaxation time characterises the rate at which the spin ensemble
loses coherence on the x’=y’ plane (Figure 7.3a). T, relaxation occurs due
to energy exchange between neighbouring spins. The observed signal (mag-
netisation) decays with a time constant T, due to loss of rotational phase
coherence, a process known as a free induction decay (FID) (Hahn 1950a).
When using benchtop magnets, the observed magnetisation decay, char-
acterised by T,", will be determined by inhomogeneities in the By, field, not
local spin interactions. To recover the transverse T, relaxation time, which
is determined only by properties of the sample, additional B, pulses need to
be applied which negate loss of coherence due to field inhomogeneities on
the x'—y’ plane. This T, measurement is achieved with the Carr—Purcell-
Meiboom-Gill (CPMG) pulse sequence (see Section 7.7.1).

The T, relaxation time is the time constant for magnetisation to recover
on the 2z’ axis (Figure 7.3b), restoring the equilibrium Boltzmann distribution
of spins. This relaxation process occurs by energy loss to the surrounding
‘lattice’ (any nearby molecules) and the efficiency of the process is deter-
mined by molecular reorientations occurring near the Larmor frequency (e.g.
molecular rotations and internal motions). T, is measured with the inversion-
recovery (IR) or saturation-recovery (SR) pulse sequence (see Section 7.7.2).

T, recovery is equal to or slower than T,. For bulk liquids, it is gen-
erally equal, while for solids it is generally orders of magnitude slower.
For pore water in hydrated cement samples, it is in between: McDonald
et al. (2005) reported that T, = 4T, at 20 MHz NMR frequency. During
FID experiments, T, and T, processes occur simultaneously. Figure 7.4
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T, loss of coherence on the x "~y " plane

T, growth of magnetisation toward z”

Figure 7.4 Schematic rates of relaxation T, and T, for water in pores of cement pastes.
T, is a resonance signal decay with loss of coherence on the x'—y’ plane. T, is
a recovery of alignment of M along z". The recovery of M, cannot be moni-
tored directly.
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illustrates schematically T, and T, relaxation rates by showing the M, and
M, magnetisation. Note that the recovery of M, magnetisation cannot be
monitored directly.

It is important to realise that new experiments cannot be conducted until
the spins have returned to thermal equilibrium; i.e. the net magnetisation is
realigned along the 2’ direction, a process that takes a few T, to complete
fully. Therefore, it is necessary to wait approximately 5T, between experi-
ments (or repeat scans) in order to acquire quantitative signal intensities
that can be interpreted in terms of water volumes.

7.2.4 Interpretation of relaxation times
as pore sizes in porous media

The physics of NMR relaxation suggests that water in each different pore
size should contribute to a separate T, , component. Different pores can
be distinguished either if they are isolated from each other (Figure 7.5a)
or if the diffusive coupling between them is very weak (Figure 7.5b). If
spins diffuse rapidly between two pores, one average relaxation time for
the two pore populations is observed. On the other hand, if no exchange
of water occurs during the measurement time, two distinct relaxation rates
are recorded that can be related to the two pore sizes. The situation involves
more complicated averaging if the exchange of water between pores is on
the timescale of the experiment. For hydrating cement pastes, the exchange
time between pores is slow (Monteilhet et al. 2006) in comparison to the
slowest T, relaxation component. This scaling prevents interpretation prob-
lems associated with water diffusion between pores during the timescale of
the measurement.

Researchers have studied the relationship between relaxation rates
obtained by "H-NMR relaxometry and pore size. The fast-exchange model
(also called the fast-diffusion model) developed by Brownstein and Tarr
(1979), and Cohen and Mendelson (1982) relates T, and T, relaxation

Pore 2 ~

Pore 1

(2) (b)

\
Slow water exchange
between pores

Figure 7.5 Conditions for observing two distinct relaxation components for two pores
with different sizes: (a) two isolated pores and (b) two connected pores
showing no exchange of water on the timescale of the experiment.



Proton nuclear magnetic resonance relaxometry 297

H,O — bulk water (slow relaxation rate)

H,O - surface water (fast relaxation rate)

Figure 7.6 lllustration of surface water molecules and bulk water molecules with
two different relaxation rates. This hypothesis is the basis of the fast-
exchange model of relaxation in pores (Brownstein and Tarr 1979;
Cohen and Mendelson 1982). Only a few molecules of each population
are shown.

times to the surface-to-volume ratio of pores. This model describes the
existence of two distinct spin populations within a pore: a surface layer
of water with a fast relaxation rate and bulk water* with a much slower
relaxation rate (Senturia and Robinson 1970) (Figure 7.6). If the diffusion
path length of a water molecule on the timescale of the NMR experiment
is large compared to the pore size, then the water molecules are considered
to be in fast exchange between the surface and bulk regions. The rate of
relaxation which is experimentally observed (T, or T)) is, according to the
fast-exchange model, an average between the fast surface relaxation rate
and the slow bulk relaxation rate as

1_ 1 1
’1"2 Tzsurf szulk :

(7.2)

A similar expression holds for T;. For water in pores of cement samples,
T, > T, Hence, the rate of relaxation of the bulk liquid can be con-
sidered negligible compared to the rate of relaxation of the surface liquid.
Equation 7.2 can then be expressed as

1

T, =~ with A=

surf surf
Tt~ v T;

Se LS. € Lpd
v 2

* Bulk water is the water in the middle of the pore and does not include surface water layers.
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where S is the surface of the pore and V is its volume and & represents
the thickness of the surface water layer. For planar pores of area A and
ignoring edge effects, S =2 - A and V = A - d, where d is the pore width
or ‘size’; hence, V/S = d/2. Other relationships between V/S and pore size
exist, depending on the chosen geometry. The observed relaxation time T,
is related to d through the parameter A, the surface relaxivity. This para-
meter is assumed to be constant throughout the sample as a consequence
of the supposed homogeneity of surface properties. The surface layer ¢ is
assumed to be the thickness of a water monolayer (i.e. 0.28 nm). The char-
acteristic relaxation Ty;"f of surface water depends on many parameters,
such as Fe3* surface density, temperature, pore fluid composition and mag-
netic field strength. For various reasons, determining A is not straightfor-
ward. A robust technique for estimating A experimentally, appropriate for
use in hydrated cements, consists of a drying of the sample out to mono-
layer coverage. T3 can also be obtained theoretically by ab initio cal-
culations (Barberon et al. 2003; Godefroy et al. 2001; Korb et al. 1997).
The fast-exchange model corresponds to the condition that Ad/D <« 1,
where D is the self-diffusion coefficient of bulk water. Finally, McDonald
et al. (2010) showed an alternate analysis leading to the pore size through
measurement of relaxation in a progressively dried sample that does not
depend on A.

7.3 NUCLEAR MAGNETIC RESONANCE EQUIPMENT

7.3.1 Description of a nuclear magnetic
resonance instrument

Before carrying out NMR experiments, it is useful to recognise the essen-
tial components of an NMR instrument. The main components are shown
in Figure 7.7 and briefly discussed in the following sections. These com-
ponents represent a basic spectrometer used in material laboratories for
relaxometry experiments. A standard benchtop slab-format magnet is illus-
trated. Although not discussed here, other magnet designs are available for
special applications, such as the GARField (McDonald et al. 2007) or the
Tree Hugger (Jones et al. 2012). Halbach magnets (Halbach 1980) are also
popular for benchtop relaxometry, where the magnetic field is generated by
a cylindrical array of permanent magnet blocks.

7.3.1.1 Permanent magnet (static magnetic field)

As discussed in the previous section, a static magnetic field is required
to carry out NMR experiments. NMR instruments are defined by the
strength, homogeneity and size of their permanent magnetic field. There
are different ways to generate the static magnetic field:
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Figure 7.7 Schematic of a basic NMR instrument showing the primary components. The
transmitter, detector and computer (i.e. the electronics) form the ‘spectrom-
eter’ and can be used with a wide variety of magnet configurations.

1. The first one is to use a ferromagnetic material (such as a neodymium-—
iron-boron alloy) which has been permanently magnetised to a
constant field. These types of magnets cannot be turned off. Most
benchtop spectrometers used for studying water in porous media are
of this type and provide relatively weak magnetic fields (cf. supercon-
ducting magnets, in number 3).

2. The second category uses resistive electromagnets that are made of a
coil of wire (commonly of copper or aluminium) with current flow-
ing through it. There are fewer and fewer magnets of this type as the
weight, material cost and running conditions (energy consumption,
thermal regulation and field stability) cannot compete with modern
permanent magnetic materials. Although it is possible to design a
‘strong’ electromagnet, resistive electromagnets are impractical for
general use in the laboratory.

3. The third category is superconducting magnets. In this case alloys
such as niobium-titanium or niobium-tin are used and cooled down
to a very low temperature using liquid helium. Superconducting mag-
nets provide the most powerful magnetic fields. They are also the
most expensive and are mainly used in fundamental physics, molecu-
lar chemistry, biochemistry and clinical imaging applications.

To achieve high-resolution NMR experiments, the static magnetic field
must be extremely homogeneous. In practise, the ‘perfect’ magnetic field
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conditions can never be achieved. Even when a high-strength superconduct-
ing magnet is used, the field must vary in space due to the magnet’s finite
geometry and surrounding magnetic disturbances. To cope with this, some
spectrometers are fitted with shim coils. The process of correcting field
inhomogeneities is called ‘shimming the magnet’. Shim coils are placed on
both sides of the NMR probe and generate appropriate magnetic field gra-
dients to compensate for the inhomogeneities in the active region of the per-
manent magnetic field. Shim coils are helpful but expensive as every shim
coil comes with an associated high-stability current supply. Most benchtop
instruments are equipped with basic shim coils, often with a fixed supply
current that is factory set to remove gross distortions in the magnetic field.

7.3.1.2 Nuclear magnetic resonance probe

The rf probe is placed in the middle of the static magnetic field. This is
the heart of the spectrometer and it contains the coil that generates the rf
pulses. This coil is usually made of copper and is placed as close as possible
around the sample. In most common spectrometers, the transmitter coil
also fulfils the function of the receiver coil. This gives rise to a signal dead
time during which the rf electronics switch from one mode to the other.
Any signal arising during the dead time (which is important for study-
ing fast-relaxing protons) is unfortunately lost. Even though manufactur-
ers aim to reduce the dead time, there are still delays of the order of a few
microseconds. The dead time is related to the Larmor frequency, probe size,
design of the tuned rf circuit and the preamplifier recovery time. It is not
uncommon to have a spectrometer with hundreds of microseconds of dead
time for large coils in large magnets or spectrometers operating at low rf
frequencies (e.g. < 10 MHz).

In the middle of the NMR probe is the sample compartment. Mostly
cylindrical, it is made to accommodate a long glass NMR tube which con-
tains the sample.

Some NMR spectrometers are equipped with temperature-controlling
devices for the probe head sample compartment. Temperature control is
achieved either with a cooling liquid circulation system, remote from the
NMR coil, or with a gas line for passing high-purity gas (e.g. nitrogen or
dry air) over the sample tube.

7.3.1.3 Transmitter

The transmitter generates the rf pulses sent into the coil. Considering the
short time domain of NMR relaxometry experiments, pulse sequences are
first loaded from the computer into what is called a ‘pulse programmer’. It
is this device that controls a synthesiser, which transforms the digital signal
from the computer into rf waves, a ‘gate’, which allows pulses through, and
an amplifier that generates the high rf power level of the pulses.
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7.3.1.4 Receiver (or detector)

The receiver is made of high-capacity, low-noise amplifiers, which first
boost received signals to a reasonable size. An analogue-to-digital converter
(ADC) converts the continuous signal into digital data that can be stored
in a computer. Modern digital spectrometers are able to sample the NMR
signal directly, often performing the analogue-to-digital conversion at a
frequency at least twice the Larmor frequency to reduce loss of informa-
tion. A digital filter is then applied to downsample the digital data to the
required sampling frequency. Overall, this process samples the continuous
wave into discrete points. The amplitude resolution (gain parameter) and
the time resolution (dwell time parameter) of digital-made signals are fur-
ther discussed in Sections 7.5.4 and 7.5.5, respectively.

7.3.1.5 The operating software environment

A computer manages and coordinates all components of the spectrometer with
a software interface provided by the manufacturer. It contains a pulse pro-
grammer and all tools to set the different NMR parameters. The programming
language depends on the software used and on the brand of the spectrometer.
Even if standard pulse sequences are commonly provided with the spectrom-
eter, it is generally not complicated to manually code basic pulse sequences.

7.3.2 Magnet field strength (frequency)

NMR spectrometers are available over a wide range of magnetic field strengths
from the earth’s field (40 uT) to around 24 T (or higher in pulsed mode) for
molecular structure determination. Benchtop permanent magnets are usually
designed in the range of 50 mT to 1.5 T, depending on the application. For
cement relaxometry studies, 0.5 T is considered standard. It is more common
to refer to spectrometers by their 'H resonance frequency, notated v,* (see
Figure 7.8).

A change in the magnetic field strength impacts the magnitude of the two
quantum energy levels and the ratio of nuclei that align with the external
magnetic field. The energy difference between spin states up and down (AE)
is directly proportional to the external magnetic field strength B, and to v; as

AE=v, -h=y-By,-h=w, -h, (7.4)

with y/2x = 42.57 MHz/T, b = 6.6260 x 10-3* ]J-s and i = h/2x. It follows
that the higher the B, magnetic field strength, the larger is the difference
in quantum energy levels (meaning more of the spins are aligned with the
field) and the higher is the Larmor frequency. This relation is illustrated in

*y, is related to the angular Larmor frequency of spins (o) as o, = 2x-v, .
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Figure 7.8 Effect of the magnetic field strength on the spin quantum energy levels and
on the resonance frequency.

Figure 7.8. For example, a B, field strength of 0.47 T results in a 'H reso-
nance frequency of 20 MHz; a field strength of 2.35 T results in a 'H reso-
nance frequency of 100 MHz; a field strength of 11.75 T results in a 'H
resonance requency of 500 MHz and so on.

As more spins are aligned with the field, a stronger field gives a stronger sig-
nal. The inherent signal-to-noise ratio (S/N) of the NMR experiment increases
with increasing field strength (between S/N o< By** [Fukushima and Roeder
1993] and B}’ [Callaghan 1993], depending on the analysis, although at mod-
est fields some experimentalists consider the relationship to be almost linear
for practical considerations). This effect is the main reason for the current drive
in NMR to build stronger magnets. Having a strong magnetic field becomes
particularly important for nuclei that have weak magnetic moments or low
abundance. It is important to realise that the S/N is a property of the measure-
ment and not the instrument. Numerous factors influence the actual S/N of the
detected signal, including rf coil performance and filling factor, filtering and
environmental noise (i.e. coherent interference emitted by computers and other
electrical devices that happens to coincide with the Larmor frequency).

7.3.3 Choosing the spectrometer
7.3.3.1 Spectrometer strength (or frequency)

Higher spectrometer strength results in more stimulated nuclei and conse-
quently higher S/N. This is the reason for the current drive for researchers
and manufacturers to go to higher NMR frequencies. Spectrometers with
higher magnetic field strength also tend to have shorter dead time. This is
advantageous as it gives more signals at the beginning of the decay.

There still are downsides to high magnetic fields. The magnetic susceptibility
contrast between solid and liquid in porous materials distorts the static mag-
netic field B, at the pore scale. These pore-scale inhomogeneities, also called
‘internal gradients’, scale with magnetic field strength and can become very
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large, preventing accurate measurements of T, relaxation time (which is influ-
enced by diffusion in field gradients) and self-diffusion coefficients, as well as
limiting the maximum image resolution. It is therefore advisable to avoid using
high-field magnets (> 60 MHz) to study porous materials, especially when the
solid structure contains strong paramagnetic species such as Fe3* ions.

For hydrogen protons with a high gyromagnetic ratio and almost 100%
natural abundance, low-field magnets working at room temperature are suf-
ficient to obtain satisfactory signal strength. Low- to intermediate-field* mag-
nets (i.e. < 60 MHz resonance frequency) are suitable for the characterisation
of cement samples.

7.3.3.2 Spectrometer bore size

From an NMR point of view, the bore size (size of the sample compartment)
is a technological and financial constraint. Most spectrometers have small
bore sizes (in the range of 10-25 mm) because it is easier and less expensive
to build a magnet with a uniform magnetic field over a small volume: for
a given mass of magnetic material, the field strength increases proportion-
ally as the magnet poles are brought closer. The second advantage of small
bore sizes is that there are fewer spins to stimulate. As a consequence, pulse
lengths decrease (Valori et al. 2013).

From a material point of view, the bore size determines the degree to
which NMR results are representative of the material studied. For cement
samples, it obviously depends on the examined materials: concrete, mortar
or cement paste. For cement pastes, bore sizes in the range of 5-15 mm are
sufficient. For studying mortar, the bore size should be > 15 mm. For con-
crete, it depends on the size of the aggregates.

The choice of an appropriate bore size first depends on the type of appli-
cation and the type of material studied. As short pulse lengths are required
to study short T, components such as for solid-like hydrogen in crystalline
phases (Valori et al. 2013), small bore sizes are preferable. Bore sizes in the
range of 10-25 mm are suitable for the characterisation of cement samples.

Open-access and one-sided magnet configurations also exist that over-
come the size constraint. However, they are prone to other difficulties, pri-
marily much reduced magnet homogeneity.

7.3.4 Safety considerations

The obvious hazard associated with any NMR instrument is the static mag-
netic field, which in most instruments (including superconducting magnets) is

* The classification of field strengths into different categories is not officially established. The
range of 10-60 MHz is usually considered ‘intermediate field’ and ‘low field” corresponds to
magnetic fields < 10 MHz. In this chapter, the term low field encompasses magnetic fields <
40 MHz.
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impractical (if not impossible) to deactivate. For that, the 5G line (5 x 10-*T)
is a concept in NMR which defines the normally considered safe working
distance from a magnet for pacemakers and ferrous metal objects, such as
watches and those including metal implants or screws. Although supercon-
ducting magnets tend to have a large stray field, where the 5G line is some
considerable distance away from the magnet (~2 m), benchtop spectrome-
ters have typically the 5G line within (or very close) to the ‘box” around the
instrument. Therefore, the instrument only presents a danger if the box is
opened. Those safety considerations are always (or should always be) indi-
cated at the entrance of NMR laboratories and on the machine themselves.
The rf radiation is another potential hazard. In medical magnetic reso-
nance imaging applications, there are strict guidelines on patient dosage.
The incident radiation, although transmitted at low power and radio fre-
quencies, still imparts energy to the nuclei. Through T, processes, this
energy is lost as heat to the lattice and can result in a localised rise in
sample temperature. It is well known that rf pulse sequences with high duty
cycles cause sample heating. It is worth considering that cement samples
might be heated up to high temperature during NMR measurements.

7.4 GETTING STARTED WITH NUCLEAR
MAGNETIC RESONANCE: OBTAINING A FREE
INDUCTION DECAY ON TEST SAMPLES

Before starting NMR measurements on cement samples (which requires
complicated experiments and data analyses), it is important to ensure the
proper functioning of the spectrometer by first proceeding with simple tests
and calibrations. This is usually done operating a single 90° pulse experi-
ment on reference test samples.

7.4.1 Finding a test sample

The first step is to find an adequate test sample. It needs to be homoge-
neous and to have, preferably, a single and relatively short relaxation time
response. There are different options for this reference sample:

1. Many NMR users use copper sulfate (CuSO,) solutions. The reasons
are twofold. First, it is easy and cheap to make. Second, copper sulfate
solutions have single relaxation times that can be adjusted by chang-
ing the ionic concentration of copper sulfate. As for Fe3* in cement
materials, the presence of any transition metal ions with a strong
magnetic moment affects relaxation times. Alternatively to copper
sulfate, manganese chloride (MnCl,) or gadolinium chloride (GdCl;)
solutions can also be used (e.g. as done by Pykett et al. [1983]). Note
that both T, and T, will be reduced by the presence of metal ions, but
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depending on the choice of ion and concentration, the 'H relaxation
times may differ even in bulk solutions.

2. The second most popular option as a reference sample for "TH-NMR
relaxometry is a rubber bung or any soft elastomer material. However,
and contrary to copper sulfate solutions, their relaxation times are
fixed. Also, note that elastomers can be structurally heterogeneous
and may exhibit many different relaxation time components.

7.4.2 Turning on the spectrometer

In general, it is recommended to keep spectrometers permanently on if they
are thermostatically regulated. From a cold start, it requires as much as
24 hours for the magnet to reach its operating temperature and to provide
a stable magnetic field. Benchtop magnets are often heated to superambi-
ent temperatures, e.g. 25-35°C depending on the ambient conditions, to
provide a stable magnet temperature.

7.4.3 Setting the sample position

It is very important to ensure the proper positioning of the sample in the
probe head such that it remains in the homogeneous region of the magnetic
field. Spectrometers are usually delivered with the optimum sample posi-
tion preset (and specified in the instruction manual). If the correct sample
position is not specified/set, it can be manually found/adjusted by locating
where the sample returns the highest signal amplitude. A small test sample
must be used for this purpose. In instruments designed for imaging applica-
tions, the sample position can be determined using a profile or image.

The probe head cavity bottom can be closed or open. In the latter case,
a sleeve clamp around the NMR tube can be used to maintain the sample
position.

7.4.4 Calibration of the spectrometer

The next step is to calibrate the spectrometer. Most commercial software
have automatic procedures for calibrating the parameters of the spectrom-
eter, such as resonance frequency, receiver dead time, receiver gain and
pulse length/amplitude. More advanced systems may come with automated
shim programmes. Calibrations can be made using test samples.

The calibration of the resonance frequency needs to be done frequently
and for each experiment on some spectrometers. If there is no automatic
calibration procedure, the user can manually set the correct resonance fre-
quency by acquiring an FID and determining the centre frequency of the
spectrum (in the Fourier-transformed frequency domain of the FID). The
offset from resonance is usually calculated from the average phase shift
between adjacent points in a FID.
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7.4.5 Single 90° pulse (free induction
decay experiment)

The easiest NMR experiment to carry out is a single 90° pulse aligned
along the x’ axis of the rotating frame (Figure 7.9), also called FID experi-
ment. In the external magnetic field B,, hydrogen nuclear spins are thus
rotated to the y’ axis that initiates the free precession of individual spins on
the x'—y’ plane. The coherent precession of spins in the x'—y’ plane induces
a current in the receiver coil (y’ direction) at the origin of the NMR signal.
This FID signal decreases as spins dephase progressively (lose coherence
among themselves). The speed and the direction of the dephasing vary as
a function of local magnetic disturbances, for which there are two main
contributions:

1. Magnetic influences of surrounding nuclei: spins dephase due to this
mechanism in a time constant T,. T, is the true spin—spin relaxation
time T, of the sample.

2. Small B, inhomogeneities related to the magnet quality: Spins dephase
due to this mechanism in a time constant T,""™,
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Figure 7.9 Pulse diagrams for a single 90° pulse experiment. The detected resonance
signal, called FID, decreases exponentially following I/Tz*. Spin states as seen
on the x’—y’ plane are reported at specific times: (a) spins are flipped onto
the transverse plane for signal detection; (b) partial loss of coherence among
spins and (c) total loss of rotational coherence among spins.
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The total loss of coherence among spins is by convention defined as T,
and relates to T, and T;""™ as

1 1 1

T =—+t -
TZ" T2 T thom (7- 5 )

Most unimodal pore size porous materials as well as copper sulfate solu-
tions exhibit a monoexponential FID following

M, (t) = M, -exp[;i} (7.6)

2

where t is the experimental time (from the end of the Pg), M, is the initial
intensity of the signal at # = 0 and T is the characteristic relaxation time of
the decaying NMR signal. The fitting of the monoexponential decay func-
tion to determine M, and T, is therefore easy and can be done in Excel®
or any other software such as Origin® or MATLAB® that have predefined
least-squares fitting procedures.

The value of M, indicates the total hydrogen content of the sample. T, is
often dominated by the contribution of the magnet inhomogeneity (Tzi“'wm X
which therefore often ‘hides’ the sample characteristics. For most bench-
top systems with low-field magnetic fields, T,""™ is of the order of 0.5 to
1 ms (Valori et al. 2013) (depending on the availability and quality of the
shim). Single 90° pulse experiment and FID acquisition is useful for the
calibration of the spectrometer, the setting of the sample position or other
NMR parameters using test samples. FID experiment is also often used to
determine the amount of hydrogen in the sample. However and because
the FID signal is influenced by magnetic field inhomogeneities, the study of
cement samples by T, is limited. To study the different water populations
in hydrated cementitious materials, more sophisticated pulse sequences are
required (see Section 7.7).

Even if the principle of the 90° pulse experiment is simple, different
NMR parameters need to be adjusted to obtain proper results (see next
section). Among them are the following:

Py, pulse length
Number of scans
Recycle delay (RD)
Receiver gain
Dwell time
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Figure 7.10 Influence of the pulse length on the intensity of the FID recorded during a
90° pulse experiment on a 7.5 MHz NMR spectrometer. In the experimental
configurations, the correct Py, pulse length is 3.2 ps, value for which the spin
rotation coincides with the detector direction. (a), (b) and (c) show the posi-
tion of the net magnetisation for different pulse length values.

7.5 EXPERIMENTAL PARAMETERS

7.5.1 90° pulse length (P,,)

During NMR experiments, the field B, is applied as pulses for which the
pulse length is the time B, is maintained. B, induces the rotation of the spins
about x’ on the z’—y’ plane and a 90° pulse (P,,) is by convention the time
required for B, to achieve rotation of the net magnetisation by 90°, from
the 2’ direction to the y’ direction (which is the direction of the detector;
Figure 7.10b). The length of Py, varies from one spectrometer to another
and depends on many parameters (bore size, NMR frequency, etc.). Note
that pulse lengths change by changing the amplitude of the magnetic field
B,, i.e. the pulse power.

Pulse lengths are important NMR parameters as misset values result
in incomplete (or too long) rotation and wrong signal amplitudes. As an
example, Figure 7.10 shows the maximum intensity recorded during FID
experiments (notated M,.;; see Figure 7.9) as a function of pulse length at
a 7.5 MHz NMR frequency. The Py, pulse length was varied from 1.5 to
4.5 ps. In this experimental configuration, the correct 90° pulse length is
Py, = 3.2 ps, the value for which the highest signal is detected.

7.5.2 Number of scans (s)

The number of scans is the number of times the experiment is repeated. The
FID acquisition must be repeated multiple times and the data from each
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Figure 7.11 (a) The influence of the number of scans on FID results. These experiments
were carried out on a portland cement paste after 7 days of sealed hydration
on a 7.5 MHz NMR spectrometer. The different curves have been shifted
on both axes for clarity, the signal decay being similar in all experiments.
(b) Evolution of the S/N as a function of the number of scans s, fitted by a

\/g scaling.

scan added in order to improve the S/N, which increases as the square root
of the number of scans (Figure 7.11b). The S/N is calculated by

S/N = Msignal/cnoiseﬂ (7'7)

where M, is the maximum intensity of the received signal and o, is the
standard deviation of the noise, sometimes determined from the decay tail
(part of the FID where the signal has decayed to zero). Alternatively, the
noise level can be determined from the imaginary channel after the com-
plex data have been correctly phase rotated (see Section 7.8.2).

It is preferable to have the number of scans by powers of 2. This helps
to accommodate a phase cycle, for complex pulse sequences (such as 2D
experiments) and for a regular improvement of the S/N through the cancel-
lation of systematic errors. Figure 7.11a shows the influence of the number
of scans on the recorded FID probing a portland cement paste after 7 days
of sealed hydration. The number of scans s was increased by a factor of 2
from 8 scans to 1024 scans. Figure 7.11b shows in parallel the evolution of
the S/N, which increases from 45:1 to 500:1.

7.5.3 Recycle delay

The recycle delay (RD) is usually defined as the time from the start of a
pulse experiment to the start of its next repeat (or scan). Note, however,
that RD is sometimes defined as the time between repeated pulse sequences
excluding the time of the measurement itself. In any case, RD should allow
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all spins to recover their thermal equilibrium in the static magnetic field
B, before a new measurement is conducted. A general and safe rule for the
value of the RD for most cement samples is

RD = S.T—ilongest, (7.8)

which requires you to first measure, or know, the relaxation time(s) T, of
the probed sample. For benchtop spectrometers (commonly < 40 MHz fre-
quency), T, of pure bulk water is about 2—3 s at 20°C (Krynicki 1966) (limited
by paramagnetic oxygen in solution). In comparison, T; of 1.25 g/L of CuSO,
in distilled water (~ 8 mM) is about 0.1 s (Pykett et al. 1983) and the longest
T, component in mature portland cement pastes is usually found in the range
of 0.3-0.5 s (Korb 2009; Kowalczyk et al. 2014; Schreiner et al. 1985).

Too short an RD can result in inconsistent signal amplitudes from slow-
relaxing protons. If a short RD is required (e.g. for monitoring rapid early
hydration in cement pastes), then several dummy scans (rf pulses with no
signal acquisition) should be used to drive the slowly relaxing spins to an
equilibrium magnetisation state, acknowledging that the signal amplitude
will not be proportional to water volume for any long relaxation time
component.

Too long RD does not affect the signal but significantly increases the
measurement time.

7.5.4 Receiver gain

The gain sets the amplification given to the FID received signal. For opti-
mum results, the value of the gain needs to be adjusted to match the sig-
nal strength to the range of the digitiser (ADC). The S/N increases with
increasing receiver gain following a logarithmic function. This implies high
benefits in the short range of the gain and much smaller benefits once the
gain has reached a certain value (Figure 7.12b).

If the amplification (the gain) is set too low, only a fraction of the digiti-
sation levels is used, which leads to ‘digital noise’ and low S/N in the digital
data.

If the amplification (the gain) is set too high, top signal of high intensi-
ties (at the beginning of the FID) will exceed the limits of the digitiser and
the signal will be clipped (Figure 7.12a; 110 dB). Such data cannot be used.

The correct value of the gain varies from sample to sample depending
on how weak the sample signal is. As an example, Figure 7.12a shows FID
results obtained for different gain values measuring a cement paste. The
gain is expressed here in decibels. The gain was varied between 50, 70,
90 and 110 dB for which a signal clip is observed. The S/N increases from
200:1 for gain = 50 dB to 370:1 for gain = 70 dB and further to 400:1
for gain = 90 dB (Figure 7.12b). It is important to realise that the gain
value influences only the S/N for noise generated after the ADC. Noise (or
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Figure 7.12 (a) Effect of the gain parameter on output digital FID results probing a port-
land cement paste after 7 days of sealed hydration. Digital FID results are
for 50, 70, 90 and 110 dB as the gain parameter. A signal clip is observed for
gain = 10 dB. (b) Evolution of the S/N as a function of the gain parameter.

interference) detected by the rf coil or introduced by the first stage of pre-
amplification will be amplified at the same level as the signal by this gain
parameter.

7.5.5 Dwell time (At)

The so-called dwell time, as for the gain, also concerns the digitiser. It
represents the time interval into which the FID is digitally discretised. The
dwell time parameter is often expressed in microseconds and corresponds
to real acquisition time; it can also be set by a number of data points over a
certain time range, or defined as a frequency range (inverse of dwell time).
It is recommended to have at least two points on each wave cycle (Nyquist—
Shannon theorem) which relates the dwell time to spectrometer frequency.
The smaller the dwell time, the better it is but it mainly depends on how
fast the digitiser can convert analogue data to digital data. The setting
of the dwell time is always accessible to the user. Examples of dwell time
samplings are shown in Figure 7.13 for an FID signal. If the dwell time is
too long, the analysis of the data might suffer from the lack of information.

For modern spectrometers, the choice of dwell time is important as it will
determine the performance of the digital filter stage (dead time and group
delay). Normally, the dwell time determines the frequency bandwidth of
the filter. However, expert users may wish to design oversampling filters
to suppress noise (or interference) whilst retaining a short dwell time (e.g.
a dwell time of 1 ps sets a detection bandwidth of +500 kHz either side
of the resonance frequency, but the digital filter may be set to pass only
signals within =50 kHz of the resonance frequency, equivalent to a dwell
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Figure 7.13 Effect of the dwell time parameter on FID digital results. These are 90°-
pulse experiments carried out on a portland cement sample after 7 days of

sealed hydration. The dwell time parameter was varied between 2, 10, 50
and 200 ps.

time of 10 ps). This type of oversampling filter allows a large number of
data to be acquired, say in the FID of a fast-relaxing sample, without add-
ing in the noise from a wide frequency range. In other words, the digital
filter can be optimised for fast data acquisition without the S/N penalty.

7.6 PRACTICAL ASPECTS BEFORE STARTING
'H NUCLEAR MAGNETIC RESONANCE
EXPERIMENTS ON CEMENTITIOUS MATERIALS

This section discusses important details relating to "H-NMR experiments
and the necessary precautions to be taken before starting measurements on
cement samples. The following considerations are valid for cement samples
measured with low-field spectrometers and do not apply to all materials
and spectrometers.

7.6.1 Type of sample
7.6.1.1 White cement versus grey cement

Most NMR studies of cement samples are done using white cement. The
reason is that the low iron content of such binders minimises the amount of
paramagnetic impurities that causes magnetic disturbances and fast pore
water relaxation (so difficult to measure).
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Grey binders have more iron in comparison to white binders. In principle,
an excess of Fe3* should shorten NMR relaxation. In practise, white port-
land cements and grey portland cements have comparable relaxation times.
The reason is that C-S-H, the main portland cement hydrate, has a limited
number of surface sites to accommodate paramagnetic ions. In consequence,
the iron density at the surface of C-S-H hydrates does not change signifi-
cantly between white and grey binders and thus does not change relaxation
times of water within pores. The extra iron in grey binders favours, how-
ever, the creation of iron-rich phases, such as ettringite (Buhlert and Kuzel
1971), AFm phases (Dilnesa et al. 2011) or hydrogarnet (Dilnesa et al. 2014),
which locally distort the magnetic field. This worsens T, performance and
leads to lower S/N when using grey binders. Additionally, the susceptibility
broadening in grey cements can lead to diffusive attenuation in CPMG pulse
sequence, with insufficiently short pulse gaps.

If possible, white cement binders are preferable for "TH-NMR relaxometry
experiments. They provide a higher sensitivity and more accurate results.
NMR on grey binders can still be carried out, however, with the knowledge
that results have lower sensitivity and more noise.

7.6.1.2 Conventional binders versus pure C;S or alite

Paramagnetic ions at surfaces of cement-based hydrates are an impor-
tant cause of pore water relaxation. For conventional binders, this causes
fast water relaxation within pores. In contrast, pure C;S or alite samples,
because of the lack of paramagnetic ions, have longer relaxation times com-
pared to portland cement samples (up to a factor of 2-5). As a consequence,
times of acquisition and RDs increase significantly. In these conditions,
it becomes difficult to characterise C;S or alite samples during the early
stages of hydration when the material evolves rapidly. Long measurement
times become less problematic for mature C;S or alite pastes when the
material evolves much more slowly.

7.6.1.3 Synthetic C-S-H: sample considerations

Preparation methods of synthetic C-S-H have been developed over the last
20 years. They aim to better understand the morphology and the growth of
this material. C-S-H may be produced in various ways; for example, from
a mixture of sodium silicate and calcium nitrate, mechanochemically from
silica and calcium hydroxide (Garbev et al. 2008) or by the hydration of
C;S under controlled lime concentration (Nonat and Lecoq 1998). In all
cases, high water-to-solid ratios are used and the resulting C-S-H hydrates
are often in a form of white gels. This makes "H-NMR experiments to
characterise synthetic C-S-H difficult to carry out because of the large
amount of free water surrounding C-S-H hydrates, so the NMR signal of
interest becomes very small (< 2% of the total signal).
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To adequately characterise synthetic C-S-H by 'H-NMR, it is neces-
sary to increase the volume of C-S-H per sample volume and remove as
much as possible of the surrounding free water. This can be done using
controlled relative humidity (RH) environments. However, the choice of
an appropriate RH is not straightforward. The RH should be low enough
to remove most of the free water but high enough not to empty C-S-H
pores.

Even so, relaxation times of water in synthetic C-S-H are longer than
those for cement pastes, comparable to those for alite or pure C;S pastes,
because of the lack of paramagnetic impurities. Care must be taken to use
appropriate RDs and appropriate pulse sequence parameters.

7.6.2 Choosing the sample size

Sample volume/height in the NMR tube should be restricted, if possible,
to the homogeneous part of the magnetic field. Most of the time, absolute
measurements are carried out where the sample volume is adapted to the
tube diameter and its position confined to the middle of the magnetic
field (Figure 7.14a). This configuration gives the best S/N. Oversized (or
dominating) samples in the probe head should be avoided as the signal
does not originate from the entire sample (Figure 7.14b). In addition, it
leads to different rotation angles across the sample (B, heterogeneity):
while spins experience a Py, in the middle of the rf coil, spins from outside
the coil undergo, for example, a P,;. This is known as a pulse length arte-
fact, which creates very reproducible systematic errors in experiments.

Magnetic field

(a) (b) (© (d)

Figure 7.14 Schematics of different sample sizes/positions in the probe head: (a) abso-
lute position giving the best S/N: the sample volume is maximised while
restricted to the homogeneous part of the magnetic field; (b) dominating
sample; (c) lateral displacement; (d) vertical displacement. Size (b) and posi-
tions (c) and (d) all lead to unreliable results.
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Off-centre samples also must be avoided. Figure 7.14¢ and d respectively
show a lateral and a vertical displacement in the solenoid, the latter being
the worse configuration for NMR experiments.

7.6.3 Sample casting

After mixing, there are two ways to cast NMR samples:

1. In cylindrical moulds that have a diameter slightly smaller to that of
the NMR sample tube: specimens are then unmoulded and inserted
into the NMR tube at the time of the measurement.

2. Directly into NMR tubes: This allows measurements to be made dur-
ing the early stages of hydration when the paste is not solid enough
to be unmoulded. In addition, samples cast in NMR tubes remain
undisturbed throughout the hydration and provide slightly higher
sample-to-volume ratios within the probe compared to samples cast
in separated moulds.

Casting a cement sample directly into deep NMR tubes of a few mil-
limetres diameter is easily done. The sample must be homogeneous and
well placed at the bottom of the tube. For this, a normal plastic pipette
can be used. In case a pipette cannot be used, homemade syringes can be
made from a normal pumping device on top of which a long metallic tube
is mounted (Figure 7.15).

NMR tubes need to be manipulated with gloves to prevent any grease
from contaminating the probe and disrupting measurements. It is recom-
mended to clean the external part of NMR tubes with isopropanol or etha-
nol by wiping with tissue before insertion into the probe.

7.6.4 Sample cure

After casting, the NMR tube or the mould in which the paste is placed
should be tightly sealed to prevent any water loss. This can be done using

Figure 7.5 Homemade syringe for inserting cement pastes at the bottom of NMR tubes.
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Parafilm® material for instance. A glass rod can be additionally included in
the tube to reduce the free-air volume, into which the sample might release
water in a gas phase.

For underwater curing, the samples can be unmoulded after 1 day and
then immersed in saturated limewater up to the time of measurement.
When the pastes are cast directly into the tubes, water solution can be
added on top. The curing water surrounding the specimen must be removed
before the "TH-NMR experiment.

7.6.5 Sample mass and hydrogen content

There are two ways to know the hydrogen content of a sample:

1. Weigh the fresh paste inserted into the NMR tube. The amount of
hydrogen within the sample can thus be calculated with the knowl-
edge of the w/c of the material. Note that this estimation of the hydro-
gen content will remain valid only if the sample is kept tightly sealed
from early after mixing.

2. If the w/c and/or the sample mass is unknown or if the sample has
dried out, the amount of water can be obtained by removing the
sample and by heating it in an oven at 550°C (not higher to avoid
measurement of sample CO,). In NMR experiments, the sample mass
is small so great care must be taken in weighing the sample before
and after ignition. Because cement samples have high specific surface
areas, water can be quickly adsorbed by the sample once removed
from the oven. To prevent measuring adsorbed water on the ignited
sample, specimens must be weighed quickly.

7.6.6 Temperature control
of the sample (if available)

If possible, it is reccommended to maintain the sample at constant tempera-
ture in the NMR spectrometer. The reasons are twofold. First, it prevents
the sample from being heated up by repeated pulses at short intervals.
Second, it provides a temperature cure during continuous measurements
of hydrating cementitious materials. Some spectrometers are equipped
with temperature-controlling devices to maintain the sample at a defined
temperature (most cement studies are done at 20 or 25°C). There are
2 options:

1. Circulating fluid systems using distilled water, mixtures of ethylene
glycol or fluorinated heat transfer oils.

2. Gas flow systems: The gas must be free from impurities. It often is
nitrogen or a mix of nitrogen and oxygen in appropriate proportions.
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Either circulating fluid or blowing gas option is sufficient. A combination
of both systems is unnecessary.

7.6.7 Sensitivity to the environment

The NMR technique is extremely sensitive to its environment as the sig-
nal received from 'H spins is extremely small. Following the Boltzmann
distribution, only 1 in 106 nuclei is detected. Many different factors influ-
ence NMR measurements. Computers or other electric equipment should
be plugged into a separate electrical circuit. Ideally, the entire NMR system
should be powered through an isolation transformer with an independent
grounding stake to prevent noise injection through the building electrical
earth/ground line. Wi-Fi networks always work at high frequencies and are
not critical to NMR relaxometry measurements.

7.7 T, AND T, PULSE EXPERIMENTS
SUITABLE FOR CEMENT SAMPLES

FID acquisition on test samples was described in Section 7.4 for the pur-
pose of spectrometer calibration and of setting the primary NMR parame-
ters. FID experiments can also be used to obtain the total hydrogen content
of the sample or to determine T,. However and because the FID signal is
dominated by the inhomogeneity of the magnetic field, it is not suitable
for detailed studies of cement samples. To properly characterise water in
cement-based materials, more sophisticated experiments are required to
obtain T, and T, relaxation times.

Similar information is contained in T, and T, decays, even though the
underlying relaxation mechanisms are different (see Section 7.2.3). The
advantages and disadvantages of studying T, or T, are as follows:

e Transverse (or spin—spin) T, relaxation time
e Advantages: single-shot (fast) measurement; averages over short
timescales (microseconds, so very little pore-to-pore exchange);
robust solid/liquid water separation
e Disadvantages: distorted by diffusion in internal gradients
e Longitudinal (or spin-lattice) T, relaxation time
e Advantages: insensitive to diffusion in internal gradients
e Disadvantages: slower measurement (although fast alternatives
exist); averages over long timescales (milliseconds to seconds, so
potential for pore-to-pore exchange)

For liquid-like hydrogen in cement samples (in capillary pores and in
C-S-H pores), T, = 4T, at an NMR frequency of 20 MHz (McDonald et al.
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2005). This T,/T, ratio is frequency dependent and increases with increas-
ing frequency. For solid-like hydrogen within crystalline phases (portland-
ite, ettringite, etc.), T, is long (seconds), while T, is invariably much shorter
(a few microseconds). These two facts were/are the cause of much confu-
sion when identifying cement water populations from T, and T, decays
either separately or together. T, is obtained by the use of the CPMG pulse
sequence. T is obtained by the use of the IR or SR pulse sequence.

1.7.1 T,: The Carr-Purcell-Meiboom-Gill
pulse sequence

The CPMG pulse sequence is one of the most useful methods to character-
ise pore structures by "H-NMR relaxometry. It gives access to the trans-
verse (or spin—spin) relaxation time T, of liquid water within the sample
and allows different liquid water populations to be distinguished accord-
ing to their mobility (degree of confinement in pores). However, T, CPMG
experiments suffer from the fact that the solid signal from chemically com-
bined water has substantially decayed when the first signal is recorded. The
study of the solid signal is facilitated using solid-echo methods described
in Section 7.7.3.

The CPMG pulse sequence was first proposed by Carr and Purcell (1954)
and modified by Meiboom and Gill (1958). It is composed of a Py, pulse
and a train of P, pulses as P TP, 21 P%, 21 P, 21, etc. (Figure 7.16).
The 7 value is, by NMR convention, the time between the middle of the ini-
tial Py, and the middle of the next pulse of the sequence, as in Figure 7.16.*

The CPMG pulse sequence has the advantage over the single 90° pulse
experiment (cf. Section 7.4.5) to overcome the influence of magnetic
field inhomogeneity and to measure directly the true sample T,. This is
achieved by the series of 180° pulses which cause spins to reverse their
instantaneous phase angles and to precess back into phase. Since the
magnet inhomogeneity is coherent, inversions of spin precessions cancel
these variations out when spins rephase, leaving only the influence of
other nuclei, i.e. the true sample T,. During the CPMG pulse sequence,
the best in-phase states are achieved at time 2t from the start of the
pulse sequence (+1/2 P and thereafter every 2t. These in-phase states
are called echoes. The signal envelope of the echoes is the T, spin—spin
relaxation decay of the sample (Hahn 1950b). The analysis of T, CPMG
decays is discussed in Section 7.8.

7.7.1.1 The t value(s)

The pulse gap t of the CPMG pulse sequence is an important parameter. It
can be fixed to a constant value or be increased at each pulse interval.

*In some other cases, T may be defined strictly as the pulse gap time excluding pulse lengths.
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Figure 7.16 Pulse sequence diagram for T, CPMG experiment. The dashed line on the
echoes shows the rate at which spins lose coherence among themselves.
Spin states are reported at specific times: (a) net magnetisation flipped
onto the transverse plane for signal detection; (b) spins dephasing from the
y' direction; (c) P%, pulse which reverse spins instantaneous phase angles;
(d) spins rephasing towards the y’ direction. Panels (e) and (f) show spins’
in-phase states (signal echoes).

7.7.1.1.1 Constant pulse gap ©

Cement samples contain different liquid water populations with different
mobilities (100 ps < T, < 100 ms). For this reason, it is sometimes not pos-
sible to capture all population decays with a constant pulse gap <. Short
T (< 50 ps) might cause slow-relaxing protons, such as for water in large
capillary pores, not to relax within the time of the pulse sequence (another
issue is that too many pulses at short intervals of time might overheat the
spectrometer or cause spin locking). On the other hand, large © (> 0.2 ms)
make experiments more sensitive to diffusion and might cause fast-relaxing
protons, such as for water within C-S-H hydrates, to be missed out between
the initial Py, and the following P, pulse. The aforementioned consider-
ations are critical because their effects might not be easily noticeable.

7.7.1.1.2 Varying pulse gap

An alternative to constant T values is to increase T over the course of the
CPMG pulse sequence. Logarithmic spacing is common in cements work.
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There are two essentially equivalent ways to calculate the necessary t
values:

1. Using a multiplication factor x:
Tl =T * X. (7.9)
A common value for x is 1.02.

2. Stating an initial value (t,;,) and a final value (z
ber of echoes (7,4,.,) and using

T
n .ln(mj
Tinin

T,=exp| —— —+ ll’l(T

Pechoes

for a given num-

max)

(7.10)

min) b)

where 7; is the T value used for the echo i.

The logarithmic spacing of T keeps the total number of pulses low while
covering approximately five orders of magnitude of relaxation times. The
role of internal gradients caused by different magnetic susceptibilities
between small and large pores has been raised (Hurlimann et al. 1995;
Mitchell et al. 2013). This is, however, not critical to the measurement of
water in cement samples because the different T, populations are still suf-
ficiently close to each other that ‘diffusive attenuations’ do not occur.

The use of appropriate pulse gaps is important. To properly capture/
quantify short liquid component(s) in cement pastes, i.e. the C-S-H inter-
layer water with T, of the order 80-120 ps (at 20 MHz NMR frequency),
sufficiently short t values must be used. The choice of t,,;,, depends on many
parameters, such as spectrometer pulse lengths and spectrometer dead time.
It is recommended to use t,,;, < 50 ps for which the first echo is located at
100 us +1/2 Pt from the beginning of the pulse sequence. On the other
hand, t,,;, should not be too short to prevent having a signal from solid-like
protons that could make the analysis more difficult. Common values when
measuring mature cement samples at NMR frequency of 5-20 MHz
are T,,;, = 25 Us, T, = 6 ms and 7 = 256. The resulting logarithmically
spaced T values are summarised in Table 7.1 along with the actual times of
the echoes. Only the beginning and the ending t values are shown in the table.

max echoes

7.7.1.2 The number of echoes (n. ..

The number of echoes to be used in the CPMG pulse sequence depends on
the T, relaxation time components of the sample. It is important to have
enough echoes to discretise short T, components and to ensure that the
signals of long T, components decay entirely. The number of echoes also
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Table 7.1 Logarithmically spaced 7 values and actual

echo times

n, T; (Us) Actual echo time (ps)
| 25.00 50

2 25.54 101

3 26.10 153
4 26.67 206
5 27.24 261
252 5505.73 517733
253 5625.34 528986
254 5747.55 540483
255 5872.42 552229
256 6000.00 564229

Note: 7 values are calculated with Equation 7.10 using t,,,, =
25 ps, Tpax = 6 ms and Ny = 256 as parameters.

Echoes are spanning relaxation from 50 ps to 0.5 s.

max

depends on whether fixed or logarithmically spaced t values are used. In
the second case, 128 or 256 echoes are usually sufficient for most white
cement pastes using the T parameters given in the previous section. Note
that the end part of the decay with no residual signal is called the zail. The
tail is important to eventually fit a baseline or for the calculation of the
S/N of the data (Equation 7.7). On the other hand, having a long tail might
render inverse Laplace transform (ILT) analysis more difficult because long
relaxation time components might be fitted to the noise.

7.7.1.3 Number of scans, recycle delay
and total measurement time

The number of scans s and the RD are other parameters to be adjusted in
the CPMG pulse sequence.

7.7.1.3.1 Recycle delay

As a reminder, the RD is usually defined as the time from the start of a
pulse experiment to the start of its next repeat (or scan). The RD is also,
sometimes, defined as the time between repeated pulse sequences exclud-
ing the time of the measurement itself (notated T,). The RD should be
long enough to allow spins to recover the Boltzmann distribution in ther-
mal equilibrium with B,. This depends on the longest relaxation compo-
nent (see Equation 7.8) and then on the sample type/age. For conventional
cement samples, RD ~ 1.0 s is most of the time sufficient for low-frequency
spectrometers (< 1.0 T or 42 MHz frequency). This value must be adjusted,
however, for early-age measurements or for pure C;S or synthetic C-S-H
samples, in which relaxation times are longer (see Section 7.6.1).
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7.7.1.3.2 Number of scans

The number of scans is the number of times the pulse sequence is repeated
to obtain satisfactory data. Increasing the number of scans increases the S/N
(see Figure 7.11). However, it also increases the time of the experiment, T,
which can be calculated by

T=s-RDorT=s- (T, +RD), (7.11)

depending on how the RD is defined. For an easy analysis of CPMG decays,
the number of scans must be adjusted to achieve S/N of at least 400:1
(Kowalczyk et al. 2014) to 500:1 (Gajewicz 2014). For early-age samples for
which the RD must be long and the experimental time must be short (T <
15-20 min), fewer scans are possible (compared to mature cement pastes).
Hence, the S/N is lower when measuring early-age samples. As the sample
matures, the RD can be shortened and the experimental time can be made
longer. This allows an increase in the number of scans with hydration time
and consequently an increase in the S/N.

71.7.2 T,: The inversion-recovery
and the saturation-recovery pulse sequences

The IR or SR pulse sequences give access to the longitudinal (or spin—
lattice) relaxation time T, of the different hydrogen components within
the sample.

7.7.2.1 Inversion-recovery pulse sequence

The IR pulse sequence consists of a P, and a Pg, separated by a time interval
7. (Figure 7.17) (Roeder 1979). The first P, inverts the initial magnetisation
to the —z' direction, resulting in a vector M__. Subsequent to the Pfy,, spins
relax progressively because of interaction with the lattice and recover towards
the low-energy state M_ in equilibrium with B,. A Py pulse is used to flip
spins that have partially or fully recovered towards the y’ direction for signal
detection. The IR pulse sequence therefore measures the spin recovery in the
time interval t,... The relaxation rate 1/T) is obtained by varying the time
interval t,.. over a suitable range to capture the regain of M, magnetisation.

7.7.2.2 Saturation-recovery pulse sequence

The SR pulse sequence is another way to measure T;. It destroys any coher-
ence among spins and saturates the bulk magnetisation to zero before it
recovers progressively towards equilibrium. The SR experiment is similar to
the IR experiment except that it starts with P*' pulses so that it saturates the
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Figure 7.17 Pulse sequence diagram for T, IR experiment. The thick dashed line shows
the T, recovery rate of the longitudinal magnetisation with B,. Spin states
are reported at specific times: (a) the magnetisation is reversed; (b) partial
T, recovery of spins in alignment with the B, magnetic field; (c) spins that
have partially or fully recovered are flipped onto the transverse plane for
signal detection; (d) partial loss of coherence among spins and (e) total loss
of rotational coherence among spins.

magnetisation which recovers from the x'—y’ plane (M, = 0) (Figure 7.18)
rather than along 2’ (M, = -M,).

7.7.2.3 T, pulse sequence parameters

Some parameters for the IR and the SR pulse sequences are similar to
those for the CPMG pulse sequence such as the gain and the dwell time,
for instance. The number of scans depends on the material examined and
should provide a sufficient S/N for a robust data analysis (see Section 7.8).
For the IR pulse sequence, the RD should allow spins to recover back to
equilibrium with B,. For the SR pulse sequence, this precaution is no longer
pertinent as the magnetisation is saturated to zero at the beginning of each
experiment.
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Figure 7.18 Pulse sequence diagram for T, SR experiment. The thick dashed line shows
the T, recovery rate of the longitudinal magnetisation with B,. Spin states
are reported at specific times: (a) the magnetisation is saturated; (b) spins
that have partially or totally recovered are flipped onto the transverse plane
for signal detection; (c) partial loss of coherence among spins and (d) total
loss of rotational coherence among spins.

1.7.3 T,: The solid signal and the solid-echo
(quadrature-echo) pulse sequence

The solid-echo pulse sequence (Powles and Strange 1963) (Figure 7.19; also
known as quadrature-echo, quad-echo or QE pulse sequence) allows very
fast-relaxing T, components to be measured and quantified. In cement sam-
ples, it corresponds to hydrogen atoms strongly bound within phases such
as portlandite, ettringite or AFm. Such solid-like hydrogen have a very short
time constant T, ~ 10-20 pus (Gajewicz 2014; Greener et al. 2000; Holly et
al. 2007; McDonald et al. 2010; Miljkovic et al. 1988; Muller et al. 2013a,b)
with a signal decay mainly located within most spectrometers’ dead time.

7.7.3.1 Pulse sequence

The QE pulse sequence is composed of two Py, pulses separated by a short time
7, so the sequence is P TP}, While hydrogen atoms in liquid water are not
sensitive to the second Py, (because it is aligned with the magnetisation), pro-
tons with static dipolar interactions become refocused, showing a Gaussian
type of echo shape (McDonald et al. 2010). The second P, therefore, allows
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Figure 7.19 Pulse sequence diagram for solid-echo experiment. The detected signal
(red line) is composed of an exponential decay part and a Gaussian part.
(Adapted from Valori et al. 2013.)

the signal of solid-spins to partially recover (Powles and Strange 1963). To
carry out informative QE experiments, T must be varied over a certain range
in order to capture the decay of the signal from solid-spins.

7.7.3.2 Parameters
7.7.3.2.1 7 value

The value of 7 is, as for the CPMG, IR or SR pulse sequence, an important
parameter. To successfully carry out QE experiments, T must be similar to
the relaxation time of the spins of interest. For solid-like protons in port-
landite and ettringite having a T, time constant of about 10-20 ps, 7 is best
varied in the range of 0-60 ps.

7.7.3.2.2 Number of scans

The QE pulse sequence requires less scans than for the CPMG, IR or SR
pulse sequence because the analysis of QE data is less sensitive to the noise.
The choice of an optimum scan number is at the discretion of the experi-
mentalist to have adequate S/N for a reliable analysis.

7.7.3.2.3 Recycle delay

The RD parameter should be comparable to that used for other pulse
sequences for the same material. The RD should allow all spins to fully
recover to thermal equilibrium with B, between successive (repeated) scans
(see Section 7.5.3 for more details).
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7.7.3.3 Analysis of quadrature-echo signals

Literature is available on the shape of the solid signal from rigid coupled
hydrogen which depends on the molecular configuration (Boden et al. 1974;
Powles and Strange 1963). For cement samples, a Gaussian echo shape
seems the most suitable following the work of McDonald et al. (2010). The
liquid water contribution can be simplified as one single exponential decay.
Hence, QE data are best fitted as the sum of a Gaussian part and an expo-
nential decay part using

2
t—t -t
M(t,r)=Asoud~eXp{—( ) }+Auqmd-e><p — (7.12)
°© T

2

where ¢ is the experimental time counted from the end of the Py, z_is the
time of the centre of the Gaussian and o is its width. The value of ¢, depends
on how the programme gives raw data. If the data are given from the end of
the Py, t, = 21+ P If the data are given from the end of the P}, ¢, = T (see
Figure 7.19). For solid-like protons in cement pastes with relaxation time
T, = 10-20 ps, the width of the Gaussian echo is 6 = 10-20 ps.

In Equation 7.12, the exponential amplitude Ay is the signal intensity
of liquid water within the sample and is only very weakly, nearly not, pulse
gap dependent. The Gaussian amplitude A, is the signal intensity of ‘solid
water’ and decays with increasing pulse gap interval 1. Figure 7.20a shows
different QE raw signals for a mature cement paste when t = 15, 30 and
45 ps. While the exponential part of the signal is equivalent for all T values,
there is a decrease in the Gaussian intensity part when increasing T and a
shift of echo centre to maintain that centre at 2T+ Per®® from the end of the
Py. QE experiments are carried out for several t values. The fitting of QE
data using Equation 7.12 gives the associated A,y and Aj;,;q amplitudes
as a function of pulse gap 7, as presented in Figure 7.20b. To quantify the
fraction of solid-like and liquid-like hydrogen in the sample, the Gaussian
fraction and the exponential fraction must be extrapolated back to zero
pulse gap free from relaxation phenomena:

1. Liquid signal: As the mobile part of QE signals is constant when vary-
ing T, Ajg,a(t = 0) can be taken as an average of Aj4(t) or from
linear back extrapolation (dashed line in Figure 7.20b). This value is,
most of the time, equivalent to the total signal intensity obtained from
the fitting of parallel T, CPMG decays.

2. Solid signal: The back extrapolation of the solid signal intensity to
its initial value, A (t = 0), was (Boden and Mortimer 1973), and
still is (McDonald et al. 2010) the subject of debate. In recent work
on white cement pastes (Muller et al. 2013b), a Gaussian fit (as pre-
sented in Figure 7.20b, solid grey line) was used, giving good results in
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Figure 7.20 (a) Example of QE raw data for a mature cement paste when t is 15, 30 and
45 ps obtained on a 7.5 MHz NMR spectrometer. (b) Fitting results of QE
data using Equation 7.12. The variation in A, and A, ;s amplitudes is shown
as a function of pulse gap 7. The dashed and solid grey lines respectively
show the back extrapolation of liquid and solid signals to © = 0, free from
relaxation phenomena.

comparison to the estimation of that solid water by X-ray diffraction/
thermogravimetric analysis (XRD/TGA). On the other hand, an expo-
nential law was used with success in other studies (McDonald et al.
2010). As it remains uncertain, the use of quantitatively known sam-
ples (calcium hydroxide and water, for instance) can help to choose the
adequate fitting function. Spectrometers with short pulse lengths and
short dead times are recommended to measure short signal decays.

The fraction of hydrogen (hence water) in solid phases, such as ettringite,
portlandite and AFm, I, is calculated as

Ayia(t=0)
Isoi — solid
. Asolid (T = 0) + Aliquid (T = O) : (7.].3)

The liquid fraction of the signal, Iy 4, being the fraction of liquid-like
water in the sample, is calculated by I};y,q = (1 = I y0)-

7.7.3.4 Possible issues with quadrature-echo analysis
7.7.3.4.1 Pake doublet

In QE experiments, a ‘wiggle’ can be noticed due to the classic ‘Pake dou-
blet” of dipolar coupled spin pairs (Pake 1948). This mainly occurs when
a high amount of solid-like protons is probed or for specific time-domain
data. Figure 7.21 shows an example of this phenomenon that has occured
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Figure 7.21 lllustration of the Pake doublet phenomenon in QE experiments. Signals
were acquired on a 23.5 MHz spectrometer measuring simultaneously dis-
tilled water and calcium hydroxide held in two separated NMR tubes. Data
for pulse gaps T = 10 ps and t = 2| ps are shown.

when probing a combination of calcium hydroxide and distilled water (for
which the relaxation time is very long). The Pake doublet phenomenon is
visible at the bottom of the Gaussian shape. This can be corrected using a
sinc function as a factor within the fitting functions.

7.7.3.4.2 Sensitivity of quadrature-echo experiments and fitting

As QE signal decay occurs over relatively short times, there are always
some uncertainties when measuring quadrature echoes. Errors might arise
from the timing of the pulse sequence, the fact that the pulse lengths are
finite, the proximity of the dead time, some possible group delays of filters
and the amplification of short time data. One should be careful if fitting
short t© value data, for which the top of the Gaussian might be located

within the dead zone of the spectrometer (t = 15 ps curve in Figure 7.20a
is an example of this).

7.7.3.4.3 Long experimental time

QE experiments require running pulse sequences for several t values. In
consequence, the time of QE experiments can become long. For measur-
ing cement pastes during the first hours of hydration, it is recommended to
keep a total experimental time T < 15-20 minutes. This constraint limits
the number of QE measurement scans, which consequently lower the S/N.

It is highly recommended to code the QE pulse sequence to run all
required T experiments consecutively.
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Figure 7.22 (a) Example of CPMG decay for a mature white cement paste showing real

and imaginary envelope components of the signal and (b) phased data using
Equation 7.14 ready for analysis.

7.8 DATA ANALYSIS FOR CEMENT SAMPLES

7.8.1 Data file properties

The way NMR results are given to the user will vary depending on the
programme used, the brand of the spectrometer, the way the pulse sequence
is coded or the user preferences. The signal intensity might be given as an
average signal of all scans or as the sum of all scan intensities. As NMR sig-
nal amplitudes are not physical quantities, both types of data can be ana-
lysed as they are. The signal time (as shown in ms in Figure 7.22) may be
given to the user from the beginning of the first pulse, from the end of the
first pulse, from the end of the following dead time, from the first recorded
echo (in case of CPMG), etc. In some cases, the signal is discretised with
data point numbers and the time line must be explicitly calculated. The
digital filtering of the raw signal, although necessary, also creates dead time
and group, that is, filter, delays that should be accounted for when express-
ing decay times. For data analysis, the signal will be extrapolated back to
its initial value; therefore, the decay time must be expressed as starting
from the beginning of relaxation processes. This is, most of the time, the
end of the first pulse of the sequence.

7.8.2 Raw data and phasing process

The coherent precession of spins in the x'—y’ plane induces a current in
the receiver coil. From the precessing motion of coherent spins, a signal
oscillating at the Larmor frequency is recorded. The direct quadrature (or
phase-sensitive) detection of most NMR spectrometers records the signal
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as orthogonal y" and x’ components. The signal is represented as complex
data made of ‘real’ (cosine wave) and ‘imaginary’ (sine wave) components,
related to M, and M, respectively (Figure 7.22a). Both real and imaginary
signals are normally provided to the user.

For further data analysis, a phase rotation is applied to minimise the
imaginary channel and leave only a corrected real component. The phasing
is done using

M(#) = cos(0) - M,,(t) + sin(0) - M.(2), (7.14)

with

0= arctan{ M. (0) }
M. 0) |’

Y

for which the phase angle 0 is calculated from the early data with maxi-
mum amplitude. This process is called phasing the data and can be used for
all types of experiments. Another way to combine real and imaginary data
is by the magnitude mode:

M(e) = \[M, (t)F +[M, (0)F . (7.15)

Note that the phasing mode is preferred for FID or CPMG T, analysis
because the magnitude mode sums the white noise that would otherwise
average to zero. This leads to a baseline offset at ¢ = co. In the same way,
the magnitude mode is not appropriate to T; analysis using IR because it
implicitly has negative and positive data. Figure 7.22 shows typical real and
imaginary components of a CPMG signal decay. In the case where there is
only one positive component in the output file, the user must ensure that it
consists of phased data. NMR software often displays magnitude data or
in some cases only the real component of the signal.

7.8.3 Multiexponential fitting

CPMG T, and IR/SR T, decays of cement samples are usually composed
of the sum of several exponential components characteristic of different
water relaxations. In principle, each water population 7 (water type and
pore type) is characterised by a signal amplitude M and a relaxation time
T;,. The deconvolution of these T, and T, multiexponential responses into
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individual components remains the critical part of CPMG, IR and SR
experiments:

For the transverse relaxation time T,, CPMG data can be fitted using

M, (t) = ZZM;; -exp(;j (7.16)
- 2

where ¢ is the experimental time counted from the end of the P55, N is
the number of water populations, i is each individual population and
Mj is each associated signal intensity at ¢ = 0.

For the longitudinal relaxation time T), IR data can be fitted using

M, (t)= z:Mé {1—2-6@(_;?]} (7.17)
1

and SR data fitted with

Mz,<t)=Z:Mg -[1—exp[_;f;°}:|, (7.18)

1

where 7, is the pulse gap used in T, experiments.

To extract the different T, or T, water populations using Equations 7.16,
7.17 or 7.18, three different methods exist:

1. A least-squares fitting to a known number of components. However,
the results have significant dependence on the ‘guess values’ for sig-
nal amplitudes and relaxation times if they are all left variable. The
results might also change according to whether the data are fitted as
real data to exponential curves or as logarithmic data to straight lines
as the noise weights differently.

2. A discrete method known as curve peeling consisting of a decomposition
of the signal by an iterative fit of the longest T, , component at data point
times sufficiently long to capture a signal at that decay time but none
shorter. The result of each iterative fit is subtracted from the remaining
signal until the shortest component has been accounted for. Critical to
this type of analysis is the lower boundary assigned to each successive
fit. As for the least-squares fitting method, successful use of this method
really requires prior knowledge of the number of components.



332 Arnaud C. A. Muller, Jonathan Mitchell and Peter J. McDonald

3. An approximate numerical inversion of the Fredholm integral equa-
tion that describes the expected form of the relaxation data. Numerical
inversion analyses of NMR data allow more consistent deconvolu-
tions of multiexponential curves, where the number of components
is not known, compared to the other two fitting options (assuming
that the data are composed of only exponential decays). It allows the
raw data to be fitted without preassumptions regarding the number of
exponential components that contribute to the global decaying NMR
signal. However, the results are still open to misinterpretation as the
fitting process will always return a solution. Note that a robust inver-
sion analysis requires S/N of at least 400:1 (Kowalczyk et al. 2014)
to 500:1 (Gajewicz 2014). Numerous numerical inversion algorithms
have been developed to solve multiexponential data problems. One
particular method that has been used successfully for NMR signal
analysis is the one developed by Venkataramanan et al. (2002) in
2002 (inaccurately referred to as an ‘inverse Laplace transform’ in
much of the literature). This inversion algorithm contains a regulari-
sation parameter (Tikhonov type) which defines the smoothing of the
distribution (Godefroy et al. 2008) and which can be varied accord-
ing to the sample response and the noise in the data. Special care
must be taken to identify the influence and the correct value of the
regularisation parameter. ILT limitations of this particular method
are discussed in Section 7.10.1.

Typical T, and T, results for cement samples are presented in the next
section.

In some cases, the empty probe can yield a signal. The former probe
may contain hydrogen (e.g. a small amount of adsorbed water in polytet-
rafluoroethylene material) or it may have been inadvertently contaminated
or the pulse may have sufficient bandwidth to just detect F. Whatever the
cause, in many instances, an appropriate filter bandwidth should be able
to suppress what appears as an off-resonant signal. The exception is when
working at very low frequency where '"H and F resonances are close or
when very short T, components are detected since short times equate to
large bandwidths. Note that in principle, good NMR instruments do not
give background signals.

7.9 TYPICAL RESULTS FOR CEMENT PASTE SAMPLES

In this section, relaxation times are discussed. The given values are char-
acteristic for relaxation times of water in mature white cement pastes
probed with low-field spectrometers (< 1.0 T or 40 MHz NMR frequency).
For spectrometers with comparable frequencies, the ratios of the relax-
ation times should remain roughly similar if portland binders are used at
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conventional w/c. For other samples or the use of high-field spectrometers,
relaxation times are different. Some of these specific cases are discussed in
Sections 7.3.2 (spectrometer field strength) and 7.5.1 (type of sample).
Cement samples are often mixed with distilled water; here the fresh
cement paste initially exhibits one single and long relaxation component.
This rapidly evolves towards shorter relaxation times (as cement grains dis-
solve into water) and into different relaxation components (as cement reac-
tions create hydrates). Numerous experiments on hydrated white cements
have led to the classification of hydrogen protons in two main categories:

1. Solid-like protons with solid (static) dipole—dipole interactions: These
are characteristic of hydrogen strongly (often qualified as chemically)
bound within phases such as portlandite, ettringite and AFm. In
white cement pastes probed with low-field spectrometers, these solid-
like protons have the shortest T, relaxation time with T, = 10-20 ps
(Gajewicz 2014; Holly et al. 2007; McDonald et al. 2010; Muller et
al. 2013a,b) and the longest T, relaxation time with T, = 300-500 ms
(Korb 2009; Kowalczyk et al. 2014; Schreiner et al. 1985) (at 20 MHz
NMR frequency). Solid-like protons can be quantified only with spec-
trometers having short pulse lengths and short dead time. For T}, IR
or SR pulse sequences are used. For T, the study of the solid signal is
facilitated using solid-echo methods (see Section 7.7.3).

Solid-like protons, in the way that they can be measured with the
methods described in this chapter, appear as one relaxation entity. The
distinction between solid water in the different phases (portlandite,
ettringite, etc.) has not been established yet by relaxometry experi-
ments. Valori et al. (2013) reported that hydrogen in portlandite and
ettringite, for instance, may have identifiably different relaxation signa-
tures; but this difference seems not to be sufficiently large to be distin-
guished when studying them embedded in a cement paste. Additionally,
the degree to which all hydrogen atoms in alumina-containing phases
(ettringite and AFm) have solid-like NMR properties is still a matter
of debate and remains to be investigated more deeply. Ettringite, for
instance, contains 32 H,O molecules in total, among which 30 H,O
molecules are considered fixed and 2 H,O molecules are reported to be
zeolitic water loosely bound in channels (Skoblinskaya and Krasilnikov
1975). Recent NMR work on synthetic ettringite equilibrated at
85% RH (i.e. without the zeolitic water) showed no liquid-like NMR
response (Muller 2014).

2. Liquid-like protons with liquid (mobile) dipole-dipole interactions:
These hydrogen atoms are located within liquid water with some
mobility in pores. The physics of NMR relaxation suggests that each
different pore size might contribute to a separate T, or T, component
(as discussed in Section 7.2.4). For liquid water in hydrated white
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cement samples, four relaxation components are usually identified.
From short to long, two components with relaxation times T, of the
order 80-120 ps (T; = 320-480 ps) and of the order 250-500 ps (T, =
1-2 ms) arise from water in C-S-H interlayer pores and from water in
C-S-H gel pores, respectively. A third and a fourth component usu-
ally appear from water in fine capillary pores (called interhydrates
[Muller et al. 2013b] with T, = 1 ms and T; = 4 ms) and from water in
large capillary pores with longer T, ,. The aforementioned relaxation
times might be somewhat different when studying other binders or
using high-field spectrometers, for instance. Relaxation of liquid-like
hydrogen is measured by the CPMG pulse sequence (for T,) or the IR
or SR pulse sequence (for T)).

The degree to which there is hydrogen in silanol groups of C-S-H hydrates
remains a matter of contention. Regarding NMR relaxometry, such OH
groups at pore surfaces may be associated with relatively (rotationally?)
mobile Ca ions in solution (Nonat 2004; Richardson 2008) and therefore
appear within (contribute to) the relaxation of the pore water.

Note that only water-filled pores can be detected. If cement pastes are kept
sealed, empty voids develop due to chemical shrinkage and self-desiccation
(at around 8 vol.% for conventional cements [Bentz 2008]) which are not
detected by NMR experiments.

7.9.1 Typical T, Carr-Purcell-Meiboom-Gill results

Figure 7.23 shows an example of T, CPMG decay for a mature white cement
paste deconvoluted into its different exponential components. Figure 7.23a
shows the results of the curve peeling method and Figure 7.23b shows the
results of the ILT algorithm from Venkataramanan et al. (2002). Both
methods give similar results and separate the CPMG T, decay into three
water populations assigned here to C-S-H interlayer water, C-S-H gel water
and capillary water. The different M) amplitudes are the signal intensity of
each individual population i at £ = 0. The values of M, obtained by the curve
peeling method are comparable to peak areas of the ILT result. While the
former is shown in the experimental time domain, ILT results are usually
given in the relaxation time domain.

Figure 7.24 shows a typical evolution of CPMG T, results for a white
cement paste as a function of hydration time. The raw data were ana-
lysed using the ILT method. At the beginning, the signal is dominated
by that of ‘free water’ with long T,. During the first 3 days of hydra-
tion, relaxation times are shifted towards smaller values and different
water populations appear. Taking the 3 days data as an example, the
map shows four discrete components. The first and the second compo-
nent with relaxation times of 80-120 and 250-500 ps are signals from
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Figure 7.23 Deconvolution of a CPMG T, decay for a white cement paste after 28 days
of sealed hydration into its different components: (a) using the curve peel-
ing method — red squares are for the C-S-H interlayer water signal; green
triangles are for the C-S-H gel water signal and blue circles are for the capil-
lary water signal; (b) using the ILT method — an ‘aggressive’ regularisation
parameter was used, leading to narrow peaks. Signal intensities of the peel-
ing method at t = 0 are equivalent to peak areas of the ILT result. The signal
assignment was done following the work of Muller et al. (2013a,b).

water in C-S-H interlayers and water in C-S-H gel pores, respectively.
The third component rapidly displays a constant T, of about 1 ms and
is attributed to fine capillary pores (called interhydrate pores [Muller et
al. 2013b]). The fourth component is assigned to water in larger capil-
lary pores and microcracks. Results of this type are expected when mea-
suring portland cement pastes with low-field spectrometers. Relaxation
times can be, however, different when moving outside common bind-
ers, outside common mix proportions and to high-frequency NMR
spectrometers.

As previously mentioned, the decay of solid-like protons is too fast to be
seen using the CPMG pulse sequence and must be measured separately by
the QE pulse sequence (Section 7.9.3).

7.9.2 Typical T, inversion-recovery result

Figure 7.25 shows a T, distribution map obtained from an IR experiment
on a white cement paste after 28 days of underwater cure. Compared to the
T, distribution map obtained at the same NMR frequency (cf. Figure 7.24),
relaxation times are roughly four times longer for each individual compo-
nent. In addition, the solid water signal from crystalline phases appears
with long relaxation time at around 300-400 ms.
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Figure 7.24 CPMG T, results for a white cement paste mixed at w/c = 0.40 and cured
sealed throughout the hydration at 20°C; measured with a 7.5 MHz spec-
trometer. Data are presented from 28 minutes after mixing up to 62 days
of sealed hydration. Distinct water populations are rapidly observed being,
from short to long relaxation times, C-S-H interlayer water, C-S-H gel
water, interhydrate water and water in large capillary pores. T, times can be
translated into pore size using the fast-exchange model described in Section
7.2.4. For this, the surface relaxivity parameter is required. (Adapted from
Muller 2014.)

7.9.3 Typical solid-echo (quadrature-echo) results

The QE pulse sequence quantifies the fraction of solid-like and liquid-like
protons within the sample. Figure 7.26 shows, as an example, the evolutions
of the signal fractions I ,;y and Ij; ;4 as a function of hydration time obtained
by QE experiments (see Section 7.7.3) for a white cement paste mixed at
wi/c = 0.40 and cured sealed. There is a rapid increase in the solid signal dur-
ing the first 2 days of hydration, after which it increases much more slowly.
In this case, the rise in solid signal is associated with water used in the for-
mation of ettringite and portlandite phases. An estimation of the quantity
of water bound in portlandite and ettringite phases quantified by XRD and
TGA shows that the solid signal fully accounts for the water bound in those
two crystalline phases (Muller et al. 2013a,b). As the white cement studied
contains a low amount of C;A, there was no AFm formation.
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Figure 7.25 T, IR result for a white cement paste mixed at w/c = 0.40 and cured under
water for 28 days at 20°C. The peak assignment is shown. Contrary to T,
results, the solid signal appears with the longest relaxation time T,.

1.0es "\
&
0.94 ooo NMR Loriq + Iliquid
o
§ 08 %o
B .8 o °© o
g feleles] ® %900 apo oo\
i: NMR Iliquid
g 07
20
w
=4
S 0.2 0%0as Q o B 00b00 0d L
Z *
0.1 .‘\. a TGA solid
& NMRL, o XRD solid
0.04¢

0 1 2 3 4 5 6 7
Hydration time (days)

Figure 7.26 Example of QE results throughout the hydration of a white cement paste
mixed at w/c = 0.40 and hydrated sealed at 20°C. There is an important rise
in the solid signal fraction during the first 2 days of hydration because of
water bound in crystalline phases. The QE liquid signal component follows
the inverse trend. An estimation of portlandite and ettringite phases by
XRD and TGA, converted into water mass fractions, shows good agree-
ment with the NMR solid signal.
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7.9.4 Evolution of the different nuclear magnetic
resonance signals throughout hydration

By combining the QE and CPMG pulse sequences, all the water in a cement
paste can be measured by T, and quantified in their different environ-
ments: water in crystalline phases (portlandite and ettringite) from QE
and C-S-H interlayer water, C-S-H gel pore water and capillary pore water
from CPMG. Figure 7.27 shows the evolution of these different water sig-
nals over the course of hydration. Note that the same information can be
extracted from T, experiments.

During the first 2 days, there is a fast consumption of capillary water and
a rise in signal from crystalline phase water (solid signal), C-S-H interlayer
water and C-S-H gel water. Beyond 2 days, C-S-H gel water stops forming,
while C-S-H layers and solid phases continue to be created. This type of
quantitative analysis allows many aspects of the hydration process to be
analysed. For example, equations for mass and volume balance allow the
C-S-H density and chemical composition to be calculated (Muller et al.
2013a,b), in plain pastes as well as in blended systems (Muller et al. 2015).

The associated relaxation times are shown in Figure 7.28 for C-S-H inter-
layer water, C-S-H gel water and capillary water. The fast-exchange model
of water relaxation in pores leads to average pore sizes of 0.85 nm (C-S-H
interlayer spacing), 2.5 nm (gel pores) and 8.0 nm (interhydrate pores
beyond 2 days of hydration) (Muller et al. 2013b). It needs to be specified
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Figure 7.27 (a) Evolution of NMR signal fractions of different water populations in a
hydrating white cement paste. The cement paste was mixed at w/c = 0.40 and
kept sealed throughout the hydration at 20°C. These data were obtained by
combining the CPMG and QE pulse sequences. (b) Schematic of C-S-H as
viewed by 'H-NMR relaxometry. (Adapted from Muller 2014.)
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Figure 7.28 Associated relaxation times for the data presented in Figure 7.27. C-S-H gel
water signal and C-S-H interlayer water signal are shown from the time they
first appear. While the interlayer signal displays a constant T,, the T, of gel
water decreases with hydration time. Capillary water with initially high T,
asymptotes to T, = | ms beyond 2 days of hydration.

that the paste was kept sealed, so larger capillary pores exist because of
chemical shrinkage and self-desiccation, which are not seen by NMR.

7.10 SOME EXPERIMENTAL ISSUES

7.10.1 Inverse Laplace transform:
Considerations and limitations

Numerical inversion methods are useful tools for discriminating between
the different exponential components of a decaying NMR signal. It can
be used to analyse CPMG T, and IR or SR T, decays. One particular
method that is widely used by the NMR community is the ILT method
from Venkataramanan et al. (2002). In this section we discuss ILT
parameters and precautions that must be taken in interpreting the out-
put results.

7.10.1.1 Regularisation parameter

In the ILT algorithm, a Tikhonov regularisation parameter (called «) is used
to adapt the analysis to the quality (S/N) and the type of data. Figure 7.29
shows the influence of this « parameter on ILT results for a mature white
cement paste. The parameter a was varied between what is considered as
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Figure 7.29 Effect of the regularisation parameter o implemented in the ILT developed
by Venkataramanan et al. (2002) on the inversion results. A CPMG T, decay
of a white cement paste mixed at w/c = 0.40 after 28 days of sealed hydra-
tion was analysed.

a strong a and a weak o, numbered here from 1 to 7. Note that the exact
value of this parameter varies according to different software versions of
the algorithm.

Here it can be seen that the a parameter influences the width of peaks and,
to some extent, the way the different water populations become resolved as
separated peaks. If a is too weak, the distribution is broad and peaks are
not separated (they merge). This might be related to the ‘pearling’ effect
(Callaghan 2011), described as a tendency of closely neighbouring peaks to
move towards each other (Gajewicz 2014; Kowalczyk et al. 2014). On the
other hand, if « is too strong, the distribution becomes very narrow (and
peaks from fitting of the noise might appear). For inexperienced operators,
automated o search methods exist, such as the BRD method and L-curve.
The chosen a should be penalty weighted to match the noise figure or qual-
ity of the data. In the end, it remains the decision of the experimentalist to
appreciate the over- or undersmoothing of the distribution. However, it is
important to mention that peak areas (i.e. the signal intensity associated
with each water population) show little dependence on the o parameter.
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Figure 7.30 Example of T, CPMG deconvolution having artefact peak. This type of data
is not reliable and should not be considered as a true sample result.

7.10.1.2 Artefact peak

Figure 7.30 shows the type of result that may come out in appropriate ILT
analyses of cement samples. Peaks located at the limits of the T, fitting
range are usually artefacts: CPMG, IR or SR decays are unlikely to have
much information before the first recorded signal. Artefact peaks such as
the one presented in Figure 7.30 might arise from baseline characteristics,
from artificially high first few echoes or from the measurement of residual
solid signals (if short pulse gaps are used). It is not recommended, however,
to remove the first echo(es) as a lot of information is contained within them
(see Figure 7.23a). Whether the data can be corrected or not depends on
the source of the problem. However, to be on the safe side, data showing
artefact peaks are better not used.

7.10.2 Troubleshooting and benchmarking

'H-NMR is a sensitive technique where small disturbances, difficult to iden-
tify, might affect the results. When the user has some doubts about the results,
these are some possibilities to test the proper functioning of the spectrometer.

7.10.2.1 Probing pulses by oscilloscope

It is possible to inspect pulses by the use of an oscilloscope. An oscilloscope
can often be connected to the transmitter, before and after amplification as
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Figure 7.31 (a) P,go and Py, as seen by an oscilloscope on a 7.5 MHz spectrometer with
10 mm bore size; (b) the first three pulses of a CPMG pulse sequence where
pulse gaps are visible.

well as at the spectrometer coil. To record pulses as seen by sample, a sepa-
rated coil needs to be made, inserted into the NMR probe and connected
to the oscilloscope. Figure 7.31a shows the length of Py, and P4, pulses as
seen by an oscilloscope on a 7.5 MHz spectrometer with a 10 mm bore
size. Figure 7.31b shows, in the same way, the beginning of a CPMG pulse
sequence. Only the first three pulses are shown here; lengths of pulse gaps

can be checked.
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Figure 7.32 (a) CPMG results for 3.5 and 10 mM CuSQO, in distilled water. (b) Squares: lit-
erature data for the influence of CuSO, concentration on T, relaxation time;
circles: results of the experiments presented in (a). (From Pykett 1983.)
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7.10.2.2 Spectrometer testing using known
reference materials

Samples with known relaxation time or known porosity are useful in verify-
ing the proper functioning of the spectrometer. Figure 7.32a shows CPMG
results for 3.5 and 10 mM concentrations of copper sulfate in distilled
water. The fit of one exponential decay for each curve led to T, = 193 ms
and T, = 71 ms for 3.5 and 10 mM CuSO,, respectively. The results are
compared to the data from Pykett et al. (1983) in Figure 7.32b.

7.10.3 Measurement precision/accuracy

Estimating the error of NMR results is not a trivial task as this might
depend on the type of experiment, the spectrometer and the type of mate-
rial studied. For T, and T, analysis, Kowalczyk et al. (2014) reported three
contributions to the error:

1. Error within the analysis: One of the most critical steps in character-
ising cementitious material by "H-NMR is the deconvolution of T
and T, decays into their individual exponential components. Most of
the time, numerical inversion methods are used. Such analyses can
be extremely sensitive to the noise in the data and some features of
the results can be dependent on the parameters of the method (see
Section 7.10.1).

2. Error from measurement uncertainty: NMR measurements are car-
ried out over short time frames with finite pulse lengths and short
pulse gaps. The accuracy of results can suffer therefore from the qual-
ity of the magnetisations. A way to estimate this type of error is to
carry out several measurements of the same sample and to quantify
the reproducibility. One might also evaluate the effect of recalibra-
tion. This, however, does not cover the cases where the experimental
deficiency is systematic. Another way to evaluate the uncertainty in
the measurement sequence is to measure the same sample on different
spectrometers.

3. The third source of error arises from sample reproducibility. This is
not strictly inherent to NMR measurements but since the samples
are necessarily small, they are affected by sample inhomogeneity of
mixing, curing, etc. This variability can be tested by doing multiple
castings and multiple samplings.

Knowing the aforementioned sources of errors, it is estimated that the
uncertainty of NMR results should not exceed in total +3% (Kowalczyk et
al. 2014). However, NMR users should keep in mind that "H-NMR results
depend on the current understanding of NMR mechanisms and the differ-
ent tools available for signal acquisition and data analysis.
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7.11 SUMMARY AND REPORTING

NMR quantitative analysis of water within a cementitious sample can be
done in situ. The technique is nondestructive and noninvasive. It is possible
to measure water in different pore (as discussed here); the specific surface
area of cement pastes (Barberon et al. 2003; Halperin et al. 1994), the spe-
cific surface area of C-S-H including and excluding gel pores (Muller et al.
2013a) and the density and water fraction of C-S-H hydrates (Muller et al.
2013a,b), all in never-dried materials.

With the different "H-NMR experiments described in this chapter, all
the water within a cement paste can be identified and quantified. NMR
relaxometry experiments at frequencies in the range of 5-20 MHz measure
the following;:

1. Water in crystalline solid phases such as portlandite and ettringite:
This water has short T, = 10-20 ps and long T, of the order 300-
500 ms. The relaxation of this water can be detected only by spec-
trometers having short pulse lengths and short dead time.

2. Water in C-S-H interlayer pores with a time constant T, in the range
of 80-120 ps (T, ~ 320-480 ps).

3. Water in C-S-H gel pores with T, in the range of 250-500 ps (T; =
1-2 ms).

Table 7.2 Reporting 'H-NMR parameters for scientific publications

Data collection properties and setting Examples

Iron content of the
binder

Mixing water

Curing

Equipment Manufacturer Bruker, Oxford Instruments, Kea
Operating frequency 10,20, 40 MHz
Spectrometer dead time 15,50 us
90° pulse length 3,7,15 ps
Method used Type of study T orT,
Pulse sequence CPMG, IR, SR, QE
Input parameter ~ Number of scans 512,1024
RD 1.0s
Number of echoes 128,256
Pulse gaps Spacing rule: logarithmic spacing
Range of values: from |5 to 45 ps,
from 25 ps to 6 ms
Typical S/N 600:1, 1000:1
Sample Sample volume 0.35 cm?

1% C,AF wt.%

Distilled water
wl/c = 0.40,0.48
Underwater, sealed
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4. Water in capillary spaces: Water in fine capillary pores called interhy-
drate with T, = 1 ms (T; = 4 ms) and water in larger capillary pores
with longer T, and T,.

When reporting NMR results in scientific publications, the different
parameters, equipment characteristics and methods used need to be speci-
fied. Table 7.2 summarises the information that must be reported in the
method section of scientific publications.

The progress made with '"H-NMR allows a wide range of materials and
mix parameters to be studied regarding hydrate’s water and the surround-
ing capillary pores. These possibilities open up perspectives to improve our
understanding of the fundamental hydration mechanisms.
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8.1 INTRODUCTION TO SCANNING
ELECTRON MICROSCOPY

Electron microscopy is one of the most powerful techniques for studying the
microstructure of cementitious materials. Since the publication of the first
fracture surface imaged via scanning electron microscopy (SEM) (Chatterji
and Jeffery 1966), many advances have been made, perhaps, most notably,
the imaging of polished sections by backscattered electrons (BSEs) (Scrivener
2004). Nowadays SEMs are widespread and even benchtop machines are
available at relatively low cost. Transmission electron microscopy (TEM)
has also made a significant contribution to understanding these materials,
although this is much less widely used due to more limited availability of
instrumentation and difficult sample preparation.

Nevertheless, unfortunately, SEM and TEM are probably the most widely
misused techniques in cement science and a very high proportion of pub-
lished images provide no useful information, representing countless hours
of wasted research time. In this chapter we try to provide guidelines to the
effective use of electron microscopy (both SEM and TEM) and explain how
these techniques can be best used to study cementitious microstructures.

8.1.1 Interaction of electrons with matter

There are many books on electron microscopy which describe the physics and
operation of both SEM (e.g. Goldstein et al. 2003) and TEM (e.g. Williams
and Carter 2009) in detail. Here we summarise the most relevant essentials.

To understand how electron microscopy works, we need to first look at
what happens when a beam of electrons hits a material. The electrons undergo
a series of elastic and inelastic collisions with the atoms of the material. These
collisions generate signals which are detected in the microscope to form the
image; this process is shown schematically in Figure 8.1.

In SEM the sample is usually thick and many collisions will occur before
the energy of the incoming electrons is completely dissipated. The volume
in which these collisions occur is known as the ‘interaction volume’. For
cementitious materials, which are made up of elements with fairly low
atomic number, the size of this interaction volume is a few microns. The
three most important signals generated are secondary electrons (SEs), BSEs
and characteristic X-rays, which will be described in detail later. In all
cases, images are formed by scanning the electron beam over the surface
in a raster and using the signal detected at each point to give the intensity
of the corresponding point in the image. The specimen is magnified simply
by the difference in scale between the raster of the incident beam and the
raster of the image.

In TEM, different types of image formation are possible, based either
on a scanning arrangement as described above or on the use of electro-
magnetic lenses to focus the electrons and produce images or diffraction
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Figure 8.1 Schematic representation of the interaction of electrons with matter and the
signals generated.

patterns in a manner analogous to a light microscope. The most important
difference is that now the sample is very thin so the most important signal
is the transmitted beam of electrons which have lost little energy through
collisions with atoms on their passage through the sample. The thinness of
the sample also means that the electrons are less spread by their interaction
with the sample, which means the resolution is much higher. Further details
about TEM are given in Section 8.7.

8.1.2 Main signals and imaging methods
in scanning electron microscopy

8.1.2.1 Secondary electrons

SEs arise from inelastic collisions; for example, an incident electron may
knock an electron out of the shell of an atom in the sample. These elec-
trons have much lower energy than the incident electrons, so, although
they are generated throughout the interaction volume, they can escape only
from the near surface of the specimen, where the electrons have not yet
spread much. For this reason they have the highest resolution of the signals
discussed here and this resolution increases as the energy of the incident
electrons decreases. Resolutions of 1-2 nm are now possible at operating
voltages of a few kilovolts, but this is not particularly relevant for cementi-
tious materials.

The main factor which determines the intensity of SEs emerging, and
hence the brightness of the image, is the inclination of the surface to the
incoming beam (see Figure 8.2). In addition, edges of the specimen have
greater amounts of surface from which the weak SEs can escape, so edges
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¢ Electron
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Figure 8.2 Schematic SE generation and detection.

or points also appear brighter in the image. The electrons emerging from
the surface of the specimen are collected by a charged detector. So the sig-
nal is collected from most surfaces, whatever their inclination is. The result
is an image of the surface topography analogous to what we see with the
naked eye and visually easy for us to relate to in a qualitative sense. For
example, Figure 8.3 shows the formation of C-S-H on the surface of cement
grains after a few hours’ hydration.

As will be discussed in detail later, the main limitation of SE images is
their purely qualitative nature.
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Figure 8.3 Surface of a cement grain after 4 hours’ hydration.
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8.1.2.2 Backscattered electrons

BSEs are the result of elastic collisions, like a ball bouncing back from a
wall. They have energies similar to that of the incident electrons and so
can escape from greater depth in the specimen and the images will be of
lower resolution than SE images. The detector for BSEs is generally placed
around the incident beam. This arrangement increases the resolution as
the electrons most directly backscattered (greater scattering angle) come
from the regions closest to the surface. Other arrangements, which collect
electrons over a wider angle, are used for techniques such as electron back-
scattered diffraction, but these are of very limited relevance to cementitious
materials.

The most important aspect about BSEs is that their intensity, and so the
brightness in the image, is primarily a function of the atomic number of
the atoms in the sample. Bigger atoms have more electrons and the chance
of the incident electron ‘bouncing’ on this electron cloud is greater. This
relationship between BSE intensity (n) and atomic number has been well
quantified:

Element n =-0.0254 + 0.016Z — 1.86 x 10-*Z? + 8.3 x 10723  (8.1)

The backscatter intensity of a compound (n) can be easily calculated
from the weighted average of the elements in the compound:

Compound Nemp = Willy + Wolly + W33 + =+ = Yw),. (8.2)
This leads to the types of image shown in Figure 8.4, where the different

components of a cement paste can be easily identified, and most impor-
tantly, quantified by image analysis as discussed later.

10 pm

Figure 8.4 BSE image of a common cement paste.
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However, in order to have good compositional contrast, it is extremely
important to minimise other factors affecting contrast, particularly topog-
raphy (surface roughness), by polishing the sample. If the sample is not well
polished, compositional features will be obscured as discussed in Section 8.4.

8.1.2.3 Characteristic X-rays

Characteristic X-rays arise when an incident electron knocks an electron
out of an inner shell of an atom. An electron from an outer shell falls back
to fill the place of the ejected electron and, in doing so, emits an X-ray
characteristic of the energy difference between the inner and outer shell
electrons and so of the atom concerned (Figure 8.5). As the interaction of
X-rays with matter is much less than that of electrons, the characteristic
X-rays can escape from the whole of the interaction volume. This and the
details of the X-ray detectors means that the images formed from charac-
teristic X-rays have the lowest resolution of the techniques discussed here.

8.1.3 Environmental microscopy and other
techniques to avoid prior drying

Conventional electron microscopes operate under high vacuum. This is
because of the strong interaction of electrons with matter. Any gas mole-
cules in the path of the incident beam will scatter and diffuse the electrons,
at best lowering the resolution of the image. In order to place a sample in

Incident
electron

Kicked-out
electron

PR

Atomic nucleus

Figure 8.5 Generation of characteristic X-rays.
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the high vacuum, the free water must be removed (methods for this are
presented in Section 8.2). In addition, as cement-based materials are non-
conducting, if samples are not coated, electrons will accumulate in the
specimen, causing charge buildup which will distort the image. For this
reason samples are usually coated with a thin layer of metal (usually gold)
or carbon.

Recently ‘environmental’ microscopes have emerged on the market in
which gas at low pressure is allowed into a small area just above the speci-
men. Some claim that such instruments have great advantages for cementi-
tious materials. The authors of this chapter do not share this view for the
following reasons. The holy grail in the study of cement hydration would
be to ‘see’ what is happening in the real system in real time; that is to say,
a cement grain surrounded by the solution in which it is hydrating. This is
not possible with electron microscopy, again due to the strong interaction of
electrons with matter. If a cement grain is surrounded by water, all that will
be seen is the surface of the water. Environmental microscopes may image
liquids, but because of the limitation of pressure in the environmental cham-
ber, water will condense only at low temperatures. Studies have been done
in which water is condensed, hydration allowed to occur, then the water
removed, the sample imaged, water recondensed and so on. But this situ-
ation is very far removed from normal hydration as each time the water is
removed, ions will be precipitated and then redissolved, the water-to-cement
ratio (w/c) is not controlled and the temperature is quite different.

While it is now generally accepted that environmental microscopes can-
not be used to follow hydration in situ, they are still claimed to have the
advantage to be able to look at fracture surfaces without prior drying or
other preparation. However, nowadays it is possible to look at specimens
directly after fracture in normal SEMs, most of which now have low-
vacuum or low-voltage modes. In low-vacuum mode the evaporation of
remaining water from a sample can be tolerated and most samples do not
need to be coated as the gas molecules can allow electrons to escape from
the surface, avoiding charge buildup. In low-voltage mode the number of
incident electrons is much reduced, so the charge can be dissipated more
easily. In any case the samples must still be free of substantial liquid water.

Another possibility is to use a cryomicroscope. In this case the sample
(e.g. cement paste) is frozen in liquid nitrogen. The frozen sample is then
fractured and inserted into the microscope chamber still in the frozen state.
The frozen water is sublimated from the surface to reveal the solid micro-
structure beneath.

These new methods, low-vacuum, cryomicroscopy and environmental
microscopy, minimise damage to the delicate hydrate in cementitious mate-
rials (notably C-S-H). However, as illustrated in Section 8.3, the differences
in morphology compared to carefully prepared conventional samples are
not dramatic and support the view that conventional SEM can give images
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which are representative of the real microstructures existing in cement
pastes.

One area where environmental microscopes can be more valuable is for
the study of cementitious materials containing large amounts of organic
compounds, such as latexes or oils, which suffer much more damage under
vacuum or simply cannot be put in such conditions.

8.1.4 Samples for microscopy

One of the advantages of SEM is the huge range of samples which can be
studied. Most of the techniques presented in this book can be, or are by far
the best, applied only to cement pastes. SEM may also be applied to mortars
and concretes and has the unique advantage of being able to isolate the paste
part of these composites, avoiding the dilution effect of the aggregates. It is
also possible to study the interface between paste and aggregates — the so-
called interfacial transition zone or I'TZ (Scrivener et al. 2004). A typical SEM
sample is a few centimetres in size, but today many SEMs have chambers
capable of taking samples up to the size of a 150 mm silicon wafer or more.
For polished sections, this opens the possibility to look at how features of the
microstructure vary in space — for example, from the surface of a real concrete
element. However, care has to be taken about representativity. At the typi-
cal lowest magnification (e.g. nominal magnification of x100) the field size is
2.6 x 1.9 mm?, and at a magnification sufficient to resolve important details
the area observed may be only a few hundred microns across or less. These
matters are discussed further in Section 8.6.1.

8.2 STOPPING HYDRATION

A very common use of SEM in cement science is to look at the way the
microstructure evolves over time during the hydration process, which
transforms a fluid paste or concrete into a rigid solid. To look at samples
at different times, first one has to stop the process of hydration by remov-
ing the free water. Even for hardened samples, free water must be removed
before exposing samples to the high vacuum of the microscope chamber or
as a first step in the polishing process.

8.2.1 Methods for early ages (less than | day)

The growth of hydrates takes place very fast during the first hours. Therefore,
the chosen method to stop the hydration has to be fast in order to keep the
time needed for stopping hydration short, compared to the interval between
observations; typically this means a few minutes. Three different methods are
compared here to illustrate their efficiency at stopping hydration.
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Pastes of C,S were studied at a water-to-solid ratio of 0.4. The hydration
was stopped at 1 and 6 hours of hydration with the following three methods.

8.2.1.1 Method I: Freeze-drying

This entails immersing the sample in liquid nitrogen (-196°C) for 15 min.
This causes the water to vitrify without significant change in volume,
minimising damage to the microstructure. The samples should be small
to ensure that the pore water is instantly frozen. It is recommended to use
plastic cylindrical moulds of diameter < 1 cm. The sample is then removed
from the mould and placed in a freeze-dryer, where frozen water is removed
by sublimation. For small samples at early ages, where the porosity is high,
the time of freeze-drying is about 1 day. For older samples or larger sample
sizes or longer freeze-drying times should be used. After this, the product
is a powder which has to be stored in a desiccator, excluding moisture and
CO,, to avoid any modification of the sample.

8.2.1.2 Method 2: Filtration with isopropanol
Approximately 0.5 g of paste is taken from the sealed hydrating sample at

the chosen times and immediately put in a filtrating funnel with two filter
papers (retention diameter > 5 pm). The setup is shown in Figure 8.6. To

S

E Biichner funnel

Cement paste

Rubber b _—>
pperbung I Filter paper

Suction from aspirator to
make vacuum in the flask

X

& Biichner flask

Filtrate (isopropanol)

Figure 8.6 Setup for filtration with isopropanol.
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minimise the exposure of the paste to air, the funnel should be filled imme-
diately with isopropanol. Then the sample is continuously stirred in the
funnel to maximise the removal of water. Afterwards, the powder from
the filter is collected and further stored for 2 days under vacuum to remove
the isopropanol. Part of the paste will remain stuck to the filter paper and
should be discarded because traces of fibres from the paper could go into
the powder and create artefacts in the microscope images.

8.2.1.3 Method 3: Immersion in isopropanol
(during 24 hours)

For this method, approximately 0.5 g of the paste is taken out from the
sealed sample at the required times and put in a polystyrene cylinder (e.g.
35 mm diameter x 50 mm high) filled with isopropanol (Figure 8.7). To
ensure an optimum replacement of water by isopropanol in the sample, the
solvent is exchanged after 1 and 15 hours followed by an agitation by hand.
After 24 hours, the isopropanol is removed. The powdered sample is then
collected and further stored for 1 day under vacuum drying to remove the
remaining isopropanol.

Figure 8.8 compares images of powders prepared with these three tech-
niques. It can be seen that there is no significant difference in the mor-
phology or amount of clusters of C-S-H and/or portlandite precipitates on
the surface of C;S for the same time of hydration. Therefore, despite the
samples being at early ages, isopropanol exchange (by filtration or immer-
sion) is as suitable as freeze-drying regarding the precision of stopping the
hydration in time. Moreover, the C-S-H forming on the surface of C;S is
not significantly damaged by any of the methods and looks very similar in
all cases. Other phases, such as ettringite, are not present in this study of
C;S hydration. Although the stopping methods affect the crystallinity of
this phase, and so detection by X-ray diffraction (XRD), they do not affect
the appearance of ettringite crystals either.

@ E Shake it by hand

< Isopropanol
\l/— Sample
- =P

Figure 8.7 Setup for immersion in isopropanol (during 24 hours).
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After 1 h of hydration After 6 h of hydration

Freeze-drying

Filtration with isopropanol

24 h of immersion
in isopropanol

2 ym

Figure 8.8 Comparison of the hydrated surface of C;S with different methods for stop-
ping hydration.

8.2.2 Stopping hydration for bulk samples
(later ages from 24 hours)

For later-age samples (after about 24 hours), hydration is usually stopped
by immersion during 5-7 days of a slice of cement paste approximately
3 mm thick x & 2.5 ¢cm in a container filled with isopropanol. This is
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followed by vacuum drying in a desiccator for at least 48 hours. The vol-
ume of isopropanol should be at least 50-100 times that of the paste to
facilitate solvent exchange. For an optimal removal of the water, the solvent
should be exchanged twice during the first 24 hours. Mortar and concrete
samples can be prepared in a similar way, but the samples are inevitably
thicker and will require therefore a longer time in isopropanol.

8.3 MORPHOLOGICAL STUDIES (EARLY-AGE
FRACTURE SURFACES)

After stopping the hydration, the samples (in powder form) should be gen-
tly crushed after drying in order to study single grains. The dried powder
is dispersed on an adhesive carbon tab on a microscope stub. The final
step is to coat with a conductive material to avoid charging. Traditionally
coating is with gold, but this may give a grainy appearance on the surface,
which may be visible in high-resolution images. Alternatives are carbon
or osmium. Carbon coating is widely available, but it may sometimes
be difficult to obtain a conductive thin coating. Osmium is the best to
give a very fine coating, but because of its toxicity, is not widely avail-
able and must be used with strict attention to health and safety rules.
Alternatively, as mentioned previously, samples can be studied uncoated
in certain microscopes in low-vacuum or low-voltage modes. For example,
the images in Figures 8.9 and 8.10 were taken in a microscope operating
at 2 keV (Zeiss Merlin). Such a low voltage avoids charging effects. This
microscope is designed to operate at low probe current (in this case about
200 pA) and possesses a high-sensitivity detector which permits the obser-
vation of beam-sensitive, nonconductive samples without damaging and
charging effects.

A series of images with different coating techniques is shown in Figure
8.9. The first image shows the kind of damage which may occur if the
coating apparatus is not used properly or a too thick coating is applied.
The remaining three images show images of C-S-H in samples coated with
carbon, coated with osmium and uncoated. It is clear that if the samples
are coated correctly, there is very little impact on the morphology of the
products. Optimum coating for carbon is 10 to 15 nm.

Throughout the whole process of specimen preparation, strict care
should be taken to limit the exposure of the samples to air as this may
allow carbonation to occur. Samples should always be stored in a desic-
cator. Ideally, fracture surfaces should be prepared and coated immedi-
ately before observation. In order to have a representative study of a single
sample, the surface of at least six grains should be analysed. Any feature
observed only once should not be considered representative of the sample
as it is likely an artefact.
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Alite (12 h) with bad C coating Alite (11 h) with good C coating

C3S (5 h) with no coating ) ) )
(in Zeiss Merlin SEM) C;S (5 h) with osmium coating

500 nm

Figure 8.9 Hydrated samples coated with different techniques.

Fracture surfaces are very useful to look at the evolution of microstruc-
ture up to about 24 hours. Figure 8.10 shows the evolution in time of the
surface of C;S paste hydrated at 20°C. During this period the main fea-
ture is the growth of hydrates on the surface of the grains. For all typical
commercial cements this evolution will be qualitatively similar, but frac-
ture surfaces can give useful information about different hydration condi-
tions, for example, the effects of the alkalinity of the solution. Contrary
to the convergent needled morphology in the case of plain alite shown in
Figure 8.9 (upper right), Figure 8.11a shows a planar/foil-like morphology
of C-S-H observed in the presence of alkali salts and Figure 8.11b shows a
divergent needle-like morphology observed in the presence of sulfate.
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200 nm

Figure 8.10 SEM observation of C,S hydrated for (a) | h 30 min, (b) 3 h and (c) 6 h.
Images are acquired on uncoated samples at 2 keV.

(a) ()

Acc.V Spot Magn Det WD p——————{ 500 nmy Acc.V Spot Magn Det WD p————— 500 nm|
2.00 kV 3.0 65000x TLD 2.0 2.00 kV 3.0 65000x TLD 2.0

Figure 8.11 Different morphologies of C-S-H in alite pastes in the presence of (a) alkali
salts and (b) sulfate.
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500 nm

Figure 8.12 SE image of a cement sample hydrated for 7 days. Zones (a) and (b) look very
different, although they are both from the same grain.

8.3.1 Later ages

Morphological studies are useful only within the first few days or so. When
the degree of reaction becomes significant, the surface of the grains becomes
covered and such observations have little value as everything tends to look
the same, as shown in Figure 8.12, which shows a cement paste at 7 days.
At the magnification needed to resolve well the morphology of the hydrates,
the area observed is very small, such that the variation between images
from the same sample (both framed in Figure 8.12) can be very different,
even more than that of two images from different samples. It also has to be
born in mind that a fracture surface is a path of weakness. Above all, the
main drawback of SE imaging of cement samples is that it is not possible to
obtain quantitative information so interpretation is often subjective.

It must also be noted that fracture surfaces are not suitable for making
quantitative chemical analysis with characteristic X-rays.

8.4 BACKSCATTERED ELECTRON IMAGING
OF POLISHED SECTIONS

Polished sections overcome the main limitation of fracture surfaces, in that
they can provide representative images of a cross section of the microstructure.
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BSE images reveal the different phases because of the atomic number con-
trast described earlier. Polished sections examined by BSE and charac-
teristic X-rays can provide a wealth of information on length scales from
millimetres to less than a micron. Nevertheless, the essential prerequisite
is a well-polished sample. This is often challenging, particularly when
the cementitious material contains aggregates (mortars and concretes).
Aggregates are generally much harder than cement paste, so the paste com-
ponent (which is the main subject of study) is frequently eroded between
well-polished aggregates.

8.4.1 Sample preparation

This section describes the procedure to prepare a slice of paste, mortar or
concrete for observation as a polished section. First, the free water must be
removed as discussed previously. This is usually most conveniently done
by immersing slices in isopropanol. The next stage is to impregnate the
sample with resin to support the microstructure. The penetration of resin
into hardened samples is quite limited, so it is useful to have a sample
already flat (sawn but also lightly ground on SiC paper to improve flat-
ness). Obtaining a good polish requires experience so it is best to learn
from a trained person who will know whether any step is satisfactory or
not. Regular observation of the quality of the surface under a light micro-
scope is essential to check that polishing is proceeding correctly and has not
been overdone. If relief (where some phases, such as sand grains, stand out
from the surface) occurs, then the whole process should be started from the
beginning with a new sample. Believe us, you will waste more time trying
to rescue an overpolished sample than you will starting again.

8.4.1.1 Impregnation

The impregnation of the sample is done with a low-viscosity epoxy resin
(e.g. EPO-TEK 301). The sample is placed in a cylindrical mould, with the
side slightly ground with SiC paper against the bottom of the mould. A label
can be placed on top of the sample, as shown in Figure 8.13, but should be
written using a pencil as ink will dissolve in the resin. The impregnation
should be done under vacuum, ideally with about 1-10 mbar (or less) to
remove most air in accessible porosity and thus better allow infiltration of
the resin.

For fluorescent light microscopy (not treated here), the resin can be mixed
with a special dye (fluorescein) prior to impregnation. The choice of the resin
depends on the intended usage. Most resins may be considered ‘chemically
transparent’. This is suitable for chemical analysis for all elements except
carbon. Chlorine is often present in epoxy resins and should be accounted
for prior to chemical analyses. If several samples are polished together, it is
important to have a similar height of resin in all samples. Once the sample



368 Karen Scrivener, Amélie Bazzoni, Berta Mota and John E. Rossen

_ Sa(“?\e
oﬁ“\e

@ i Height of the resin

1. Write the name of the sample on a sticker 2. Fill the mould with resin under vacuum until
and place it in a cylindrical mould. The surface the sample is fully covered. Wait for the resin
of the sample to be studied has to face the to harden and take the sample out of the mould.

bottom of the mould and the face with the
sticker in the upper surface.

Figure 8.13 Schematic representation of the sample preparation for the impregnation
process.

is impregnated, the resin is left to polymerise. At room temperature the
waiting time is about 24 h for the resin to harden. This can be accelerated
at higher temperature, but it is preferable to do it at room temperature and
certainly not above 40°C and if possible to wait longer than the minimal
polymerisation time to ensure the resin is completely hardened.

8.4.1.2 Polishing

Once the sample is removed from the mould, both the top side of the
embedded sample (opposite the surface of the sample) and the bottom
(where the sample is) are prepolished at 150 rpm using SiC paper and
isopropanol as lubricant. Water should not be used at any time as it will
lead to etching of any unhydrated grains. Care should also be taken
that the polishing solutions are dry. Isopropanol will pick up water if
not properly stored. The top side is prepolished using a 500 grade SiC
paper until the surface is flat. The bottom side should be polished using
a finer 1200 grade SiC paper and only for a few seconds because the
resin does not penetrate very deeply below the surface. A satisfactory
prepolishing should reveal the border of the sample when looking at the
surface in grazing light and should have removed the pattern from the
bottom of the mould. The top and bottom surfaces should be as parallel
as possible to ensure a good distribution of the force during polishing.
To check that the prepolishing is correct, it is useful to put the sample
under an optical microscope and verify that the polishing scratches are
not continuous from the resin to the sample, but it is still possible to
see some resin in the sample itself. If no resin is left on the sample, the
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prepolishing was probably done for a too long time and it is best to
prepare another sample rather than proceed. It is crucial that resin is
present to stabilise the grains and products during the polishing.

Next, the sample is rinsed for a few minutes with isopropanol in an ultra-
sonic bath and then polished with sprays of diamond powder of different
sizes. Deodorised petrol is used as a lubricant. Figure 8.14 shows a common
polishing machine. The polishing discs have to be washed between steps
(or a dedicated disc kept for each grade of polishing media): the polishing
disc is cleaned with soap and water using a dedicated brush (i.e. one for
each size of diamond spray) to avoid contamination from larger grains.
The sample must be rinsed each time with isopropanol in an ultrasonic
bath to remove any residue from the surface. Polishing is best achieved
going through the progressively smaller diamond grains with increasingly
longer times. The optimum protocol varies from sample to sample and
from machine to machine, so only general guidelines can be given and it
is important to observe carefully how the polishing is proceeding under a
light microscope. The typical sizes used are 9, 3 and 1 pm and sometimes
1/4 pm. The time spent at 9 pm should be low as it removes a lot of mate-
rial and can easily produce relief. For most of the samples, the polishing at
1/4 pm does not lead to any improvement and it is seldom used. A general
remark is when changing to a diamond spray which has particles with a
smaller diameter than the one used previously, the polishing time should be
at least doubled. The force applied is typically 15-25 N for pastes but can
be 40 N for mortars and concretes. When decreasing the diamond grain
size, the force is usually slightly increased. Here is an example of a protocol
for a paste sample for our machine. However, for early-age samples, the

“ < Deodorised petrol
\
\"&

Polishing )} - :
machineb . AN Polishing disc

~—~

Diamond
sprays

Figure 8.14 Polishing machine with the polishing disc and the diamond sprays.
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times are usually shorter and require extra care because they have hardened
less and have fewer hydrates to ‘support’ the anhydrous grains:

¢ 9pum: 5-15 min, 15 N
e 3pum:1h 30 minutes-2 h, 20 N
e 1 pm: 3 h or more, 25 N

Once it is polished, the sample has to be stored in a desiccator for at
least 2 days in order to evaporate all the chemical products which could
contaminate the SEM chamber and also limit the vacuum inside it. For the
same reason, the polished samples should not be handled with bare hands
but with nonpowdered gloves to keep the embedded sample clean from
particles and grease, both of which can also contaminate the SEM. These
points are very important as contamination drastically reduces the per-
formance of SEM and may result in you being banned from using shared
facilities. Polished samples should always be stored in a desiccator, avoiding
moisture and CO,, and should not be left lying around.

A well-polished sample is shown in Figure 8.15 for cement hydrated
for 7 days. It contains only minor defects. The BSE image (Figure 8.15a)
looks satisfactory, with only a faint scratch visible. Figure 8.15b shows the
SE image, where minor defects such as small holes, dust particles and a
small scratch are revealed by the topological contrast of the SE. Bright edge
effects (accumulation of electrons) are visible for both the holes and the
particles of the SE image.

Examples of bad polishing are shown in Figure 8.16. Often erosion of the
sample occurs and it may become impossible to identify clearly the different
hydrates as shown in Figure 8.16a. Figure 8.16b shows a young paste where
damage of anhydrous grains has occurred because the volume of hydrates

v

10 um |(b)

Figure 8.15 Example of a well-polished cement sample hydrated for 7 days. The region
shown contains very minor defects. (a) The image by BSE; (b) the same
image by SE showing small holes, dust particles and a small scratch.
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Figure 8.16 Examples of bad polishing. (a) The whole microstructure is destroyed. (b) In
early-age pastes it is almost impossible to avoid damage as there is little sup-
port from hydrates. (c) In mortars there is often an important erosion of the
ITZ zone, as observed in the bottom left of the image. (Courtesy of Moses
Kiliswa, University of Cape Town, Cape Town, South Africa.)

is too low to support the grains during polishing. It is very difficult to pre-
pare polished sections of pastes hydrated for less than 1 day. Figure 8.16¢
shows a mortar, which is generally well polished but there is severe erosion
of the ITZs. This is very difficult to avoid due to the difference in hardness
between pastes and aggregates and makes study of the ITZ particularly
difficult. It is possible to check the quality of the polishing in the SEM by
switching to SE imaging mode to ensure little damage has been caused by
polishing (see Figure 8.15b). Edge charge effects indicate the absence of resin
in that region and that visible cracks were not present prior to polishing.

8.4.1.3 Coating

The last step is the application of a carbon coating. For SEM in polished
sections, it should be approximately 15-20 nm thick and not much more
than 30 nm (for a high voltage of 15 kV). It is very important to keep



372 Karen Scrivener, Amélie Bazzoni, Berta Mota and John E. Rossen

20 pm

Figure 8.17 Carbonated sample showing calcium carbonate crystals on the surface.
Left: BSE image; right: SE image.

the sample in the desiccator to avoid carbonation. In Figure 8.17 there is
an example of carbonate crystals formed on the surface (portlandite was
transformed into calcium carbonate) of a sample which was not properly
stored. If a previously polished sample is carbonated, it can be prepared
once again for observation by polishing at the lowest grain size (usually
1 pm) for about 30 minutes, dried for 48 hours in a desiccator and carbon
coated again.

8.4.2 General appearance of backscattered
electron images

The uses of BSE images were discussed by Scrivener (2004). A major
strength of the technique is the wide range of magnifications which can be
studied. The lower end of Figure 8.18 shows a composite image of a concrete
with a real size of 2 x 2 cm?. This image was made by taking 144 images
at a nominal magnification of x200 and then electronically ‘stitching’
them together to give a composite image. In this image it is also possible
to see the very high quality of the polishing by the detail of the interfaces
between paste and aggregate. Such images are useful for studying concrete,
even from real structures, such as in the study of alkali aggregate reaction
detailed later. This technique can also be used to study other degradation
processes, which involve the ingress of species from the surrounding envi-
ronment which will create gradients in microstructure at the surface, as
also discussed in detail later.

At the other end of the scale Figure 8.19 shows images at a nominal mag-
nification of up to x20,000. Early-age samples can show ettringite needles
or C-S-H fibrils at high magnification (Figure 8.19a). In Figure 8.19b the
resolution of a BSE image is compared to that of a fracture surface showing
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Figure 8.18 Concrete sample in a region containing cement paste and small aggregates
(Agg)-

B 1 pym (b)

Figure 8.19 High-magnification images showing ettringite needles and C-S-H in a similar
young cement paste sample. (a) BSE image of a polished paste. (b) High-
magnification SE image of fracture surface. (Courtesy of Elise Berodier.)

similar features (C-S-H and ettringite needles). Because the space between
grains gets filled with time, such features are less apparent at later ages.
SEM has the distinct advantage of allowing the user to focus on particular
regions of a sample, e.g. the aggregates in concrete, the inner product) or the
outer product regions of C-S-H at a later age and the ITZ in mortars and
concretes (Scrivener et al. 2004). A further advantage of BSE imaging is that
the contrast is reproducible as shown in the histograms in Figure 8.20a and b
and can be used for quantitative analysis of images, as discussed further later.
However, it is important to bear in mind that we still see only 2D images of
a three-dimensional (3D) microstructure. As discussed by Scrivener (2004),
one should be aware about some bias in 2D sections of 3D microstructures.
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Figure 8.20 BSE images of a cement sample hydrated for (a) | and (b) 90 days, at 20°C.
As illustrated in the histograms, it is possible to extract information from the
grey levels which correspond to different phases. CH: portlandite; IP: inner
product C-S-H; OP: outer product C-S-H.

They include the underestimation of the fraction of small particles and
overestimation of the thickness of features such as inner product rims of
C-S-H. It is also impossible to know the connectivity of the 3D structure
in the volume below the observed surface. Attempts have been made to
build up 3D images by serial sectioning, either by mechanical polish-
ing (Scrivener 1988) or at very high resolution by focussed ion beam
(FIB) techniques (Holzer and Miinch 2009; Holzer et al. 2004, 2006,
2007; Trtik et al. 2011; Zingg et al. 2008) as presented at the end of this
chapter. Unfortunately, even with modern automated FIB techniques,
this process is too tedious, expensive and time consuming to be used
routinely.
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8.4.2.1 Accelerating voltage and resolution

Cementitious materials contain mainly light elements. Consequently, the
interaction volume is larger than for heavier materials, such as metals com-
monly studied in the SEM. Many centrally located SEMs in materials sci-
ence departments commonly operate at accelerating voltages of 20—-40 kV. At
such high accelerating voltages the resolution in BSE images of cementitious
materials is far from optimal. In the 1980s one of the authors (Scrivener)
found that 15 kV gave a good compromise between reducing the size of the
interaction volume while still giving a high enough intensity of electrons.
Improvements in microscope performance mean that good BSE contrast can
now be obtained at even lower accelerating voltages. However, very low volt-
ages will mean that electrons only come from the very near surface, which
will usually be damaged from the polishing process, and if BSE imaging is to
be combined with study by characteristic X-Ray (Section 8.5), a minimum
voltage of about 12 kV is needed to excite iron, which is typically the heaviest
element of interest. For general use 15 kV remains a good accelerating voltage.

8.4.3 Appearance of common cementitious materials
by backscattered electron imaging

Here several examples of cementitious systems are shown to show the breadth
of materials which can be studied by SEM.

8.4.3.1 Portland cement

A typical example of a plain cement paste is shown in Figure 8.21. It was
hydrated for 5 years at 20°C with w/c = 0.4. Typical features can be seen.

Figure 8.21 SEM image of a portland cement (5 years, 20°C, w/c = 0.4). CH: portlandite;
IP: inner product C-S-H; OP: outer product C-S-H.
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The water-filled space is now full of outer product C-S-H (OP) and port-
landite (CH), while alite grains (and other clinker phases) have reacted.
Around alite, inner product C-S-H (IP), has formed a rim broadly within
the original alite grain boundaries. This image also demonstrates how as
humans our attention is drawn to the ‘feature’ of the unhydrated alite in
the centre of the image. We often conclude subjectively that there is ‘a lot’
of unhydrated materials left, whereas the degree of hydration (measureable
by image analysis) is greater than 90% overall and close to 100% for alite.

8.4.3.2 Blends of portland cement with supplementary
cementitious materials

Several binary blends of cement with a supplementary cementitious mate-
rial (SCM) are shown in Figure 8.22. All were hydrated at 20°C, with a
water/binder of 0.4. In these systems IPg,,.., refers to the inner product

6 pm ) o 10 um

Figure 8.22 Several blends, hydrated at 20°C, with water/binder = 0.4. CH: portlandite;
FA: fly ash; IP: inner product C-S-H; OP: outer product C-S-H.
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from the cement grains, while IP¢., refers to the inner product of the SCM
in question. Unreacted slag is noted as Slag and unreacted fly ash particles
are noted as FA (e.g. IPy,,).

A cement-40% slag blend (Figure 8.22a) illustrates the strong changes
in the microstructure caused by the presence of reactive ground granulated
blast furnace slag grains. The chemical composition of a slag is usually
homogeneous; thus, unreacted grains have a fixed grey level. Slag grains
react similarly to alite to form a rim (IPg),,) composed of an intimate mix-
ture of C-S-H and hydrotalcite-like phases. The concentration of the mag-
nesium containing hydrotalcite-like phases in the rims gives them a distinct
dark appearance.

A cement-30% fly ash blend is shown in Figure 8.22b. Here the highly
heterogeneous fly ash completely changes the appearance of the microstruc-
ture. Grains of fly ash of various sizes and of different compositions are
distributed in the matrix. Several subclasses exist but are very difficult to
differentiate based on grey level in the images alone. Some fly ash grains
appear hollow and may even be filled with other hydrates (see the mid-
dle of Figure 8.22b). It is very difficult to determine if a fly ash grain has
reacted. Some appear to have a sort of inner product rim, while most seem
to remain unreacted.

Figure 8.22¢ and d show a blend of cement with 25% silica fume and a
blend of cement with 40% metakaolin, respectively. Silica fume and meta-
kaolin particles here have a mean diameter well below a micron and are
almost impossible to distinguish even at the higher magnification shown
here. While clinker and 1P, remain distinct in the microstructure, the
OP region is filled with small particles of unreacted SCM or other phases
such as stritlingite in the metakaolin system. Due to their size, they are
very finely intermixed within the interaction volume of the SEM as dis-
cussed more in Section 8.5.

8.4.3.3 Calcium aluminate cement

Figure 8.23 shows an image of a calcium aluminate cement (CAC) after
1 day of hydration (Gosselin 2009). On the left of the image there is an
anhydrous CAC grain. The hydrated matrix is composed of various hydrates.
CAH,, and AH, have an ill-defined morphology and seem to fill the avail-
able space. C,AHy is a lamellar AFm phase and can be identified by its
more even grey level and cracks formed by drying.

Figure 8.24 shows the microstructure of a CAC—gypsum blend as com-
monly used in ready-to-use specialist mortars. Here the matrix is composed
of a mixture of ettringite (in light grey, full of cracks) and microcrystal-
line aluminium hydroxide (AH;, in dark grey). Because ettringite contains a
large amount of water, cracks appear due to the drying of the phase under
high vacuum. Aside from those cracks, the porosity is hardly observable,
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Figure 8.24 CAC with gypsum after |4 days of hydration. (Courtesy of Julien Bizzozero.)

especially when compared to images from portland cement systems in
Figures 8.4 and 8.15.

8.4.3.4 Calcium sulfoaluminate cement

Figure 8.25 shows an example of a calcium sulfate cement blended with
gypsum. The hydrates, ettringite and amorphous AH; are similar to the
CAC-gypsum system (Figure 8.24) but more finely intermixed. Cracks
again arise from the dehydration of ettringite in the vacuum of the SEM.
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Figure 8.25 Blend of calcium sulfoaluminate cement with gypsum hydrated for 14 days.
(Courtesy of Julien Bizzozero.)

8.5 CHARACTERISTIC X-RAY
AND CHEMICAL ANALYSIS

More detailed information on SEM and chemical analysis can be found
in many textbooks. A highly recommended read is Scanning Electron
Microscopy and X-Ray Microanalysis by Goldstein et al. (2003).

It is very important to note that quantitative chemical analysis by char-
acteristic X-rays can only be made on polished samples in high-vacuum
conditions. Fracture surfaces and environmental conditions do not allow
accurate analysis.

The range of detectable elements depends on the accelerating voltage.
In cementitious samples, we are primarily interested in, but not limited to,
detecting O, Na, Mg, Al Si, P, S, Cl, K, Ca, Ti and Fe. Hydrogen is not
detectable because it has no characteristic X-ray. The consequences of this
are discussed further. The overvoltage U/U, (U is the SEM beam energy in
kilo-electron-volts and U, is the considered X-ray energy in kilo-electron-
volts) should be about 2.0 to properly measure the element with the highest
energy X-ray (Ka). As iron Fe (Ka = 6.405 keV) is usually the element in
cementitious materials with the highest energy X-ray, fifteen kilovolts still
remains the recommended voltage (Harrisson et al. 1987) in order to have
standard conditions for all types of samples.

It is common to use energy-dispersive spectrometry (EDS) or wavelength-
dispersive spectrometry (WDS) to make chemical analyses in SEM. While
WDS can have a lower detection threshold and signal-to-noise ratio (S/N)
compared to EDS, it requires longer acquisition times and higher currents
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Figure 8.26 Alite paste at early age (a) before and (b) after the EDS analysis, where
arrows indicate the sample damage (holes).

than for EDS to operate properly. Such conditions cause more damage to
the beam-sensitive cement samples, as shown in Figure 8.26. In our expe-
rience both these reasons favour the choice of EDS in order to carry out
shorter and more numerous analyses in a same amount of time. This sec-
tion will deal exclusively with EDS.

As discussed by Rossen (2014) and Rossen et al. (2013), point analyses can be
carried out on a few hundred points in only a few hours and give general infor-
mation on the phases present. The optimal conditions should be determined
for each combination of SEM and EDS detector because cement hydrates are
highly susceptible to beam damage. General guidelines for the setup of the
microscope include the following (Rossen 2014; Rossen et al. 2013):

e Use low currents (less than 1 nA in a FEI Quanta 200 with a tungsten
source).

e Care should be taken with field emission gun (FEG) sources as they
may easily have beam currents damaging to hydrates.

e Counting time should be short (but sufficient to obtain quantifiable
spectra).

e For the use of mapping mode, short dwell times are preferred (100-
200 ps/pixel) to limit damage.
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Under some conditions, alkali ions such as Na migrate under the electron
beam and should then be measured using a rastered (nonstationary) beam.

The quantification of the EDS analyses should be done using ZAF matrix
correction schemes. The matrix effects arise from the fact that, in impure
samples, there are differences in the elastic and inelastic scattering processes
of X-rays and in the way they propagate through the specimen before reach-
ing the detector. These effects are separated into the atomic number Z,, the
X-ray absorption A; and the X-ray fluorescence (XRF) F,. The most common
form of the equation to correct for matrix effects (Goldstein et al. 2003) is

C I,
Cl =[ZAF];- It (8.3)

b
(@) (@)

where C; is the mass fraction of the element i of interest in the sample, C,
is the mass fraction of 7 in the standard, I; and I ; are the above-background
intensities of the element in the sample and in the standard, respectively.
Equation 8.3 is applied separately for each element i inside the sample and
is the basis for both EDS and WDS. Each effect can be estimated from a
model or experimental approach. The X-ray generation with depth, ¢(pz)
(phi rho z), is often available in software packages to improve the calcula-
tion of the ZAF factors and should be used when possible.

Calibration should be done using a proper set of standards. These stan-
dards are typical oxides and metals relevant to cementitious materials
which include compounds such as wollastonite, jadeite, silica and alumina.
It is extremely important that the spectra from the standards be recorded
in the same conditions used for analysis, most importantly the beam cur-
rent. This is because the principle of quantification relies on the comparison
between the elemental intensities of the unknown spectrum and those from
a set of standards. For convenience, it is useful to define a preset list of ele-
ments such as O, Na, Mg, Al, Si, P, S, Cl, K, Ca, Ti and Fe but this can be
adjusted as needed.

Oxygen is not reliably quantified as it is a peak at low energy and which
can be sensitive to the thin EDS detector window and not perfectly decon-
voluted during quantification. It is therefore usually quantified by stoichi-
ometry by defining a list of oxides (e.g. SiO, and CaO), calculating the
atomic percent (at.%) of oxygen according to the oxides considered and
then by converting the atomic percent of oxygen back to mass percent.
When representing the composition of different phases, one should use
atomic ratios which minimise errors in quantifying oxygen and also mini-
mise changes due to slight variations in beam current.

The quantification of oxygen by stoichiometry can also be used to differ-
entiate between hydrates and anhydrous material. Because of the presence
of water, analysis totals in hydrates never reach 100% because hydrogen
is not taken into account. In the vacuum of a microscope, it is estimated
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from thermal dehydration and intensive drying at room temperature that
the water content in hydrates is around 15-25 wt.% (Taylor 1997). In addi-
tion, porosity and irradiation damage may also lead to low analysis totals
(Harrisson et al. 1987; Kjellsen and Helsing Atlassi 1998). So while anhy-
drous phases such as alite and belite will give analysis totals of =95%-—
105%, the total from hydrates may range from 65% to 85%.

To minimise errors in quantification, it is recommended for EDS analyses
to use atomic ratios as results from chemical analyses (e.g. Ca/Si and Al/Si)
and report analysis totals with them (Harrisson et al. 1987).

The most important factor limiting the interpretation of microanalyses is
the intermixing of phases which often occurs within the interaction volume.
For this reason the user should manually place the beam on regions to analyse
in order to focus on the important phases. In doing so, one should avoid inter-
faces by keeping a distance of at least a micron from them. These efforts may
not be sufficient with small particles, such as ground metakaolin and silica
fume particles, which have mean diameters less than a micrometre.

8.5.1 C-S-H: Scatter plots and average composition

To deal with this problem of intermixing, atomic ratios for EDS point anal-
yses are commonly plotted on 2D (or 3D) scatter plots, which can be inter-
preted to give the compositions of the phases present and the intermixing
between them. This is particularly useful for estimating the average C-S-H
composition (or C-A-S-H composition when aluminium is present).
Examples of scatter plots are given in Figure 8.27a and b, with Si/Ca ver-
sus Al/Ca and Al/Ca versus Si/Ca representations, respectively. Analyses of
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Figure 8.27 (a) The 2D scatter plot of EDS analyses of the inner product (IP) and outer
product (OP) C-S-H of a 5-year-old cement paste hydrated at 20°C with

wic = 0.4; (b) same plot as a with different atomic ratios. AFt: ettringite;
AFm and Ms: monosulfate; Hc: hemicarbonate; Mc: monocarbonate.
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the inner product and the outer product C-S-H of a matured cement paste
(5 years old and hydrated at 20°C with w/c = 0.4) were done separately here
and are shown as two sets of data.

In such plots, there is the C-S-H region with typical Ca/Si between 1.50
and 2.00 for plain cements, alite and C;S (Si/Ca between =0.65 and 0.5)
or in a larger range of Ca/Si ~ 0.8-2.0 for blended systems. Other phases
of known theoretical compositions can be placed on the plot. They include
portlandite (CH), ettringite (AFt), monosulfate (AFm or Ms), hemicarbon-
ate (Hc) and monocarbonate (Mc). Their locations are indicated on the
plots, e.g. CH at (0, 0) and AFt at (0, 0.33) in Figure 8.27a. Lines can be
drawn between the cloud of C-S-H points and the different phases. The
lines are ‘tie-lines’ and indicate the lines along which measured points are
likely to correspond to a binary mixture of C-S-H and the phase in question.
In Figure 8.27a, intermixing appears to occur between C-S-H and CH, as
well as between C-S-H and AFt. Figure 8.27b also takes sulfate (S/Ca) into
account and shows that intermixing of C-S-H with monosulfate occurs as
well. Usually, the inner product points are not intermixed as much as those
from outer product because the analyses are done in regions around the
unreacted clinker grains where we expect to have mainly C-S-H.

C-S-H can include aluminium in place of silicon and also include sulfate,
which co-adsorbs with calcium ions. For real systems containing significant
sulfate, it is useful to use a corrected value for calcium according to Ca,,,, =
Ca - S, which assumes that every sulfate ion adsorbed on C-S-H has done
so with one calcium ion. The plots do not change significantly, but the
correction can be useful for comparing different samples or techniques.
Examples of such plots can be found elsewhere (Rossen 2014).

Scatter plots are usually sufficient to determine the C-(A)-S-H composition
because in systems where the intermixing is not a serious problem, the com-
position is best estimated using the edge of the cloud of C-(A)-S-H points, i.e.
the ‘least-intermixed’ points. In Figure 8.27a, the edge of the cloud of points is
indicated by an arrow and the corresponding atomic ratios for C-(A)-S-H are
given. Good agreement is found between this edge and TEM analyses where
intermixing can be avoided, as shown in Section 8.7.4.2, Figure 8.53.

To summarise, to properly carry out EDS analyses in polished samples,
the following guidelines should be followed:

e In the SEM, the beam current should be about 0.8-1.0 nA to mini-
mise damage and effects on the analyses. Damage is more critical
in field emission sources which produce more focussed beams, i.e.
higher current density. This can be limited by slightly defocusing the
beam. With a tungsten (W) source, the current density is much lower
and less problematic in most situations.

e Counting time (or exposure time) is dependent on the combination
of SEM and EDS detector. It is a compromise between good statistics
per spectrum and not damaging the sample by making holes in it.



384 Karen Scrivener, Amélie Bazzoni, Berta Mota and John E. Rossen

The time per point should be set up with respect to the total electron
dose (ideally constant between experiments). Because we work at low
currents, the counting time should compensate for variations in the
number of X-rays detected per unit time. This can be done by fixing a
total number of X-ray counts as the criteria for stopping an analysis,
rather than a time in seconds. The advent of new silicon drift fast
detectors allows the counting time to be reduced to around 5-10 s in
contrast to the 50-100 s used with old technology detectors.

e 2D scatter plots of atomic ratios are a convenient way to discrimi-
nate the intermixed phases present in the sample. In many situations,
C-(A)-S-H composition can be estimated using the tie-lines and tak-
ing the value at the edge of the cloud of C-(A)-S-H.

e A proper expression for the ‘calcium/silicate’ ratio is generally
(Ca - S)/(Si + Al) because of substitution of silica by alumina and sul-
fate adsorption occurring in C-(A)-S-H. At the very least, aluminium
should be taken into account as it is incorporated in C-S-H.

e Estimating an ‘average’ C-(A)-S-H atomic composition relies on data
acquired by manual choice of the points of interest. Points should be
measured in at least 10 different zones across the sample and at suf-
ficiently high magnification (at least x4000 in our setup). No more
than 20 points should be measured in each region. Areas less than
about 5 pm wide should not be analyzed as interfaces between phases
should be avoided. Automated analyses are not optimal because they
cannot distinguish the inner product and outer product regions and
are of limited interest because the anhydrous grains, the CH and
interfaces are often measured (see Figure 8.28). Figure 8.28 compares
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Figure 8.28 Comparison of SEM-EDS data points manually chosen inner product (IP)
and outer product (OP) C-S-H regions in a cement paste with the combined
data of 25 images (at X4000 magnification), each containing a rectangular
grid of 20 points.
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automated analyses to chosen points in the inner and outer products.
The automated analyses capture far less of C-S-H, do not distinguish
the inner product and outer products and contain far more points not
useful for the analyses.

8.6 DIFFERENT APPLICATIONS OF SCANNING
ELECTRON MICROSCOPY

8.6.1 Quantification and image
analysis for hydration

It was shown by Delesse (1848) that the volume fraction of a given phase is
equal to the average surface fraction in a 2D microstructure provided the
number of sections analysed is large enough to be statistically representa-
tive. This principle is widely used in materials science to quantify elements
of microstructures and applies well to cement and concrete observed in
SEM by BSE on polished sections.

The use of grey level segmentation based on the histogram of BSE images
is possible for many applications. As recorded images are encoded using
between 8 and 16 bits, i.e. between 28 = 256 and 2'¢ = 65536 grey levels, the
main challenge is to find useful and reproducible thresholds based on the his-
tograms (two are shown at the bottom of Figure 8.20) to segment the different
phases of interest, including the porosity which appears dark in BSE images.

The polishing of the sample is particularly critical for image analysis, as
imperfections induced by polishing may cause problems during the segmen-
tation of grains. Special care is therefore required when image analysis is
to be carried out.

At the magnification where the features of interest can be easily identi-
fied, a single field of view will be well below the representative volume ele-
ment and the amounts of different phases will vary strongly from one field
to another. Consequently, it is very important to analyse enough images to
obtain representative results. The number of images needed will depend
on the heterogeneity of the sample and mostly on whether aggregates are
present or not. Typically for a paste, around 20 images with a field width
of a few hundred microns may be sufficient, but 50-100 images would be
a better number. For mortars and concrete several hundred images will
be required. Acquiring a large number of images can now be done auto-
matically on most instruments, but it is very important that the microscope
shows good stability. To estimate the error in the quantitative measure-
ments, the standard error (SE) representative of the whole set of images,
rather than the standard deviation (SD) between images should be used:

SE = SD/\/E (N = number of images). (8.4)
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Prior to any batch image acquisition, the user should ensure that the micro-
scope filament is stable enough not to vary during the procedure and select
contrast and brightness settings which make good use of the BSE detector’s
signal range. It should be noted that the optimisation of the grey levels may not
simply be to use the full range (between 0 and 255 for 8 bits and between 0 and
65535 for 16 bits) but may need to be adjusted differently from one sample to
another in order for the segmentation algorithm to function. Several trials may
be necessary for the image analysis to function well on a particular sample.

The user can then proceed to setting up the microscope to record, say,
100 images over the sample without the scale bar. One should use formats
such as portable network graphics (PNG), TIFF or bitmap (BMP) and avoid
JPEG, which degrades the quality of the image. Text (TXT) files (or any
raw format) can also be used. The thresholds can be best defined by plot-
ting a cumulative histogram from all the images.

Only the volume fraction of grains or clusters of material that are eas-
ily resolvable can be quantified. Grains of unreacted alite are quite easily
segmented and allow the degree of reaction to be determined if the w/c is
known. Portlandite, while having a distinct grey level, cannot be reliably
quantified as small clusters cause an overestimation or underestimation of
the amount present in the microstructure. The absolute amount of poros-
ity is impossible to quantify, but by using arbitrary thresholds, trends may
be compared between samples and a good correlation can be established
between image analysis and other techniques such as methanol absorp-
tion (Scrivener 2004) or 'TH-NMR (Muller 2014). Figure 8.29 compares the
capillary porosity measured from proton NMR (Chapter 7) to the porosity
measured by image analysis on the same samples.
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Figure 8.29 Trend in the porosity measured by image analysis compared to measure-
ments of capillary porosity by 'H-NMR (NMR I, + I,;).



Electron microscopy 387

For estimating the amount of different phases, other methods of bulk
analyses may be preferable. One can use XRD with Rietveld analysis for
crystalline materials (see Chapter 4) or thermogravimetric analysis (TGA)
for the quantification of portlandite (see Chapter 5). Such methods are pref-
erable as they require less time-consuming preparation, are usually faster to
analyse and are more precise because errors due to the choice of threshold
are avoided. Typically, the relative error on the degree of hydration is about
5%-10% by image analysis compared to only 2%-3% by XRD-Rietveld
analysis. Also, XRD can measure alite and belite separately, while the dif-
ference in grey levels is usually too insignificant in BSE images. Similarly,
TGA is very precise in determining the amount of portlandite and is a
very straightforward process compared to SEM sample preparation and
analysis.

For SEM it is more useful to focus efforts on quantifying features from
the microstructure which may help understand mechanisms or which can-
not easily be quantified by bulk methods. Examples include the following:

¢ The morphology of phases

e Their distribution of phases in the matrix (e.g. are there differences
near or far from the ITZ or anhydrous grains?)

e The qualitative size distribution of a given phase (even if the analysis
is limited in resolution due to the smallest features not being analysed
in BSE)

e The density of C-S-H which is affected, e.g. by temperature (Gallucci
et al. 2013) and which can be estimated from the grey level

e The observation of trends for porosity measurements (even though it
is not strictly quantitative)

e The characterisation of damage, e.g. in aggregates due to alkali-silica
reaction (ASR) (this is discussed later)

8.6.2 Quantification coupling chemistry
and backscattered electrons

The reliability and the precision of image analysis are greatly improved by
the use of elemental maps coupled with BSE images. It is often possible to
find a combination of grey level and element which allows for a very reliable
segmentation process. As elemental maps need to be recorded in addition to
images, the process takes more time, but it gives access to new information.
With the development of faster silicon-drift detectors (SDDs) for EDS, the
acquisition of a set of elemental maps can be done within a couple of min-
utes, in contrast to at least a few hours with older technology. Fully quantifi-
able spectral maps (a map where the full EDS spectrum is recorded at each
pixel) of 1024 x 768 pixels can be recorded in under an hour. Two examples
using the combination of BSE and EDS are illustrated in the following.
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8.6.2.1 Slag reaction

In cement pastes containing slag, it is of interest to determine the degree
of reaction of the slag grains. To this end, both BSE images and Mg maps
can be used to discriminate the slag grains and both their reacted rim and
unreacted core. This method was developed by Kocaba et al. (2012) for
portland cement—slag blends and requires the acquisition of up to 200 BSE
images (30 seconds per image) and 200 corresponding Mg maps (90 sec-
onds per map). Only with an SDD detector was it possible to achieve this,
as 80,000-100,000 X-ray counts per second was necessary to obtain satis-
factory data. J. Bizzozero adapted this methodology to CAC—slag systems
(Bizzozero 2014) in which the grey level of the slag also corresponded to
the C,AS anhydrous phase from the cement. A new algorithm was written
by Durdzinski and Bizzozero using MATLAB (the code is available in the
Appendix A-5 in Bizzozero [2014]) and is illustrated in Figure 8.30. The Mg
maps are first averaged by using a Hamming window and then segmented
to obtain a mask containing slag particles only. In such masks, the pixels
have a value of 1 where slag is present and 0 where it is not present. Using
the known positions of pixels corresponding to slag by Mg mapping, the
grey level thresholds can be determined for the corresponding BSE image.
The BSE images are then segmented and finally averaged using a Hamming
window to obtain the second mask. The next operation consists of multi-
plying both masks, resulting in an image containing only slag grains. Then
an operation to close the holes is used. This is done for 225 different areas
so the result is averaged to obtain a reliable volume fraction according to
the Delesse theorem (Delesse 1848) mentioned earlier.

It can be seen from the images in Figure 8.30 that the main error is in
the detection of small grains. The consequent error can be estimated from
the particle size distribution of the slag if known. Generally the proportion
of particles less than the typical threshold of 1-2 pm is a small percentage
(<5%). This error will be significant only at early ages. At later ages these
small particles have all reacted anyway. Figure 8.31 shows a comparison of
the amount of slag reaction measured by image analysis (by grey level alone
[BSE] and with the EDS mapping [EDS] and by the partial or no known
crystal structure [PONKCS| method with XRDj; see Chapter 4). The agree-
ment between the methods is generally good. However, the SEM methods
overestimate the degree of reaction at 1 day due to the fact that small grains
cannot be well segmented.

8.6.2.2 Fly ash characterisation

Another method was developed by Durdzinski et al. (2013) to assess the
reactivity of calcareous fly ashes. Here high-resolution (1024 x 768 pix-
els) spectral maps are recorded and quantified, treated and presented in a



Electron microscopy 389

BSE image Mg mapping

X

Selection of the grey levels

BSE mask Mg mask

Final result

Figure 8.30 Description of the analysis by BSE and Mg mapping for CAC-slag systems.
(Courtesy of Julien Bizzozero.)
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Figure 8.31 Comparison of degrees of reaction of two batches of slag from the same
source from polished sections in the SEM (BSE and EDS) and by PONKCS/
XRD (Chapter 4).

Ca-Si-Al ternary frequency plot (Figure 8.32¢) in order to define relevant
subclasses (Figure 8.32b and d).

Once the subclasses are identified, additional criteria can be used (e.g.
a BSE mask to remove porosity or the unwanted contribution of distinct
phases) to further improve the data set. Finally, each subclass can be moni-
tored over time and the reaction can be shown as a plot (Figure 8.33).

The successful combination of SEM and EDS can allow the user here
to get useful information on which type of ash dominates the reaction.
This method is highly time consuming as collection of data for each sam-
ple takes about 4 hours and quantification of the recorded spectral maps
takes about the same time. However, the clear advantage is that millions of
points which are plotted allow for a reliable data treatment. This is possible
only when using modern SDD detectors.

8.6.3 Degradation reactions
8.6.3.1 Sulfate attack

A good example of combining information from polished sections in the
SEM is the study of the mechanism of sulfate attack made by Yu et al.
(2013). Here EDS maps of Ca and S were used to determine sulfate and cal-
cium profiles inside mortars immersed in sodium sulfate solutions. These
were used to identify regions of interest, which were studied in detail by
BSE images and carefully selected EDS analyses plotted in scatter plots.
Using fixed acquisition conditions, maps of Ca and S (Figure 8.34) of
512 x 384 pixels covering an area of 2500 x 1870 pm? were recorded. Using
a code for image analysis, they were converted to images with 256 grey
levels. A segmented mask excluding the aggregates was made from the Ca
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Figure 8.32 (a) BSE image of fly ash; (b) classes of glass shown in original image; (c) pre-
sentation of the full spectral data in a ternary diagram; (d) definition of the
different subclasses |-4. (Courtesy of Pawet Durdzinski.)
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Figure 8.33 Evolution over time of the fraction of all four fly ash subclasses. (Courtesy
of Pawet Durdzinski.)
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Figure 8.34 S elemental map. The area is 2500 x 1870 pm?. (Courtesy of Cheng Yu.)

map by considering that all pixels with a value of 0-4 are aggregates and
fixing their intensity to 0, while fixing other pixels to a value of 1. In the S
map, the intensities outside the aggregates were summed over each column
(parallel to the surface) and divided by the total amount of valid pixels
in the column (excluding the aggregates) in order to obtain a profile of
sulfur intensity as a function of penetration depth. Then the profiles were
calibrated by taking the mean sulfur intensity in the core of the sample as
the concentration (in wt.%) measured by EDS in the bulk. By this method
profiles of sulfate (expressed as SO; in wt.%) as a function of depth could
be obtained (Figure 8.35).

At different depths from the surface, the C-S-H was analysed. Figure 8.36
shows the plots at the depths of 2, 3 and 4 mm from the surface for samples
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Figure 8.35 Sulfate profiles after 120 days of exposure for cement mortars immersed
in different concentrations of Na,SO,. (Data from Yu, C. et al., Cement and
Concrete Research, 43, 105—111, 2013.)
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immersed in different concentrations of Na,SO, solutions. The different
levels of S/Ca reflect the local concentration of sulfate and are related to the
supersaturation of ettringite and its expansive potential.

8.6.3.2 Alkali=silica reaction

ASR is highly problematic in large structures such as dams, particularly
because damage is visible only several years after construction. The reactive
component of aggregates can react with the alkaline pore solution to form
an expansive gel, which causes cracks in the aggregates (see Figure 8.37),
and a volume change on the macro scale, which induces strains.

Here the preparation of concrete samples requires additional work. There
is a first impregnation under 300 bars of pressure to infiltrate epoxy resin
stained with fluorescein, for example. Then it is prepared in the same way as
typical polished samples. Concrete usually requires about 2 days of polish-
ing because of the aggregates. The paste is normally not well polished but
is not taken into account. What is crucial is getting the aggregates polished
well. As discussed in Section 8.4.1.2, it is usually very difficult to have both
the paste and the aggregates devoid of polishing damage at the same time.

A set of 12 x 12 BSE images is recorded in the SEM and electronically
stitched together (Figure 8.18). Using an image analysis code, e.g. from
Dunant (2009), which functions for a wide variety of aggregates, the
images are segmented and a morphological selection is applied to extract
the aggregates:

® The code first segments the image based on grey levels. The levels can
be adjusted for each series.

e Then the code uses the fast blob* detection (Sklansky 1978) to clas-
sify features which might be aggregates. As the microstructure can
have composite aggregates and similar grey levels both in the cement
paste and in the aggregates, the classification is done in two steps.

e Finally, after proper identification of aggregates, the largest single
blob which is not an aggregate is considered paste.

e Within the aggregate mask the ASR-damaged areas are then selected
by a simple grey level threshold.

It should be noted that the success of the segmentation can be sensitive
to the contrast and brightness setup on the SEM. The contrast and bright-
ness should not necessarily be pleasing to look at but must emphasise the
contrast between aggregate features and maximise the use of the range of
grey levels.

* A blob is defined as a set of connected pixels given a rule for deciding if two pixels are
connected.
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Figure 8.37 (a) concrete sample where cracks have appeared in the aggregates due
to ASR; (b) the selection of the ASR-damaged areas at left for analysis.
(Courtesy of Lionel Sofia.)

8.7 TRANSMISSION ELECTRON MICROSCOPY

8.7.1 Basics about transmission electron microscopy

TEM allows for very local observation of the sample. Details that can-
not be captured in SEM can be studied in TEM, such as the morphology
of hydrates and chemical analyses without the problems of intermixing.
However, due to the high magnification and specimen preparation, the
field of view is limited, and care is needed regarding how representative the
observed area is. Also, the high current density used in TEM techniques
may easily destroy the sample by excessive heating. Even low doses of elec-
trons may have a quite significant impact on the delicate structure of C-S-H
as illustrated by Figure 8.38.

The study of cementitious materials in the TEM is much, much more dif-
ficult than the SEM studies discussed previously. Unless you have at least
1 year to devote to learning about sample preparation and observation, we
do not recommend even considering the technique. Very few staff in cen-
tralised facilities have experience with cementitious materials, which are
very different from both classic inorganic materials (metals and ceramics)
and from studies of biological materials or polymers.

There are two modes available: classical TEM, where the beam is sta-
tionary, and scanning transmission electron microscopy (STEM), where
the beam scans the sample as in a SEM.

8.7.1.1 Transmission electron microscopy

In classical TEM, the electron beam is stationary and the image is formed
using the transmitted beam (bright-field TEM or TEM-BF) or one of the
diffracted beams (dark field or TEM-DF).
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Figure 8.38 Example of moderate beam damage on C-S-H phase from normal examination
in the TEM. The fine fibrillar structure visible in the left image is already less
distinct in the right image, where the C-S-H appears to have a higher porosity.

8.7.1.2 Scanning transmission electron microscopy

In STEM, the electron probe is focused into a small probe and scanned over
the sample. At any point of the specimen the signal generated is detected
and reconstructed to form a grey image, as in SEM. In STEM mode, dif-
ferent detectors are used to detect the electrons that form the image. In
the examples presented in this chapter, STEM-BF and high-angle annular
dark-field (HAADF) detectors were used. The first one picks up the trans-
mitted electrons, while the HAADF detectors detects electrons scattered
at high angles, giving images with Z-contrast images (Z being the atomic
number).

8.7.1.3 Energy-dispersive spectrometry

In TEM, EDS quantification is done using the standardless Cliff-Lorimer
method (Cliff and Lorimer 1975; Lorimer G.W. 1987). This method stipu-
lates that the above-background intensity ratio between two peaks is pro-
portional to their weight fraction as

(8.5)

where C,/Cy is the weight fraction between two elements A and B, k,; is
a factor taking into account the microscope parameters and I,/Ij is the



Electron microscopy 397

Si grid bar
Window —3§
)

Ea

Shadowing
Figure 8.39 Shadowing of the EDS detector by the sample without tilting.

above-background intensities ratio between two peaks of the two ele-
ments A and B. This assumes that the thickness is small and homogeneous
through the whole sample. This way, absorption and fluorescence effects
(which are present for thick SEM samples and require ZAF correction) can
be neglected if all elements in the sample are identified.

For quantitative analysis, the sample must be tilted towards the EDS
detector. This ensures that the problem of shadowing of the detector by
the sample (as illustrated in Figure 8.39) is avoided but also maximises the
collection of X-rays and most importantly limits the generation of spurious
X-rays from the thick regions of the sample. If the sample is not tilted, thick
regions can generate additional X-rays and greatly change the measured
composition.

8.7.2 Sample preparation

The preparation of TEM lamellae of cementitious materials is difficult.
There are two main problems. First, the anhydrous grains are extremely
hard compared to the hydrates and the embedding resin, which makes
homogeneous polishing of the whole compound challenging. Second, the
hydrates are beam sensitive; thus, there is a risk of deterioration during
preparation and observations (Bensted and Barnes 2002; Richardson and
Groves 1993). As for any preparation method, it involves first practising
with a trained person and some training before becoming comfortable with
any of the following methods. TEM sample preparation is very time con-
suming, so even if some mishap occurs at any given step, it is always worth
finishing the preparation, as the feature of interest may still be observable.
In the worst-case scenario, one always learns from mistakes.

Traditionally, most TEM preparation was by first mechanically polishing
thin sections down to optical translucency, then cutting discs, which were
subsequently thinned to allow electron transmission by ion milling. New
equipment, such as the Tripod® polishing method, allows easier prepara-
tion before ion beam milling. More recently FIB techniques have opened up
new possibilities for more precise sample preparation. The examples here
come from the recent studies of Bazzoni (2014) and Rossen (2014).



398 Karen Scrivener, Amélie Bazzoni, Berta Mota and John E. Rossen

8.7.2.1 Anhydrous samples

For anhydrous samples shown in this section, the TEM lamellas were pro-
duced by two different methods. The first method was the extraction of
a lamella by FIB using a Zeiss N'Vision 40 dual-beam microscope. In the
FIB microscope two canons are used: electrons are used for imaging and
ions are used for cutting, deposition of material and imaging. The dual-
beam-type FIB allows the user to make a precise selection of the region for
a TEM lamella (5 x 10 pm?). The second method also involves the FIB but
avoids a step of transfer within the FIB. Instead, it relies on the milling of
several thin regions in the same embedded sample. This procedure is sum-
marised here for a powder sample of alite and illustrated in the next section
(see Figure 8.41), where it is also used for samples hydrated for short times
(early age).

The preparation of a lamella from a bulk sample of unreacted alite is
shown in Figure 8.40. Here, the selection of the region was done using SEM
and a carbon protective layer was deposited to preserve the surface, as shown
in Figure 8.40a. The sample was then milled to produce a lamella of 5 x
10 pm? in size and 1 pm in thickness. The lamella was then extracted with
a piezo-controlled micromanipulator (Kleindiek) and welded onto a copper
support grid (Figure 8.40b). Finally, the lamella was thinned down to elec-
tron transparency (about 100 nm) as required for the TEM (Figure 8.40c¢).
This method allows the user to make a precise selection of the region of inter-
est. However, its drawback is the limited size of the lamella, especially for the
particles, where only the edges and subsurface regions are of interest.

For powder samples, an example of unreacted alite is shown. The anhy-
drous powder was mixed with a ‘hard polishing’ resin and left to harden.
Semicircular discs, 3 mm in diameter, were cut from the blocks of embed-
ded sample. The discs were mechanically polished on the two sides to reach
20-50 pm in thickness. Then some areas (‘windows’) containing the grain
edges were thinned down by FIB. This method allows a precise selection
of the grain, and several samples can be produced on one semidisc. There
is no need for transferring samples inside the FIB, which reduces the time
for preparation.

Figure 8.40 Production of a TEM lamella of unreacted alite by FIB: (a) selection of
the area where the lamella is extracted; (b) extraction of the lamella and
(c) thinning of the lamella fixed on the copper grid.
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8.7.2.2 Early-age pastes

Hydrated samples were prepared according to the second method from the
previous section but with some adjustments. Small blocks (about 1 mm in
length) of dried samples were first impregnated in a low-viscosity epoxy
resin in order to fill the pores to preserve the microstructure. The resin from
around the sample was removed and the remaining paste—epoxy block was
embedded in a hard resin (Figure 8.41a). Then the same polishing method
was used to reduce the thickness to 20-50 pm and to produce thin areas,
preferably selecting regions containing anhydrous grains and surrounding
hydrates in the FIB microscope (Figure 8.41c). The thin areas must be pre-
pared close to a side of the semidisc, in order to reduce the shadowing effect
in EDS analysis due to the remaining walls (Figure 8.41b shows a view from
above the thin region). This procedure was chosen because the hard resin
was more rigid for the sample manipulation.

8.7.2.3 Later-age pastes

Later-age samples which were stopped by isopropanol solvent exchange are
appropriate for mechanical polishing by means of the Tripod method and
additional thinning by low-energy ion beam (precision ion polishing system
or PIPS™), The brittleness of the samples is usually not a limiting factor
after 14-28 days of hydration. Mechanical polishing and ion thinning is far
less costly but no less time consuming than the previous methods based on
the use of the FIB.

Here, a small piece of dried material is first impregnated using epoxy
resin and cut to a thin slice (of dimensions 1.7 x 1.7 x 0.7 mm?3) using a
diamond saw with isopropanol as a lubricant. It is thinned down mechani-
cally to a bevel by means of the Tripod method to yield a thickness of about
20-30 pm on the thick side. Diamond lapping film discs of 30, 15, 6, 3, 1
and 0.5 pm are used to progressively reach the final thickness. Isopropanol
is used as a lubricant.

C protection
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(a)

Figure 8.41 Production of a TEM lamella by mechanical polishing and FIB for the produc-
tion of the thin areas: (a) overall view of the semidisc, polished to 20-50 pm;
(b) a view from above the thin area showing the selection of the windows
with the FIB; (c) thinning of the lamella.
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Figure 8.42 Examples of the thinning of a portland cement (PC)—slag blend: (a) an ion-
thinned sample on its copper ring support; (b) thinned region after 6 hours
of PIPS.

The sample is then glued to a copper ring (for which a third was cut off
to limit redeposition of copper during ion thinning), ion thinned with an
argon PIPS operated at a maximum 1.5 keV to achieve electron transpar-
ency. As the quality of the mechanical polishing is variable, the time in the
PIPS can range from an hour to a whole day. At each step the sample should
be checked under an optical microscope for thin regions. A general rule is
that the time spent ion thinning should be minimal. Figure 8.42a shows
a portland cement-slag sample glued to a copper ring and thinned using
the PIPS. Cementitious samples are extremely brittle and easily break.
Generally only a small area will be thin. A close-up in Figure 8.42b shows
an ideal case of thin region in the same sample. Here thickness fringes are
clearly visible in reflected light mode and are located at the very edge. They
are suitable for observation.

Finally, the sample is carbon coated with a 5 nm layer. Samples are
coated only prior to observation in the TEM, to limit the manipulation
of the sample. Samples are stored after observation in the TEM in a high-
vacuum desiccator to preserve the samples as long as possible.

8.7.3 Examples of imaging
8.7.3.1 Anhydrous grains (grinding and annealing)

Anhydrous samples were studied by TEM to evaluate the quantity of
defects after different stages of the fabrication of pure phases (Bazzoni et al.
2014a). TEM lamellae of C;S and alite samples were prepared to study the
distribution of defects after synthesis, after grinding and after annealing.
After the first heating and quenching, there are already many structural
defects, as can be seen in Figure 8.43.
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Figure 8.43 TEM-BF images of (a) C,S and (b) alite after synthesis. (Adapted from
Bazzoni et al. 2014a.)

Different types of defects are visible, indicated by numbered arrows.
Arrow 1 indicates a grain boundary, identified by the contrasted grey lev-
els on either side which correspond to different crystallographic orienta-
tions. Arrows 2 indicate twin boundaries, occurring as pairs of lines with
strong fringes. Arrows 3 indicate antiphase boundaries (which is a type of
stacking fault): there are always several fringes surrounding them and they
can change direction. Arrow 4 indicates phase transformation dislocations
which appear when there is a mismatch in the lattice. The identification
of the different defects follows Amelinckx and Van Landuyt (1976) and
Williams and Carter (2009). The defect types identified above result from
displacive transformations, which are typical for samples undergoing poly-
morphic transitions during cooling (Amelinckx and Van Landuyt 1976).
On quenching from 1600°C to room temperature, C;S undergoes seven
polymorphic transformations.

After grinding (Figure 8.44a for C,S and Figure 8.44b for alite), the same
types of defects are observed inside the grains. In addition, at the grain edges,

H 100 nm H 100 nm

Figure 8.44 TEM-BF images of (a) C;S and (b) alite after grinding and of (c) debris of alite.
(Adapted from Bazzoni et al. 2014a.)
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Figure 8.45 TEM-BF images of (a) C,S and (b) alite after annealing. (Adapted from
Bazzoni et al. 2014a.)

there is a region about 50 to 200 nm thick where the many different grey
levels indicate a high density of defects, but these could not be characterised
further. The deformed zone is not continuous all along the surface and has a
variable thickness. This layer forms due to impacts between particles during
the grinding procedure. Alite undergoes only one polymorphic transforma-
tion, because of the presence of ions; thus, less lattice defects are expected.
However, the presence of ions induces lattice strains due to the substitution
of calcium by magnesium and of silicon by aluminium. Small grains were
also examined, and for both grinding methods, the small grains observed are
clearly more damaged than the bigger particles, as shown in Figure 8.44c.

After annealing (Figure 8.45a for C;S and Figure 8.45b for alite), a reduc-
tion in the defect density is observed. The damaged layer at the surface has
for the most part disappeared. Defects are still present in the inner part of
the grain, but in a lower density. In the case of alite, a recrystallisation is
observed (Figure 8.45b).

8.7.3.2 Pastes: Early hydration

The evolution of the microstructure of C;S paste with a w/c of 0.4, particu-
larly the growth of C-S-H, was followed by STEM images during the first
24 h, as indicated by Figure 8.46. AN indicates the anhydrous C;S, resin
stands for the epoxy resin and the rest is C-S-H.

At the maximum heat flow, C;S grains are completely covered by outer
product, which is characterised by intermixed ‘needles’. In terms of mor-
phology, the outer product shows a fibrillar morphology (small needle-
shaped particles about 10 nm wide). A gap is observed between the C-S-H
and the anhydrous grains. The needles have started to fuse to form a dense
layer between the surface of the grains and the outward needles and there
is also the start of the formation of the inner product. At 24 h, the inner
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Figure 8.46 STEM-BF images of the evolution of the microstructure of C,S paste dur-
ing the first 24 h: (a) 6, (b) 8 and (c) 24 h. w/c = 0.4, cured at 20°C. AN is
anhydrous material.
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Figure 8.47 STEM-BF images of the evolution of the microstructure of (a) C,S paste with
40 wt.% limestone water/solid ratio = 0.4, (b) alite paste w/c = 0.4 and (c) clinker
paste w/c = 0.4. Curing was done at 20°C. AN is anhydrous material.

product is clearly visible and the gap between the grains and the surround-
ing C-S-H layer disappears. The inner product of C;S looks like a dense
packing of globules, as described by Richardson (2004). It can be observed
that the thickness of the rim of C-S-H around particles increases with time.
The surface of the grain is severely etched. A densification of the product is
also observed with time. The C-S-H is more compact at 24 h.

As a comparison, at about 8 hours of hydration, Figure 8.47 shows
C-S-H formed in a paste of C;S with 40 wt.% of limestone (water-to-solid
ratio = 0.4), C-S-H in alite paste (w/c = 0.4) and C-S-H formed in a clinker
paste (w/c = 0.4).

In the presence of limestone, the needles have a fibrillar morphology, but
they are thinner and are straight, perpendicular to the surface of the grains.
The alite paste is similar to the C;S paste. In clinker samples, especially
on STEM cross sections, it is more difficult to distinguish between C-S-H
needles and ettringite needles.
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Figure 8.48 STEM-BF images of C-S-H needles embedded in CH crystals for C,S w/c
0.4 after 28 days.

At 28 days, for a C,S paste hydrated with a w/c of 0.4 cured at 20°C, the
microstructure is filled by hydrates and C-S-H may be embedded in port-
landite, as indicated by Figure 8.48.

8.7.3.3 Later microstructure and analysis

This section shows observations on later-age pastes. Alite and cement
pastes hydrated for 90 days, at 20°C with w/c = 0.4, are shown in Figure
8.49a and b, respectively. Both inner product (IP) C-S-H regions and fibril-
lar outer product (OP) C-S-H are visible. As the alite sample (Figure 8.49a)
is devoid of aluminate phases, only C-S-H and CH form. In cement systems
(Figure 8.49b) relics from AFt or AFm particles removed during prepara-
tion are visible close to the border of the original alite grain.

Fibrils (OP)

Dense IP

———— 500 nm

Figure 8.49 STEM-BF images of hydrated samples. (a) Inner (IP) and outer product (OP)
regions of a paste of alite hydrated for 90 days at 20°C (w/c = 0.4); (b) inner
and outer product region of a CEM | cement hydrated for 90 days at 20°C
(w/c =0.4).
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Figure 8.50 STEM-BF images of systems hydrated at 20°C with water/binder = 0.4:
(a) portland cement—40% slag blend hydrated for 5 years (HT: hydrotalcite);
(b) portland cement—30% fly ash hydrated for 3 years.

Blends of plain cement with SCMs are of particular interest and can
reveal the changes in morphology of the C-S-H. Figure 8.50a shows a blend
of portland cement with 40% slag where the inner product region in a slag
grain has a fine morphology intermediate between fibrillar and foil-like.
Figure 8.50b is from a blend of portland cement with 30% of fly ash and
shows the more clearly foil-like C-S-H within the fly ash grain. Fibrillar
outer product C-S-H is seen on its surface.

8.7.4 Chemical composition

The composition of C-S-H can be determined free from intermixing of
other phases in typical paste samples. Unlike in SEM-EDS where the inter-
action volume is of a few cubic micrometres, STEM-EDS is able to directly
show by compositional (spectral) maps which regions are rich in AFt, AFm
and CH and other magnesium-rich regions, for example. This allows the
user to properly select thin regions, which can then be quantified. Some
examples of quantification are given in the following sections.

8.7.4.1 Early-age evolution of C/S in the C-S-H of pure C;S

The chemical composition of C-S-H in C;S paste is characterised by its
calcium-to-silicon ratio (C/S). At early age, the C/S varies with the w/c and
decreases with time. With the methodology described earlier for early-age
paste samples, it was possible to investigate the chemical composition of C-S-H
by EDS analysis from as early as a few hours up to 28 days. Figure 8.51 shows
the evolution of the C/S in the three C,S pastes with w/c of 0.4, 0.8 and 1.2.
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Figure 8.51 Evolution of the C/S in C;S over time for three w/c ratios.

In the case of w/c of 0.4, after 24 h the C/S remains constant with a value
around 1.8, which is in good agreement with previous works by Richardson
(2000) and Richardson and Groves (1993). For the higher w/c, the C/S ratio
seems to decrease with time, which corresponds to previous observations of
Lachowski et al. (1980) on ordinary portland cement with a w/c of 0.7 and
Taylor et al. (1985) on clinker with a w/c of 0.5.

8.7.4.2 CJS in matured cement pastes

Unlike C,S pastes, there are other elements in the clinker and other minor
phases which form. Aluminium for silicon substitution should be taken into
account in the composition of C-S-H. Regions containing other very small
phases may also be avoided when choosing ‘pure’ C-S-H regions for quan-
tification. The following example is for a hydrated cement paste matured
for 90 days at 20°C, with a w/c of 0.4. Although the BF image (Figure 8.52a)
can give indications about the regions which are not C-S-H, only the EDS
mapping clearly indicates which areas are truly C-S-H free from sulfur-rich
and magnesium-rich phases (Figure 8.52b). It also allows the user to visu-
ally observe the detailed distribution of elements. The STEM can also be
switched to diffraction mode to verify that no crystalline phases are pres-
ent, but this is relatively unimportant if detailed compositional maps are
used to check all elements of relevance.

With the information from EDS mapping, the user can better select areas
for quantification. When this was compared to SEM-EDS data, the STEM-
EDS confirms that the values measured by SEM-EDS are biased because of
intermixing of C-S-H with phases on the scale smaller than the interaction
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Figure 8.52 (a) Inner product (IP) region of the same cement sample as in Figure 8.49b.
There is little contrast between areas of the STEM-BF image. (b) EDS maps
reveal the presence of sulfur-rich and magnesium-rich areas or phases in the
same inner product region.

volume, as previously discussed, and supports the use of the extreme value
of the C-S-H ‘cloud’ in SEM as the best value for the C-S-H itself. The
comparison between the SEM-EDS data with STEM-EDS data is shown
in Figure 8.53 for two samples. Figure 8.53a is a white cement and Figure
8.53b is a cement—40% slag blend. Both were hydrated for 5 years at 20°C
with water/binder = 0.4. Both indicate that the Si/(Ca-S) (calcium is cor-
rected for sulfate uptake) is best estimated from the edge of the SEM-EDS
points because this is the least intermixed region. The Al/(Ca-S) may be
slightly overestimated. This is mostly due to the small peaks in the STEM-
EDS spectra which are subject to larger errors.
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Figure 8.53 (a) EDS analyses from SEM and STEM compared for a white cement sample
hydrated for 5 years; (b) same comparison as (a) for a blend with 40% slag,
hydrated for 5 years.
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8.7.4.3 CIS in matured blended pastes

The problem of intermixing in SEM is especially problematic in blends with
SCMs of small particle size, e.g. silica fume and finely ground metakaolin.
Estimation of the C-S-H composition from SEM-EDS analyses may be very
difficult. STEM-EDS is therefore particularly useful to analyse areas of
C-S-H devoid of very small unreacted or hydrated phases whose presence
is visible in the STEM-BF image in Figure 8.54a of a cement-metakaolin
blend hydrated for 90 days at 20°C. The elemental map (Figure 8.54b) con-
firms that metakaolin particles (MK) are still present in these images. In
Figure 8.54c, the STEM-EDS analyses show where the composition of pure
C-S-H is likely to be located compared to the SEM-EDS plots. Pure C-S-H
is between analyses intermixed with MK and those intermixed with AFt or
AFm.
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Figure 8.54 (a) Portland cement—20% metakaolin (MK) blend with a heterogeneous
microstructure; (b) the corresponding STEM-EDS map of a; (c) comparison
of EDS analyses of C-S-H by SEM and STEM.
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Figure 8.55 SEM-BSE image of an alite grain with Mg-rich and Al-rich clusters.
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8.7.4.4 Quantification of minor elements

Low elemental concentrations, below 1 at.%, are difficult to quantify by
EDS analysis. The standardless quantification methods used in STEM may
mean that low concentrations cannot be as accurately measured as by SEM,
as illustrated in the following example. The alite studied contained alumin-
ium and magnesium and Al-rich and Mg-rich clusters and can be identified
as indicated by the BSE image of a polished section in Figure 8.55.

XRF gives the total amount without differentiating between the amounts
in exsolved regions and in solid solution in alite. The microscopy tech-
niques permit the selection of regions without clusters. With SEM tech-
niques, because of the large interaction volume, subsurface clusters not
visible from the surface may be included, but the relatively large distance
between exsolved regions makes this unlikely. The STEM technique allows
a localised analysis of the composition, since the interaction volume is
small because of the small thickness of the sample. Table 8.1 compares the
results obtained with the different techniques to the calculated amount of
each element from the synthesis recipe.

For the determination of low amounts of an element (less than 1 at.%),
the SEM-WDS technique gives the best results, followed by SEM-EDS
and STEM-EDS. However, SEM-WDS uses strong beam current. This
is not a problem, here, for anhydrous materials, but it is likely to dam-
age hydrated phases. In this case, SEM-EDS technique gives a good
compromise between quality of the analysis and beam damage. In this
example the STEM-EDS techniques does not really give any advantages,
especially when the difficult sample preparation is taken into account.
This example emphasises the point that a comparison of several meth-
ods is always recommended, particularly for results close to the detec-
tion limits.
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Table 8.1 Atomic composition of the alites calculated and determined by XRF,
SEM-WDS, SEM-EDS and STEM-EDS

at.%

Ca Si Mg Al o c/s
Calculated from synthesis 31.89 10.84 1.28 0.50 55.55 2.94
XRF batch | 29.28 9.85 1.17 051 51.46 2.97
XRF batch 2 29.44 9.78 1.19 0.64 51.10 3.01
SEM-WDS batch | 3261 10.73 0.83 0.37 55.46 3.04
SEM-EDS batch | 27.92 9.36 0.98 0.48 60.99 2.98
SEM-EDS batch 2 29.68 9.91 0.90 0.51 58.76 3.00
STEM-EDS batch | 31.65 11.20 1.12 0.64 55.38 2.83
STEM-EDS batch 2 30.45 10.78 1.03 0.55 57.18 2.82

On the other hand, the STEM-EDS technique has a strong advantage
for looking at the presence of minor elements in the hydrates. In order to
see if magnesium and zinc enter into solid solution in hydrates, EDS map-
pings were done on Mg- and Zn-doped alites, hydrated for 24 h. Figure
8.56 shows the selected region, containing an anhydrous grain, C-S-H and
portlandite and the resulting elemental mapping for magnesium and for
zinc (Bazzoni et al. 2014b). Accurate quantification is simply not possible
here, but the distribution of each element is clearly visible, thanks to the
very small probe of the STEM mode.

8.7.5 Focussed ion beam microsectioning
for three-dimensional reconstruction

FIB nanotomography (FIB-nt) is a recent technique which makes use of the
dual beam FIB and a drift-corrected slicing procedure to then reconstruct
a 3D data set which can be processed by image analysis on any plane. It
has advantages over other methods which reconstruct 3D images. X-ray
tomography is only able to provide a voxel (3D pixel) 0.5 to 1 pm in size,
thus limiting the smallest resolvable particle size to 5 um (Garboczi and
Bullard 2004). 3D microscopy serial sectioning relies on mechanical pol-
ishing, usually not precise enough to obtain a satisfactory reconstruction.
Here the interaction volume is also on the order of several cubic micro-
metres. Single-beam FIB techniques require sample tilting between each
milling and imaging step and adds mechanical imprecision, which is over-
come with dual-beam techniques provided drift correction is used (Holzer
et al. 2004). Compared to TEM tomography, very thick regions can be
analysed by sectioning a bulk sample over a large depth, amounting to total
volumes of about 50 x 50 x 50 um?3. Although FIB-nt does not reach the
same spatial resolution as TEM tomography, particles of a wide range of
sizes may be studied on different scales.
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Figure 8.56 (a) STEM-BF image and (b) Mg EDS mapping, after 24 h of hydration, for alite
with 1.78 wt.% of Mg; (c) STEM-BF image and (d) Zn EDS mapping, after
24 h of hydration, for alite with 1.16 wt.% Zn. AN: anhydrous grains; CH:
portlandite. (Adapted from Bazzoni et al. 2014b.)

The training to use dual-beam FIB techniques has a very steep learning
curve as two different beams are used simultaneously for imaging and mill-
ing. The same technique was used for sample preparation and is used here
to remove slices of material as thin as possible, i.e. with a thickness on the
order of the resolution of the SEM column (down to a few nanometres) at
the chosen magnification. The magnification depends on the main particle
size of interest and so does the thickness of each layer of the stack. This
allows the data to be directly reconstructed in 3D stacks with voxel sizes
which can go down to ~10 nm. Thus, all particle sizes may be studied. The
technique is illustrated schematically in Figure 8.57.

It is possible to carry out particle shape analysis and topological charac-
terisation of granular textures in microstructures. The technique was used
to study unreacted cement (Holzer et al. 2006) impregnated with Wood’s
metal (Bi 50%, Pb 25%, Sn 12.5%, Cd 12.5%; melting point 70°C) in
order to prevent charge effects. Polishing was as standard for preparing
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Figure 8.57 A schematic illustration of the FIB-nt technique with dual-beam FIB (52°
between both beams). (Reproduced from Holzer, L. et al., J. Microscopy,
216(1): 84-95, 2004. With permission.)

SEM samples. The sample was glued onto an aluminium stub and the coat-
ing was done with a Pt layer deposited by sputtering.

For hydrated samples, the use of FIB-nt requires that the hydration be
stopped. For samples observed during the first stages of hydration (first
few hours), this was carried out by high-pressure freezing (HPF) as used in
biological studies. Using HPF, water is vitrified to prevent the formation of
ice crystals, which can alter the microstructure. For the kinetic and thermo-
dynamic aspects of HPF and vitrification of water, the reader is referred to
Bachmann and Mayer (1987) and Moor (1987). Cryo-FIB, as it is called, is
combined with observations in cryo-SEM to have both the relatively large
area observed by cryo-FIB and the high resolution associated with higher-
magnification cryo-SEM techniques.

The procedure to prepare a hydrated paste for cryo-observation requires
several additional steps and is beyond the scope of this chapter as the
method is extremely rarely used in the field of cement science. The reader
is referred to the aforementioned publications (Holzer et al. 2007; Zingg
et al. 2008).

For later-age samples prepared using standard methods of stopping
hydration and polishing, Trtik et al. (2011) improved upon the FIB-nt tech-
nique by making use of an energy-selective BSE detector to take two images
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or ‘views’ (in different conditions) per slice and using a 3D diffusion filter
to improve the detail in the subsequent reconstruction. In particular, the
second view is a prolonged exposure (corresponding to 12 scans in the con-
ditions of the first view), which improves the contrast in part due to beam
damage. This helps the segmentation process.

Such techniques based on dual-beam FIB-nt are advantageous to study
cement hydration with a high resolution in time and space and resolve
complex 3D heterogeneous structures. However, sample preparation is
very time consuming, and only small volumes are analysed. The reliability
and reproducibility of the case of FIB was discussed by Holzer and Miinch
(2009). The main problem with all serial sectioning techniques is that the
spacing of the sections needs to be smaller than the smallest feature of
interest, while the total thickness examined needs to be larger than the
largest feature of interest. So while the method allows reproducible micro-
structural characterisations to be carried out if the size distribution of the
microstructural features is not too wide, this is not really the situation
which exists in cementitious materials, where the grinding process and
the optimisation of rheology and packing favour a wide distribution of
particle sizes.

8.8 SUMMARY

The aim of this chapter is to illustrate the use of electron microscopy for
the study of cementitious materials. Although imaging of fracture surfaces
with SEs is perhaps the most commonly used technique, it is of limited use
after the first day or so. The most useful technique is the study of polished
sections by BSEs and characteristic X-rays. We have tried to illustrate some
of the diverse applications of these methods, including the possibilities to
obtain quantitative information by image analysis. However, the essential
prerequisite is a well-polished sample, which is not easy to achieve.

TEM is a much more specialised technique recommended only to
researchers who have significant time and determination to learn the nec-
essary methods of specimen preparation and observation. Here we have
simply tried to illustrate the kind of information which can be obtained.

In Table 8.2 we summarise some of the important experimental param-
eters. Note that these are not exhaustive and do not necessarily apply to
other microscopes than those used by the authors. They should be seen as
possible guidelines, particularly for the TEM. Nothing replaces a complete
training and good knowledge of the techniques. Only then can you conduct
proper research. For reporting the main essential is to indicate the scale
of the image: ideally with a micron marker or at least by an indication of
the field width. ‘Magnification’ depends on the size to which the image is
printed so is not generally adequate.
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Table 8.2 Examples of experimental parameters for SEM and TEM

Data collection properties and Examples
settings SEM TEM
Equipment Microscopes FEI, JEOL, Hitachi, Zeiss, FEIl, JEOL, Hitachi, etc.
manufacturer etc.
EDS Bruker, Oxford Bruker, Oxford
detectors Instruments, EDAX, Instruments, EDAX,
SGX Sensortech, SGX Sensortech,
Noran, PGT, etc. Noran, PGT, etc.
Operating Electron Tungsten, LaBé6, FEG Tungsten, LaB,, FEG
conditions sources
Accelerating  Fracture surfaces: 80-120 kV
voltage 2-15 kV
Polished surfaces: |5 kV
Beam current  EDS point analyses: EDS point analysis
<l nA (TEM):< 0.1 nA
EDS mappings: up to EDS mappings (STEM):
10 nA <0.1 nA
Working Imaging: 2—10 mm -
distance EDS: determined by
detector
Detectors Electrons SE, BSE BF, DF (TEM)
BF, HAADF (STEM)
Characteristic ~ EDS,WDS EDS,WDS
X-rays
Sample Dimensions  Slices few millimetres 3 mm discs polished to
thick up to several electron transparency
centimetres in diameter by ion milling or FIB
Images Labelling Scale bar (preferable) or  Scale bar (preferable)

field width

or field width

Note: These parameters are not exhaustive and do not necessarily apply to microscopes other than
those used by the authors.These parameters should be seen as possible guidelines, particularly

for TEM, where parameters are extremely dependent on the operating conditions.
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9.1 INTRODUCTION

Cementitious materials are porous. The size of the pores in hydrated cement
materials varies from the micron to the nanoscale. Three main categories
of pores are often quoted. The first category is the compaction/air voids.
They are the largest pores in a cement matrix with sizes in the range of
micrometres to millimetres and result from imperfect placing. The second
category is the capillary pores. There is a common consensus for capillary
to be the remaining spac